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Preface

The 1st International Conference on Trends in Electronics and Health Informatics,
TEHI 2021, was held from December 16 to 17, 2021. The conference was hosted
by Pranveer Singh Institute of Technology, Kanpur, Uttar Pradesh, India. The TEHI
conference series has established itself as theworld’s premier research forumon elec-
tronics and health informatics, which is an emerging interdisciplinary andmultidisci-
plinary research fieldwith joint efforts from artificial intelligence and soft computing,
healthcare informatics, IoT and data analytics, electronics and communication tech-
nologies. The conference’s objective is to bring together researchers, educators, and
business professionals involved in related fields of research and development. This
volume compiles the peer-reviewed papers presented at the meeting.

The conference on TEHI 2021 attracted 133 full papers from 10 countries in five
tracks. These tracks include—artificial intelligence and soft computing, healthcare
informatics, IoT and data analytics, electronics and communication. The submitted
papers underwent a single-blind review process, soliciting expert opinion from at
least two experts: at least two independent reviewers, the track co-chair, and the
respective track chair. Following rigorous review reports from the reviewers and
the track chairs, the technical program committee has selected 63 high-quality full
papers from 09 countries that were accepted for presentation at the conference. Due
to the COVID-19 pandemic, the organizing committee decided to host the event in
hybrid mode. The research community reacted amazingly in this challenging time.

The volume is insightful and fascinating for those interested in learning about elec-
tronics and health informatics that explores the dynamics of exponentially increasing
knowledge in core and related fields.We are thankful to the authors who have made a
significant contribution to the conference and have developed relevant research and
literature in artificial intelligence and soft computing, healthcare informatics, IoT
and data analytics, electronics and communication.

We would like to express our gratitude to the organizing committee and the tech-
nical committee members for their unconditional support, particularly the chair, the
co-chair, and the reviewers. Special thanks to the Prof. VinayKumar Pathak, Hon’ble
Vice Chancellor, Dr. A. P. J. Abdul Kalam Technical University, Lucknow; Pranveer
Singh, Hon’ble Chairman, PSIT, Kanpur; and Dr. Sanjeev Kumar Bhalla, Director,

xiii



xiv Preface

PSIT, Kanpur, for their thorough support. TCCE 2021 could not have taken place
without the tremendous work of the team and the gracious assistance. We would
like to thank IEEE UTHM Student Branch. We are grateful to Aninda Bose, Ms.
Sharmila Mary Panner Selvam, and other teammembers of Springer Nature for their
continuous support in coordinating this volume publication. We would also like to
thankMr.Md.Mahfuzur Rahman of DIU andMilon Biswas of BUBT for continuous
support. Last but not least, we thank all of our contributors and volunteers for their
support during this challenging time to make TEHI 2021 a success.

Dhaka, Bangladesh
Jaipur, India
Tsukuba, Japan
Kanpur, India
Kanpur, India
October 2021

M. Shamim Kaiser
Kanad Ray

Anirban Bandyopadhyay
Raghvendra Singh

Vishal Nagar



Contents

Artificial Intelligence and Soft Computing

A Heuristic Approach for Analyzing Some Reading Behaviors
of Online News Viewers Using RF and KNN . . . . . . . . . . . . . . . . . . . . . . . . . 3
Shahadat Hossain, Md. Manzurul Hasan, and Mimun Barid

Automatic Image Classification and Abnormality Identification
Using Machine Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
Ravendra Singh and Bharat Bhushan Agarwal

A Review of Speech Sentiment Analysis Using Machine Learning . . . . . . 21
Tapesh Kumar, Mehul Mahrishi, and Sarfaraz Nawaz

Performance Evaluation of Enhancement Algorithm for Contrast
Distorted Images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
Navleen S. Rekhi, Jasjit Singh, Jagroop S. Sidhu, and Amit Arora

MHGSO: A Modified Hunger Game Search Optimizer Using
Opposition-Based Learning for Feature Selection . . . . . . . . . . . . . . . . . . . . . 41
Zeeshan Adeen, Musheer Ahmad, Nabil Neggaz, and Ahmed Alkhayyat

Analysis of Hyperspectral Image Denoising Using Deep Neural
Network (DNN) Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
Vaibhav J. Babrekar and Shirish M. Deshmukh

Significance of Source Information in Hypernasality Detection . . . . . . . . . 71
Akhilesh Kumar Dubey, Deepak Kumar Singh, and B. B. Tiwari

Estimation in Agile Software Development Using Artificial
Intelligence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
Prateek Srivastava, Nidhi Srivastava, Rashi Agarwal, and Pawan Singh

xv



xvi Contents

Human Fall Detection Analysis with Image Recognition Using
Convolutional Neural Network Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
Kuldeep Chouhan, Ashish Kumar, Ashish Kumar Chakraverti,
and Ravindra Raman Cholla

A Method for Detecting Epileptic Seizure in Pediatrics Patients
Based on EEG Signals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
Satarupa Chakrabarti, Aleena Swetapadma, and Prasant Kumar Pattnaik

Detection of Brain Tumors in MRI Images Through Deep Learning . . . . 119
Roshan Jahan and Manish Madhav Tripathi

Healthcare Informatics

Machine Learning Algorithm for Detecting Lung Cancer: A Review . . . 129
Shweta Mallick and Surya Prakash Mishra

Toward Machine Learning-Based Psychological Assessment
of Autism Spectrum Disorders in School and Community . . . . . . . . . . . . . 139
Sabbir Ahmed, Md. Farhad Hossain, Silvia Binte Nur,
M. Shamim Kaiser, and Mufti Mahmud

Design of an Intelligent Diabetes Prediction Model in Big Data
Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
Shampa Sengupta and Kumud Ranjan Pal

Secure Data Sharing of Electronic Health Record (EHR)
on the Cloud Using Blockchain in Covid-19 Scenario . . . . . . . . . . . . . . . . . 165
Deepak Kumar Verma, Rajesh Kumar Tyagi,
and Ashish Kumar Chakraverti

A Study Towards Recent Trends, Issues and Research Challenges
of Intelligent IoT Healthcare Techniques: IoMT and CIoMT . . . . . . . . . . 177
Garima Verma, Aditya Pratap Shahi, and Shiva Prakash

Digitalization of Healthcare System in India—A Perspective
and PESTLE Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
Chandrahash Patel and Kunal Sinha

A De-Speckling Framework for Optical Coherence Tomography
Images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
Pradeep K. Gupta and Farooq Husain

Rotational Opponent Motion Detection Impact in Biological
Motion Perception . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
Khashayar Misaghian, J. Eduardo Lugo, and Jocelyn Faubert

Radiation Pressure in Opal-Based Microcavities . . . . . . . . . . . . . . . . . . . . . . 225
M. Toledo-Solano, M. A. Palomino-Ovando, E. Sánchez-Mora,
Jocelyn Faubert, and J. Eduardo Lugo



Contents xvii

An Implementational-Level Model of the Human Dorsal Pathway
for Biological Motion Perception of High Complexity . . . . . . . . . . . . . . . . . 235
Khashayar Misaghian, J. Eduardo Lugo, and Jocelyn Faubert

All Basics that Are Wrong with the Current Concept of Time
Crystal: Learning from the Polyatomic Time Crystals of Protein,
microtubule, and Neuron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243
Komal Saxena, Pushpendra Singh, Pathik Sahoo,
Subrata Ghosh, Daya Krishnanda, Kanad Ray, Daisuke Fujita,
and Anirban Bandyopadhyay

Meta-Analysis of fMRI for Emotional and Cognitive States Shows
Hierarchical Invariant Optimization in Brain . . . . . . . . . . . . . . . . . . . . . . . . 255
Anindya Pattanayak, Tanusree Dutta, Piyush Pranjal,
Pushpendra Singh, Pathik Sahoo, Soumya Sarkar,
and Anirban Bandyopadhyay

IoT and Data Analytics

A Framework of an Obstacle Avoidance Robot for the Visually
Impaired People . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269
Sudipto Chaki, Shamim Ahmed, Milon Biswas, and Iffat Tamanna

Surface Electromyogram (S-EMG) Spectrogram Analysis
of Human Arm Activity Towards Interpretability and Classification . . . . 281
Pritam Chakraborty, Biswarup Neogi, and Achintya Das

An Atypical Approach Toward PTSD Diagnosis Through
Speech-Based Emotion Modeling Using CNN-LSTM . . . . . . . . . . . . . . . . . . 291
M. Josephine Mary Juliana, Gnanou Florence Sudha, and R. Nakkeeran

Effective Independent Component Analysis Algorithm (EICA)
for Blind Source Separation of Mixed Images for Biomedical
Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 311
Nishant Tripathi, Raghvendra Singh, and Utkarsh Pandey

GSR Signals Features Extraction for Emotion Recognition . . . . . . . . . . . . 329
Kuryati Kipli, Aisya Amelia Abdul Latip, Kasumawati Lias,
Norazlina Bateni, Salmah Mohamad Yusoff,
Nurul Mirza Afiqah Tajudin, M. A. Jalil, Kanad Ray,
M. Shamim Kaiser, and Mufti Mahmud

Development of Mobile Application for Detection and Grading
of Diabetic Retinopathy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 339
Kuryati Kipli, Lee Yee Hui, Nurul Mirza Afiqah Tajudin,
Rohana Sapawi, Siti Kudnie Sahari, Dayang Azra Awang Mat,
M. A. Jalil, Kanad Ray, M. Shamim Kaiser, and Mufti Mahmud



xviii Contents

Toward Deep Learning-Based Automated Speed and Line Change
Detection System in Perspective of Bangladesh . . . . . . . . . . . . . . . . . . . . . . . 351
Abdullah-Al-Mahmod, Sabbir Ahmed Usmani,
Mohammad Abdus Salam, Md. Foyjul Haque Somrat,
and M. Shamim Kaiser

Automated Acute Lymphocytic Leukemia (ALL) Detection Using
Microscopic Images: An Efficient CAD Approach . . . . . . . . . . . . . . . . . . . . 363
Tahmina Akter Sumi, Mohammad Shahadat Hossain,
and Karl Andersson

Zero-Contact Novel CoronaVirus (Sars-Cov-2) PatientMonitoring
and Management System Using IoT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 377
Ankit Jain, Raghvendra Singh, and S. K. Bhalla

Distributed and Hierarchical Clustering Techniques Comparison
in Wireless Camera Sensor Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 389
Nishant Tripathi and Kamal Kumar Sharma

Electronics

Comparative Study of Different Material Tri-Gate MOSFET
with Dielectric Material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 409
Rani Kiran, Imran Ullah Khan, and Yusra Siddiqui

Performance Characterization of Double Material
Gate-All-Around Nanowire MOSFET . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 419
Avishisht Kumar and Imran Ullah Khan

A Comparative Analysis of Different Types of Mixer Architecture
for Modern RF Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 429
Zohaib Hasan Khan, Shailendra Kumar, and Deepak Balodi

Recursive IDMA Receiver with Unequal Power Allocation Scheme
for Beyond 5G Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 441
Shivani Dixit, Varun Shukla, Priyanka Agarwal, and M. Shukla

Low-Power Front End for Continuous-Wave Doppler Harmonic
Ultrasonography System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 449
Tanmai Kulshreshtha, Sudhir Kumar Singh, Ruchi Chaurasia,
Manish Kumar, and Naimur Rahman Kidwai

MonoLayer Graphene-Based Plasmonic Biosensor for Urine
Glucose Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 459
Archana Yadav, Anil Kumar, and Preeta Sharan

Modeling and Simulation Based Investigation of SiGe
Heterojunction Dopingless Vertical TFET for Lower Power
Biomedical Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 469
Shailendra Singh, Raghvendra Singh, and Sanjeev Kumar Bhalla



Contents xix

A Complete Analysis: From Model to Device Level of Tunnel Field
Effect Transistors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 481
Rupali Gupta and Saima Beg

Charge Pump-Phase Frequency Detector based Phase-Locked
Loop for Modern Wireless Communication—A Review . . . . . . . . . . . . . . . 491
Mohammad Amir Ansari, Syed Hasan Saeed, and Deepak Balodi

Communication

Compact Printed Multiband Fractal Antenna for C, X and Ku
Band Applications: Design and Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 501
Ruchi Kadwane and Jaikaran Singh

Enhancing Security with In-Depth Analysis of Brute-Force Attack
on Secure Hashing Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 513
Rajat Verma, Namrata Dhanda, and Vishal Nagar

Integration of Back-Propagation Neural Network to Classify
of Cybercriminal Entities in Blockchain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 523
Rohit Saxena, Deepak Arora, and Vishal Nagar

On the Development of Planar Antenna for Wireless
Communication Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 533
Sushil Kakkar and Shweta Rani

Energy Efficient Clustering and Optimal Multipath Routing Using
Hybrid Metaheuristic Protocol in Wireless Sensor Network . . . . . . . . . . . 543
Binaya Kumar Patra, Sarojananda Mishra, and Sanjay Kumar Patra

A Comparative Analysis on Blockchain Technology Considering
Security Breeches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 555
CH. Ravikumar, Isha Batra, and Arun Malik

Compact Tapered Shape Wide Slot UWB Antenna with 5. 6 GHz
Band-Notched Characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 567
Gaurav Sahu, Vivek Kumar, and Abhishek Singh Rathour

Isolation Enhancement Using PRSR Technique for Wireless
Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 575
Manish Deshmukh, Sumit Kumar Gupta, and Akansha Chandravanshi

Review on a Full-Duplex Cognitive Radio Network Based
on Energy Harvesting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 587
Vikas Srivastava and Parulpreet Singh

Performance Analysis and Power Allocation with Joint Sharing
in Hybrid Multicarrier-Based Cognitive Radio Network . . . . . . . . . . . . . . 599
Sandeep Kumar Jain and Baljeet Kaur



xx Contents

A Lightweight Cryptographic Scheme to Secure WSNs
in Agriculture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 615
Amit Singha, Nasirul Mumenin, Nahid Ibne Akhter,
Md. Shahadat Hossain Moon, and Mosabber Uddin Ahmed

ASER Performance Analysis of Decision Threshold-Based Hybrid
FSO-RF Turbulent Link . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 625
Deepak Kumar Singh and B. B. Tiwari

The V-Band SIW Slot Antenna for Millimeter Wave Application . . . . . . . 643
Shailendra Kumar Sinha and Raghvendra Singh

Performance Analysis of MC-CDMA-Based Cognitive Radio
Network Under Rayleigh Fading Channel . . . . . . . . . . . . . . . . . . . . . . . . . . . 651
Md. Alomgir Kabir and M. Shamim Kaiser

Correction to: Proceedings of Trends in Electronics and Health
Informatics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . C1
M. Shamim Kaiser, Anirban Bandyopadhyay, Kanad Ray,
Raghvendra Singh, and Vishal Nagar

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 663



Editors and Contributors

About the Editors

Dr. M. Shamim Kaiser is currently working as Professor at the Institute of Infor-
mation Technology of Jahangirnagar University, Savar, Dhaka-1342, Bangladesh.
He received his Bachelor’s and Master’s degrees in Applied Physics Electronics
and Communication Engineering from the University of Dhaka, Bangladesh, in
2002 and 2004, respectively, and the Ph.D. degree in Telecommunication Engi-
neering from the Asian Institute of Technology, Thailand, in 2010. His current
research interests include data analytics, machine learning, wireless network and
signal processing, cognitive radio network, big data and cyber-security, renewable
energy. He has authored more than 100 papers in different peer-reviewed journals
and conferences. He is Associate Editor of the IEEE Access Journal, Guest Editor
of Brain Informatics Journal and Cognitive Computation Journal. Dr. Kaiser is Life
Member of Bangladesh Electronic Society; Bangladesh Physical Society. He is also
Senior Member of IEEE, USA, and IEICE, Japan, and Active Volunteer of the IEEE
Bangladesh Section. He is Founding Chapter Chair of the IEEE Bangladesh Section
Computer Society Chapter. Dr. Kaiser organized various international conferences
such as ICEEICT 2015–2018, IEEE HTC 2017, IEEE ICREST 2018 and BI2020.

Anirban Bandyopadhyay is Senior Scientist in the National Institute for Mate-
rials Science (NIMS), Tsukuba, Japan. He completed Ph.D. from Indian Association
for the Cultivation of Science (IACS), Kolkata 2005, December, on supramolecular
electronics; 2005–2007: ICYS Research Fellow NIMS, Japan; 2007–now, perma-
nent Scientist in NIMS, Japan; 10 patents on building artificial organic brain, big
data, molecular bot, cancer and Alzheimer drug, fourth circuit element, etc.; 2013–
2014 Visiting Scientist in MIT, USA, on biorhythms; World Technology Network,
WTN Fellow, (2009–continued); Hitachi Science and Technology Award 2010,
Inamori Foundation Award 2011–2012, Kurata Foundation Award, Inamori Founda-
tion Fellow (2011), Sewa Society International SSS Fellow (2012), Japan; SSI Gold
medal (2017).

xxi



xxii Editors and Contributors

Kanad Ray (Senior Member, IEEE) received the M.Sc. degree in physics from
Calcutta University and the Ph.D. degree in physics from Jadavpur University, West
Bengal, India. He has been Professor of Physics and Electronics and Communi-
cation and is presently working as Head of the Department of Physics, Amity
School of Applied Sciences, Amity University Rajasthan (AUR), Jaipur, India.
His current research areas of interest include cognition, communication, electro-
magnetic field theory, antenna and wave propagation, microwave, computational
biology and applied physics. He has been serving as Editor for various Springer
book series. He was Associate Editor of the Journal of Integrative Neuroscience
(The Netherlands: IOS Press). He has been Visiting Professor to UTM and UTeM,
Malyasia andVisiting Scientist toNIMS, Japan.He has establishedMOUwithUTeM
Malaysia, NIMS Japan and University of Montreal, Canada. He has visited several
countries such as Netherlands, Turkey, China, Czechoslovakia, Russia, Portugal,
Finland, Belgium, South Africa, Japan, Singapore, Thailand, Malaysia, etc., for
various academicmissions. He has organized various conferences such as SoCPROS,
SoCTA, ICOEVCI, TCCE as General Chair and Steering Committee Member.

Dr. Raghvendra Singh is currently working as Associate Professor at Pranveer
Singh Institute of Technology, Kanpur Uttar Pradesh India. He received Bachelor’s
and Master’s degrees in Electronics and Communication Engineering from UPTU
University, Lucknow, National Institute of Technology, Jaipur, in 2004 and 2011,
respectively, and Ph.D. degree in Wireless communication using Implantable and
Wearable Antennas from JKLU, Jaipur, in 2019. His research includes wireless body
area network for health care,microwave communication and antennas forWBAN.He
has authoredmore than 21 papers in different peer-reviewed journals and conferences
and 6 book chapters in reputed publishing houses. He is guiding many research
scholars in the capacity of Guide. Dr. Raghvendra Singh is Life Member of ISTE
and Member of IEEE.

Dr. Vishal Nagar is currently working as Professor at Pranveer Singh Institute
of Technology, Kanpur Uttar Pradesh India. He received Bachelor’s and Master’s
degrees and Ph.D. degree in Computer Science and Engineering in 2004, 2008 and
2012, respectively. His interest in research includes multicast routing in the field of
computer network, machine learning and blockchain. He has authored more than
35 papers in different peer-reviewed journals and conferences and 5 book chap-
ters in repudiated publishing houses like Springer and Wiley publications. He is
guiding many research scholars in the capacity of Guide and Co-guide from various
universities.Hehas experience of organizingNational and InternationalConferences.
Dr. Nagar is Life Member of the Computer Society of India and IEEE.



Editors and Contributors xxiii

Contributors

Abdullah-Al-Mahmod Department of ICE, Bangladesh University of Profes-
sionals, Dhaka, Bangladesh

Zeeshan Adeen Department of Computer Engineering, Jamia Millia Islamia, New
Delhi, India

Bharat Bhushan Agarwal Department of Computer Science and Engineering,
IFTM University, Moradabad, India

Priyanka Agarwal Department of Electronics Engineering, Harcourt Butler Tech-
nical University, Kanpur, Uttar Pradesh, India

Rashi Agarwal Department of Information Technology, University Institute of
Engineering and Technology, Chhatrapati Shahu Ji Maharaj University, Kanpur,
India

Musheer Ahmad Department of Computer Engineering, Jamia Millia Islamia,
New Delhi, India

Mosabber Uddin Ahmed University of Dhaka, Dhaka, Bangladesh

Sabbir Ahmed Institute of Information Technology, Jahangirnagar University,
Savar, Dhaka, Bangladesh

Shamim Ahmed Bangladesh University of Business and Technology, Dhaka,
Bangladesh

Nahid Ibne Akhter Bangladesh University of Professionals, Dhaka, Bangladesh

Ahmed Alkhayyat Department of Computer Technical Engineering, College of
Technical Engineering, Islamic University, Najaf, Iraq

Karl Andersson Pervasive and Mobile Computing Laboratory, Luleå University
of Technology, Skellefteå, Sweden

Mohammad Amir Ansari Integral University, Lucknow, India

Amit Arora DAVInstitute ofEngineering andTechnology, Jalandhar, Punjab, India

Deepak Arora Amity University Uttar Pradesh, Lucknow Campus, Lucknow,
India;
Pranveer Singh Institute of Technology, Kanpur, Uttar Pradesh, India

Vaibhav J. Babrekar Professor RamMeghe Institute of Technology and Research,
Badnera, Amravati, India

Deepak Balodi BBD Engineering College, Lucknow, India



xxiv Editors and Contributors

Anirban Bandyopadhyay International Center for Materials and Nanoarchitec-
tronics (WPI-MANA) and Research Center for Advanced Measurement and Char-
acterization (RCAMC), National Institute for Materials Science (NIMS), Tsukuba,
Japan

Mimun Barid University of South Asia, Dhaka, Bangladesh

Norazlina Bateni Faculty of Engineering, Universiti Malaysia Sarawak, Kota
Samarahan, Malaysia

Isha Batra Computer Science and Engineering, Lovely Professional University,
Phagwara, Punjab, India

Saima Beg Department of Electronics and Communication Engineering, Integral
University, Lucknow, India

S. K. Bhalla Department of Electrical Engineering, PSIT, Kanpur, U.P., India

Sanjeev Kumar Bhalla Department of Electronics and Communication Engi-
neering, PSIT-Pranveer Singh Institute of Technology, Kanpur, India

Milon Biswas Bangladesh University of Business and Technology, Dhaka,
Bangladesh

Sudipto Chaki Bangladesh University of Business and Technology, Dhaka,
Bangladesh

Satarupa Chakrabarti School of Computer Engineering, KIIT University,
Bhubaneswar, India

Pritam Chakraborty St. Mary Technical Campus Kolkata, Kolkata, West Bengal,
India

Ashish Kumar Chakraverti Department of Information Technology, Pranveer
Singh Institute of Technology, Kanpur, UP, India;
Department of Computer Science and Engineering, Pranveer Singh Institute of
Technology, Kanpur, India

Akansha Chandravanshi Department of ECE, School of Studies of Engineering&
Technology, Guru Ghasidas Vishwavidyalaya Bilaspur (C.G.), Bilaspur, India

Ruchi Chaurasia Pranveer Singh Institute of Technology, Kanpur, India;
Integral University, Lucknow, India

Ravindra Raman Cholla Department of Computer Science and Engineering,
Bapatla Engineering College, Guntur, India

Kuldeep Chouhan Department of Computer Science and Engineering, I.T.S Engi-
neering College, Greater Noida, India

Achintya Das Kalyani Government Engineering College, Kalyani, West Bengal,
India



Editors and Contributors xxv

Manish Deshmukh Department of ECE, School of Studies of Engineering &
Technology, Guru Ghasidas Vishwavidyalaya Bilaspur (C.G.), Bilaspur, India

Shirish M. Deshmukh Professor Ram Meghe Institute of Technology and
Research, Badnera, Amravati, India

Namrata Dhanda Department ofComputer Science&Engineering,AmityUniver-
sity Uttar Pradesh, Lucknow Campus, Lucknow, India

Shivani Dixit Department of Electronics and Communication Engineering, Pran-
veer Singh Institute of Technology, Kanpur, Uttar Pradesh, India

Akhilesh Kumar Dubey Koneru Lakshmaiah Education Foundation (Deemed to
be University), Guntur, Andhra Pradesh, India

Tanusree Dutta Organizational Behavior and Human Resource Management,
Indian Institute of Management, Ranchi, India

Jocelyn Faubert Faubert Lab, School of Optometry, University of Montreal,
Montreal, QC, Canada

Md. Foyjul Haque Somrat Department of ICE, Bangladesh University of Profes-
sionals, Dhaka, Bangladesh

Daisuke Fujita International Center for Materials and Nanoarchitectronics
(MANA), Research Center for Advanced Measurement and Characterization
(RCAMC), NIMS, Tsukuba, Ibaraki, Japan

Subrata Ghosh Chemical Science & Technology Division, CSIR North East Insti-
tute of Science andTechnology, Jorhat, Assam, India;
Academy of Scientific and Innovative Research (AcSIR), Ghaziabad, Uttar Pradesh,
India

Pradeep K. Gupta Pranveer Singh Institute of Technology Kanpur, Kanpur, U.P.,
India

Rupali Gupta Department of Electronics and Communication Engineering, Inte-
gral University, Lucknow, India

Sumit Kumar Gupta Department of ECE, School of Studies of Engineering &
Technology, Guru Ghasidas Vishwavidyalaya Bilaspur (C.G.), Bilaspur, India

Md. Manzurul Hasan American International University-Bangladesh (AIUB),
Dhaka, Bangladesh

Md. Farhad Hossain Institute of Information Technology, Jahangirnagar Univer-
sity, Savar, Dhaka, Bangladesh

Mohammad Shahadat Hossain Department of Computer Science and Engi-
neering, University of Chittagong, Chittagong, Bangladesh

Shahadat Hossain City University, Dhaka, Bangladesh



xxvi Editors and Contributors

Lee Yee Hui Department of Electrical and Electronics, Faculty of Engineering,
Universiti Malaysia Sarawak, Kota Samarahan, Malaysia

Farooq Husain SSITM Aligarh, Aligarh, U.P., India

Roshan Jahan Integral University Lucknow, Lucknow, India

Ankit Jain Department of Electronics and Communication Engineering, PSIT,
Kanpur, U.P., India

Sandeep Kumar Jain ECE, I.K. Gujral PTU, Jalandhar, Punjab, India

M. A. Jalil Department of Physics, Faculty of Science, Universiti Teknologi
Malaysia, Skudai, Johor, Malaysia

M. Josephine Mary Juliana Puducherry Technological University, Puducherry,
India

Md. Alomgir Kabir Department of Electrical, Electronic and Communication
Engineering, Military Institute of Science and Technology, Dhaka, Bangladesh

Ruchi Kadwane Department of Electronics and Communication Engineering,
LNCTU, Bhopal, Madhya Pradesh, India

M. Shamim Kaiser Institute of InformationTechnology, JahangirnagarUniversity,
Savar, Dhaka, Bangladesh;
Applied Intelligence and Informatics (AII), Wazed Miah Science Research Centre
(WMSRC), Jahangirnagar University, Savar, Dhaka, Bangladesh

Sushil Kakkar ECE Department, Bhai Gurdas Institute of Engineering and Tech-
nology, Sangrur, Punjab, India

Baljeet Kaur ECE, GNDEC, Ludhiana, Punjab, India

Imran Ullah Khan Department of Electronics & Communication Engineering,
Integral University, Lucknow, India

Zohaib Hasan Khan Integral University, Lucknow, India

Naimur Rahman Kidwai Integral University, Lucknow, India

Kuryati Kipli Department of Electrical and Electronics, Faculty of Engineering,
Universiti Malaysia Sarawak, Kota Samarahan, Malaysia

Rani Kiran Department of Electronics & Communication Engineering, Integral
University, Lucknow, India

Daya Krishnanda Microwave Physics Laboratory, Department of Physics and
Computer Science, Dayalbagh Educational Institute, Agra, Uttar Pradesh, India

Tanmai Kulshreshtha Pranveer Singh Institute of Technology, Kanpur, India

Anil Kumar Department of ECE, ASET, Amity University, Uttar Pradesh, Noida,
UP, India



Editors and Contributors xxvii

Ashish Kumar Department of Computer Science and Engineering, I.T.S Engi-
neering College, Greater Noida, India

Avishisht Kumar Integral University, Lucknow, India

Manish Kumar Pranveer Singh Institute of Technology, Kanpur, India

Shailendra Kumar Integral University, Lucknow, India

Tapesh Kumar Swami Keshvanand Institute of Technology, Management &
Gramothan, Jaipur, Rajasthan, India

Vivek Kumar Department of Electronics and Communication Engineering, Pran-
veer Singh Institute of Technology, Kanpur, India

Aisya Amelia Abdul Latip Faculty of Engineering, Universiti Malaysia Sarawak,
Kota Samarahan, Malaysia

Kasumawati Lias Faculty of Engineering, Universiti Malaysia Sarawak, Kota
Samarahan, Malaysia

J. Eduardo Lugo Faubert Lab, School of Optometry, University of Montreal,
Montreal, QC, Canada;
Facultad de Ciencias Fisico-Matematicas, Benem´Erita Universidad Aut´Onoma de
Puebla, Col. San Manuel Ciudad Universitaria, Puebla, Mexico

Mufti Mahmud Department of Computer Science, Nottingham Trent University,
Nottingham, UK

Mehul Mahrishi Swami Keshvanand Institute of Technology, Management &
Gramothan, Jaipur, Rajasthan, India

Arun Malik Computer Science and Engineering, Lovely Professional University,
Phagwara, Punjab, India

Shweta Mallick Department of Computer Science and Information Technology,
WCTM, Gurgaon, Haryana, India

Dayang Azra Awang Mat Department of Electrical and Electronics, Faculty of
Engineering, Universiti Malaysia Sarawak, Kota Samarahan, Malaysia

Khashayar Misaghian Faubert Lab, School of Optometry, University ofMontreal,
Montreal, QC, Canada

Sarojananda Mishra Department of Computer Science Engineering and Applica-
tions, Indira Gandhi Institute of Technology, Sarang, India

Surya Prakash Mishra Department of Computer Science and Information Tech-
nology, SHIATS, Allahabad, India

Md. Shahadat Hossain Moon Bangladesh University of Professionals, Dhaka,
Bangladesh

Nasirul Mumenin Bangladesh University of Professionals, Dhaka, Bangladesh



xxviii Editors and Contributors

Vishal Nagar Department of Computer Science & Engineering, Pranveer Singh
Institute of Technology, Uttar Pradesh, Kanpur, India

R. Nakkeeran Pondicherry University, Puducherry, India

Sarfaraz Nawaz Swami Keshvanand Institute of Technology, Management &
Gramothan, Jaipur, Rajasthan, India

Nabil Neggaz Université Des Sciences et de la Technologie d’Oran Mohamed
Boudiaf, USTO-MB, Oran, Algeria;
Faculté Des Mathématiques et Informatique, Département d’Informatique Labora-
toire Signal IMage PArole (SIMPA), Oran, Algeria

Biswarup Neogi JIS College of Engineering, Kalyani, West Bengal, India

Silvia Binte Nur Institute of Information Technology, Jahangirnagar University,
Savar, Dhaka, Bangladesh

M. A. Palomino-Ovando Facultad de Ciencias Físico-Matemáticas, Benemérita
Universidad Autónoma de Puebla, Puebla Pue., Mexico

Utkarsh Pandey Department of Electronics and Communication Engineering,
Pranveer Singh Institute of Technology, Kanpur, India

Chandrahash Patel Research Scholar, Centre for Studies in Science Technology
and InnovationPolicy (CSSTIP), School of Social Sciences (SSS),CentralUniversity
of Gujarat, Gandhinagar, India

Binaya Kumar Patra Department of Computer Science Engineering and Applica-
tions, Indira Gandhi Institute of Technology, Sarang, India

Sanjay Kumar Patra Department of Computer Science Engineering and Applica-
tions, Indira Gandhi Institute of Technology, Sarang, India

Anindya Pattanayak OrganizationalBehavior andHumanResourceManagement,
Indian Institute of Management, Ranchi, India

Prasant Kumar Pattnaik School of Computer Engineering, KIIT University,
Bhubaneswar, India

Shiva Prakash Department of Information Technology and Computer Application,
Madan Mohan Malaviya University of Technology, Gorakhpur, India

Piyush Pranjal Management Department, O.P. Jindal Global University, Sonipat,
India

Shweta Rani ECE Department, GZSCCET, Maharaja Ranjit Singh Punjab Tech-
nical University, Bathinda, Punjab, India

Kumud Ranjan Pal Seharabazar C. K. Institution, Seharabazar, Bardhaman, West
Bengal, India



Editors and Contributors xxix

Abhishek Singh Rathour Department of Electronics and Communication Engi-
neering, Pranveer Singh Institute of Technology, Kanpur, India

CH. Ravikumar Computer Science and Engineering, Lovely Professional Univer-
sity, Phagwara, Punjab, India

Kanad Ray Amity School of Applied Sciences, Amity University Rajasthan, Kant
KalwarJaipur, Rajasthan, India

Navleen S. Rekhi IKG Punjab Technical University, Kapurthala, Punjab, India;
DAV Institute of Engineering and Technology, Jalandhar, Punjab, India

Syed Hasan Saeed Integral University, Lucknow, India

Siti Kudnie Sahari Department of Electrical and Electronics, Faculty of Engi-
neering, Universiti Malaysia Sarawak, Kota Samarahan, Malaysia

Pathik Sahoo International Center for Materials and Nanoarchitectronics (WPI-
MANA) and Research Center for Advanced Measurement and Characterization
(RCAMC), National Institute for Materials Science (NIMS), Tsukuba, Japan

Gaurav Sahu Department of Electronics and Communication Engineering, Pran-
veer Singh Institute of Technology, Kanpur, India

Mohammad Abdus Salam Department of ICE, Bangladesh University of Profes-
sionals, Dhaka, Bangladesh;
Institute of Information Technology, Jahangirnagar University, Savar, Dhaka,
Bangladesh

Rohana Sapawi Department of Electrical and Electronics, Faculty of Engineering,
Universiti Malaysia Sarawak, Kota Samarahan, Malaysia

Soumya Sarkar MarketingManagement, Indian Institute ofManagement, Ranchi,
India

Komal Saxena Microwave Physics Laboratory, Department of Physics and
Computer Science, Dayalbagh Educational Institute, Agra, Uttar Pradesh, India;
International Center for Materials and Nanoarchitectronics (MANA), Research
Center for Advanced Measurement and Characterization (RCAMC), NIMS,
Tsukuba, Ibaraki, Japan

Rohit Saxena AmityUniversityUttar Pradesh, LucknowCampus, Lucknow, India;
Pranveer Singh Institute of Technology, Kanpur, Uttar Pradesh, India

Shampa Sengupta Department of Information Technology, MCKV Institute of
Engineering, Liluah, Howrah, West Bengal, India

Aditya Pratap Shahi Department of Mechanical Engineering, B. N. College of
Engineering and Technology, Lucknow, India

Preeta Sharan Department of ECE, The Oxford College of Engineering,
Bengaluru, India



xxx Editors and Contributors

Kamal Kumar Sharma Pranveer Singh Institute of Technology, Kanpur, India

M. Shukla Department of Electronics Engineering, Harcourt Butler Technical
University, Kanpur, Uttar Pradesh, India

Varun Shukla Department of Electronics and Communication Engineering, Pran-
veer Singh Institute of Technology, Kanpur, Uttar Pradesh, India

Yusra Siddiqui Department of Electronics & Communication Engineering, Inte-
gral University, Lucknow, India

Jagroop S. Sidhu DAV Institute of Engineering and Technology, Jalandhar,
Punjab, India

Deepak Kumar Singh VSB Purvanchal University, Jaunpur, Uttar Pradesh, India

Jaikaran Singh Department of Electronics and Communication Engineering,
LNCTU, Bhopal, Madhya Pradesh, India

Jasjit Singh IKG Punjab Technical University, Kapurthala, Punjab, India

Parulpreet Singh Lovely Professional University Jalandhar, Jalandhar, India

Pawan Singh Amity School of Engineering and Technology, Amity University
Uttar Pradesh, Lucknow Campus, Lucknow, India

Pushpendra Singh Amity School ofApplied Science, AmityUniversity Rajasthan,
Kant KalwarJaipur, Rajasthan, India;
International Center for Materials and Nanoarchitectronics (WPI-MANA) and
Research Center for Advanced Measurement and Characterization (RCAMC),
National Institute for Materials Science (NIMS), Tsukuba, Japan

Raghvendra Singh Department of Electronics and Communication Engineering,
PSIT-Pranveer Singh Institute of Technology, Kanpur, U.P., India;
A.P.J Abdul Kalam Technical University, Lucknow, India;
Department of Computer Science and Engineering, IFTM University, Moradabad,
India

Ravendra Singh Department of Computer Science andEngineering, IFTMUniver-
sity, Moradabad, India

Shailendra Singh Department of Electronics and Communication Engineering,
PSIT-Pranveer Singh Institute of Technology, Kanpur, India

Sudhir Kumar Singh Pranveer Singh Institute of Technology, Kanpur, India;
Integral University, Lucknow, India

Amit Singha Jahangirnagar University, Dhaka, Bangladesh

Kunal Sinha Assistant Professor, Centre for Studies in Science Technology and
Innovation Policy (CSSTIP), School of Social Sciences (SSS), Central University of
Gujarat, Gandhinagar, India



Editors and Contributors xxxi

Shailendra Kumar Sinha Pranveer Singh Institute of Technology, Kanpur, India

Nidhi Srivastava Amity Institute of Information Technology, Amity University
Uttar Pradesh, Lucknow Campus, Lucknow, India

Prateek Srivastava Amity Institute of Information Technology, Amity University
Uttar Pradesh, Lucknow Campus, Lucknow, India

Vikas Srivastava Lovely Professional University Jalandhar, Jalandhar, India;
Pranveer Singh Institute of Technology, Kanpur, India

Gnanou Florence Sudha Puducherry Technological University, Puducherry, India

Tahmina Akter Sumi Department of Computer Science and Engineering, Univer-
sity of Chittagong, Chittagong, Bangladesh

Aleena Swetapadma School of Computer Engineering, KIIT University,
Bhubaneswar, India

E. Sánchez-Mora Instituto de Física “Luis Rivera Terrazas”, Benemérita Univer-
sidad Autónoma de Puebla, Puebla, Mexico

Nurul Mirza Afiqah Tajudin Department of Electrical and Electronics, Faculty of
Engineering, Universiti Malaysia Sarawak, Kota Samarahan, Malaysia

Iffat Tamanna Bangladesh University of Business and Technology, Dhaka,
Bangladesh

B. B. Tiwari VBS Purvanchal University, Jaunpur, Uttar Pradesh, India

M. Toledo-Solano CONACYT-Facultad de Ciencias Físico-Matemáticas,
Benemérita Universidad Autónoma de Puebla, Puebla Pue., Mexico

Manish Madhav Tripathi Integral University Lucknow, Lucknow, India

Nishant Tripathi School of Electronics and Electrical Engineering, Lovely Profes-
sional University, Phagwara, India;
Department of Electronics and Communication Engineering, Pranveer Singh Insti-
tute of Technology, Kanpur, India

Rajesh Kumar Tyagi Department of CSE, Amity School of Engineering and
Technology, Amity University Haryana, Manesar, Gurgaon, India

Sabbir Ahmed Usmani Department of ICE, Bangladesh University of Profes-
sionals, Dhaka, Bangladesh

Deepak Kumar Verma Department of CSE, Greater Noida Institute of Tech-
nology, Greater Noida, Uttar Pradesh, India

Garima Verma Department of Computer Science, Pranveer Singh Institute of
Technology, Kanpur, India

Rajat Verma Department of Computer Science & Engineering, Amity University
Uttar Pradesh, Lucknow Campus, Lucknow, India



xxxii Editors and Contributors

Archana Yadav Department of ECE, ASET, Amity University, Uttar Pradesh,
Noida, UP, India

Salmah Mohamad Yusoff Faculty of Cognitive Sciences and Human Develop-
ment, Universiti Malaysia Sarawak, Kota Samarahan, Malaysia



Artificial Intelligence and Soft Computing



A Heuristic Approach for Analyzing
Some Reading Behaviors of Online News
Viewers Using RF and KNN

Shahadat Hossain, Md. Manzurul Hasan, and Mimun Barid

Abstract This paper focuses on the factors that motivate readers to get their news
online by analyzing readers’ reading behaviors. It sheds light on the variety of elec-
tronic press media, especially on various online news hubs.We have gathered several
opinions regarding reading news online.We use the K-nearest neighbor (KNN) algo-
rithm and the random forest (RF) algorithm for the analysis [1, 13]. In addition, a
heuristic approach is hereby unveiled to analyze the activities of online news viewers.
As a result, we find some factors that influenced the readers most to read news online,
which assist the news agencies in understanding how newsreaders are behaving on
online news platforms. Furthermore, we have results on the relative contributions,
which show that these models are more accurate in predicting the factors inspiring
the readers to surf news online than that of no existing one to the best of our knowl-
edge. Additionally, as far as observed in previous literature, our paper have directed
a new path on the subject matter besides some mentionable results.

Keywords Electronic media · Random forest (RF) · Newspaper · K-nearest
neighbor (KNN)
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1 Introduction

The dramatic advancement of technology in the last few decades has changed the
world significantly. The digital world is now the primary source of knowledge of
all kinds, whether personal, national, or international. In contrast, some days back,
physical newspapers were thought to be storehouses of knowledge. Electronic media
are gradually replacing the traditional ways of getting news from all regions. As a
result, the degree of reliance issue on online news agencies is increasing day by day.
We live in a society where all things are interconnected using the Internet.Most of the
whats we read is now available online, whichwas not true at actual a few decades ago.
The newspaper serves as a global knowledge center. So, newspaper publishers are
acutely conscious of the importance of serving their readers. They can conduct daily
reviews of the viewers’ perceptions on reading online news. According to Zickuhr
et al. [21], 43% of news audiences in America read news online.

Along with the printed newspapers, online news portals are being launched. For
daily news viewers, this is the most followed source of information. An online news
source must have certain features and attributes to attract viewers. Some news orga-
nizations have methods for transmitting or publishing online versions [18]. There is
dissatisfaction with these news portals among readers and viewers, impacting news
viewers’ reading habits. This study focuses on the factors that influence newsread-
ers’ behavior. Pertaining to social media, a significant number of people follow these
online news portals. These people have some prior experience in reading online con-
tent. They make decisions to follow the news portals based on that. In this analysis,
the perceptions of 264 people are analyzed and observed using machine learning
approaches. We are using a relevant machine learning approach on a small dataset,
which results in better outcomes. This paper’s relative contribution is to explore a
field of data analysis concerning online news reading habits. The objectives of this
study are the following.

• To evaluate the impacts of supervised learnings on online news reading habits.
• To observe the performances of the RF models and KNN classifiers.
• To explain how the online news media have effects over readers’ news reading
habits.

The remaining paper is accordingly arranged. Section2 includes related papers on
reading habits for news. Next, the methodologies are presented in Sect. 3. In Sect. 4,
the experiments, along with our models, are finally demonstrated. Finally, Sect. 5
shows the results and observations, while Sect. 6 shows the future directions and
conclusion.

2 Related Work

Richard et al. [7] illustrated the impacts of individual trust on news media and how
various levels of trust influence news viewers’ participatory activities. They also
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looked at how different levels of trust could impact the mainstream or unconven-
tional news media. Jonathan et al. [9] studied the possibility of topic-based innovator
detection in social media and tested their built model on large-scale Twitter data.
Their model outperformed other models that had previously been used. Finally, a
broad-based analysis has been completed by Qihao et al. [12] to find the contents
of inspiring online news. They found that some forms of expression can predict
inspiring news. Furthermore, they showed how long you could see an article on the
most-shared list.

Min-lind et al. [20] developed the first multi-label lazy learning algorithm,
ML-KNN, which is based on the well-known K-nearest neighbor algorithm. They
improved their approach by evaluating it on three different multi-label learning prob-
lems. Next, Isabelle et al. [14] conducted a survey and discovered that although read-
ing comments do not impact the news brands, negative comments can be disruptive.
Finally, Annika et al. [4] surveyed data from a common type of news media in Swe-
den, and the findings indicate that socioeconomic statuses have significant impacts
on news readings.

Lee et al. [5] conducted an article review and discovered that user inputs have huge
influences on news outputs as well as on changing users’ sensitivities and responses
against the news. Furthermore, the effects of accidental exposures have significant
impacts on users so that they can recall the news contents [16]. Sanne et al. [15]
carried out an experimental study in which they used an eye-tracking experiment to
determine the impacts of readers’ visual attention to the news (printed or online).
The results revealed that printed news contributes to diverse learnings, while Web
sites only contribute to introductory learning. Anja et al. [19] performed a study on
European readers and discovered that automated and combined journalism are trust-
worthy and dependable alternatives to human-created materials. Finally, Manuel et
al. [8] demonstrated the influences of authorships by experimenting onSpanish adults
and found differences among authorships and exclusive media-depending news. For
various dimensions of contemporary research on big data, machine learning, etc.,
some papers may be recommended like [11, 17].

3 Methodology

This section depicts the essential aspect of the analysis. The description of the dataset
and its preprocessing have been completed and recorded. In this analysis, machine
learning models and algorithms are being used.

3.1 Sample Collection and Data Preprocessing

We survey 264 people from different backgrounds using the online platform Google
form. The question set has been chosen based on the author-reader impact model
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Table 1 Participants’ profile sample (N = 264)

Question Count Percentage

Age

≤30 254 96.22

>30 10 3.78

Gender

Male 222 84.10

Female 42 15.90

Regularity of reading news

Regular reader 201 76.14

Irregular reader 63 23.86

[9] and on research regarding consumers’ behaviors analysis in F-commerce [11].
Table1 shows a key description of the participants. After collecting the raw data
from the survey, we use data preprocessing techniques such as converting nominal
data to numerical data, shortening attribute names, and removing missing data. The
evaluation ofmachine learning algorithms has a lot to dowithwhy a specificmachine
learning algorithm does not perform unbalanced data.When usingmachine learning,
dataset imbalance may cause unbalanced learning. Therefore, we use the synthetic
minoring oversampling approach (SMOTE) from the Python imbalanced learning
package to balance the dataset.

3.2 Random Forest Algorithm

Random forest algorithm is used for supervised learning since it reduces dataset from
over-fitting, developedbyHo [10]. It is used for classification aswell as for regression.
This algorithm selects the features and row samples from the dataset. Presume we
have a dataset D, and RF chooses d(d1, d2, d3, ..., dn) training data samples from D
where d < D. Individual decision tree model exists for each sample set d which is
M(M1,M2,M3, ...Mn). From these M , the average model is created for predictions
for the testing dataset.

3.3 K-nearest Neighbor

Fix [6] developed the KNN algorithm in 1952, and Altman [3] improved it later on.
It is a method of nonparametric classification. The training samples are the input to
KNN, and the output depends on the method (classification or regression) that we
use. These types are specifiedwhenwe useKNN. The newmember is classified in the
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Fig. 1 Proposed random forest decision tree model.

KNN classifier by maximization vote of neighbor, where k(k = 1, 2, 3, 4, 5, ...) is
a positive integer. This k represents the nearest neighbor’s number. KNN regression
returns the average value of k nearest neighbors for each newmember. The Euclidean
distance of the current class value of samples is used to fit the training samples into
the model. It uses the nearest distance from the training sample points to predict the
class of the testing dataset.

4 Experiment with Models

On our dataset, we use a data cleaning process. The nominal data is converted into
numerical data and shuffled the dataset 150 times in data preprocessing before imple-
menting the random forest algorithm. We have scaled our data for KNN using the
StandardScaler method from Scikit-learn library.

We have then split the shuffled dataset into two sub-datasets using the
train_test_split method from the sklearn library. They are training (63%) and testing
(37%) datasets. We fit the training dataset into the RF model after splitting. The
result metrices are developed and observed using the sklearn library. The RF algo-
rithm has created a total number of 20 identical decision trees. We represent one of
those trees in Fig. 1. A node in our RF model tree contains some details. In the node,
gini displays the likelihood of a random sample which is gradually reducing up to
the leaf node [2]. The number of observations in a node is measured by the sample.

The class specifies the highest classification for nodes which is simplified to leaf
nodes for the final prediction. We have applied the KNN to the scaled dataset for
classification and observed its results. Similarly to RF, we have divided the dataset
into testing (63%) and training (37%) datasets. The training data is being fitted in
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Fig. 2 Accuracy rate versus K-values

the classifier with k = 1. Then, using testing data, we make predictions based on our
class attribute.

To generate the KNN classifier’s performance metrices, we use the Scikit-learn
library. The classifier is trained by varying the value of k(1–40), and the error rate is
calculated. The error rates are then plotted into a graph for comparison concerning
the various values of k. Though the analyses are not for a massive dataset, we have
empirical assumptions on what the news audiences perceive. According to Fig. 2,
our KNNmodel performed robustly (99%)when the value of k is between 4 and 20.
After that range, the accuracy decreases and then increases when k = 30. In k = 40,
the accuracy of this classifier decreased by up to 84%.

5 Results and Observations

We identify some relevant results based on our model’s performance and data analy-
sis. This section records all of the model’s performance parameters. For example, we
utilize several figures and tables. For the measurements in both models, we utilize
the Scikit-learn package. Values from the data are presented in Fig. 3. True positive
(TP) is shown by 00 and for false positive (FP) is 01, false negative (FN) indicates
00, and true negative (TN) is indicated by 10 in Fig. 3.

Both models have shown outstanding results. In terms of accuracy, random forest
andKNNachieved 93% and 99%, respectively. However, RF has outperformedKNN
in terms of sensitivity. The sensitivity for RF is 99% and for KNN is 96% (Table 2).

We also find out the features’ importance that may influence our model for pre-
dictions, and some features impact our RFmodel. For example, from Fig. 4, a feature
named fake news in an online news portal has the highest importance in theRFmodel.
This information indicates that the RF model is using this feature as an important
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(a) Confusion Matrix of Random
Forest Model

(b) Confusion Matrix of K-Nearest
Neighbour

Fig. 3 Confusion matrix of random forest and KNN

Table 2 Result table

Random forest decision tree
(%)

K-nearest neighbor (%)

Accuracy 93 99

Precision 89 99

Sensitivity 99 96

Specificity 90 99

Fig. 4 Importance of features
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(a) Bar chart for news reading
regularity under news with attractive

headings: real vs. prediction

(b) Bar chart for news reading
regularity under news with photo: real

vs. prediction

(c) Bar chart for news reading
regularity under printed newspaper:

real vs. prediction

(d) Bar chart for news reading
regularity under online news source:

real vs. prediction

Fig. 5 Different bar chart analyses of predicted data

for predictions. The rest of the features’ importance is shown gradually in the bar
chart (Fig. 4). Although our dataset contains various factors, we have demonstrated
the effects of few critical factors on the frequencies with which respondents read the
news. In Fig. 5, we show the outcomes of the class that have been chosen and com-
pared to the other variables using matplotlib, a Python plotting library. In this case,
the X-axis represents the factor, while the Y -axis represents the total count based
on our class attribute. Figure5a represents the participants who read the news daily
without concern for the news heading. On the other hand, a small group of respon-
dents considers attractive news headlines while reading the news. The participants
are being driven to the news by the pictures, whereas others are not (Fig.5b).

Figure5c indicates that traditional printed newspapers have no impact on regu-
larity behind the reading habits of our participants. Figure5d reveals that almost all
daily news viewers read news from online news portals. We can illustrate any of the
similar figures shown in Fig. 5. In all figures, orange bars indicate regular readings,
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whereas blue bars indicate the counts of inconsistent readings. Irregular news view-
ers are unconcerned regardless of the sources and attractions toward components.
That is why there is no response against this issue. Hence, the blue color bar is 0
beside the orange color bar for 1 in X-axis, which can easily be observed in all the
figures of Fig. 5.

6 Future Research Directions and Conclusion

We have introduced a novel concept along with a new dimension to research. This
research reveals the wide-ranging environments in which researchers can explore
differentmachine learningmethods on larger datasets. The study’s potential direction
is to forecast news coverage features that might influence the readers most.

The reading patterns of newsreaders should be studied so that news publishers
would recognize the readers’ behaviors and publish their news contents accordingly.
We have studied various machine learning models on the dataset of online news
viewers and have found it to be robust. This study may encourage fellow researchers
to walk along with the new era. Lastly, in our electronic age, we would like to
emphasize that further more research works on online news reading habits must be
attentioned by the researchers in the same community with a view to keen decision-
making.
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Automatic Image Classification
and Abnormality Identification Using
Machine Learning

Ravendra Singh and Bharat Bhushan Agarwal

Abstract Magnetic resonance imaging (MRI) is a non-invasive technology for
examining, diagnosing, and treating tumor regions in the medical field. An early
detection of a brain tumor can save a patient’s life if appropriate therapy is given.
The correct detection of tumors inMRI slices is a difficult problem, and this suggested
approach can effectively classify and segment the tumor region. In the field of
computer vision, machine learning has played a critical role. It has numerous uses
in the realm of illness detection, particularly in the diagnosis of brain tumors. Rele-
vant features are extracted from each segmented tissue to improve the accuracy and
quality rate of the support vector machine (SVM)-based classifier in brain tumor
identification. The experimental results of the recommended technique on magnetic
resonance brain imaging have been examined and validated for performance and
quality analysis. An SVM classifier was used to identify brain tumors.

Keywords Support vector machine (SVM) · Radial basis function (RBF) ·
Magnetic resonance imaging

1 Introduction

In recent years, the medical industry has benefited from the development of informa-
tion technology and e-health care systems, which allows clinical experts to give better
health care to patients. The challenge of segmenting sick brain tissues and normal
brain tissues such as gray matter (GM), white matter (WM), and cerebrospinal fluid
(CSF) from magnetic resonance (MR) images is solved in this study using a feature
extraction technique and a support vector machine (SVM) classifier. Tumors are
divided into two categories: benign and malignant. The benign tumor, which begins
in the membranes surrounding the brain and spinal cord, is the most common form.
Benign tumors do not spread throughout the brain and are simple to cure. Tumors that
are malignant are cancerous and can spread to other parts of the body. The patient has
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a better chance of survival if the tumor is detected early. The most common imaging
procedure for diagnosing brain cancers is magnetic resonance imaging (MRI). The
magnetic field principle underpins MRI. The input data in an MRI system is multidi-
mensional. In the diagnosis of brain cancers, segmentation is crucial. It distinguishes
the suspicious (tumor) region from theMR image background. Tumors are described
as the uncontrolled proliferation of cancerous cells in any part of the body, but a brain
tumor is defined as cancerous cells growing uncontrollably in the brain. There are two
types of brain tumors: benign and malignant. The structure of a benign brain tumor is
uniform, and it does not contain active (cancer) cells, whereas the structure of amalig-
nant brain tumor is non-uniform (heterogeneous), and it contains active (cancer) cells.
Cells that are active low-grade tumors, such as gliomas andmeningiomas, are classed
as a benign tumor, but high-grade tumors, such as glioblastomas and astrocytoma’s,
are classified as malignant tumors. Different magnetic resonance imaging (MRI)
sequence pictures, such as T1-weighted MRI, T2-weighted MRI, fluid-attenuated
inversion recovery (FLAIR) weighted MRI, and proton density-weighted MRI, are
used in this study for diagnosis. A benign brain tumor has a uniform structure and
does not contain active (cancer) cells, whereas a malignant brain tumor has a non-
uniform (heterogeneous) structure and does contain active (cancer) cells. These are
active cells. Low-grade tumors like gliomas and meningiomas are benign, whereas
high-grade tumors like glioblastomas and astrocytoma’s are malignant. This study
uses a variety of magnetic resonance imaging (MRI) sequence photographs for diag-
nosis, including T1-weighted MRI, T2-weighted MRI, fluid-attenuated inversion
recovery (FLAIR) weighted MRI, and proton density-weighted MRI ability to diag-
nose a brain tumor at an early stage is critical for better therapy. Once a brain tumor
is detected clinically, a radiological examination is required to determine its location,
size, and influence on the surrounding areas. The optimal treatment, whether surgery,
radiation, or chemotherapy, is chosen based on this information.

2 Background Study

Medical image segmentation for brain tumor detection using magnetic resonance
(MR) images or other medical imaging modalities is a critical step in determining
the best treatment option at the correct time.Many techniques have been proposed for
classifying a brain tumor in MR images, including fuzzy clustering means (FCM),
support vector machine (SVM), artificial neural network (ANN), knowledge-based
techniques, and the expectation–maximization (EM) algorithm technique, which are
some of the most popular techniques used for region-based segmentation and thus to
extract the important information frommedical imagingmodalities. In our suggested
method, we use two pixel-based segmentation methods. Histogram statistics and k-
means clustering are two examples. The histogram approach uses single or many
thresholds to pixel-by-pixel classify an image. Analyzing the histogram for peak
values and identifying the lowest point,which is often located between two successive
peak values of the histogram, is a simple way to establish the gray value threshold t.
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The histogram statistics method can produce good results if a histogram is bi-modal.
The k-means clustering algorithm divides data into k groupings and is commonly
utilized. Clustering is the process of putting data points with comparable feature
vectors in one cluster and data points with dissimilar feature vectors in another.
Fusion-based: Detecting the tumor by superimposing the victim’s train image over
a test image of the same age group. (1) Due to the varying proportions of both
photographs, the overlapping produces complication. (2) The procedure is time-
consuming. Canny-based edge detection: A better technique to tackle the challenge
of detecting edges is to employ Canny-based edge detection. (1) Color photographs
are not supported. (2) As a result, the time it takes to find the best answer increases.

3 Methodology

The proposed method has used an image processing technique to detect and classify
brain tumors. The proposed method consists of various steps to get the final results.
MRI image has been acquired in the first step and preprocessing the image for the
next step. In the second step, segmentation of the image is done by k-mean clustering.
In a final step, for the prediction of accuracy, support vector machine is applied. All
these steps are discussed in the next sections.

3.1 Phase 1: Preprocessing

In initial consideration, an MRI image is taken for making it ready to act as an input
for the algorithm. After completing this step, the resizing [1] of the two-dimensional
image is done. The purpose of the reshaping of an image is to make it uniform by
converting it into a dimension of the same size. The next process which is involved
here is a conversion of a two-dimensional image into a grayscale format [2]. The
purpose of this conversion is to lessen the complexity of a typical RGB image. The
flowchart of brain tumor detection (proposed) is illustrated in Fig. 1.

3.2 Phase 2: Feature Extraction

The extraction of the brain tumor requires the separation of the brain MR images
into two regions [3]. One region contains the tumor cells of the brain, and the second
contains the normal brain cells [4]. The MR image contains a large amount of infor-
mation that is required, so the feature extraction has been applied to the MR image
and relevant features have been retrieved from an image that described an image
completely. The proposed method uses discrete wavelet transform (DWT) proce-
dure for retrieving the features from an image. DWT reveals both time and frequency
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Fig. 1 Proposed methodology for detection and classification

information. For MR images, 2D-DWT [5, 6] is used as MR images which are of
two dimensions. The DWT works on the filters of high and low passes. In the first
step, both the filters have been used along with the columns of the MR image after
downsampling. Once downsampling has been done, the bandwidth of the MR image
is half and the redundant features are left. MR image characteristics have not been
lost as Nyquist criteria reproduces the full signal from the half information. After
downsampling, the low and high pass filters are implemented along with rows of the
MRI. In the DWT [7], high pass filters provide an edge of MR image and low pass
filters provide an approximation of MR image. The first obtained band is the LL
sub-band that provides the approximation of MR images. The horizontal features of
the MR image are retrieved from the LH sub-band, and the vertical features of an
image are extracted from the HL sub-band. The diagonal features of the MR image
are extracted from HH.
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3.3 Phase 3: Classification

After evaluating its classification accuracywithKNN, the classification phase divides
the input test image into normal and abnormal classes. Kernel support vector
machines (KSVMs) are used for classification. The resultant normal and abnormal
images of the categorized image are displayed.

The support vector machine (SVM) is a recently introduced powerful supervised
classifier and accurate learning tool. Over neural networks and RBF classifiers, SVM
has proven to be more efficient. To separate two sets of data in feature space, SVM
employs an optimal linear separating hyperplane. The lowestmargin between the two
sets ismaximized to get this ideal hyperplane.As a result, the hyperplane that emerges
will rely solely on boundary training patterns known as support vectors. SVMworks
by performing a nonlinearmapping of an input vector into a high-dimensional feature
space that is hidden from both the input and output. Figure 2 depicts the construction
of an ideal hyperplane for separating the features [8]. An SVM’s output is a linear
combination of training samples projected onto a high-dimensional feature space
using the kernel function [5].

SVM is based on the statistical learning theory’s structured risk minimization
principle. Its core goal is to reduce the margins between classes and the true cost by
controlling empirical risk and classification capacity [9] (Fig. 3).

SVM with linear kernel function and radial basis function (RBF) is used in this
study to classify images into two categories: “normal” and “abnormal.” The labels for
these classes are “1” and “2,” respectively, meaning “normal” and “abnormal.” Deci-
sions about pattern recognition or classification made in the context of medical diag-
nosis have consequences that go beyond statistical metrics of accuracy and validity.
We need to provide a clinical or diagnostic interpretation of pattern vector-based
statistical or rule-based decisions [10–17]. The alternatives are as follows: When a
test results in a true positive (TP) or a “hit,” it means the patient has the condition.
When a test is negative for a subject who does not have the condition, it is referred to
as a true negative (TN). When a test is negative for a patient who has the disease of

Fig. 2 Hyperplanes (A, B,
and C)
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Fig. 3 Hyperplanes in 2D and 3D feature space

concern, it is considered to be a false negative (FN) or a “miss,” implying that the test
has missed the case. A false positive (FP) or false alarm occurs when a test results in
a positive result even when the person being tested does not have the disease [18–22].

4 Result Discussion

The KSM classifier is used to classify the test input image. The ROI detection in an
anomalous class image is shown in Fig. 4. A confusion matrix was used to calculate
the classification accuracy. The confusion matrix for SVM (Linear) and SVM (RBF)
is given in Tables 1 and 2.

Fig. 4 Abnormality detection

Table 1 Confusion matrix of
SVM classifier with linear
kernel

Normal Abnormal Total

Normal 21 7 28

Abnormal 12 15 27
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Table 2 Confusion matrix of
SVM classifier with RBF
kernel

Normal Abnormal Total

Normal 22 4 26

Abnormal 4 21 25

5 Conclusion

Thiswork provides an object identification prototype based onSVMs that can achieve
real-time performance while maintaining excellent detection accuracy. The research
proposed an accurate method for automatically classifying and detecting abnormal-
ities in MRI images. The KSVM classifier with a 90% classification rate is used to
classify the input MRI picture as normal or abnormal. This system will be improved
by extending it to detect abnormalities in multimodal brain pictures and increasing
the classification rate. Furthermore, regardless of the window size, amount of support
vectors, or image size, the same prototype can be utilized for multiple applications.
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A Review of Speech Sentiment Analysis
Using Machine Learning

Tapesh Kumar, Mehul Mahrishi , and Sarfaraz Nawaz

Abstract Over recent decades, sentiment analysis has been progressive. A lot of
effort focused on text analysis using techniques of text mining. However, audio
sentiment analysis is still in the developing phase in the academic community. In
this recommended study, we examine different transcripts of speech sentiment also
with speaker recognition to assess speakers’ emotions. The study of the sentiment
of speech in many businesses, such as customer service, health care, and education,
represents a major issue.

Keywords Emotion detection ·Machine learning · Sentiment analysis ·
Speech recognition · Text analysis
1 Introduction

Sentiment analysis is an analysis of the individual’s mood or attitude to an event, a
debate on issues, or in general. In various applications, sentiment analysis is used, in
which human thoughts based on their conversation are understood. A computer has to
knowwho interacts andwhat is being said to understand themind/moodof individuals
in the discussion so that we develop a system for voice and speech recognition first
and conduct a sentimental analysis of data acquired from previous procedures. Audio
content like songs, discussions, political disputes was transformed into text by the
research community. And, the community has also been researching audio analysis
[15–17], which included more than one speaker, to investigate customer service
calls. Since the conversation involves more than one speaker, analyzing the audio
recordings becomes tedious (Fig. 1).

Speech sentiment analysis generally has four main phases:

1. Speech recognition: Speech recognition is a computer or program’s capacity to
detect words and phrases in people’s language and convert them to a machine-
readable format, which may be used to further process them. Tools like Sphinx-4
[9, 10, 20], Bing Speech, Google Speech Recognition can also be used.
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Fig. 1 Speech sentiment
analysis

2. Speaker recognition: Speaker recognition is the identification of a person based
on the variations and uniqueness of the voice. For nearly eight decades, it has
received considerable attention from the scholarly community [18]. The signal
speech comprises many aspects that can provide linguistic, emotional, speaking
data [3]. The recognition of the speaker uses the voice signal’s special properties.

3. Feature extraction: To obtain greater accuracy, the extraction of the unique
discriminating feature of the speaker is crucial. In the following step, the cor-
rectness of this phase is crucial since it provides the input for the next phase.
Some feature extraction approaches are the MFCC, LPC, LSF, PLP, and DWT,
which have been utilized to extract relevant voice-recognizing information from
signals [11, 12].

4. Featurematching: Speech recognition enginesmatch theword identified by one
of the following methods to any known word. Hidden Markov model (HMM),
dynamic time warping (DTW), deep belief network are some feature matching
methods.
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2 Recent Works on Speech Sentiment Analysis

In the last several years, many academics have created speech sentiment analysis
frameworks and tools. Some recent novel techniques and advancements in these
techniques are presented in this section. Lu Zhiyun et al. proposed in a study [6] that
pre-trainedASRmodel characteristics be used to solve the downstreamanalysis of the
sentiments of speech. The end-to-end ASR features were shown to include acoustic
and textual speech information and to provide improved results. They utilizedRNNas
a sentiment classifier with self-attention that also facilitates straightforward display
using weights to understand model predictions. They utilized an IEMOCAP dataset
and a new, large-scale SWBD-sentiment dataset to analyze. This technique increases
the state-of-the-art accuracy of IEMOCAP from 66.6 to 71.7% and achieves an
accuracy of 70.10% on SWBD-sentiment.

In research [7], J. Luo et al. suggested enhancing the accurate analysis of sen-
timent when a dataset already has a specific quantity of data and long sentences,
a novel data augmentation method based on sequence generative adversarial net-
works (SeqGAN) may be used. SeqGAN is a penalty-based tool for high-quality
and versatile text data generation. For the conduct of sentencing compression in the
SeqGAN training data, long short-term memory (LSTM) networks with attention
mechanisms are utilized. The words of feeling for compressed data are kept in a
sentiment dictionary. In addition, they suggested a technique of data screening to
provide precise information from the data collected. Usability is increased by 24.6%
after applying the recommended sentence reduction, and originality on average is
improved by 4.8%. In comparison with the standard EDA process, the diversity of
data generated by the framework is improved by an average of 58.4%. In some of
the benchmark sentiment analysis data, the data provided by the suggested system
enhance the classification precision of 1%.

Al-Azani et al. [1] analyze the possible contribution to video analysis in the mor-
phologically rich Arabic language by the various modes and how they are linked to
video analysis. In addition, video analytics have an improved technique to anticipate
the speaker’s feelings in multi-dialect Arabic by combining textual, auditive, and
visual modalities. Various characteristics are retrieved to represent each modality,
including prosodic and spectral acoustic features that describe audio, neural word
insertion for transcript audio, and the rich visual flow descriptors. Two machine
learning classifiers are being trained with the retrieved features to provide a baseline.
Then, multi-level fusion checks the efficacy of different combinations of modalities
(feature, score, and decision). The testing findings show that the suggested combi-
nation technique can lead to a precise prediction of speech with a precise feeling of
more than 94%.

In a study, Seo et al. [19] proposed heterogeneous modality transfer learning
(HMTL) for the use of the knowledge of aligned text data to transfer learning
to improve the performance of the audio-visual sentimental analysis. To decrease
the gap between the target modalities and the source in the embedded area for
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multi-modal representation, the strategy utilizes decoder and opposite methods. This
approach experimentally outperforms recent audio-visual analysis of unimodal and
bimodal performance.

The tree-structured regional model of CNN-LSTM consisting of two sections:
regional CNN and LSTM to foresee valence-arousal (VA) text ratings for dimen-
sional sentiment analysis is proposed in this work by Wang et al. [21]. In contrast
to traditional CNN, the regional CNN suggested employs a section of the text as a
region, splitting the input text intomultiple areas to extract, weigh, and evaluate valu-
able information in each region according to its contribution to VA. Such regional
information is incorporated progressively across LSTM regions for VA prediction.
By bringing together regional CNN and LSTM, the prediction method may incor-
porate both local (regional) information inside sentences and long-range sentence
reliance. A technique for a regional division to find task-related words and sentences
to include structured information into VA prediction is presented to further enhance
performance [4]. Experimental findings on different firms demonstrate that the sug-
gested technique exceeds the methods presented in the earlier studies of lexicon,
regression, conventional NN, and other structured NN.

Zhang et al. [23] presented a WIS (KGCapsAN) network, knowledge-guided
capsule attention network, which is developed for aspect-based sentiment analysis.
This is a two-part approach: a Bi-LSTM network and a capsule payload system. By
attention mechanism, the capsule care network implements the routing technique. In
addition, the capsule was guided by two previous information: syntactic structures
and n-gram structures. Extensive trials on six datasets are done, and the findings
demonstrate that this technique produces the latest.

T. Manshu et al., in a paper [13], suggest a prior-knowledge information hierar-
chical attention network (HANP) for the CDSC project. Unlike other current tech-
niques, by incorporating prior information, HANP may simultaneously get both
domain-independent and domain-specific properties. Further, the HANP also has a
hierarchical layer of representation with a care mechanism to allow the HANP to
record keywords and phrases in connection to feeling. In addition, a direct view of
previous sentimental knowledge may be provided in the suggested paradigm. Exper-
iments of the datasets of the Amazon review show that the suggested HANP can
exceed state-of-the-art techniques substantially.

In a study by Kaushik et al. [5], they indicate that the baseline approach is inef-
fective to extract audio feelings. Alternatively, a novel architecture is suggested for
sentiment detection utilizing keyword spotting (KWS). A text-based sentiment clas-
sifier will automatically be employed in the new architecture to identify the most
helpful and discriminatory keyword words that carry feelings and then serve as a
KWS term list. In addition, iterative feature optimization is presented to minimize
the model complexity while retaining an effective classification accuracy to get a
compact yet discriminative sentiment term [14]. In a unique integrated wording, a
novel hybrid ME-KWS joint measuring process is designed to model text and audio-
based characteristics. Two new datasets for audio-based sentiment identification are
being built for assessment, notably a database for YouTube sentiment, and an updated
corpus dubbed the UT Opinion audio archive. These datasets feature audio that is
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captured in real-world circumstances with real opinions. Audio taken from videos
on youtube.com and UT Opinion corpus are analyzed for the suggested approach.
Experimental findings demonstrate that the proposed system based on KWS exceeds
the standard architecture of ASR substantially to detect sentiments for difficult jobs.

The work by Maghilnan et al. [8] provides a generalized approach, which uses
an audio conveying two persons as input and examines the content and identity of
the speaker by translating the audios automatically into text and recognizing the
speaker. In this study, they suggested an easy approach for carrying out the activity
specified. The system works well with the artificially produced dataset, collects a
bigger dataset, and increases the system’s scalability.

Due to the restricted textual properties of short messages, short text character-
istics that should be extracted from several viewpoints and many combinations of
sentiments are needed to gain information about hidden feelings. A new sentiment
analysis model based on a multi-channel convolutionary neural network (MCNN-
MA) is proposed by Feng et al. [2]. This model combines word characteristics with
part of the speech, location characteristics, and syntactic dependence characteristics
into three new combined properties independently, instilling them in the convolution-
ary multi-channel neural network. Finally, two Chinese short text datasets have been
experimented with. The findings from the experiments indicate that the MCNN-MA
model has a greater classification precision and comparatively cheap time-to-train
costs compared to others.

The sentiment lexicon that gives word feeling information plays a vital part in
the process of sentiment analysis. Most lexicons of emotion now only contain one
feeling of polarity per word and neglect the ambiguity of sentiments. In paper, Yin
et al. [22] have suggested the construction of a vocabulary of feelings based on POS
chunks, specifically CP-chunks, which would solve the ambiguity of lexical feel-
ings. Their objective is to develop the lexicon of feeling. Because the context POS
affects the word polarity and intensity, CP-chunks is used as a device for the compu-
tation of sentiments. The classification job of text sentiment evaluates this approach.
The results of the experiments show that the applicability for both the positive and
negative polarity corpora is more steady and balancing, and the precision for the sen-
timent classification of a field-specific corpus approaches 82% in comparison with
the previous methods.

3 Results

Many innovative models are available. Here are the results of several reasonable
models. Lu Zhiyun et al. suggested the use of pre-trained features from end-to-end
ASR models in the solution of SWBD-sentiment, improved state-of-the-art IEMO-
CAP accuracy from 66.6 to 71.7%, and achieved an accuracy of 70.10% with over
49,500 statements. J Luo et al. developed a new data augmentation framework based
on sequential generative adversarial networks (SeqGAN), which increased usability
by 24.6% and improved the novelty by 4.8% on average following the use of the sug-
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gested sentence compression. S. Al-Azani et al. proposed an enhanced video analysis
approach to predict themulti-dialect of speaker sentiment in Arabic language in three
dimensions, i.e., text, speech and video, and findings show that the approach pro-
posed to combine different ways of prediction of the speaker’s feelings may lead to
more accurate prediction with over 94% accuracy. J. Yu et al. proposed the ESAFN,
and the findings demonstrate that ESAFN can outperform various unimodal and
multi-modal highly competitive techniques.

4 Research Gap

The thorough literature survey states that a lot of research is already in progress in
the categorization of speech into various classes. Furthermore, numerous tools and
techniques are proposed by researchers for sentiment analysis of the speech in the
English language, whereas the case is very restrictive in regional and local languages
like Hindi. This research intends to work on speech sentiment and emotion analysis,
particularly for the Hindi language. The analysis will be done on all three dimensions
of media, i.e., text, speech, and video. The study will be very useful for analyzing
sentiments in podcasts, speeches, and videos that are available in the Hindi language.

5 Conclusion and Future Scope

The sentiments analysis is based on text or audio sensations. The key focus of this
work is a review of the sentimental analysis paradigm comprising. Analytics of the
sentiment is an emerging subject of textual, audio, and computer language studies and
has attracted significant interest in recent years. Futurework should explore improved
opinion approaches and product attributes extraction and new classification models
capable of handling the property of the ordered labels in the grading of inferences.
In the future, applications should also be created utilizing the sentiment analysis
findings.
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Performance Evaluation of Enhancement
Algorithm for Contrast Distorted Images

Navleen S. Rekhi , Jasjit Singh, Jagroop S. Sidhu , and Amit Arora

Abstract The digital cameras have played the crucial role for the revolutionary
growth of digital platform. The digital cameras capture the high-resolution images.
But still, it is prone to the noise thatmight be due to improper acquisition settings, light
conditions or any other noise artifacts. In this paper, our workwas focused to improve
the contrast and preserving the brightness in digital images. Firstly, the illumination
was estimation through 2D-discrete wavelet transform. From the obtained value,
logarithmic scale was calculated. The logarithmic scale is used to expand the dark
scales in the image. With the obtained scale parameter, adaptive gamma correction
was implemented. The nature of gamma was automated through logarithmic scale
for each input image. The experiments were conducted on the TID2008 database.
In comparison to the published algorithms, our proposed method had proved to be
effective. The performance of the proposed method was measured from peak SNR,
absolute mean brightness error, image quality index and entropy.

Keywords Contrast enhancement · Gamma correction · Discrete wavelet
transform

1 Introduction

With great demand of mobile phones and social media platforms, the digital images
have been extensively used both at personal and professional applications, for
example, the usage of images in medical field to monitor health, in forensics and
many other allied platform. Due to imperfection in acquisition settings of digital
cameras, the quality of image deteriorated. Also, the limited exposure to light condi-
tions decreases the dynamic range of intensity scale. Hence, it is necessary to enhance
the contrast for better visual quality of the image. By enhancement, it is the process of
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(a) (b)

Fig. 1 Image with varying dynamic range, a boat, b tower

stretching the contrast to improve dynamic range. The two types of the enhancement,
viz., visual and the machine interpretation are used for processing [1]. Mostly, the
various techniques on visual properties had been developed for image enhancement.
It could be clearly observed from Fig. 1 that dynamic range of tower is better as
compared to boat. Because the pixel distribution of boat is narrow and lies at the
middle range of intensity scale. Mostly, if the dynamic range is inclined to right,
left or in middle like in boat is said to have low contrast. Similarly, tower has the
better dynamic range than the boat. Due to this variability in the dynamic range,
the contrast enhancement become the challenging task in image processing. Such
variation produces nonlinearity in the pixel distribution. It is required to maintain the
equilibrium between contrast and brightness in the image.

2 Related Work

The most of the digital images are low in dynamic range. Such conditions may be
the result of low light conditions or incorrect aperture settings of digital camera.
This rises the nonlinearity and causes the loss of relevant information content in the
images. To address the challenge of nonlinearity, researchers had proposed different
techniques to improve the quality of image. Traditionally, histogram equalization
(HE) is popular technique due to its ease of use. But the limitation of HE is either it
transforms the image to over or under enhancement. To overcome, many researchers
proposed the modified HE [2–5] by preserving its brightness and thus improving
the contrast of the image. The purpose of modification was to widen the dynamic
range of the images. However, the HE does not provide sufficient information on the
composition of fine details and edges.

The illustration of Figs. 2 and 3 showed the results obtained from conventional
histogram equalization and the median–mean-based HE proposed by Singh and
Kapoor [6]. The author proposed a median–mean-based clipped histogram for auto-
matically improvement in the contrast. As seen from Figs. 2 and 3, the approach
of HE had widened the dynamic range of intensity scale. But, the insignificant
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Fig. 2 Result of boat: Conventional HE (top) and mean–median-based HE (bottom)

Fig. 3 Result of house: conventional HE (top) and mean–median-based HE (bottom)
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contrast enhancement degraded the visual quality of picture. The effect of color
saturation is clearly observed from Figs.2 and 3. Similarly, with the approach of
MMSICHE, the significant improvement was observed in contrast. But uneven illu-
mination resulted in the loss of information content in the image. Similarly, Naushad
Ali and Abdullah-Al-Wadud [7] have proposed the boosting algorithm for correction
in over-enhancement. With the boost of minor regions obtained after applying HE,
clipping of the values was implemented to suppress the quantum jumps.

Another approach is the global and local HEmethods. In the global HE, the overall
picture is enhanced, whereas in local HE, with the utilization of small windows,
the quality of picture is improved. Tian and Cohen [8] proposed the combination of
global and local HE to preserve the naturalness in the image. Saruchi [9] proposed an
overall enhancement using a sigmoid mapping function. The sigmoid is an S-shaped
non-linear transformation function for compressing the dynamic range. Therefore,
it is effective for contrast enhancement. Additionally, fast quadratic HE [10] was the
extension suggested by Saurabh Patel.

The author claimed that the method was computationally faster as compared to
global HE and local HE. Other than HE, discrete wavelet transform is also useful tool
to improve the overall quality of image. Muslim et al. [11] had proposed the noise
reduction using discrete wavelet transform (DWT) and Gaussian low-pass filter. The
DWT was used to filter the high frequency content and for the other part, Gaussian
low-pass filter was implemented. The algorithm was designed for medical images.

In the recent times, the implementation of gamma has been extensively used for
contrast improvement. It is a nonlinear approach to enhance the quality of image.
Due to over-enhancement, the increase in noise level becomes the major drawback
of this approach. However, Huang [12] proposed a weighted distribution mapping of
the histogram to improve the contrast. The algorithm designed is limited in approach
and mostly over-enhanced the low contrast images. Cao et al. [13] had proposed
the effective way to handle the exaggerated enhancement due to gamma correction.
Rather than correlating with cumulative density function, gamma was used for nega-
tive portion of the images. The modulated value of gamma alleviated the contrast
for better quality of image. For effectiveness of gamma correction, scale parameter
is required to computed such that along with the contrast improvement, brightness
is to preserved in the image.

The motivation for this paper is to design an adaptive scale parameter for gamma
that could effectively manipulate the contrast in the image. Moreover, the robust
algorithm is required to preserve the mean brightness in the image. The conse-
quent sections of the paper are organized to deal the problems mentioned above. In
Sect. 3, a proposed method will be discussed. In Sect. 4, experimental results will be
demonstrated. Lastly, conclusion of the proposed algorithm will be interpreted.
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3 Proposed Method

The proposed algorithm, performance evaluation of enhancement algorithm for
contrast distorted images (PEAC), is categorized into three steps: preprocessing,
discretewavelet transform and estimation of scale parameter. The flowdiagramof the
proposed method is shown in Fig. 4. Firstly, the linear contrast stretching of available
raw (RGB) image was obtained. Then, the image was transformed to hue, saturation
and value (HSV) scale. Secondly, the multiscale partition was implemented using
discrete wavelet transform. From this, the estimation of illumination was computed
using logarithmic scale. Lastly, the gamma correction was implemented for contrast
improvement in the images.

3.1 Channel Stretching

Let us assume, F(u,v) = [R(u,v),G(u,v),B(u,v)] where R is the red, G is the green
and B is the blue component of the original color image. For individual channel,
the minimum and maximum values of pixel are computed. Such values defined the
limits of contrast stretch in preprocessing stage.

Hence, the contrast was stretched to provide uniform distribution in color space.
The magnitude of scaling function was obtained as follows:

R(u,v) = R(u,v) −min
[
R(u,v)

]

max
[
R(u,v)]−min[R(u,v)

] (1)

With individual channel stretching, our approach of contrast stretched images
(Fig. 5) showed better results. Since, it was difficult to process the information for
individual colors. Hence, we converted the RGB space to HSV channel (H—hue,
S—saturation and V—value). The value ‘V’ has the brightness content in the image.

Fig. 4 Flow diagram of the proposed method
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Fig. 5 Resultant images from contrast stretch boat

3.2 Multiscale Decomposition

The main motivation of the PEAC was to obtain the scale parameter for gamma
correction. At the beginning stage, we focused on estimating the illumination content
by downscaling the information content in the image. The reason was to estimate
the brightness content in the image. Many researchers proposed the techniques like
histogram splitting, based on mean intensity [14] or through the median intensity
[15] or the combination of both like proposed by Singh and Kapoor [6].

With the profound studies [16, 17], our work was implemented on multiscale
discrete wavelet transform (2D-DWT). The 2D-discrete wavelet transform was
implemented at a scale level of 2 with mother wavelet as ‘symlet.’ The choice of
decomposition and mother wavelet was based on intensive hit and trial method on
various images.

Figure 6 illustrated the decomposition of original image into low-pass and
high-pass filter coefficients. At a scale level of ‘2,’ the low-pass coefficients
is further decomposed into low-pass–low-pass (LL), low-pass–high-pass (LH),
high-pass–low-pass (HL) and high-pass–high-pass (HH) coefficients.

3.3 Estimation of Scale Parameter

The maximum likelihood estimation of illumination was calculated from low-pass
coefficients obtained from 2D-discrete wavelet transform. Since, for the scale value
of gamma less than ‘0.5,’ yield the non-uniform brightness and greater than ‘1’
will decrease the contrast. The estimation of gamma scale is calculated. Hence, to
automate using the relation as mentioned below:

ξ = J − μ

log10(1+ μ)
(2)
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Fig. 6 Two-level decomposition of original image using 2D-DWT

Table 1 Step-by-step
procedure of proposed
technique

Stepwise Procedure of implementation of PEAC algorithm
(i) Preprocessing the original image using contrast stretch as
mentioned in Eq. (1)
(ii) Conversion of original RGB into HSV transformation
(iii) Keeping the hue and saturation constant, decompose the
‘V’ component using 2D-DWT at a scale level of ‘2’
(iv) Compute the scale parameter from the LL coefficients
obtained at a scale level of ‘2’ using Eq. (2)

(v) Further, obtain the final gamma scale value using ξ (0.005)

(vi) At final stage, obtain the enhanced image while converting
back to RGB image

where ‘ξ ’ denotes the scale parameter, and ‘J’ is the maximum intensity scale.
However, the value ‘ξ ’ was not sufficient enough to scale the contrast in the image.

Hence, a constant value of steepness was chosen as 0.005. Any value less than or
greater the steepness bounced the output to a contrast distorted image. Lastly, the
image was converted back to its original channel space, viz., RGB scale (Table 1).

4 Performance Evaluation

The quantitative performance was evaluated through peak SNR [18], absolute mean
brightness error [19], entropy and perceptual-based quality index [20]. The database
used for evaluation is TID 2008 [21]. Figure 7a illustrated the preservation of infor-
mation through entropy. If the resultant entropy is closer to original entropy, more
will be the preservation of information. The proposed method entropy is obtained as
7.36, which is more close to the original (7.29), as compared to other methods (CHE
is 5.86, and for MMBSIC, 7.17).
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Fig. 7 Comparison of proposed method with CHE, MMBSIC, a resultant entropy, and b PSNR

Fig. 8 Comparison of AMBE with conventional HE, median–mean-based HE and proposed
method

The another metric, AMBE, is evaluated to estimate the preservation of mean
brightness. Lower the value of AMBE, better will be the brightness preservation.
As shown in Fig. 8, the proposed method calculated the average AMBE of 0.827.
In case of MMBSIC, it was 7.07 and that of conventional HE 16.09. The AMBE
calculated is irrespective of noise content in the image. Hence, the peak SNR is used
to estimate the suppression of noise in the image. More is the value of PSNR, lesser
will be the noise content in the enhanced image. The PSNR is computed from original
and enhanced image. From Fig. 7b, compared to MMBSIC of 26 db, the proposed
method had 25.1 db. In our case, with improvement of contrast, brightness was to be
well preserved. Hence, it could be observed that for the rare lesser value of PSNR,
the brightness (AMBE) preserved in the enhanced image is far better in comparison
to the HE-based methods.

Additionally, the visual comparison of the enhanced image is Fig. 9 for better
insight of the PEAC. The proposed method is further compared with state-of-the-
art techniques developed by Arriaga-Garcia et al. [22] and Veluchamy and Subra-
mani [23]. Arriaga-Garcia et al. [22] developed the contrast stretching algorithm
using a sigmoid function, whereas Veluchamy and Subramani [23] implemented the
improved HE computed from other nonlinear transformation as gamma correction.
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Original Image CHE ACS[22] AGCHE [23] MMBSIC [6] Proposed Method

Fig. 9 Comparison of enhanced images obtained from recent and proposed method

Table 2 Comparison of methods for different metrics

Method\Metrics Entropy PSNR AMBE Image Quality

CS 5.83 16.09 24.1 0.43

MMBSIC [6] 7.16 26.11 7.02 0.93

ACS [22] 6.28 19.37 113.67 0.78

Proposed method 7.37 25.11 0.82 0.97

With over-enhancement in CHE, poor contrast in ACS, AGCHE (adaptive gamma-
based CHE), and MMBSIC, the PEAC had shown the optimal balance in contrast
and mean brightness in the enhanced images.

Moreover, quality of image is also measured to quantify the degradation. Higher
the value of perception-based quality index, more consistent would be the quality
of image. In our method, the average quality index of 0.978 was observed. Table 2
showed the comparison of differentmethodswith proposed technique. Except PSNR,
measure of information, AMBE and perception-based quality index is better in the
PEAC.

5 Conclusion and Future Scope

The enhancement method (PEAC) proposed is a combination of discrete wavelet
transform and nonlinear transformation (gamma) function to effectively improve
the contrast and preserved the mean brightness in the image. The uniformity in
distribution of pixel across intensity scale measures the better contrast in the images.
The uniformity of pixel distribution (Fig. 2), obtained from CHE and MMBSIC, had
degraded the quality of the image. But from Fig. 10, with high contrast, PEAC had
shown the improvement in detail and better visual quality in the image. Most of the
work is focused on modification of conventional HE. In our work, while preserving
the simplicity, the approach of implementing gamma had shown better results in both
qualitative and quantitative measures.
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Fig. 10 Resultant images obtained from proposed method

Due to its minimum AMBE and better PSNR, the proposed method can found
its suitability in restoration of contrast and brightness distorted images. In future
studies, the method will be implemented to dark images. Moreover, the approach
will be modified to automatically select the gamma scale for individual images.
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Abstract Feature selection (FS) is one of the crucial pre-processing tasks in many
data mining, machine learning, and pattern recognition applications. It facilitates
limiting the feature count, dimensionality of datasets, and overfitting. Feature selec-
tion methods are developed to explore the benefits with good accuracy outcomes.
This paper proposes a novel modification to the conventional Hunger Games Search
optimization using the concept of opposition-based learning (OBL) to solve the FS
problem. Here, the opposition-based learning enables the searching ability of HGSO
to determine the optimal solution by looking in random directions and in the opposite
directions as well, simultaneously. Moreover, three binarization approaches, namely
transfer function (TF), great value priority (GVP), and angle modulation (AM), have
been incorporatedwithmodifiedHGSOand investigated to study the effective feature
selection ability of themodified optimizer. The simulation results have been obtained
using standard datasets for accuracy, fitness value, and a number of features, along
with a convergence curve for each dataset. The obtained results demonstrate better
performance compared to the Support Vector Machine (SVM) approach over most
of the datasets for effective feature selection.
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1 Introduction

Due to the advancement of data on the internet, the dimension of the datasets has
grown tremendously, thus increasing the complexity of machine learning models
and making data analysis difficult. Feature selection (FS) is one way of reducing
the dimensions of the datasets. FS is a process of selecting a subset of features
without compromising the original sense of data. There are two main categories into
which feature selection algorithms can be divided, namely filter-based and wrapper-
based approaches. The filter-based approach to feature selection is independent of
the learning algorithm, while the wrapper-based approach to feature selection is tied
to the learning algorithm [1]. An optimization algorithm or a learning algorithm
is used to decide whether a feature subset is suitable or not in the wrapper-based
approach for feature selection. A problem having N features has a complexity of
O (2N), making feature selection a non-polynomial hard problem [2]. Traditional
optimization algorithms are incapable of solving complex optimization problems.
To tackle these complex optimization problems, many meta-heuristic algorithms
have been developed. In Ref. [3], the authors try to solve binary problems using
particle swarm optimization (PSO) based on angle modulation. A binary coded ant
colony optimization (ACO) has been used in Ref. [2] for feature selection. The
authors suggested a grey wolf optimization algorithm (GWO) based feature selection
approach to classifying coronary artery disease in Ref. [4]. The authors of Ref. [5]
proposed a correlation-based feature selection technique using the PSO algorithm.
In Ref. [6], the authors suggested feature selection using PSO in intrusion detection.
The feature selection model based on the PSO algorithm and SVM classification to
diagnose erythemato-squamous disease has been suggested in Ref. [7].

In Ref. [8], the use of deep learning for mining biological data has attracted
several researchers due to their efficiency in terms of classification and significant
extracted features. Whereas Ref. [9] investigates a feature selection model based
on the artificial bee colony (ABC) algorithm and SVM classification for disease
identification. In Ref. [10], the authors proposed a minimum redundancy, maximum
relevance feature selection approach based on the PSO algorithm and SVM classifi-
cation. Hunger Games SearchOptimization has recently been proposed as ameans of
solving a global optimization problem. So, the majority of swarm algorithms suffer
from failing to converge to local optima. With the theory of “No free lunch”, we
attempt to solve the problem of feature selection using a modified Hunger Games
Search optimization (MHGSO) algorithm. This algorithm is proposed to solve the
feature selection problem. The major contributions of this paper are focused on the
following:

• The proposed MHGSO is a novel variant of the binary wrapper feature selection
algorithm.

• Several binarization techniques are applied to obtain the optimal solution more
rapidly and with better accuracy.
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• A novel operator is integrated into basic HGSO based on opposition-based
learning (OBL).

• Testing high dimensional datasets using MHGSO and realizing a comparative
study with the state for FS problem.

The structure of our paper is organized as follows: Sect. 2 explains basic HGSO,
the Opposition-based learning operator, some techniques of binarization, and the
modified version of HGSO. Section 3 depicts the obtained results in terms of fitness,
accuracy, and the selected number of features.

2 Proposed Modified Hunger Games Search Using OBL

Hunger Games Search is an optimization algorithm recently developed by Yang
et al. in 2021 [11]. It is inspired by the social behavior of animals, and hunger is the
strong motivating force behind their behavior and decisions. The following section
demonstrates the mathematical model of the HGSO algorithm. The way an animal
approaches food is mathematically modeled by the given equation. The equation is
divided into two categories. The first part stimulates themovement of animals that are
self-dependent and do not cooperate with other animals. The second part stimulates
those animals which move in cooperation with other animals and follows Eq. (1)
(Fig. 1):
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where,
−−→
X(t) is the individual’s location,

−→
Xb is the position of the best individual, and−→

W2 are weights of hunger, r1 and r2 are random numbers ranging between 0 and 1,
t is the current iteration, randn(1) generates normally distributed random number.
l is a parameter of the HGSO algorithm designed to improve the algorithm. E is a
variation control parameter, which is defined as Eq. (2):

E = Sech(|F(i) − BF |) (2)

where F(i) denotes the fitness value (cost function value) of each individual, i ∈
1, 2, 3 . . . n is the best fitness value of the current iteration. Sech is a hyperbolic
function defined in Eq. (3).

Sech(x) = 2

ex + e−x
(3)

�R is a random vector between [−a, a] and is applied to restrict the activity range
as given in Eqs. (4, 5).

�R = 2 × a × rand − a (4)

a = 2 ×
(

1 − t

maxiter

)

(5)

where maxiter is the total number of iterations and rand is a random number between
[0,1]. The starvation characteristics of each individual are simulated by the given
equations. The formulas for

−→
W1 and

−→
W2 are expressed in Eqs. (6) and (7), respectively.

−−−→
W1(i) =

{
hungry(i) · N

SHungry × r4 r3 < l

1 r3 > l
(6)

−−−→
W2(i) = (1 − exp(−|hungry(i) − SHungry|)) × r5 × 2 (7)

where hungry(i) denotes the hunger value for each population, SHungry is the sum
of the hunger of all individuals, N is the total number of individuals, r3, r4, and r5
are independent random numbers between 0 and 1. The hunger of each individual is
simulated by the Eq. (8)

hungry(i) =
{

0 AllFitness(i) == BF
hungry(i) + H AllFitness(i)! = BF

(8)

where AllFitness(i) is the fitness value of each individual. The hunger of the best
individual is set to 0 in every iteration, while a new hunger factor H is added to other
individuals’ hunger. The formula for H is given below in Eqs. (9), (10).
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TH = F(i) − BF

WF − BF
× r6 × 2 × (UB − LB) (9)

H =
{
LH × (1 + r) TH < LH

TH TH ≥ LH
(10)

where F(i) denotes the fitness value, BF and WF and denotes the best and worst
fitness values in the current iteration, respectively, UB and LB represents the upper
and lower bound of the feature space respectively, r6 is a random number between
[0, 1]. LH is the lower limit of H.

2.1 Proposed MHGSO

In this paper, an opposition-based learning (OBL)modification is added to theHGSO
algorithm. As for any population-based optimization algorithm, the first step is to
randomly initialize the population. This random population can be far or close to
the optimal solution, which can therefore increase or decrease the optimization time.
The idea of opposition-based learning is to calculate the position opposite to the
initial random position and pick the one closer to the optimal solution [12]. The
opposite positions are calculated using the mathematical model of the OBL operator
in Eq. (11).

X(t) = UB + LB − X(t) (11)

After getting the initial population, wemove toward the feature selection part. For
feature selection, a wrapper-based method has been applied in which a classification
algorithm is used for training and validating at each iteration, and then the MHGSO
algorithm is applied to select the best set of features. The MHGSO algorithm is
used to pick the best set of features and, in turn, increase the classification accuracy.
The feature selection problem is a binary problem. Either a feature is selected or
ignored. A selected feature is represented by 1 and the feature that is not selected
is represented by 0. As the MHGSO algorithm works in continuous search space,
three different binarization techniques have been applied to the MHGSO algorithm
to map continuous values into corresponding binary values.

2.1.1 Transfer Function (MGHSO-TF)

This technique was introduced by Kennedy [13] for the binary version of the PSO
algorithm. A transfer function (TF) is used to map the continuous values to the
probabilities of changing a bit into a binary number. The most common transfer
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functions are S-shaped and V-shaped functions. The sigmoidal function is used in
our study. These probabilities are then converted to binary vectors using the formula
in Eq. (12).

xnew =
{
1 if rand ≤ T (x)
0 otherwise

(12)

2.1.2 Great Value Priority (MGHSO-GVP)

The technique of great value priority (GVP) was introduced in Ref. [14], where
a particle swarm optimization algorithm is used to solve a quadratic assignment
problem. In this technique, a permutation vector is calculated using an initial solution.
The first element of this permutation vector will store the position of the heaviest
element. The second element will store the position of the second heaviest element
and so on. Then the permutation vector ismapped to a binary vector using the formula
in Eq. (13) (Fig. 2).

Fig. 2 Proposed modified HGSO algorithm using opposition-based learning
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xnew =
{
1 p j > p j+1

0 otherwise
(13)

2.1.3 Angle Modulation (MHGSO-AM)

This method was first introduced by Franken [15]. This technique uses a trigono-
metric function having four parameters (a, b, c, d) used in the telecommunication
industry [16] and governed as Eq. (14).

g(x) = sin(2π(x − a) × b × cos(2π × c × (x − a))) + d (14)

In this approach, the four-dimensional vector (a,b, c,d) is optimized using the opti-
mization algorithm. The parameters are substituted back after each iteration and then
the function is sampled at equal intervals using the value x to generate a corresponding
binary vector.

3 Results and Discussions

Five datasets from theUCI data source and three datasets from the Scikit-learn (SKT)
package listed in Table 1 have been selected for experimentation. 80% of the dataset
is used for training the classification algorithm, and 20% of the dataset is used for
validation. As a classification algorithm, a Support Vector Machine is used.

Table 1 Datasets selected for study

Name Sample size Number of features Number of classes Source

Wine 178 13 3 SKT-L

Handwritten 1797 64 10 SKT-L

Spambase 4601 57 2 UCI

Image 2100 19 7 UCI

Cardiotocography 2126 24 2 UCI

Biodegradation 1055 41 2 UCI

Steel 1941 33 2 UCI

Breast Cancer 569 30 2 SKT-L
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3.1 Evaluation Criterions

Wehave selected some parameters forMHGSOas the number of iterations (Max_iter
= 100), the size of the population (N = 10,L= 0.08, LH= 10,000). The classification
accuracy is calculated using the given formula in Eq. (15).

Accuracy = Tp + Tn
Tp + Tn + Fp + Fn

(15)

where, Tp (True Positive) denotes test sample which belongs to positive class and is
correctly identified as positive by the classificationmodel; Tn (TrueNegative) denotes
test sample which belongs to negative class and is correctly identified as negative; Fp

(False Positive) denotes test samplewhich belongs to negative class and is incorrectly
identified as positive by the classification model; and Fn (False Negative) denotes
test sample which belongs to positive class and is incorrectly identified as negative.
The main aim of the feature selection problem is to use a smaller number of features
and attain higher accuracy. Therefore, the objective function used for optimization
is given as Eq. (16).

F(i) = (0.99 × (1 − accuracy(i))) +
(

0.01 ×
(
number of feature selected

total number of features

))

(16)

3.2 Simulation Results

The proposed algorithm is implemented in Python on a personal computer that runs
on an Intel (R) Core (TM) i5-8250U CPU @ 1.60 GHz with 8 GB RAM under
the Windows 10 operating system. Tables 2, 3 and 4 presents the results from our
MHGSO for classification, fitness value, and the selected number of features of
different algorithms. It is evident from the data in Table 2, that the proposed algo-
rithms show better accuracy than simple SVM for most of the dataset. MHGSO-TF
shows the highest accuracy for seven out of eight datasets. MHGSO-AM shows the
highest accuracy for a breast cancer dataset. MHGSO-GVP shows less accuracy
as compared to the other two algorithms for most of the datasets. For the hand-
written dataset, MHGSO-TF shows 99.17% accuracy as compared to 97.5% accu-
racy by SVM. For the breast cancer dataset, the classification accuracy exceeded
99% using MHGSO-AM. Table 3 shows satisfactory fitness values for all datasets
by the different algorithms of our MHGSO.

It is also clear fromTable 4 thatMGHSO-GVP selects the least number of features
as compared to the other two algorithms for most of the datasets. But, it shows less
classification accuracy as compared to the other two and thus has a higher fitness
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Table 2 Classification accuracy of different algorithms

Dataset SVM MHGSO-TF MHGSO-GVP MHGSO-AM

Wine 1.00000 1.00000 1.00000 1.00000

Handwritten 0.97500 0.99167 0.98333 0.98889

Spambase 0.93160 0.94137 0.92834 0.93594

Image 0.93095 0.95238 0.95000 0.93809

Cardiotocography 0.95070 0.96244 0.94836 0.96244

Biodegradation 0.88625 0.90521 0.89099 0.90047

Steel 1.00000 1.00000 0.96658 1.00000

Breast Cancer 0.98245 0.98245 0.98245 0.99123

Average 0.95712 0.96694 0.95626 0.96463

Bold values showing higher and better accuracies

Table 3 Fitness value of different algorithms

Dataset SVM MHGSO-TF MHGSO-GVP MHGSO-AM

Wine 0.0100 0.00308 0.00308 0.00385

Handwritten 0.07398 0.01559 0.02072 0.01850

Spambase 0.07772 0.06576 0.07568 0.07149

Image 0.07836 0.05293 0.05371 0.06655

Cardiotocography 0.05880 0.04426 0.05571 0.04551

Biodegradation 0.12261 0.09945 0.11182 0.10438

Steel 0.01000 0.00454 0.03763 0.00182

Breast Cancer 0.02737 0.02070 0.02104 0.01202

Average 0.05735 0.03828 0.04742 0.04052

Bold values showing higher and better accuracies

Table 4 Selected feature number of different algorithms

Dataset SVM MHGSO-TF MHGSO-GVP MHGSO-AM

Wine 13 4 4 5

Handwritten 64 47 27 48

Spambase 57 44 27 46

Image 19 11 8 10

Cardiotocography 24 17 11 20

Biodegradation 41 23 16 24

Steel 33 15 15 6

Breast Cancer 30 10 11 10

Average 35.13 21.38 14.87 21.12

Bold values showing higher and better accuracies
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Fig. 3 Comparative study with some algorithms of state-of-the-art

value. For the wine and breast cancer datasets, the number of features selected by
all three algorithms is less than one-third of the original number of features. For
the breast cancer and steel datasets, the MGHSO-AM algorithm selected the least
number of features along with the highest classification accuracy, resulting in the
least fitness value. MGHSO-TF shows the least fitness value as compared to the
other two because of higher classification accuracy and a smaller number of selected
features.

4 Comparative Study with Some Techniques
from Literature

In order to access the performance of the different variants of MHGSO, we compare
the performance in terms of accuracy with some works from literature including
improved HHO (IHHO) [17], basic HHO [17], S and V MRFO [18], and SCGOA.
Figure 3 illustrates the comparative results. It is clear that MHGSO provides a
competitive result, especially for Wine dataset, Spambase, and Breast Cancer.

5 Conclusion

This paper presented a modification of the recent Hunger Games Search optimiza-
tion algorithm using the concept of opposition-based learning. The opposition-based
learning technique allows you to search for a solution near to optimal by using
random solutions as well as opposite-direction solutions simultaneously. The OBL
technique helps HGSO to search for the optimal solution in less time. The modi-
fied HGSO using OBL is also incorporated with various binarization techniques to
solve the feature selection problem. The simulations have been done using the eight
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standard datasets to evaluate the performance of the modified HGSO algorithm for
solving the FS problem. It has been found that the performance outcomes of the
modified algorithm are pretty good and better than the SVM technique in terms of
classification accuracy, fitness values, and a number of features. Hence, the modi-
fied algorithm can be applied to several problems, like task scheduling, knapsack
problems, traveling salesman problems, etc.
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Analysis of Hyperspectral Image
Denoising Using Deep Neural Network
(DNN) Models

Vaibhav J. Babrekar and Shirish M. Deshmukh

Abstract Image denoising is considered a common preprocessing step in the anal-
ysis and interpretation of hyperspectral images. Nevertheless, most of the methods
developed and used previously was adopted for HSI denoising exploit architectures
originally developed for grayscale and RGB images which limit the processing of
high-dimensional HSI data cubes. As rich spectral information is present in HSI
which is to be fully exploited considering the high degree of spectral correlation
between adjacent bands in HSIs which gives in resulting poor image denoising, HSI
denoising is the most important preprocessing step before the image is being clas-
sified. End to end mapping is needed between the clean and noisy images for the
dataset by the deep learning method. Conventional low-rank methods lack flexibility
for considering the correlation between different HSI which results to loss of infor-
mation. This paper gives a brief review and analysis of the state-of-the-art available
methods for hyperspectral image de-noising with the major advancements, benefits
and obstacles in denoising an HSI. Due to limited availability of real time dataset
of HSI and equipment expenses, researchers rely on the freely available hyperspec-
tral datasets. This research proposes Hyperspectral image denoising for efficient
classification of objects on the earth surface.

Keywords Hyperspectral image denoising · Remote sensing · Deep neural
networks · HSI classification · Feature extraction

1 Introduction

HSI is extensively used in numerous applications such as agriculture planning, urban
locality planning, monitoring the changes occurring in environment, anomaly detec-
tion. Because of some factors, these images are usually tarnished with noise which
are type casted in regions of salt and pepper, stripes, Gaussian or dead-line noise,
which is primary cause of the degradation of HSIs [1, 2]. Hyperspectral imaging
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spectrometers are specially used for collecting the information among the electro-
magnetic spectrum in many of the contiguous and narrow bands which produces
high-dimensional images with more than hundreds of spectral bands. Spectral vari-
ations in an HSI are to be focused more compared to spatial variations. By enlarging
spectral dimension of a pixel, objects on the earth surface can be underlined because
it contains a unique and characteristic spectral signature. In the process of image
acquisition, a substantial amount of noise gets usually introduced in the data which
gives resulting interclass variability and interclass similarity. This noise degradation
is primarily due to instrumental acquisition limitations and atmospheric distortions
[3]. To overcome these issues, denoising of images must be used as a preprocessing
step for the removal of noise before the analysis of HSI. Many techniques adopted
for HSI denoising were originally developed for the gray scale and RGB images
which do not guarantee accurate results which can lead to the loss of rich spectral
information contained in HSI.

1.1 Convolutional Neural Network for HSI Denoising

The growth in publishing the research articles over the years shows how much atten-
tion grabbing this subject is. HSI-SDeCNN is a method that was advantageous in
some ways like providing the fast solution to the HSI denoising problem which
exploits a down sampling kernel that allows the network to perform faster without
losing performance. This method is also beneficial allowing to control the back-
and-forth between denoising performance and details preservation. This makes the
network more flexible and more adaptive to multilevel noise in which avoiding the
need to train a different model for different noise levels [3]. Making denoising of
the image at only one band can be said as disadvantageous because noise generally
differs fromband to band.Hyperspectral images belong to the remote sensing domain
in which these images are used in applications such as classification, detection of
target and spectral unmixing [4]. Due to instrumental malfunctioning and atmo-
spheric effects, HSIs often get corrupted by various noises such as random noise,
strip noise and dead pixels. For improving the degraded quality of HSI, it is critical to
reducing the noise. Hence, there is a need of taking the spectral and spatial constraints
for image denoising. A deep residual network which is a combined spatial-spectral
features andmultiscale features is used to recover the HSI from noise or called noise-
free HSI approach. This approach uses nonlinear end-to-end mapping between the
corrupted noisy image and the clean reference image with two-dimensional spatial
and three-dimensional spatial-spectral combination training network [4].
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1.2 Total Variation and Block Matching

For improving the peak signal to noise ratio (PSNR), BM3D is combined with CNN
which also improves the denoising performance and has the feature learning ability.
When this hyperspectral data is transmitted in themedium, due to the factors involved
in acquisition, this data is contaminated by various noises, i.e., impulse noise, stripes
and deadlines which is unavoidable and degrades the image quality. Because of
the complexity, the analysis of HSI such as target detection, image classification
and compressive sensing got effected and disturbed. Therefore, hyperspectral image
restoration is a challenging but necessary preprocessing step in remote sensing [5].
The image denoising method based on two-dimensional band by band denoising is
the most fundamental among the various methods of denoising [4].

1.3 Deep Learning Methods

Hyperspectral images (HSIs) are ordinarily corrupted by various sorts of noises and
their mixture leading to the degradation in acquired image standard which further
restricts the applications deployment. The generation of noise is consequential from
many aspects, including sensor noise and the atmospheric effect [6]. The HSIs also
are termed hyperspectral data cubes as given in Fig. 1; plots on the highest right-
hand side show the fields of pixels containing parameters of soil, vegetation, and
water. A schematic overview of the spectral characteristics of hyperspectral data is
given in Fig. 2 [7]. Large data sets are appropriate for signifying the performance of
learning systems. Nevertheless, for hyperspectral images, it is often tough to obtain

Fig. 1 a Hyperspectral imaging concept, b hyperspectral vectors represented in a low-dimensional
manifold [2]
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Fig. 2 Spectral characterization of hyperspectral data [2]

such a large data set [8]. Deep learning not only provides great potential in regards to
removal of complex spectral cum spatial noise but also thrives for greater contribution
toward HSI. From the requirements of HSI, the context information needs to be
extracted in regards to provide for pixel information surrounding the pixel under test
in HSI and this is denoted a crucial step. Hence, when there is a challenge of image
denoising, effective receptive field is of great importance.WhenHSI denoisingmodel
preserves the correlation of adjacent spectral bands, it is proven to be achieving better
performance and extracts more features in spatial domain [9]. One method for HSI
denoising available in literature is non-local low-rank tensor approximation. While
considering its denoising performance in terms of more spectral bands then benefits
less and the time period significantly increases [10].

1.4 Spectral Characteristics

The need for recovering denoising techniques has brought about the natural introduc-
tion of different image denoising algorithms, with having its unique characteristics.
Total variation denoising (TVD) is a beginning for noise removal developed to hold
sharp edges in the underlying signal. It is characterized as an optimization problem
[3]. One of the key techniques that has provided success in hyperspectral dimen-
sionality to reduce data embed nonlinear and nonconvex manifolds noise is that of
local manifold. This technique is composite of matrix construction based on affinity
rules. Affinity knowledge is based on two backbones which are selection of neighbor
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as well its weight composite. Each step comes with a challenge, where in the first
step of neighbor selection is restricted to spectral variability in terms of uneven data
distribution in regards to original image followed by illumination noise that is again
uneven in regards to sensor placement inducing angular noise. The second step of
weight definition not only is limited by singular spectral correlation prejudice with
the first step definition [4]. It is difficult to preserve both spectral and spatial struc-
tures as well as there is a requirement of removing mixed type of noises in HSI
denoising which is a challenging task [11]. One of the methods for HSI denoising
which is recently attracting the considerable attention because of its performance is
discriminative model learning [5].

HSI denoising is important and fundamental task for improving the performance
of classification, spectral unmixing, and hence, it is a preprocessing step before
subsequent application. In hyperspectral image data, there is local and global redun-
dancy in spatial domain which generally preserves the details and texture of image.
Another valuable property is correlation of spectral domain which can be utilized for
obtaining good results [6]. Image can be recovered from noisy image with dictionary
and sparse codes corresponding to it. The process of HSI denoising is shown in Fig. 3
[10]. In this study article, our contribution is mentioned as:

1. Collection of different HSI datasets and analysis of image denoising models.
2. The commonly used HSI denoising methods are evaluated on objectives.
3. The main challenges and flow of HSI denoising.

In Sect. 2, the literature survey of available denoisingmethods. In Sect. 3, compar-
ative analysis of over the decade available denoising methods and research gap iden-
tified. In Sect. 4, the performance parameters included. In last section, we concluded
the paper.

Fig. 3 HSI denoising based on spectral dictionary learning and sparse coding [10]
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Fig. 4 Degradation of HSI and prior steps for obtaining clean HIS [12]

2 Literature Review

2.1 Total Variation and Deep Learning-Based Approaches

Many researchers have worked for the development of algorithms or techniques
for HSI denoising to get the precise noise-free images for classification. The detail
literature review of the existing systems is discussed below. Figure 4 shows how
observed HSI get degrades and what prior steps are involved for clean HSI.

An HSI single denoising CNN (HSI-SDeCNN) model resourcefully takes into
consideration both the spatial and spectral information which is primary source
contained inHSIs [13]. An innovative deep learning-basedmethod for HSI denoising
is anticipated by Qiangqiang Yuan et al. which includes learning a nonlinear end-to-
end mapping between the noisy image and the clean one with a combined spectral-
spatial DCNN. The proposed network is assigned with both spatial and spectral
information simultaneously. Additionally, for capturing both multiscale spatial and
spectral feature and to fuse diverse feature representations for recovering the image,
multiscale feature extraction and multilevel feature representation are used [14].

2.2 Denoising Algorithms Using CNN

In regards to novel methodology, learning algorithm needs to utilize linear and
robust data representation which primarily needs to provide hierarchical selection.
This method makes sure that variation in complex spectral data representation can
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be eliminated which provides normalization in regards to weights reconstructing
neighbor selection [4]. The aim of non-LRMA method is to decompose the HSI
which is degraded by not only noise but also the representation of ranked-based
matrix weights. This method takes support of Lagrangian multipliers which provides
improvements in terms of nonconvex surrogate function [11]. The feed-forward
denoising convolutional neural network (DnCNN) can hold the improvement in
very deep manner, learning set of rules and regularization method resulting into
image denoising. For boosting-up, the process and performance of image denoising
residual learning and batch normalization are used. Gaussian noise can be dealt by
CNN models without knowing the noise level. By using residual learning strategy,
DnCNN is able to remove latent clean image in hidden layers [5]. Among the HSI
denoising algorithmspresented in past decades, one canhave classification in termsof
natural images having either bandor pixel characterization yet it remains restricted for
spectral correlation. Overcoming this restriction is desired for having good quality of
denoised image. Some methods also destroy the spectral correlation which produces
extra distortion. Hence, there is a need to consider spectral and spatial dimensions
simultaneously [6].

3 Research Analysis and Researchgap Identification

Table 1 shows the state-of-the-art HIS denoising methods over the decade with
technology used, their applications and required improvement according to us.

4 HSI Denoising Performance Parameters

Performance of HSI denoising methods is most important indices in denoising.
Researchers focused in evaluation of different objectives over the years. For HIS
denoising few prominent methods that are adopted are.

4.1 The Mean Square Error

The difference in regards to original and captured image in context of average is
defined as the mean square error (MSE). Lower the value of MSE, better the quality
of image.

MSE = 1

N
||1 − L||
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4.2 Peak Signal to Noise Ratio (PSNR)

It is determined throughMSEkeeping inmind that a ratio betweenmaximumoriginal
signal and MSE is to be maintained in terms of engineering aspiration. Higher the
value of PSNR, better is the quality of image.

PSNR = 10 ∗ log10

(
(max(l))2

MSE

)

4.3 Structural Similarity Index Matrix (SSIM)

This quantity measures the perceptual difference of two similar images. This percep-
tual difference depends upon parameters such as contrast and luminance. Higher the
value of SSIM, better the quality of image.

SSIM(u,v) = (2μIμL + Q1)(2σ I L + Q2)

(μ2
I + μ2

L + Q1)(σ
2
I + σ 2

L + Q2)

where average gray values and variance patches are represented by I and L. Covari-
ance is provided by IL, and finally, positive constant representation is provided by
Q1 and Q2 typically around 0.01.

4.4 Root Mean Square Error (RMSE)

The change between predictions expected and observed is defined by RMSE which
is of square scale of MSE. In terms of equation, it is realized in regards of two of the
prominent image metrics (P, Q) is:

RMSE = √
MSE(P, Q) =

√√√√ m∑
p=1

n∑
q=1

(Ppq − Qpq)2
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4.5 Feature Similarity (FSIM and FSIMc)

The evaluation that covers gray scaling in images along with color luminance in
images is covered by FSIM. As the first step, it calculates the local similarity and
categories them in based on similarity scores.

FSIM =
∑

x∈� SL(x) · PCm(x)∑
x∈� PCm(x)

FSIMc =
∑

x∈� SL(x) · [Sc(x)]λ · PCm(x)∑
x∈� PCm(x)

4.6 The Signal to Noise Ratio (SNR)

Relation of noise in ratio and proportion to original image is defined as SNR which
is formulated as:

SN R = 10 log10
‖L‖

‖I − L‖
A paper that provides a spectral angle mapper (SAM) along with Erreur Rela-

tive Globale Adimensionnelle de Synthèse (ERGAS) [26] for the provisions that
PSNR and SSIM calculations is achieved easily. As utilization of SSIm and PSNR is
prima facial for CNN-based image denoising, these twomethods make them popular
because of their ease, and these are considered to be tested and valid [29].

5 Discussion

A total of 45 reference papers included in this review article, out of that 30 research
papers belong to the HSI denoising. In this review article, sensible efforts were
made including all research articles which belong to HSI denoising but it is obvious
that some papers might have been skipped. Some sample pictures and methods of
remote sensing and HSI are shown in Fig. 5. A graph shown in figure indicates
the number of papers and publication year for the articles belong to HSI denoising
available in Fig. 6. It can be perceived from figure that researchers have recently
adopted neural networks and machine learning for research in HSI denoising. This
article covers generalized research that needs to adopt a practical experimentation
to enhance exploration of HSI by denoising. This research can be better understood
by graph indicating the types of images that have well-known dataset adopted by the
HSI denoising systems which is available in Fig. 7.
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Fig. 5 Few of sample images in famous datasets used by the researchers
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Fig. 6 Number of papers published yearly on HSI denoising (Papers from Google)

6 Conclusion

Recently, the CNN, DNN and ANN are becoming very useful in HSI denoising. The
survey of different neural network-based hyperspectral image denoising methods is
proposed in this study. Few of these methods made use of the originator and discrim-
inator for mining and clean image creation. The inventive step implemented by the
researchers was to try diverse noise which contains impulse Gaussian noise. This
noise can be made to reduce by using several careful deep convolutional networks
which are commonly used in most of the HSI denoising performing articles. The
reason behind the worldwide acceptance of these methods is because of their popu-
larity and effective denoising results. The concluding remarks for this review can be
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Fig. 7 Dataset used by the researchers over the years (According to references)

concise as below: From the reported literature, till then it can be said that the neural
networks can remove most types of noise from HSI and advance the capability in
image denoising. Some of the reported literature showed higher performance of
neural networks architecture for HSI denoising. The architecture of neural networks
is customizable for removal of noise creating patternswhich can remove the blockage
of vanishing gradients. Most of the studies used the pretraining of neural networks;
however, properties of noise are continuous in nature and require a denoising model
which is built from graze. For this, task of building model from beginning requires
high computation cost in terms of space and time.
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Significance of Source Information
in Hypernasality Detection

Akhilesh Kumar Dubey, Deepak Kumar Singh, and B. B. Tiwari

Abstract This work analyzes the peak to side-lobe ratio (PSR) around each glottal
closure instant (GCI) in the Hilbert envelope (HE) of linear prediction (LP) residual
as an excitation source-based cue for the hypernasality detection. PSR is defined
as the ratio of peak value around GCI to the mean of sample values around GCI
in the 3 ms range of HE of LP residual. The coupling between nasal and oral tract
occurs during the production of voiced sound in hypernasal speech. The air leakage
from nasal tract affects the abruptness of glottal closure, which in turn affects the
peak strength around the GCIs. The nasal tract adds zeros in the spectrum of voiced
sound. Since the LP model is poor in modeling the zeros in the spectrum, the zeros
get filtered in the LP residual signal. This increases the side-lobe strength around the
peak in the HE of LP residual. Hence, the PSR gets affected in hypernasal speech.
Classification between pre-known normal and hypernasal sound based on a threshold
value of PSR gives the accuracy of 70.49, 78.19, 63.15, 60.67, and 67.27% for high
vowel, low vowel, glides, liquids, and voicebar sounds, respectively.

Keywords Hypernasality · Peak to side-lobe ratio · Glottal closure instants
(GCIs) · Hilbert envelope (HE) of LP residual

1 Introduction

The cleft lip and palate (CLP) is a facial and oral birth defect in children. The
velopharyngeal insufficiency causes the coupling of the nasal tract with the oral tract,
which nasalizes the CLP speech. The excesses nasality heard during the production
of voice sounds is called hypernasality [8]. Hypernasality reduces the intelligibility
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of the CLP speech [7]. The detection and severity rating of hypernasal speech helps
the plastic surgeons and speech pathologists in the diagnosis of individuals with
CLP.Mostly, the subjective evaluation of hypernasality is done by experience speech
pathologists. The objective evaluation is done by the device called nasometer, which
determines the percentage of nasalance in speech. The subjective judgment may be
biased, and the nasometer device may be inconvenience for children and does not
work for stored speech data [1]. Hence, the acoustic analysis cues based on the speech
processing have been proposed for the objective evaluation of hypernasal speech.

In the literature, hypernasality is detected by the acoustic analysis of nasalized
vowels present in hypernasal speech. The most important cues for the nasalized vow-
els are: the presence of extra pole-zero in the first formant region and broadening of
first formant [19]. Based on these cues, many researchers attempted for the hyper-
nasality detection in CLP speech. In [2], the difference between the low-pass and
band-pass profiles of the Teager energy operator is used for hypernasality detection.
The distance between the low- and high-order linear prediction cepstral coefficients
is used as a parameter to estimate hypernasality in [15]. The voice low tone to high
tone ratio in [9] and the detection of extra nasal formant with the help of high spectra
resolution group delay method are used in [19] for the hypernasality detection. In
[10], the combination of frame-based feature MFCC plus Teager energy operator
profile is used for detection. In [13, 17], two set of features, one based on acoustic,
noise, and cepstral analysis and other based on nonlinear dynamic features, is used
for the hypernasality detection in CLP. The combination of nonlinear dynamic fea-
tures plus entropy measurements is used as a feature in [14]. The energy distribution
ratio and GMM-based classification of hypernasality severity are proposed in [6].
In [5], the raising and falling slope amplitude reductions are proposed as a cue for
hypernasal speech. In [3], a high-resolution spectro-temporal method called zero
time windowing is used to detect the extra nasal peak and for the severity analysis
of hypernasal speech in [4].

All the above attempts for hypernasality detection are based on the analysis of
vowel spectrum, to capture the changes in vocal tract response in CLP speech com-
pared to normal speech. Some attempts have been done to capture the change in
excitation source response in CLP speech. In hypernasal speech, the loudness of
sound reduces. This happens due to acoustic damping in the nasal tract. Analog
model studies in [5] have demonstrated that the overall sound energy of the vowels
is reduced as a consequence of nasal coupling. An effective representation of the
excitation source response can be derived from the linear prediction (LP) residual
signal. The peak around the glottal closure instant (GCI) in Hilbert envelope (HE)
of LP residual may, hence, get affected in the hypernasal speech. As the coupling
of nasal cavity introduces the extra zeros in the spectrum and the LP model is poor
in modeling the zeros in the spectrum, the extra zeros get filtered in the residual
signal of hypernasal speech. The extra zeros in residual will enhance the side-lobes
around the peak, making it more noisy. Figures1a, b show the normal vowel speech
waveform and its HE of LP residual signal, respectively, and (c), (d) show the hyper-
nasal vowel speech waveform and its HE of LP residual signal, respectively. The
peak strength in case of normal vowel is more compared to the hypernasal vowel,
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Fig. 1 Illustration of peak and side-lobe in HE of LP residual signal of normal and hypernasal
vowel. a, b Normal vowel speech waveform and its HE of LP residual signal, respectively and c, d
Hypernasal vowel speech waveform and its HE of LP residual signal, respectively

whereas the side-lobe strength is more in case of hypernasal vowel. This observa-
tion motivates us to analyze the PSR around each GCI in the HE of LP residual
signal as an excitation source-based acoustic cue for the hypernasality detection.
The analysis is done not only for the vowels, but also for the semivowels (glides
and liquids) and voicebar. It is expected that the glottal closure will be more abrupt
in normal vowels compared to hypernasal vowels which has nasal leakage. Hence,
the peak strength will decrease in hypernasal vowels. Since the side-lobe strength
will increase in hypernasal vowels due to extra zeros, the PSR should decrease in
hypernasal speech. In the case of semivowels and voicebar, the decrease in pressure
inside the mouth due to nasal leakage may increase the trans-glottal pressure; hence,
the more abrupt glottal closure may happen. This will increase in peak strength in
hypernasal speech. Here also, the side-lobe strength will increase due to extra zeros.
Since the both the quantity in PSR is increasing, the net effect will depend on which
quantity increases more. Since the PSR gives the distinctive characteristics for the
normal and hypernasal speech, it can be proposed as a excitation source-based cue
for the hypernasality detection.

The rest of the paper is organized as follows. In Sect. 2, excitation source analysis
in hypernasal speech is done. Section3 gives the excitation source-based cue for
hypernasality. Section4 gives the experimental result, and finally, Sect. 5 contains
the summary and conclusion of the work.
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2 Excitation Source Analysis in Hypernasal Speech

The excitation source information can be derived from a given speech segment of a
particular sound unit (vowels, semivowels, or voicebar) using the inverse LP filtering.
The inverse filtering using the LP coefficients suppresses the vocal tract information
and mostly contains information about the excitation source in the form of residual
signal. The large amplitude fluctuations, either in positive or negative polarity, in the
LP residual are the location of GCIs. The difficulty due to polarity change can be
overcome by using the HE of LP residual. The HE he(n) of LP residual signal e(n) is

defined as he(n) =
√
e2(n)+ e2h(n) where eh(n) is the Hilbert transform of the e(n)

and computed as eh(n) = I DFT {Eh(k)} where

Eh(k) =
{− j E(k), k = 0, 1, ...( N2 )− 1

j E(k), k = ( N2 ), (
N
2 )+ 1, ..., (N − 1)

(1)

E(k) is the DFT of the residual signal e(n), and N is the number of points for
computing DFT.

Normal speech segments of 20ms and its HE of LP residual for vowel, semivowel,
and voicebar are shown in Figs. 2a–c and d–f, respectively. Similarly, hypernasal
speech segments of 20 ms and its HE of LP residual for vowel, semivowel, and
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Fig. 2 Illustration of difference in nature of excitation source in vowels, semivowels, and voicebar
for the normal and hypernasal speech. a–c show 20 ms normal vowel, semivowel, and voicebar
signal and g–i show its HE of LP residual, respectively. Similarly, d–f show 20 ms hypernasal
vowel, semivowel, and voicebar signal, and j–l show its HE of LP residual, respectively
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voicebar are shown in (g–i) and (j–k), respectively. Here, the LP residual is derived
by performingLP analysis on speech signal of frame size 20mswith the frame shift of
10 ms. The sampling frequency of 16 kHz and LP order of 18 is used in this analysis.
It can be observed that the peak strength is low in the HE of the residual signal for
hypernasal vowel compared to normal vowel. This is due to sharp glottal closure in
normal vowel compared to hypernasal vowel. In case of semivowels and voicebar,
the glottal closure is more sharp in hypernasal speech, so the peak strength is more
in the corresponding HE of residual signal. We can also observe that the hypernasal
speech sounds are more noisy in nature due to the addition of extra zeros; hence,
the side-lobes in corresponding HE of the residual signal have the more strength
compared to normal speech. Hence, the PSR may give the cue for hypernasality
detection.

3 Excitation Source-based Cue for Hypernasality

For the excitation source-based cue for hypernasality, we analyzed the PSR around
each GCI location of normal as well as the hypernasal speech. The HE of LP residual
signal for high vowel, low vowel, glides, liquids, and voicebar is obtained. The peak
locations in HE of LP residual signal are detected by searching the maximum peak
around theGCIs, obtained fromZFF signal [12]. A frame of size 3ms is then selected
from HE of LP residual centered around each peak. Each frame is normalized by
dividing the each sample value by the maximum value in that frame. The equal
number of such frames of all type of the sounds of normal and hypernasal speech is
superimposed and plotted in Fig. 3. Figs. 3a–e show the 3 ms frame of superimposed
HE of LP residual signal of different sounds of normal speech and (f–j) for the
hypernasal speech. We can observe that the central window height in the hypernasal
speech is small compared to the normal speech for the case of high vowel and low
vowel and large for the glides, liquids, and voicebar. The central window height
represents the peak strength in the HE of LP residual. We can also observe the
increase in the side-lobe strength in all types of hypernasal sounds compared to
normal sound. Since the peak strength and the side-lobes, both get modified in case
of hypernasal speech, their ratio, peak to side-lobe ratio (PSR), which is used for
the different task in the speech analysis [16, 18], can be used as the cue for the
hypernasality detection.

3.1 Peak to Side-lobe Ratio

The coupling of the nasal cavity with the oral cavity during the production of hyper-
nasal speech may change the peak strength as well as the side-lobe strength in the
HE of LP residual of the signal. The peak strength gets modified due to the change
in intra-oral pressure inside the mouth and the side-lobe strength, due to the addition
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Fig. 3 3ms duration of superimposed segments of HE of LP residual in the vicinity of impulse-like
excitations for a High vowels, b Low vowels, c Glides, d Liquids, e Voicebar in normal speech. f
High vowels, g Low vowels, h Glides, i Liquids, j Voicebar in hypernasal speech

of nasal zeros in the spectrum which gets filtered in HE of LP residual signal. Hence,
we can analyze the peak to side-lobe ratio around the epoch location as an excitation
source-based cue for the hypernasality detection. The peak strength is the maximum
value in the HE of LP residual around each GCIs, whereas the side-lobe strength is
taken as the mean of the all the values from 2 to 3 ms in the 3 ms frame centered
around the peak of the HE. The ratio of these two quantities is defined as the peak to
side-lobe ratio (PSR) at particular GCI. The PSR for the whole voiced sound is the
mean of all PSR at all GCI locations.

4 Experiments

4.1 Database

The database used in this analysis consists of 10 normal and 10 CLP recorded chil-
dren speech. All the children belong to the 7–13 years of the age. Both boys and
girls children participated in the recording. The severity rating of hypernasality in
CLP children is moderate to severe. Table 1 shows the voiced sound type and cor-
responding words used for the recording. The utterances are repeated three times
in three different sessions by each children. The recording is done in sound-treated
room. The sampling frequency was 44.1 kHz, 16 bits in WAV format. The manual
annotation of vowels, glides, liquids, and voicebar from the words is done using the
Wavesurfer tool [11]. The speech is down-sampled at 16kHz for the further analysis.
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Table 1 Voiced sound and corresponding words used for recording

Voiced sound Word

High vowel

/i/
/kiki/

Low vowel

/a/
/kaka/

Glides

/w/, /y/
/wawa/, /yaya/

Liquids

/l/, /r/
/lala/, /rara/

Voicebar

/b/, /d/, /g/
/baba/, /dada/, /gaga/

4.2 Peak to Side-lobe Ratio Analysis in Hypernasal Speech

To analyze the nature of peak to side-lobe ratio in hypernasal speech compared to
the normal speech, we first analyzed the individual nature of both peak strength
and side-lobe separately. The analysis is done for high vowel, low vowel, glides,
liquids, and voicebar sounds. This analysis is done to find the dominant nature of the
individual quantities. Figures4a–e show the box plot comparing the peak strength
at each GCI in all high vowel, low vowel, glides, liquids, and voicebar sounds,
respectively, in normal and hypernasal speech present in the database. From Figs. 4a,
b,we can observe that the peak strength decreases in both the vowels of the hypernasal
speech compared to normal speech, as we have hypothesized. The reason for the
decrement may be the abrupt glottal closure in normal vowels and smooth closure
in hypernasal speech due to the nasal tract leakage path. We can also observe from
Figs. 4c–e, the increase in the peak strength in the hypernasal speech compared to
the normal speech in the case of glides, liquids, and voicebar sounds. The vocal
fold vibration in the semivowels, (glides and liquids), and voicebar sounds is not
that much strong as in the case of vowel sounds. This is due to more intra-oral
pressure inside themouth and, hence, less trans-glottal pressure. In case of hypernasal
semivowels andvoicebars, the intra-oral pressure reduces and, hence, the trans-glottal
pressure increases, which increases the vocal folds vibration. Now, the glottal closure
in hypernasal semivowels and voicebars is more abrupt comparable to the normal
semivowels and voicebars. Thismaybe the reason for the increase in the peak strength
in hypernasal semivowels and voicebars. Figures4f–j show the box plot comparing
the side-lobe strength around each GCI in high vowel, low vowel, glides, liquids,
and voicebar, respectively, in normal and hypernasal speech present in the database.
The side-lobe strength increases in all cases for the hypernasal speech. The reason
for the increment is the filtering of extra zeros in the residual signal, due to poor
modeling of the LP model for the zeros in the spectrum. The nature of PSR will
depend on the nature of the both the peak strength as well as the side-lobe strength.
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Fig. 4 Comparison of peak strength and mean of side-lobe in normal and hypernasal speech. a–e
show the comparison of peak strength, f–j show the comparison of side-lobe strength, and k–o show
the comparison of PSR value in normal and hypernasal high vowel, low vowel, glides, liquids, and
voicebar respectively

Figures4k–o show the box plot comparing the PSR in high vowel, low vowel, glides,
liquids, and voicebar, respectively, in normal and hypernasal speech present in the
database. Since the peak strength decreases and the side-lobe strength increases in
case of hypernasal high and low vowel, so their PSR value also decreases as shown in
Figs. 4k–l, respectively. In the case of glides, both the peak strength and the side-lobe
strength increase, but the side-lobe strength increases more compared to the peak
strength. Hence, the PSR value decreases in hypernasal glides case also, as shown in
Fig. 4m. Similarly, for the case of liquids and voicebar also, both the peak strength
and the side-lobe strength increase, but the peak strength increases more compared to
side-lobe strength. Hence, the peak to side-lobe ratio increases in hypernasal liquids
and voicebar as shown in Figs. 4n–o, respectively. Since PSR value is showing a
distinct nature for normal and hypernasal speech, this excitation-based source cue
can be used further for the classification between normal and hypernasal speech.

4.3 Classification Between Normal and Hypernasal Speech

The classification between pre-known normal and hypernasal class of high vowel,
low vowel, glides, liquids, and voicebar can be done based on a fixed threshold
value of PSR in each case. We conducted the classification between normal and
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Table 2 Result of classification based on PSR cue, formant-based cue, and combination of two
cues

Voiced sound type Accuracy (%)

PSR Formant-based Combined

High vowel 70.49 75.41 77.05

Low vowel 78.19 83.46 72.18

Glides 63.15 66.32 77.89

Liquids 60.67 64.04 69.66

Voicebar 67.27 68.48 67.88

Average 67.27 71.54 72.93

hypernasal speech for the same database for which we have plotted the peak to side-
lobe ratio. The threshold for each case of voiced speech can be set by looking the
median value of PSR in normal or hypernasal speech. Based on the threshold value,
the condition for the classification can be set. Table 2 Column 2 shows the result
for the classification. The best accuracy for each type of voiced sound is shown
in the table. In case of normal and hypernasal high vowel, low vowel, and glides
classification, the best accuracy is 70.49%, 78.195%, and 63.15%, respectively. The
condition for the classification in all the above cases is if the value for the PSR value
is greater than the threshold value, the corresponding voiced sound is classified as
the normal sound; otherwise, it is classified as hypernasal sound. Similarly, in case of
normal and hypernasal liquids and voicebar, the best accuracy for the classification
is 60.67% and 67.27%, respectively. Since the peak to side-lobe ratio for the case
of liquids and voicebar is higher in hypernasal speech than the normal speech, the
condition for the classification is if the value of PSR is lesser than the threshold
value, the corresponding sound is classified as the normal sound; otherwise, it is
classified as hypernasal sound. So, the PSR cue classifies the normal and hypernasal
speech’s highest accuracy of 78.195% for low vowel sounds and the lowest accuracy
of 60.67% for liquids with an average accuracy of 67.27%.

To improve the accuracy of the detection, we combined our previous work on
the vocal tract response cue with this excitation-based cue [4]. The presence of two
formant peaks below 1000 Hz is considered as the cue for hypernasality detection.
This is applicable for glides and liquids also, since their characteristics are similar
to high vowels. Based on this cue, the sum of the strength of those formants which
are below the 1000 Hz is calculated as a feature for hypernasality detection. This
sum will be high for hypernasal sound because it contains two formants below 1000
Hz and will be low for normal speech because of only one formant. Table2 Column
3 shows the threshold-based classification result for each type of voiced sound. It
gives the best accuracy of 75.41%, 83.46%, 66.32%, 64.04%, and 68.48% for the
high vowel, low vowel, glides, liquids, and voicebar, respectively, with an average
accuracy of 71.54%. We combined the excitation source-based cue and vocal tract-
based formant cue in equal weight. Table2 Column 4 shows the threshold-based
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classification result for each type of voiced sound. The best accuracy of 77.05%,
72.18%, 77.89%, 69.66%, and 67.88% is achieved for the high vowel, low vowel,
glides, liquids, and voicebar, respectively, with an average accuracy of 72.93%.

5 Summary and Future Scope

In this work, we analyzed the PSR at each GCIs in HE of LP residual cue for the
hyernasality detection in CLP speech. PSR value gets affected in hypernasal speech
due to change in intra-oral pressure in the mouth and addition of zeros in the residual
of the signal. The analysis shows that PSR value is low in hypernasal speech in
the case of high vowel, low vowel, and glides and high for the case of liquids and
voicebar. The classification between normal and hypernasal voiced sound gives an
average accuracy of 67.27% using PSR value as a feature. To improve the accuracy,
we used the formant-based feature, which gives the average accuracy of 71.54%.
The combination of two features gives the improvement in the accuracy with an
average accuracy of 72.93%. As a future work, we will combine the suprasegmental
features to further improve the result. Also, the automatic annotation of vowels,
glides, liquids, and voicebar from the words will be done as a future work.
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Estimation in Agile Software
Development Using Artificial Intelligence

Prateek Srivastava, Nidhi Srivastava, Rashi Agarwal, and Pawan Singh

Abstract In software development, agile methods are becoming more popular, and
in many situations, software development teams are even mandated to use some
agile methods in their projects. It is basic to give as exact a gauge as could really be
expected. Today, in the data innovation business, for assessment in spry programming
advancement, most of the part is dependent on heuristic methodologies like master
judgment and arranging poker. It is very hard to gauge coordinated programming
advancement without nimble mastery. Various studies have been done throughout
the years to evaluate software effort estimating methodologies, but because of the
rise of new software development processes, the reviews have not been caught up
with them. This article gives an intensive assessment of cost assessment in agile
software development, which will help the clients in understanding current expense
assessment drifts in ASD. Most agile teams estimate software development effort
using expert estimating methodologies, according to a thorough literature analysis
and survey. This work includes a thorough literature review that has been updated
by examining data from 73 new studies. The majority of the data comes from single-
company databases; however, cross-company data is extremely popular. Estimates
of effort and cost are typically based on the findings of a study using models or
historical data applied to size, activities, and other planning characteristics.
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1 Introduction

Planning is done iteratively in agile software development (ASD), and project scope
is constantly modified and prioritized. In ASD, the most critical considerations to
prioritize needs and features are effort and cost. The absolute most popular advance-
ment techniques in ASD are scrum, extreme programming, feature-driven develop-
ment, lean software development, adaptive software development, crystalmethodolo-
gies, and the dynamic systems. Development method is probably the most notable
improvement procedures in ASD. Exertion assessment assumes a significant and
basic part in any product advancement project. Exertion assessment can be as the
cycle bywhich exertion can be assessed, and the assessment is completed as far as the
measure of assets needed to end project action to convey an item or administration
that meets the given useful and non-practical prerequisites to a client [1].

Cost assessment for ASD strategies is a difficult undertaking. It is so in light of
the fact that the dexterous strategy depends on eccentric ideas that are not appro-
priate for any of the conventional assessment techniques. The utilization of such
assessment techniques to nimble advancement instruments brings about significant
mistakes, because of the shortfall of basic components like well-qualified assess-
ment and recorded information. Since the coordinated interaction is a lot less diffi-
cult and requires quicker work alongside more client inclusion, this adjustment of
approach additionally requires an adjustment of the expense assessment measure.
Thus, ongoing examination has zeroed in on creating assessment strategies (ETs)
that are viable with nimble techniques [2].

Prior to the adoption of agile approaches, lightweight methodologies were used
to describe small collocated teams producing software in an iterative, incremental
fashion. Agilemethodology, on the other hand,may be used formassive projects with
the right modeling techniques. Iterative development with changing requirements
is the core of agile software development processes [3]. They build on that base
with a lighter, more people-centric perspective that mainly relies on users’ tacit
knowledge. Agile procedures are less document-oriented, with a smaller amount of
documentation for a specific task being the norm.

Software engineering is a broad term that refers to the standard practices that apply
to all areas of software development, from conception to post-release maintenance.
These guidelines ensure that a project is completed in a timely and efficient manner
while keeping the greatest level of quality. Certain advantages should be provided by
an effective cost estimation process. To beginwith, it should support the investigation
and reuse of stockroom information to abbreviate assessing time. Second, it is ought
to be not difficult to utilize and grasp for end clients. It ought to likewise represent
insufficient and vague information. At last, it should list the numerous angles that
decide the task’s last expense [4].
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Estimating software expenses is tough by nature, and humans are notoriously
lousy at predicting absolute outcomes. In contrast to traditional acquisition projects,
estimating costs in an agile setting demands a more iterative, integrated, and collab-
orative approach. Cost estimation is a vital activity in agile programs, contrary to
popular belief that agile is an undisciplined methodology that ignores cost consider-
ations [5, 6]. There is a widespread misperception that agile software development
entails the absence of a long-term strategy. Long-term planning is required in agile
development, and cost estimation is a vital task in agile programs. It necessitates
early, upfront analysis that indicates a high-level comprehension of the program, as
well as the costs and benefits connected with it.

Consistency, broad arranging, systematized measures, and thorough reuse are key
components for the proficient advancement of programming. Lithe software devel-
opment (ASD) is frequently introduced as an option in contrast to more conventional
methodologies, like cascade, gradual, or transformative, in which consistency, broad
arranging, systematized measures, and thorough reuse are key components for the
effective advancement of programming [1]. In any product advancement project,
exertion assessment is pivotal and basic. Exertion assessment might be characterized
as the method involved with assessing exertion and assessing the measure of assets
needed to finish project action to convey an item or administration to a customer that
meets the given practical and non-utilitarian necessities [2]. One of the main parts of
programming project on the board is assessing exertion. Wrong advancement exer-
tion assessments have brought about significant issues. It is crucial for programming
firms to fabricate great items inside spending plan and timetable limitations in the
present serious business scene.

Organizations have utilized nimble programming advancement (ASD) strategies
[7] in internationally disseminated tasks to lighten a portion of the issues related with
creating programming all around the world; light-footed techniques are viewed as
being more appropriate to manage projects that present muddled and questionable
necessities. Estimating the cost of ASD techniques is a difficult undertaking. Because
agile is founded on unorthodox principles that are not compatible with standard
estimation methodologies. Due to the absence of crucial components such as expert
opinion and historical data, the application of such estimating approaches to agile
development procedures results in significant mistakes.

2 Literature Review

The goal of the exact review was to find sensible works that presented methods
and estimations answers for deft programming improvement frameworks to recog-
nize: Common undertaking estimation and control rehearses; size measurements
utilized; agile advancement research patterns; and open inquiries and examination
subjects identified with further developing light-footed improvement project gauges.
Research method used in the review is shown in Fig. 1.
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Fig. 1 Research method in systematic literature review

The research incorporates a precise writing survey that was completed by specific
standards to gather and handle information from numerous sources. The following
are the guidelines, which are based on some standard current research on the subject.

2.1 Planning Phase

Proper planning is essential for the effective implementation of a systematic literature
review. The research questions are derived from the planning phase of the systematic
literature review.A systematic review’smost important step is to confirm the research
questions.

2.2 Research Issues

1. In ASD, what methods were utilized to estimate effort?
2. What are the appropriate situations inwhich different estimating approaches can

be used, and what issues can arise when using different estimation techniques?

3 Conducting Phase

3.1 Search Strategy

Three tasks make up the conducting phase: search strategy, study selection, and data
synthesis. Unlike independent data synthesis, the search strategy and study selection
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Table 1 Search string-based data gathering

S. No. Search string Paper from journals Paper from conference

1 Software cost estimation in
agile software development

[8–11] [12, 13]

2 Framework based for effort
estimation in agile software
development

[14–17] [18, 5, 6, 18–21]

3 Effort estimation in agile
software development: case
study

[22] [23]

Data sources Springer link, IEEE explore, ACMdigital library, Elsevier science direct, and research
gate were the digital databases utilized to search for keywords

Table 2 List of resources S. No. Source name URL

1 IEEE explore www.ieeeexplore.org

2 ACM digital library http://dl.acm.org/

3 Google Scholar Scholar.google.com

4 Science direct www.sciencedirect.com

5 Springer www.springerlink

are both created by two separate operations. Search strings are a term that is used in
search strategy. This phase also identifies the resources that will be used to conduct
the search. After the search strings and resources have been determined, this method
can be carried out. Search string and list of resources are shown in Table 1 and Table
2.

3.2 Criteria for Inclusion and Exclusion

The current study comprised a number of studies, the majority of which focused
on cost estimation utilizing ASD. There are a couple of extra investigations that are
arranged with exertion and cost assessment using elective advancement approaches,
with a definitive objective of quicker and more precise assessment. The examination
considers an assortment of distributions from different diaries and meetings. We did
not analyze papers that did not serve the expressed point or did not depend on real
and exact proof. Criteria for inclusion and exclusion is shown in Table 3.

http://www.ieeeexplore.org
http://dl.acm.org/
http://www.sciencedirect.com
http://www.springerlink
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Table 3 Criteria for inclusion and exclusion

Criteria Rationale

Inclusion The article must address agile and
software development in the domain of
software engineering and information
system

The study focused cost and estimation
of agile and software development

Exclusion Other than English language Paper in English language

Article must in the form of keywords,
abstract, short paper or thesis

The study does not give sensible
measure of data to a target choice

The article discuss only agile and
software development

The study integrates cost and effort
estimation of agile and software
development

4 Cost Estimation Method

Software cost estimating is a difficult assignment since it necessitates the estimator’s
precise cost prediction throughout the project’s planning phase. Over time, certain
software cost estimation methodologies have been presented. [24] To improve the
estimation of the software project effort, machine learning techniques were utilized
[25]. The historical data set of ninety-three projects was subjected to Naive Bayes,
logistic regression, and random forests approaches. It was put up against the construc-
tive cost model (COCOMO). COCOMO drivers and multipliers can be improved to
produce more accurate results in the effort estimating process.

The agile software development process is extensively utilized. Agile cost projec-
tions are based on a number of project factors, such as prior project data or expert
opinion. Principal component analysis (PCA) was used to create a new model. One
of the problems for software professionals is to optimize software cost estimation
(SCE) with accuracy. To improve SCE, a hybrid technique combining a genetic algo-
rithm and a Tabu search algorithmwas devised. As input data, the NASA project data
set was used. Summary of cost estimation method and comparative study are shown
in Table 4 and Table 5 [24].

Table 4 Summary of cost estimation method

Paper Limitation

PCA-based cost estimation model for agile
software development projects

To generalize the proposed approach, it is
suggested that it can be used for a variety of
agile software development projects

Predicting software effort estimation using
machine learning techniques

Improving the COCOMO drivers and
multipliers can help the estimating effort
process produce more accurate results

A learning-based adjustment model with
genetic algorithm of function point estimation

Alternative strategies for selecting KIFs
require more research
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Table 5 Comparative study of various papers

S.
No.

Title of the paper Techniques
implemented

Dataset Experimental
results

Limitations

1 A method to estimate
software strategic
indicators in software
development: an
industrial application

Product readiness
SSI estimation
model

Normal
dataset

More
flexibility and
adaptive

Some
post-deployment
part

2 A hybrid software
processes management
support model

AGOPLAN
method

Normal
dataset

Model for
little and
medium-size
mixture
projects

Developing a
bunch of
strategies
supporting the
administration of
crossover IT
projects

3 Better late than never:
Bias and its alleviation
in efficient

Mixed-effects
logistic
regression model

Normal
dataset

Time-saving
bias

Inaccurate project
management

4 A systematic review
on software cost
estimation in agile
software development

Neural network,
expert judgment,
planning poker,
disaggregation,
use case point,
modified use case
point

Normal
dataset

Computation
of the genuine
expense of a
project

Did not play out
any test to assess
the between rater
understanding
and
commentators in
the audit action

5 Agile capabilities as
necessary conditions
for maximizing
sustainable supply
chain performance: an
empirical investigation

Agile approaches Normal
dataset

Critical
connection
between
supportable
store network
rehearses and
coordinated
practices

Less accuracy

6 Time pressure in
software engineering:
a systematic review

Inclusion and
exclusion criteria

Normal
dataset

Quality
reduction
becomes
effective

Combining
different data
sources less

7 Risk management in
the software life cycle:
a systematic literature
review

SLR Normal
dataset

Widely used
in the field of
risk

Harmonization of
numerous models
of hazard the
board

8 DECIDE: an Agile
event-and-data-driven
design methodology
for decisional big data
projects

Decisional big
data methodology

Normal
dataset

A flexible and
adaptable
methodology
for governing,
managing and
applying data

Designed for big
data systems with
Big Data
technologies

(continued)
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Table 5 (continued)

S.
No.

Title of the paper Techniques
implemented

Dataset Experimental
results

Limitations

9 Agile supply chain
management: where
did it come from and
where will it go in the
era of digital
transformation

Co-citation
network

Normal
dataset

Better
integrated in
the
measurement
and metrics of
ASC

Less performance

5 Results and Discussions

5.1 Answers to the Research Questions

The results produced from the data retrieved from the essential examinations are
introduced in this part. These discoveries empowered us to react to the examination’s
exploration questions (RQ). Information extraction was done by similar gathering
of specialists who utilized similar way to deal with and distinguish the essential
investigations.

1. In ASD, what methods were utilized to estimate effort?
For assessing the most important work is to potentially the measure of

the product to be created, ASD project administrators that favor strategies
which permit coordinated effort and agreement. Other than the aforementioned
commonly used estimating methods, several regression strategies have been
identified in studies. Algorithmic approaches, in addition to regressions, are
employed in studies. The distribution of papers in diaries and gathering is shown
in Fig. 2.
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Table 6 Comparison table of the existing works

S. No. Title Paper and year Method

1 Effort estimation of agile
development using fuzzy
logic

IEEE 2018 Fuzzy logic

2 A review on software cost
and effort estimation
techniques for agile
development process

Journal paper 2018 Machine learning

3 Effort, duration and cost
estimation in agile software
development

IEEE 2016 Simple logarithmic
estimation method

4 Support vector regression
based on grid-search method
for agile software effort
prediction

IEEE 2018 Grid-based SVR

5 An ensemble-based model
for predicting agile software
development effort

Springer 2018 Ensemble-based
model

6 Effort estimation in agile
software development an
updated review

International journal 2018 Artificial intelligence

7 An enhanced framework for
effort estimation of agile
projects

Research gate 2018 Constructive cost
model

2. What are the appropriate situations in which different estimating
approaches can be used, and what issues can arise when using different
estimation techniques?

For getting an ideal scope of exactness, certain conditions are most appro-
priate for a particular gauge method. In addition, researchers encounter some
challenges when dealing with such circumstances. The comparison table of
the existing works is shown in Table 6.

6 Conclusion

This paper presents a purposeful study of programming effort and cost evaluation in
quick programming improvement. It shows that light-footed programming improve-
ment has become one of the oftentimes utilized programming advancement devices,
which is generally embraced by various analysts just as programming improvement
associations. Precise assessment of cost and exertion for a product project assumes a
significant part in the accomplishment of that undertaking. The level of programming
improvement projects that depend on deft methodologies are quickly expanding. As
a result, it is critical to investigate additional methodologies for estimating such
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model-based projects. A huge expansion in the achievement pace of the various
kinds of programming projects are accomplished by the progress in the exactness of
the assessment climate. Until this point in time, very little work is done in the field
of cost and exertion assessment for nimble programming improvement. As far as
future work, the scientists intend to investigate extra late related examinations and
give them as a definite review.
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Abstract Human falling may cause injuries and sometimes may lead to deadly
conditions. Therefore, in recent decade, the systems used for monitoring of human
falling and non-falling are receiving attention among research community for its
diversified features and social benefits. These systems solve the problem of falling
and gets activated to avert the likely incident with an alarm message, and uses fall
recognition classifiers. System helps to identify the human in the intended regions,
and classifiers are trained using the information available in the images. The lack of
massive scale datasets and human errors limits the generalization of models in terms
of robustness and efficiency to invisible regions. In the proposed work, an automatic
fall detection using deep learning is modeled using dataset of falling and non-falling
images. The sensitive information available in the original images is kept secure and
private to maintain the safety and protection by the presented work. The experiments
were conducted using real-world fall datasets havingboth types of human images, i.e.,
falling and non-falling, and the results obtained clearly indicate system enhancement
for falling and non-falling image recognition using convolutional neural network
(CNN) algorithm and achieving higher accuracy and reduced loss with a trained
dataset which finds the optimal performance from real-time environments.
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1 Introduction

In recent years, the detection of human falls has been a significant global worry for
severe injuries which limit comfort and self-sufficiency [1]. The protection of the
elderly from injuries is essential and is increasing in current times. The frequency of
fall injuries is a significant issue andmust be dealt with. In this scenario, an intelligent
fall detection and prevention system may assist. For object identification tasks, deep
learning models are employed [2]. The model comprises many layers that convert
data received from the earlier layer and provide output for the following layer. Many
fall detection systems were suggested in the literature, depending on the working
techniques, performance, efficiency, and restriction [3]. Different methods are also
utilized to enhance the accuracy, sensitivity, specificity, and reaction time [4]. Four
generalized stages are followed by fall detection systems: sensing, data processing,
fall identification, and alarm system (see Fig. 1).

1.1 Deep Learning Based Fall Detection

The CNN-based fall detection devices reflect fall-related data in the picture dataset
collected through sensors. In fall detection systems, CNN architectures identify
patterns and forms in a particular picture collection that use different CNN-based
image detection architectures. Some have employed a mix of LSTM and CNN to
reduce image vision problems [6]. LSTM and CNN are supervised techniques of
learning; however, unattended approaches, such as autoencoders, exist that identify
data irregularities [7, 8].

1.2 Human Fall Detection

The human fall detection attracts more attention due to its wide range of applications
that uses surveillance video or image with low resolution [9]. The majority of scenes

Fig. 1 Generalized view of fall detection systems [5]
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taken by a static camera have negligible background alterations. For detecting specific
behaviors in a real-time video scene, any item in outdoor surveillance relies on human
observers. However, the human capacity to watch several events in surveillance
screens has limitations [10]. For accurate object classification and tracking for high-
level analysis, an intelligent system recognizes and collects gesture information of
moving targets. The aim of this research is on detecting persons without taking
into account picture recognition of their complicated actions. From the standpoint
of machine vision, human detection is a tough problem since it is influenced by a
vast variety of possible appearances; yet prior information may help to improve it.
Usually, detection process includes the following steps [11, 12, 29, 30]:

(i) The object detectionmethod uses a pixel-by-pixel filtering procedure to detect
moving objects between the current frame and a background frame, resulting
in the best possible performance.

(ii) The optical flow-based object detection technique [13] detects an image
sequence by analyzing the flow vectors of moving objects [14].

(iii) The spatiotemporal filter approaches that characterize the data volume
spanned by themoving person in an image sequence are used to detectmovable
images [7].

2 Related Work

Ming and Yang [15] have developed a new indoor video surveillance system that
can detect human falls and assess the posture of people using the frame ratio and
the picture height displacement. Adhikari et al. [16] developed a method of fall
detection based on video pictures utilizing the dataset acquired by recording activities
of individual populations in various settings. Li et al. [14] presented and developed a
method for an individual scenario using CNN for fall detection on each frame picture
in the video surveillance environment.H.Yhdego [6] created a pretrained kinematics-
based ML method in annotated accelerometry datasets converted into pictures using
continuous wavelet transformation and trained deep CNNs. To generalize resource
optimization constraints, Tasoulis et al. [17] have developed a CNN method and
an efficient algorithm for detecting changes. Zhang and Zhu [18] have shown the
gadget used to detect human actions in real time and define deep CNNs for raw
data streams. E. Casilari et al. [19] have developed a method of CNN fall detection
that utilizes a multi-modal fall detection dataset and a vision and several cameras.
Arifa Sultana et al. [20] suggested architecture to differentiate between falls by
collecting frames from video records and other indoor natural human activity. Tsai
and Hsu [21] presented a one-dimensional CNN technique to convert depth image
information into skeleton information and extract feature points through a skeleton
extraction algorithm. Illuri and Satyanarayana [2] have an emotional recognition
systemand is utilized for aCNN-classified video-based recognition system.Min et al.
[22] introduced vision-based and deep learning algorithms to train when the system
runs smoothly. Ma et al. [23] introduced a fall prevention system predicting fall by
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utilizing the posture and physical analysis of a person likely to fall and prevented
by notifying the person concerned. Wang et al. [24] introduced the CNN algorithm
that needs different parameters to deploy facials so as to prevent unpredictability in
real-time systems. Seredin et al. [25] suggested a reduction in the description of the
skeleton based on the human body’s anthropometric features Reddy and Kalaiselvi
[4] suggested that the system increases the awareness of fall recognition and obtains
a high F-score by carrying out a high-precision fall detection. Zhang et al. [7] have
developed a vision-based fall detection method in which visual input is collected and
supplied to a fall identification ML classifier. Harrow et al. [26] focus on identifying
and classifying falls based on changes in human shape, which remain reliable in fall
detection. According to Shu and Shu [9], when left unreported and untreated, human
falls are the primary cause of accidental injury and fatality.

3 Methodology of Human Fall Detection

An example falls detection system with picture or video extraction and analysis that
includes input data and acquired data using fall detection algorithms and predicts that
the data obtained will be taken into consideration. This procedure is illustrated (see
Fig. 2), where the fall detection system, i.e., the video analysis and the categorization
of human objects, is suggested.

There are environmental changes and adequate sensitivity in a human fall detec-
tion picture, and this utilizes medium and mean to define all pixels in the image
and is categorized from the video. Kalman filters help eliminate the noise that may

Fig. 2 General process of
fall detection system
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Fig. 3 Human fall detection
process used by the
algorithm

analyze the video (frame to frame) and identify events produced (see Fig. 3) for better
concentrate on the picture.

3.1 Detection of Human and Activities

DL-based architecture uses images to detect a fall and integrates numerous human
identifications to correct pose and segmentation errors in the image. It uses various
techniques to find and detect a human such as:

(i) To identify a human region using background removal techniques with a low
true-positive rate.

(ii) The visual representations protect people’s privacy and are unaffected by
changes in look.

(iii) Allow the framework to generalize unobserved real-world situations with
more effectiveness than approaches for detecting drops using appearance data.

(iv) Significant changes in picture appearance attributes have only a shaky
generality.

3.2 Convolutional Neural Network Approach

CNN can extract key features from images to differentiate between one object and
another by applying learning weights and biases [27]. For a pixel convolution to
produce a convoluted picture, a low-level preprocessing includes an input layer, an
output layer, and hidden layers with a stack of coevolutionary layers. The activation
function is using a rectified linear unit (ReLU) layer with pooling layers and fully
connected layers [5]. CNNuses a series of coevolutionary layers, followed by various
pooling layers, a flattening layer, and a fully connected layer, to extract information
from images where each layer utilizes several functions for activation [28].
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4 Implementation of Human Fall Detection Analysis
and Identification

Initialize weights of the nodes in the network model consisting of weights initialized
in the next embedding layer for the convolutions layer, which has a null-average
Gaussian distribution [2]. For example, in 20 periods, the trained coevolutionary
layer and embedding layers are transferred from one end to the next (there are just
a few epochs to be shown in work), while the learning rate is set to 0.01, and total
weights and amendments are modified. The experimented work is as follows:

INFO: tensorflow: Retraining the models…
Model: “sequential”.

_________________________________________________________________
Layer (type)                Output Shape              Param #   
=================================================================
hub_keras_layer_v1v2 (HubKer (None, 1280)              2257984   
_________________________________________________________________
dropout (Dropout)            (None, 1280)              0         
_________________________________________________________________
dense (Dense)                (None, 2)                 2562      
=================================================================
Total params: 2,260,546
Trainable params: 2,226,434
Non-trainable params: 34,112
_________________________________________________________________
None
Epoch 1/5
99/99 [==============================] - 940s 9s/step - loss: 0.5008 - accuracy: 
0.8681
Epoch 2/5
99/99 [==============================] - 1656s 17s/step - loss: 0.3032 - accuracy: 
0.9958
Epoch 3/5
99/99 [==============================] - 941s 10s/step - loss: 0.2924 - accuracy: 
0.9995
Epoch 4/5
99/99 [==============================] - 925s 9s/step - loss: 0.2892 - accuracy: 
0.9995
Epoch 5/5
99/99 [==============================] - 1036s 10s/step - loss: 0.2868 - accuracy: 
1.0000
loss, accuracy = model. evaluate(test_data)
12/12 [==============================] - 19s 909ms/step - loss: 0.2848 - accuracy: 
1.0000

The model prediction accuracy values are calculated based on the learning rate
and run number of epochs that measured or simulated the appropriate accuracy and
loss as shown below.
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[0.9469696879386902,
0.9968434572219849,
0.9996843338012695,
0.9996843338012695,
1.0]

Model accuracy values 

[0.3905821442604065,
0.30057528614997864,
0.29170241951942444,
0.28913652896881104,
0.2868884205818176]

Model loss values 

5 Results and Discussion

5.1 Datasets

The dataset contains fall and non-falling photos for analytical purposes, and the
proposed data samples include diverse activities such as walking, sitting, squatting,
and fall images of forward, backward, and sideways motion. The following activities
must be taken in order to establish fall detection training and testing are as follow:

(i) Human detection and extraction are carried out, as well as
(ii) Extracted pictures are reframed and scaled to a size of 64 × 64 pixels.

It normally contains varying performances where each performance is acquired
via variety of perceptions, and some instances use the reallocation of some objects
(Table 1).

We have performed a number of tests utilizing the falling and non-falling picture
datasets to verify our fall detection system.We have given particular attention to four
kinds of experiments that includes:

(i) Analysis of network designwith the goal of determining the best configuration
for the problem;

(ii) Compare techniques to state-of-the-art fall detection approaches;

Table 1 Number of frames of each dataset, distribution of frames (falling and non-falling)

Dataset Total images Falling images Non-falling images Unpredictable
images

Fall images dataset 6580 2247 3253 1080

Multiple cameras
with images dataset

11,544 3753 5650 2141
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(iii) Evaluate the system under various illumination situations; and
(iv) Demonstrate the system’s universality by merging all datasets.

5.2 Experimental Results

The experiment setup is done based on the basis of experimental images for the
frequency of the falling images and predicted the falling image. The findings are
shown based on falling and unsuccessful human pictures, which provide the predic-
tion system output displayed in different epochs in Jupyter along with learning rate
of 0.01 accuracy assessed (see Fig. 4).

The human falling and non-falling detection study (see Fig. 5) gives a result shown
in different epochs and 0.01 learning rates measuring the loss prevision.

Fig. 4 Optimal accuracy
prediction with learning rate
using several epochs

Fig. 5 Loss prediction with
learning rate using several
epochs
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Fig. 6 Total accuracy and
loss prediction

Figure 6 represents the accuracy, and loss shows an optimal performance, and
there is no overfitting in prediction because accuracy is very close to 1.0; parallel,
loss is also measured in stable circumstances till completion of all epochs.

As earlier supposed, we carried out the standardization and the normalization of
the data process in this experimental model to promote quicker convergence during
falling and non-falling dataset training to assess performance using standardized and
un-normalized information as given in Table 2.

The effects of batch normalization for performance measurement are shown in
generated error bars (see Fig. 7), used number of epochs along with learning rates
(see Fig. 4 and Fig. 5), where losses signify errors only. The error bars represent

Table 2 Effects of batch normalization for performance measurement

Training accuracy (%) Validation accuracy (%) Test accuracy (%)

Normalized data 99.85 99.32 99

Un-normalized data 93.68 84.33 82

Fig. 7 Error bar generated
with normalization data
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the graphical representations of the variability of data that indicates the errors or
uncertainty in measured data.

It depicts that normalized data achieve a high accuracy rate and reduced error bars
within a lower number of epochs than un-normalized data which is experimented
with Python code and found that a greater number of data frames can achieve optimal
accuracy and less during training and validation of accuracy procedure and reduction
in loss due to large number of learning and retested models.

6 Conclusion

This research work presents a human fall dataset consisting of synthetically created
human posture and segmentation data under multiple camera perspectives using a
CNNmodel with highly discriminative embedding characteristics for fall identifica-
tion. In this researchwork, detecting human beings accurately in a surveillance image
or video is amajor researchwork in the area of computer vision despite the challenges
to process low-resolution images. This work uses object detection techniques which
are categorized according to data shape-based, motion-based, and image texture-
based methods that benchmark human detection datasets. In the future study, lever-
aging a multi-view approach and adopting better models based on restricted sections
of the picture will be discussed as ways to improve the human detection process in
surveillance photos. The experimental work represents an optimal accuracy and loss
prediction that analyses the output, which is demonstrated along with learning rate
using several epochs in falling and non-falling images and also eliminate overfitting
issues and measure stability in data objects.
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AMethod for Detecting Epileptic Seizure
in Pediatrics Patients Based on EEG
Signals

Satarupa Chakrabarti, Aleena Swetapadma, and Prasant Kumar Pattnaik

Abstract Epilepsy the disorder of the central nervous system has its worldwide
presence in roughly 50 million people as estimated by WHO. The most common
non-invasive tool for studying the brain activity of epileptic patient is the electroen-
cephalogram (EEG). Determining the onset of seizures accurately is still elusive,
and over the years, developing effective techniques to monitor epilepsy is progres-
sive. In this work, pediatric patients with history of intractable epilepsy have been
studied. The EEG signals used here belong to the scalp EEG database of Chil-
dren’s Hospital Boston-Massachusetts Institute of Technology (CHB-MIT). For
determining between seizure and non-seizure signals, discrete Fourier transform
(DFT) has been used as the feature extraction techniques. The features extracted are
then given to the artificial neural network (ANN) to identify the presence of epileptic
behavior in the signals. After designing the epileptic seizure detector, a setup has
been developed using MATALB/Simulink for real-time applications that recorded
an accuracy of 98.6% with specificity and sensitivity of 98.1% and 99.2%, respec-
tively. In this work, an improved method is proposed to provide better solution and
enhance the quality of living of the pediatric epilepsy patients.

Keywords Epilepsy · Seizure · Pediatric · Signal processing · DFT · ANN

1 Introduction

Machine learning, in the recent few decades, has become one of the most widely
used and sought-after tools for the purpose of prediction and analysis in the medical
domain. Researchers all over the world are working to build efficient and cost-
effective systems that can single handedly diagnose aswell as predict disease.Among
the wide array of tools and techniques in machine learning, neural network and its
application in the field of neuroscience have been highly benefited with its use and
implementation [1]. To understand the underlying brain activities during epilepsy,
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the reliable way is by using electroencephalogram (EEG) that captures the electrical
activity of the brain using electrodes over a certain period of time. As EEG provides
huge amount of data about the brain, this information needs pre-processing so that
relevant and useful features can be extracted for classification. For automatic detec-
tion of epileptic seizure and its prediction, signal processing and machine learning
play the pivotal role.

In the recent years, various promising signal processing techniques for EEG
signals as well as feature extraction methods useful for detection of seizures have
been proposed by researchers [2]. It is generally seen, because of the complex nature
of EEG signals, application of any single method for studying its characteristics and
features is not very effective. The other most common issue with EEG signals for
epileptic patients is the adaptability. From patient to patient, the neuronal activity
varies. Therefore, automatic detection mechanism of EEG signals should be able to
adapt and distinguish between the different conditions and handle them according
to their pre-requisite. Adaptive algorithm that would be capable of learning different
subtle features and conditions irrespective of patients is required. Finally, the main
issue which needs to be addressed is compliance with long and continuous EEG
data rather than recordings comprising of few minutes. The paper is organized as
follows. Section 2 addresses the literature review. Section 3 describes the methods
used alongwith the proposedmethodology. Results are discussed in Sect. 4, followed
by discussion in Sect. 5, and finally conclusion in the last section.

2 Literature Review

Researchers have and are still working on EEG recordings to present newer processes
that would help in providing better understanding of brain activity and its antics with
respect to epilepsy. Arun Kumar et al. [3] described a novel method using moving
window approximate entropy (ApEn) to recognize seizure onset automatically. The
average delay recorded was 0.2 s over 200 segments of EEG recordings. Lin [4]
presented his work on multivariate analysis for the detection of significant patterns
and was based on the combination of principal component analysis—support vector
machine for a multisensory system. Ibrahim and Majzoub [5] in their research work
used discrete wavelet transform (DWT) along with Shannon’s entropy and standard
deviation for developing an adaptive seizure detection method from EEG records.
Feng et al. [6] brought forward an on-chip portable seizure detection system. An
automated seizure detection system [7]would paveway for easier and faster diagnosis
of seizure events with minimal misjudgment and error. Although a study dedicated
to providing critical facets of preictal duration [8] and its morphology still lacks
substantial evidence, yet advancement in developing seizure detection systemswould
transform patient treatment and management. Devising detection strategies are a
challenging task as seizures are patient-specific with distinct characteristic features
of each seizure [9].
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The onset of an epileptic seizure attack is a widespread manifestation of abnormal
electrical activity and spike as well as slow waveforms mark these changes and is
considered as the trademark signature of epileptic seizure [10]. Hameed et al. [11]
tried to classify and bring distinction between ictal and inter ictal stages with the
help of new indices (diagnostic). They implemented the Ggobal PDM or principal
dynamic modes for studying the functional activity and connections between the
different lobes of the brain. Ke et al. [12] spoke at length about the problem of
seizure detection following a shallow-dense network approach. They used maximal
information coefficient (MIC) to bring parity among the channels and data. The
interesting factor about global MIC was all the coefficients got organized depending
on the sequence of time and the way in which the pattern evolved. Thodoroff et al.
[13] explored the use of deep neural networks in order to utilize them to learn the
different significant characteristics of an EEG recording such that it would be able
to distinguish and detect seizure activity from normal condition.

After studying all the above-mentioned techniques and applications, to improve
the performance of seizure detection unit and raising an alarm during an epileptic
seizure, discrete Fourier transformation has been used. This helped in analyzing the
spectral content of the EEG signal and changes in frequency during a seizure attack.
As presence of any distortion in signal is best understood in the frequency domain,
hence, in this work, discrete Fourier transform to find appropriate features from raw
EEG signals. The features are then given to classifier for detecting the epileptic
period. The proposed system is implemented so that it can be used in real situations.
The performance of the designed system is analyzed in terms of accuracy, sensitivity,
and specificity which seem convincing to be implemented in hospitals.

3 Material and Methods

3.1 Dataset Details

The dataset used in this particular work is taken from pediatric database belonging
to Children’s Hospital Boston (CHB) [14], Massachusetts. The database contained
EEG recordings (scalp) of patients with history of intractable seizure and the age
group is between 1.5 and 15 years (pediatric). The recordings obtained have specific
annotations based on the seizure onset and the duration of the seizure. The number
of seizures varied for different patients from minimum of one to a maximum of four
seizures. The electrode placement is at par to 10–20 international system and the
data are sampled at 256 Hz with 16-bit resolution. There was presence of artifacts
such as head, body, and eye movements.
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3.2 Methods

Signal processing is done using discrete Fourier transform in this work and the
supervised classifier used for classifying the epileptic seizures is ANN. The details
have been mentioned in the following subsections.

Discrete Fourier Transform (DFT) The family of Fourier transform and analysis
comprises of mathematical procedures whose main principle is centered on signal
decomposition into sinusoids. Fourier analysis is one of the most suitable method
for analysis of data as this helps in breaking down any signal into its components of
various frequencies [15]. DFT or discrete Fourier transform is capable of changing
an input signal with N points to output signal with N /2+ 1 points. Usually, the input
signal is considered to be in the time domain as most of the signals in DFT are in a
particular time interval. If the frequency domain is known, then from that the time
domain calculation is possible. DFT coefficient (kth) of a sequence {x(n)} of length
N can be defined as in Eq. (1)

X(k) =
N−1∑

n=0

x(n)Wkn
N , k = 0, . . . , N − 1 (1)

where

WN = e− j2π/N = cos

(
2π

N

)
− j sin

(
2π

N

)

is known as principal root of unity (N-th) sinceWnk
N is taken as the function of k that

has N period and the coefficients obtained from DFT have periodic in accordance
to N period. The original sequence {x(n)} can be reclaimed back again using the
inverse DFT or inverse discrete Fourier transform (IDFT).

x(n) = 1

N

N−1∑

k=0

X(k)W−kn
N , n = 0, . . . , N − 1 (2)

This can be verified for the principal N-th root of unity WN

N−1∑

n=0

Wnk
N = N · δ(k), k = 0, . . . , N − 1 (3)

where δ(k) is known as the Kronecker delta function.

Artificial Neural Network Artificial neural network is a representation of a model
that closely resembles the human nervous system but stands on the foundation of
mathematical equations and derivations. The key element in the neural network
architecture is the neurons or specifically the artificial neurons, sometimes called
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Fig. 1 Feedforward neural network

nodes. The synapses present in the actual nervous system is represented as effect
of the different input signals with connection weights, transfer function presents the
non-linear features of the neurons [16]. The impulse of the neuron is calculated as
the sum of input (weighted) that gets modified with the help of the transfer function.
The effectiveness of the learning of neurons is reached by changing and modifying
the weights in accordance to the specific learning algorithm that is selected. In Fig. 1,
a feedforward multilayer perceptron neural network has been shown. In this work,
a neural network has been used as classifier to detect the presence of seizure during
epileptic attack.

3.3 Proposed Methodology

The proposed method includes different steps associated with seizure detection as
shown in Fig. 2. The elementary step consists of EEG signal collection which is
here related to pediatric patients with history of intractable epilepsy. This is followed
by the subsequent stage of feature extraction with discrete Fourier transform using
an overlapping moving window of 1 s. The extracted features are then given to the
artificial neural network for classification. The trained module is tested and validated
with data other than the trained data in order to analyze the performance and accuracy.

Multichannel EEG Signals The dataset considered contained EEG signals
collected from 23 multiple channels to study the pediatric epileptic seizure. Figure 3
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Fig. 2 Flowchart of the proposed methodology

Fig. 3 Signal processing and feature extraction

shows the EEG signals obtained from a patient from 23 channels. The first 80,000
samples are of normal EEG signals and next 80,000 samples of epileptic EEG signals.
It can be observed that the amplitude of signals during epilepsy is more than during
normal condition. These raw EEG signals are used in signal processing to obtain
appropriate features.

Feature Extraction from EEG Signals In this work, DFT has been used as the
signal processing technique for extracting appropriate features. Figure 4 shows the
feature extraction from EEG signal using DFT in moving window of 256 samples.
The first 256 samples of the signal are of zero magnitude as it takes 256 samples to
generate one sample. The 257th sample has amplitude which is generated by taking
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Fig. 4 a Original EEG signal of one channel, b DFT of the EEG signal, c output of the proposed
method

the moving window of 1–256 samples. The 258th sample has amplitude which is
generated by taking the moving window of 2–257 samples. And the 259th sample
has amplitude which is generated by taking the moving window of 3–258 samples.
Themovingwindow slides over the length of the signal, and the rest of the designated
features are obtained from each window. Figure 3 shows the features obtained from
EEG signal used various feature extraction techniques. Figure 3a shows the original
signal from one EEG channel. Figure 3b shows the features obtained using DFT
from the raw signals.

ANN Classifier Modules In this work, an ANN module has been designed for
epileptic seizure detection. Output of the module is set to “0” for normal and “1” for
epileptic seizure.Various trials are carried out by changing number of neurons, layers,
transfer function, error goal, etc., and after many trials and errors, optimal ANN
configuration is chosen for the training module. Table 1 shows the performance of
the ANNmodule. The optimal network architecture obtained is a 3-layered structure
with 20 neurons in the hidden layer and having tan-sig as the transfer function. After
designing of the ANN module, it is tested and realized using MATLAB/Simulink
for easy monitoring of epileptic patients.
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Table 1 Performance of patient-specific signal using DFT

Patient Neural
network
architecture

Transfer
function

Error goal Accuracy
(%)

Specificity
(%)

Sensitivity
(%)

1 10-10-1 Tan-sig 0.01 99.9 100.0 99.8

2 100.0 100.0 100.0

3 100.0 99.9 100.0

4 99.8 99.9 99.7

5 100.0 100.0 100.0

6 100.0 99.9 100.0

7 99.8 99.7 99.8

8 99.8 99.7 99.9

9 99.9 99.7 100.0

10 99.1 98.4 99.8

4 Results

The proposed method is trained and tested on pediatric patients, and the performance
is based on the features that are extracted after transformation. tenfold cross validation
has been used to quantity the accuracy, specificity, and sensitivity of the proposed
method. In this work, 10 pediatric patients are considered, and usingmovingwindow,
the features are extracted. Based on features extracted using DFT, the results have
been studied for individual subject as well as for the combined dataset of 10 patients.
The results in Tables 1 and 2 present the performance of EEG signals after using
DFT. Table 1 shows detailed results of each patient while Table 2 shows the different
measures for the combined dataset. The highest overall accuracy achieved in DFT is
98.6% (20-20-1). The sensitivity and specificity for the complete dataset are seen to
be 99.2% and 98.1%, respectively. In individual patient, the sensitivity is recorded
between 98 and 100% while the classifier achieved specificity above 99%. Hence,
it can be ascertained that DFT can be used as signal processing tool for effective
extraction of features for pediatric epileptic seizure detection.

One of the test results of proposed method using DFT as signal processing has
been shown in Fig. 4. Figure 4a shows the original EEG signals of one channel out
of 23 channels. The first 40,000 samples are taken from normal condition, and next
40,000 samples are for epileptic condition. Figure 4b shows the DFT value obtained

Table 2 Performance of overall signal using DFT

Neural network
architecture

Transfer
function

Error goal Accuracy (%) Specificity (%) Sensitivity (%)

10-10-1 Tan-sig 0.01 95.6 94.0 97.3

20-20-1 0.001 98.6 98.1 99.2
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from the original EEGsignals. Figure 4c represents the output of the proposedmethod
for the samples taken for analysis. It can be observed that the output is “0” for up
to 40,000 samples which show there is no requirement for raising an alarm. After
that the output becomes “1” denoting presence of seizure and hence, there will be
generation of an alarm.

5 Discussion

Theperformance of the proposedwork has been enhanced using the feature extraction
techniques which included discrete Fourier transform. Signal processing technique
has been used to study the EEG signals in the frequency domain using DFT. The sole
reason of usingDFT even though knowing that the signals are analyzed in one domain
was to have a more elaborate understanding of the different changes in the signals
in the frequency domain. DFT provides better frequency resolution and fast Fourier
transformation helped in reducing the noise present in the signals, no other filters
were used for processing the signals. In order to extract features from the signals,
the standard deviation was used to study the variation among the signals using the
frequency components. It was seen from the results that for DFT, the classifier has
given the highest accuracy of 98.6%with the least number ofmisclassified datawhich
is necessary for designing a module for accurate detection of epileptic seizures.

Different literatures bring forward works of authors and researchers related to
the domain of detection and prediction of epilepsy. A vast array of methods and
techniques has been applied ranging from wavelet decomposition to empirical mode
decomposition. Some authors have used shallow networks and maximal informa-
tion coefficients while others have applied deep neural networks and hybrid [17]
methods. The choice of classifiers also varied from k nearest neighbor to support
vectormachine, artificial neural networks, andmanymore. Table 3 presents a compar-
ative study exclusively based on the works of different authors on the dataset of
CHB-MIT using different techniques. Figure 5 shows the comparison of accuracy of
some of the methods suggested for detection of pediatric epilepsy. It can be observed
that the proposed method works better and is easy and robust.

Table 3 A comparison of few existing studies with the proposed method

Authors Dataset used Methods Accuracy (%)

Ibrahim et al. [5] CHB-MIT DWT, Shannon’s entropy 94.5

Hameed et al. [11] CHB-MIT Global principal dynamic mode 95.0

Ke et al. [12] CHB-MIT Shallow dense network, MIC 97.2

Thodoroff et al. [13] CHB-MIT Convolutional neural network 85.0

Proposed method CHB-MIT Discrete Fourier transform and ANN 98.6
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Fig. 5 Comparison study of various methods

6 Conclusion

Over the years, different works have brought forth a clear picture regarding pediatric
epilepsy seizure detection and prediction and the drawbacks associated with it. In
this work, an improved method has been suggested to distinguish between pediatric
seizure and non-seizure EEG signals for patient-specific approach as well as for
overall analysis. Various signal processing techniques have been used, and different
features extracted are used in the classifier for accurate determination of pediatric
seizure. The highlights of the proposed method and the future work can be outlined
as follows:

• The accuracy achieved for pediatric epileptic seizure detection is found to be
98.6% which seems promising for monitoring of patients.

• The proposed method is not patient-specific hence can be used for monitoring of
any pediatric epileptic seizure patient.

• Better results have been achieved when compared with respect to sensitivity and
accuracy.

• There is no requirement of parameter optimization or temporal feature extraction.
• When DFT is used for feature extraction, the number of computations required is

reduced.

The future scope of work is to minimize false detection that can be implemented
in hospitals for accurate determination of seizure and providing a chance for patients
to a better life.
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Detection of Brain Tumors in MRI
Images Through Deep Learning

Roshan Jahan and Manish Madhav Tripathi

Abstract Brain tumors are abnormal cells that growwithin the brain, some of which
can cause malignant growth. The standard method for distinguishing between cancer
and the mind is magnetic resonance imaging (MRI). Magnetic resonance imaging
data enables the identification of the development of strange tissues in the brain. In
a variety of review papers, the localization of mind cancer is complemented by the
application of machine learning and in-depth learning calculations. After applying
these calculations to MRI images, brain tumor prediction is abnormally fast and
higher accuracy helps treat patients. The predictions also allow radiologists to make
quick choices. In this paper, a combination of artificial neural networks (ANN) and
convolutional neural networks (CNN) is proposed and applied to identify the presence
of brain tumors.

Keywords Brain tumor ·Machine learning · Algorithms · Convolution neural
network

1 Introduction

The brain is the major organ of the human organism. It controls the full use of the
various organs and assists in making choices. It mainly controls the focal point of the
focal sensory system and is responsible for deliberate and mandatory exercises in the
human body day after day [1]. Cancer is a tight network of undesirable tissues in our
brain that develops and multiplies uncontrollably. In that year, about 3540 children
were analyzed at the age of 15 [2], and their minds grew. A correct understanding of
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mental cancer and its staging method is an important task of preventing and supple-
menting disease rehabilitation methods. As a result, radiologists make extensive use
of reverberation imaging (MRI) to dissect brain tumors [1].

In this article, ANN and CNN are used to aggregate typical brains and cancers
[3]. Artificial neural network (ANN) operates as a sensory system in the human
brain. Under this premise, advanced PCs are associated with a large number of mea-
surements of interconnection and system management. This allows neuron tissues
to prepare using basic operating units that are applied to the entire preparation and
to store empirical information. There are different layers of neurons related to each
other. Neural tissue can obtain information by Nalbalwar et al. [4] using the infor-
mation index applied to the learning metric. There will be a layer of information and
output, and there may be many hidden layers. In the training system, weights and
inclination angles are added to the neurons in each layer according to the information
highlights and the front layer (for the cover layer and the yield layer). Based on the
release work, apply it to the information highlights and build a On the model and
secret layer, more learning finally achieved normal performance.

Since ANNworks with fully linked layers, it really understands the operation, and
in this document, the image is used as the information for its additional focus onCNN
applications [3]. In convolution neural network (CNN), convolution is the name of
the correct digital activity. Each CNN layer reduces image elements without having
to prepare enough data. Unique processing such as convolution, [1] maxpooling,
dropout, smooth, and thick are applied to make patterns. The present paper focuses
on the self-representation of the engineering of the ANN and CNN models. Finally,
ANN and CNN submissions are analyzed when applied to the mental cancer MR
dataset.

2 Literature Review

In that paper, ANN was used to develop a system for the detection and classification
of brain cancer [4]. When it stands out from various classifiers, the proposed method
of using ANN as the classifier of mental image scheme provides good query ability.
In addition, it also improves allocability, identity, and accuracy. The proposedmethod
is computer efficient and has incredible results.

In [5], a convolutive neural network (CNN) was performed. For the independent
identification of meningiomas, gliomas, and malignant pituitary tumors, the overall
accuracy ratewas 91.3%, and the survey rateswere 88%, 81%and respectively nearly
100%. The important learning configuration for the development of various types of
frontal cortex from MRI image slices is represented by the use of 2D convolutional
neural associations. In this paper, methods such as data collection, preprocessing
data, pre-model data, model smoothing, and adjustment beyond limits are applied.
Additionally, 10-layer cross-pricing was performed on the performance dataset to
verify that the model was generalizable.
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The interaction utilized in this paper depends on Hough’s projection of a study
[6] structure, a system that mirrors the completely customized counteraction and
sharing of plans of presence of interest. It has additionally utilized learning techniques
dependent on the divisional framework that is liberal, multi-territorial, flexible and
can be effectively altered relying upon various modalities. An unmistakable extent of
preparation information and an alternate dimensionality of information (2D, 2.5Dand
3D) are applied to foresee unavoidable results. Convolutional neural organizations,
[5] Hough projecting an example structure with CNN, voxel-wise solicitations, and
efficient fix able assessment by CNN are utilized to dismantle the picture.

The cerebrum is a fundamental organ of the human body that controls a lot the
capacities performed by various pieces of the body [1]. It is basically the combina-
tion designated spot of the focal touchscreen outline and is liable for carrying out
cognizant and required bit by bit exercises in the human body. The illness is a tacky
cross-over section of troubled tissue improvement inside our mind that fills in a tran-
quil way. To counter and fix threat, appealing reverberation imaging (MRI) is utilized
comprehensively by radiologists to isolate formative periods from the cerebrum. The
deferred result of this evaluation shows that mental health is available.

3 Collection of MR Images

The dataset commences from the GitHub site. This informational collection incor-
porates MR pictures of mental development. There are two coordinators; one tends
to the common mental picture and different addresses the pictures of development.
There are, obviously, 2065 photographs in those two envelopes. Figure1 presents
an illustration of normal and mental malignant growth. Completely 1085 growing
photos and 980 no cancer are taken. The images have different forms (e.g., 225 ×
225, 630 × 630,), and these images are resized to 256× 256. Total 1672 photos
for planning, 171 photos for testing, and 219 photos for analysis are taken. Out of
1672 planning images, 900 images are the image of illness and 772 images are the
imagewithout development—a total of 92malignant photos and 94 free development
photos from 186 supported photos and of the 207 screening photos, 116 malignant
growth photos, and 91 nonenhancement photos.

4 Implementation

BothANNandCNN techniques are applied to the psychological development dataset
and their openness to image association is analyzed [7–10]. The ways used to apply
NA to the collection of information about psychological diseases are.

1. Import the fundamental packs.
2. Import the instructive coordinator.
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Fig. 1 Natural brain and
brain with tumor

3. Look at the pictures, name the picture. (Set the picture with a mind cancer as 1
and the picture without mental development as 0) and store it in the information
outline.

4. Edit the picture size as 256× 256 by filtering the pictures separately.
5. Normalize the table.
6. Divide the instructive file into train, homologation and test congregations.
7. Make the layout.
8. Build the example.
9. Apply the example onto the train.
10. Assess the model utilizing the test set.

There are seven layers in the ANN model utilized here. The primary layer is the
smooth layer that changes from 256× 256× 3 pictures to a solitary dimensional
bunch. The following five coats are the thick coats with the beginning of the work.
The level of neurons per layer is 128, 256, 512, 256, and 128 exclusively. These five
layers work like mysterious layers, and the last thick layer with the beginning of the
work is sigmoid which is the exposure layer with 1 neuron tending to the two classes.

The model is tabulated with the adam progression system and the double-bunking
of the cross-entropy incident. The format is done and ready by handing out the
planning and underwriting photos. Whenever the format is ready, an effort is made
to use the set of test images. Next, the dataset comparing to the CNN system is
provided. The steady progress in the use of CNN on the psychological development
dataset is:

1. Import the vital groups.
2. Import Information Package (Yes/No)
3. Define class names for pictures (1 for cerebral growth and 0 for cerebral cancer

no)
4. Convert Images to Format (256× 256)
5. Standardization of the picture.
6. Divide the pictures into the Train, Approval and Testbed pictures.
7. Create the significant model.
8. Compile a layout.
9. Apply it to the train dataset (utilize the endorsement set to assess the presentation

of the planning).
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10. Evaluation of the model utilizing the test pictures.
11. Trace the graph by taking a gander at the readiness and exactness of the endorse-

ment.
12. Compare real and determined execution.

The CNN format back to back is realized using a few layers. The data frame is
reconstructed in 256× 256. The convolve layer is applied to the dataimage with a
replay.

Because the beginning works in all cases, the calibration that suggests image
execution appears. As if the data picture and channel measurement are 32, 32, 64,
128, 256 for different layers convolve. The largest seam applied with 2× 2 windows
and dropout work is called with 20% dropout. A familiar method is used to turn
pieces into a single-dimensional opening. The completely related layer is completed
by calling the thickness procedure with the units measure as 256 and replay as
activation work. The output layer has one unit to deal with both classes and the
sigmoid as an imperious work. The design of the CNN model can be seen in Fig. 2.
Performance is limited by using Python and runs in Google Colab. The provision is
applied at 200 ages with the readiness and approval data set. The genuine decoration
of the display is saved and outlined to understand the models delivered.

5 Review of Results

The information shown is appended to a variable that is considered standard type
information. Image class labels are also produced and classified under the variable
data target which is additionally a ndarray. As of this time, the images are added
to the database. The information index of the image is separated into preparation,
approval, and test information. Figure3 shows the accuracy andmisfortune of having
appliedANN to the preparation and approval dataset.When the CNN is applied to the
preparation of information for 50 deadlines, the accuracy of the acquired preparation
is 97.13% and the accuracy of the approval is 71.51%. A similar one when applied
to the test information provides 80.77% accuracy.

The highest approval accuracy achieved when the template is applied to the 200-
age readiness dataset is 94.00%. The diagram in Fig. 4 demonstrates the relationship
between assertion accuracy and accuracy approval and misfortune and loss of pre-
paredness approval.

The model is assessed through the application of the test image layout. The con-
fusion network for the expected result is identified as in the attached Fig. 5. Here are
the implications of trial speculation and approval.

Figure6 illustrates the precision, recall, and f1 rating of the two models.
The CNN model is 89% accurate in terms of test data usage. Have accuracy,

callback, and f1 score nearby and by watching the ANN and CNN exposure by
distinguishing the presence of brain growth. CNN ends up being the best method of
help since it has the highest esteem of accuracy.
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Fig. 2 Design of the CNN
model
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Fig. 3 Compare the precision of training and validation and the loss of the ANN model

Fig. 4 Compare the precision of the training and validation and the loss of the CNN model

Fig. 5 Training and testing confusion matrix using the CNN

6 Conclusion

CNN is considered unprecedented in relation to the different methods of analyzing
the informational index of the image. The CNN predicts by reducing the image size
without losing important information for hypothesizing. The ANN model produces
65.21% test accuracy here, and this can be extended by supplying more image data.
The comparable should be conceivable using picture development methodologies
and the thinking of the ANN and CNN show should be conceivable. The template
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Fig. 6 Metrics

developed here is based on the focus and strategy of the gaffe. In the future, enhance-
ment strategies can be used to determine how many layers and guidelines can be
used in a model. In the future, and in the foreseeable future for the given dataset, NA
is the best strategy for predicting the presence of frontal cortex development.
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Machine Learning Algorithm
for Detecting Lung Cancer: A Review

Shweta Mallick and Surya Prakash Mishra

Abstract Nowadays, due to a flawed air quality index, many people are suffering
from lung disease. These minor diseases could turn into lung cancer. This disease
creates problems not only for any specific gender but also causes problems for both
genders. So, it is essential to take particular caution before it become dangerous. In
our review, we have done a comparative study of early detection of lung cancer.Many
methods have been developed in lung cancer diagnosis. Some use x-ray images, and
others use CT scan images. Furthermore, to identify lung cancer from the image
dataset, multiple classification methods are combined with various segmentation
algorithms in this study. We have found that CT scan images over x-ray images have
more accuracy. That is why CT scan images are considered for lung cancer detection.
Additionally, comparingwith other technique, marker-controlledwatershed segmen-
tation has a more accurate output. This technique has higher accuracy using the deep
learning technique as compared to traditional machine learning algorithms.

Keywords Lung cancer detection ·Machine learning · CNN

1 Introduction

Due to lung cancer disease, lots of people lost their life. Therefore, it is necessary to
identify lung cancer in the early stage to reduce the deaths of patients. So, detecting
and diagnosing lung cancer in the early stage is a great challenge for researchers
and doc- tors. To detect lung cancer, the use of medical images like MRI scans, x-
rays, and CT scans is considered. Furthermore, ML algorithms identify the primary
attributes of heterogeneous lungs datasets. A computer-aided diagnosis (CAD) was
introduced in 1980 to analyze medical images that reduce the mortality rate and
enhances a patient’s survival. This review has also discussed the strategies related

S. Mallick (B)
Department of Computer Science and Information Technology, WCTM, Gurgaon, Haryana, India

S. P. Mishra
Department of Computer Science and Information Technology, SHIATS, Allahabad, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
M. S. Kaiser et al. (eds.), Proceedings of Trends in Electronics and Health
Informatics, Lecture Notes in Networks and Systems 376,
https://doi.org/10.1007/978-981-16-8826-3_12

129

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-8826-3_12&domain=pdf
https://doi.org/10.1007/978-981-16-8826-3_12


130 S. Mallick and S. P. Mishra

to deep learning, procedures, and designs for different cancer detection, diagnoses,
and predictions. The transcendent goal survey aims to introduce a short goal of
presenting various disease growths and forecasting lung primary lung cancer in the
lungs forecast using deep learning and AI models. Detection is sorted dependent on
the area and size of the tumor [1]. However, few algorithms of machine learning
that have an intense result on patient health are linear regression, random forest,
SVM, and so on. During the beginning phases, it is hard to examine and recognize
as this would not cause any ache. However, patients with lung cancer may suffer
from shortness of breath, cough, wheezing, chest pain, cough, coughing up blood,
shoulder pain, hoarseness, weight loss, fatigue, and weakness (Fig. 1).

90% of it is instigated because of smoking. Passive smoking causes lung cancer.
Lung cancer is also hereditary. Factory gases, vehicle smoke, and the ingestion of
harmful gases are causing the mortality rate of lung cancer. A gas name Radon is a
noble gas and hazardous and causes lung cancer and leads to death. Table 1 shows
some of the components which cause lung cancers and the death rate.

Doctors distinguish the presence and phase of disease by inciting different tests,
for example, CT scan, bone scan, MRI outputs, x-ray, and PET sweeps.

Depending upon seriousness, NSCLC is split into four stages: In stage 1, this
disease is restricted to lungs. In stage 2, it reaches to chest. Then in stage 3, it

Fig. 1 Lung cancer type

Table 1 Lung cancer factors
and its mortality rates [2]

Lung cancer causes Mortality rate (%)

Smoking 90

Radon 12

Hazardous chemicals 30

Particle pollution 30

Genes 12
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Table 2 Death due to lung
cancer worldwide [4]

Continent Deaths (%)

Africa 7.3

America 14.4

Asia 57.3

Europe 20.3

Table 3 Cases of lung cancer
and mortality rate in India [4]

Lung Cancer Deaths (%)

Both cases 21.0

Men 66

Women 23.4

bounded to the chest anyway amid more extensive and significant assertive tumors.
Stage 4: developed in different parts of the body. The two-layered model controls
SCLC type drug [3]. Table 2 shows the cause of lung cancer globally.

Due to lung cancer, the mortality rate of India is rising, and Table 3 shows the list.

2 Algorithms of Machine Learning

It is seen that the most accurate and effective image-based analysis in machine
learning algorithms is support vector machine, k-nearest neighbor, and decision tree
etc. [5].

i. ANN: ANN is a technique of data processing that is interconnected through
components knows as neurons. Typically the neurons are arranged in layer
or vector, with the output of one layer serving as an input to the next layer
and possibly other layers. A neuron maybe connected to all or a subset of
the neurons in the subsequent layers, with these connection simulating the
synaptic connects of the brain. There are two steps to do it; first is training, and
second is testing. The first step is the training step, and in the training step, it is
used to classify the user inputs. The second step is the testing step, in which it
analyzes the user input and scans its neurons and generates the output. TheANN
approach is beneficial in the healthcare sector. This approach helps detect and
predict lung, breast cancer, and other ontology predictions, like medications
and symptomatic systems.

ii. SupportVectorMachine: it is themost suitablemethod in terms of regression,
classification, and forecasting. It draws a boundary based on the classified
dataset into two partswhich are called a hyperplane. The great resource of SVM
is that it is an information determined methodology and without a practical
and theoretical plan that creates a precise characterization, especially when
the example size is limited. Support vector machines are extensively used to
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Fig. 2 Flow of CNN

detect and anticipate cancer growth cardiac arrest and neurological issues by
for classifying the healthcare datasets.

iii. Convolutional Neural Network: The preprocessing needed in a ConvNet is
a lot deeper when contrasted with various grouping predictions. CNN is a
deep learning prediction that can take in an info picture, allocate significance
(learnable loads and proneness) to different perspectives/objects in the image,
and separate one from theother.While channels aremanually trained,ConvNets
can gain proficiency with these channels/attributes with enough preparation
(Fig. 2).

iv. Recurrent Neural Network (RNN): RNN uses a similar approach for a
sequence of components, and the results depend upon the former output. There-
fore, the data of the last year is used to analyze whichwas stored in thememory.
It is a developmentmodel of the neural network that provides the output network
to re-input the network. The RNN architecture uses an Elman-based network
with a feedback link from the hidden layer of the input layer.

3 Review of Literature

Janee et al. [6] state that this algorithm was developed in MATLAB and employ gray
level cooccurrences method (GLCM) that enhance, segment, detect, and extract the
feature of images. For classification purposes, SVM is applied. Converting from gray
scale to black and white is called binarization, and this approach is used to make the
forecast. They used 600 non-infected and 600 infected CT scan images which are
taken from the UCI ML website. The proposed plan identified 126 photos as tainted
out of 130 and anticipated 87 views as destructive total of hundred once indicated
pictures. The testing result has an accuracy of 97% that recognizable proof and 87%
for forecast. Gomathi et al. [7] characterized “A Computer-Aided Diagnosis System
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for Detection of Lung Cancer Nodules utilizing Extreme Learning Machine.” To
detect malignancy in CT images, this paper created a CAD model. The necessary
period of CAD is to distinguish the district of interest in input CT scan pictures.

Firstly, the lung region segmentation is done; after that, region of the lung is ex-
tracted. To detect the cancer nodules, an FPCM clustering algorithm is applied. To
formulate the diagnostic rules, a maximum draw able circle intensity value is used.
After this step, extreme learning machine (ELM) accompanying with the previous
rule is used to train. A most extreme draw able circle force esteem is utilized for
defining the analytic guidelines. Then, at that point, these standards are carried out
to learn alongside the help of the extreme learning machine (ELM). Takeda et al. [8]
suggested a model for detecting lumps in lungs within the chest layer; this is called
the CAD layer. The CADmodel presented in this paper involves a picture worker and
EpiSight/XR programming. This strategy is completed in four essential advances:

• The central collection programmed structure is decreased to deliver various
pictures.

• Multiple gray level thresholding methods are used to identify nodule candidates.
• To extract the features, different images are used which distinguish the exact

nodules and false positive nodules from chosen images.

Earlier, to reduce the rate of false positive, feature extraction is used. For this
purpose, ANN and rule-based analysis are applied. For testing the developed model,
the database of 274 radiographs and 323 lung nodules were analyzed. A total of 315
images were considered in which 235(75%) of images are detected as false positive
as a normal automatic structure, and pulmonary vessels are detected as 155(49%).

Metin et al. [9] suggested “Lung nodule detection on thoracic computed tomog-
raphy images: Preliminary evaluation of a computer-aided diagnosis system.” The
suggested strategy is done in five stages; the first step is to use k-means clustering
for segmentation. The suspicious areas are segmented, which causes gaps in the lung
areas that generate binarization images, Flood—the filled algorithm—is utilized to
filling this gap as nodule candidate is considering as complex instances. The tech-
nique may contain a common domain and bud of lungs, containing vessels of blood.
Rule-based classifiers using 2D and 3D elements are used to differentiate the buds.
Finally, LDA has helped to identify the false positive items. The proposed strategy
was broken down on a dataset containing 1454CT pictures accumulated from 34
determined patients to have 63 lung knobs.

Awai et al. [10] depicted a framework for assessing the computer-aided diagnosis
impact on radiologist’s aspiratory knobs identification. A projected strategy utilized
picture preparing methods for intrapulmonary and lung design division dim level
limit, 3D naming strategies, and numerical morphological procedures for lung divi-
sion. For the division of intrapulmonary designs, the top-cap change technique is
utilized on an info picture to recognize the smoothed picture. A sifter channel is
utilized to recognize essential possible knobs, then, at that point, highlights of these
aspiratory knobs are removed to separate genuine knobs from that of bogus positive
knobs; ANN is adjusted to choose the likelihood of locale of premium dependent
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on a picture include. Adaption of this framework improved pneumonic knob occu-
pant’s discovery of computed tomography examines. Cheran et al. [11] suggested
“PC helped conclusion for lung CT utilizing counterfeit life models.” This CAD
model is created by sending different calculations. In the first place, the ribcage
area is dictated by utilizing a 3D part developing calculation. Then, at that point, the
dynamic shape method is executed to make a particular region for the moving toward
insects, which are reallocated to foster a specific and exact modifying of the vascular
tree and pleura. To recover the bronchial and the vascular trees, fake life models are
utilized. By using dynamic shape models, it is resolved whether the recently built
branches contain knobs and identifywhether the knobs are associatedwith the pleura.
Utilizing calculations like snakes and dab upgrade cleaner calculation is delivered to
bind the nodules.

4 Comparison of CT Scan and X-Rays in Lung Detection

4.1 X-Ray

For the detection and identification of medical-related problems, an x-ray is widely
used. The widely used x-ray is electromagnetic radiation that helps form images of
body parts like lungs, blood vessels, heart, spine, chest, and airways. Generally, x-ray
images generate photographic films that need to process before viewing. A digital
x-ray is used to solve this issue. In Fig. 3, we show the various examples of chest
x-ray which have different lung conditions, collected from other data sources [12].

4.2 CT Scan

It is a type of radiography that creates sectional images through computer processing.
Sectional images consist of patient’s body imageswith various angles and can display
the parts of images individually.

The images can also be merged to generate 3D images. The 3D pictures can show
the skeleton, tissues, and organs of patients that reveal the anomalies. It is seen that
CT scan images reveal detailed information compared to X-rays. CT scan images
have been taken from various datasets, which is shown in Fig. 4. It is seen that CT
scan is widely used in lung disease detection.
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Fig. 3 Chest x-ray images instance

Fig. 4 CT scan images dataset

5 Discussion and Analysis

This approach focuses on lungs classification-based AI strategies to detect lung
cancer. Most of the results investigated in writing depended on CT scan pictures, and
some utilized x-rays images. Furthermore, in the two cases, the cellular breakdown
in the lungs identification system applies through the accompanying stages.
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Preprocessing: This is the primary stage where images such as CT scan and
the x-ray is considered. Then, at that point, we will apply a few procedures of
picture processing, for example, thresholding, denoising, binarization, and standard-
ization. After that, segmentation of CT scan picture will fragment the similar and
different areas. For instance, numerous division strategies, marker-controlled water-
shed,marker-controlledwatershedwithmasking, and area stretching, have utilized in
the literature. The watersheds with the concealing technique got higher outcomes are
shown in Table 1. At last, it can separate the highlights to be ready for the following
stage, addressed by characterization.

Classification: In this stage, the removed highlights are taken care of to the prede-
termined classifier to order them as ordinary and threatening as needs are. The
analysts have utilized multiple classifiers in writing, for example, neural network,
multi-facet perceptron (MLP), Naïve Bayes, support vector machine, KNN, gradient
boosted tree, decision tree, multinomial arbitrary backwoods classifier, stochastic
inclination plunge, Naive Bayes, and group classifier. FromTable 1, themost remark-
able accuracy output was about 97% acquired by Alam et al. [6] utilizing a multi-
class SVM classifier and embracing marker-controlled watershed-based division for
picture division. Then again, every one of the works that have been executed using
deep learning techniques has the highest accuracy of 99%,where themostmeaningful
outcome was about by Li et al. [] using various-goal fix CNN.

6 Conclusion

When failure of lungs is examined early, it would be valuable because the drug
will then, at that point, be started to keep the illness from having an unsafe outcome.
Subsequently, this paper sums up an itemized study on different AI ways to deal with
arrange lung malignancies utilizing either CT examine pictures or x-beam pictures.
Additionally, scientists have been used multiple classifiers in writing, like neural
network, support vector machine, MLP, gradient boosted tree, Naïve Bayes, decision
tree, k-nearest neighbors, stochastic inclination plunge, multinomial arbitrary woods
classifier, and group classifier. Subsequently, the work has been accomplished and
given the broad review; it tends to be presumed that the strategies which used deep
learning methods got higher outcomes as far as exactness than other old styles AI
procedures, where the most elevated effect was about 99% utilizing multi-goal fix-
based CNN.
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Toward Machine Learning-Based
Psychological Assessment of Autism
Spectrum Disorders in School
and Community

Sabbir Ahmed , Md. Farhad Hossain , Silvia Binte Nur ,
M. Shamim Kaiser , and Mufti Mahmud

Abstract The sensory processing systemof the human body is capable of collecting,
developing, and integrating information through sensory organs. Sensory impairment
has been discovered in children with autism spectrum disorder (ASD). People with
ASD are susceptible to hyper/hypo-sensitivity that might cause changes in infor-
mation management, affect cognitive impairment, and social reactions to everyday
events. This article proposed a questionnaire based on ASD symptoms found in pre-
vious studies with 82 questions. Following that, a dataset is created by conducting
a survey using the questionnaire. Several machine learning models that can iden-
tify ASD and its types are also compared. Among the machine learning models, the
artificial neural network achieved an accuracy of 89.8%. Implicit measurements and
ecologically sound settings have shown excellent precision in predicting outcomes
and the correct classification of populations into categories.

Keywords Autism spectrum disorder (ASD) · Questionnaire · Support vector
machine (SVM) · k-nearest neighbors (KNN) · Random forest (RF) · Artificial
neural network (ANN)

1 Introduction

According to the Centers for Disease Control and Prevention, 17 % of children aged
three to seventeen were diagnosed with a developmental disability between 2009
and 2017 [1]. Autism spectrum disorder (ASD) is a group of complicated develop-
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ment in social contact, speech, and non-verbal expression, and restricted/repetitive
behavior that entails ongoing difficulties [2]. In each person, the causes of ASD
and the seriousness of the symptoms vary. ASD has been diagnosed in every 1 in
270 people in the world [3]. In the United States of America alone, 1 out of every
54 children has been diagnosed with ASD. Hence, early detection of ASD creates
awareness both in the family and socially, enables better care and less negligence
for diagnosed individuals, and results in overall better psychological growth. Even
though there may be few visible physical impairments, people with ASD suffer from
significant psychological sickness. Since there are no physical attributes quantifi-
able in lab tests, ASD diagnosis has been quite difficult until now. Doctors analyze
communication, social, and behavioral development data to make a decision. The
Diagnostic and Statistical Manual of Mental Disorders (DSM-5) [2] and Autism
Diagnostic Observation Schedule (ADOS) [4], the two most often used manuals,
have made a difference in detecting ASD. DSM-5 defined two key domains of ASD
in order to assess impairment: (1) communication and social interaction and (2)
restricted interests and repetitive behaviors. On the other hand, ADOS evaluation
utilizes planned social circumstances to generate target responses and interpersonal
interactions divided into four modules. These modules are suited to people depend-
ing on their language and stage of development to guarantee that a varied range
of behavioral events are covered. Nonetheless, the psychometric features of each
method are restricted, dependent on outdated diagnostic standards, various behav-
iors, restrictions on present operation, and age.

Complex characteristics and symptoms of developmental and cognitive disorders
add complications to classifying in clinical decision making as well as determinis-
tic computational methods. Machine learning (ML) algorithms have been utilized
broadly to solve developmental disorders, specifically ASD [5, 6]. Hyde et al. [7]
addressed the effectiveness of utilizing ML for autism identification and reviewed
several detection methods. These methods include detection of behavioral and neu-
roimaging data, behavioral and developmental data, genetic data, and electronic
health records. Reviewed methods include classifiers like support vector machine
(SVM), alternating decision tree (AD Tree), neural networks (NN), random forest
(RF), logistic regression (LR), decision tree (DT), random tree (RT), Bayesian net-
work (BN), naive Bayes (NB), and more. Our contribution is this paper is given
below:

• We have prepared a questionnaire based on ASD symptoms found in previous
studies with 82 questions;

• We have conducted a survey in schools and communities leveraging the question-
naire and prepared a dataset;

• Wehave found themost salient signs that distinguishASD children from non-ASD
children;

• On the created dataset, we compared various machine learning classifiers.

The remainder of the paper is structured as follows: The Sect. 2 reviews the literature;
the Sect. 3 discusses the proposed methodology. Section 4 contains the experimental
analysis, and Sect. 5 concludes the work.
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2 Literature Review

Ample research has been conducted related to ASD, its types, symptoms, and detec-
tion. Faras et al. [8] classified autism as a pervasive developmental disorder (PDD)
and categorized ASD as autistic disorders (AD), Asperger’s syndrome (AS), child-
hood disintegrative disorder (CDD), pervasive developmental disorder-not otherwise
specified (PDD-NOS) and Rett syndrome (RS). Biomarkers related to cognitive,
behavioral, visual, and structural connectivity have demonstrated promise in several
clinical screening anddiagnostic procedures, likeADOS,DSM-5,AutismDiagnostic
Interview-Revised (ADI-R), Developmental, Dimensional and Diagnostic Interview
(3di), and Social Responsiveness Scale (SRS, SRS-2) [9]. Clinical standards, how-
ever, usually require the involvement of multidisciplinary teams in ASD diagnosis,
and these processes need substantial amounts of time. Berument et al. [10] devel-
oped an autism screening questionnaire (ASQ) with 40 different ASD symptoms and
tested a total of 200 individuals. In ASQ, though, there was less distinction between
autism from other PDD kinds. Sadek et al. [11] investigated different categories
for autism identification and analyzed various types of detection systems that use
machine learning, computer vision, and neural networks. Rahman et al. [12] rec-
ommended several ways to accelerate the execution of data processing for detecting
ASD using ML. They have also looked into several techniques for identifying and
processing imbalanced data in these detection techniques. Raj andMasood [13] com-
bined three publicly available datasets and performed a performance comparison of
LR, SVM, NN, NB, and convolutional neural network (CNN) with the highest accu-
racy of 99.53%. Rule-based ML can also be used in autism screening, which further
provides understanding to clinical professionals. Thabtah and Peebles [14] proposed
such methods and tested them on adult, adolescent, and toddler datasets. Omar et
al. [15] combined random forest-CART and random forest-ID3, evaluated it on a
similar dataset, and then deployed the trained model in a mobile app. In more recent
literature, Hossain et al. [16] tested 25 machine learning classifiers in a collected
ASD dataset and concluded that SVM based on sequential minimal optimization
(SMO) performs better in their experimental scenario. All aspects of the physiologi-
cal and psychological activities are hard to be cataloged by health professionals [17].
Hence, a physiological outcome monitoring system that records continuous commu-
nication and behavioral changes produce intuition of the patient’s well-being [18].
Again these systems assess health professionals to monitor the growth in different
contexts [19].

3 Methodology

Symptoms: Seltzer et al. [20] discovered that patients with ASD show a tendency to
query inappropriately, spontaneously imitate, lack interest in people, difficulty shar-
ing meals, and repetitive use of objects. Faras et al. [8] explored red flags indicating
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ASD in participants and described delays in speaking, repetitive play with toys, and
communication difficulties. In addition, there was a lack of facial expression, pretend
play, imagination, interest in playing near peers on purpose, ability to comprehend
sarcasm, and awareness of personal space.According toBaskin et al. [21], individuals
with Asperger syndrome manifest an inflexible adherence to specific nonfunctional
routines, schizophrenia, repetitive and stereotyped motor mannerisms, and limited
fields of interest. Mirkovic and Gérardin [22] discovered that people engage with
others who share similar interests, struggle to maintain and develop acceptable peer
relationships, and prefer social isolation. Karabekiroglu et al. researched PDD-NOS
symptoms and discovered that the participants exhibit unusual non-verbalmovement,
lack of eye contact while interacting, hyperactivity and hostility, and inappropriate
laughter [23]. Snow and Lecavalier [24] identified a concern with rule-breaking and
aggressive conduct, as well as anxiety and depression among PDD-NOS patients.
Mehra et al. examined symptoms of childhood disintegrative disorder and discovered
that the participants exhibited limited interest, lack of imagination, sleep problems,
and decreased motor abilities [25]. Elia et al. observed that the diagnosis of autistic
disorder can be based on the first REM delay, muscle twitches density, and rapid
eye movement density [26]. Repetitive behaviors may not be significant character-
istics of autistic disorder; nevertheless, Militerni et al. [27] discovered that younger
subjects demonstrated repetitive motor and sensory behaviors, whereas older young-
sters with higher IQ scores demonstrated complex repetitive behaviors. Hagberg et
al. [28] discovered that the key clinical features of Rett syndrome are severe progres-
sive dementia and unusual hand movements. Kyle et al. [29] investigated the four
stages of Rett syndrome: slow head circumference growth, microcephaly, scoliosis,
and wheelchair dependency.

Questionnaire: Previous similar checklists such as Mchat [8] are primarily focused
on specific age groups. On the other hand, though DSM-5 [2] gave an overview of
symptoms in ASD, the direct questionnaire has not been provided. Again, a straight-
forward question by asking whether any of the symptoms are present or not in
individuals may carry a certain level of human error. The severity of these issues
may remain unclear. As a result, a scenario-based severity scaled question was also
required. Thus, the creation of a question set for determining ASD and its types was
necessary. A questionnaire derived from the symptoms mentioned above has been
listed in detail in Fig. 1 with relevant ASD types, which allows measuring across the
whole spectrum of autism. The questionnaire consists of 24 questions, with 82 fields
representing options for these questions. These questions enable discrimination of
the three major components of autism. Each of these options was then graded on
a five-point scale. Age, gender, ASD types, and other miscellaneous questions also
have been added to the survey.

Participation and procedure: The collection of data from various people of various
ageswith clinically diagnosedASDhas been the survey’smain focus. The scenario of
each question has been portrayed in such a way that it can be relatable with all kinds
of individuals: toddlers, children, adolescents, and adults. A Google Form has been
prepared with multiple-choice options from the questionnaire. The form was sent to
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Fig. 1 Symptoms of ASD and types differentiated by color

an autism specialized school, doctors, and students for completion. Filled results have
been checked respectively to find out the anomaly. A separate form with the same
questionnaire has been sent to ordinary educational institutions. Only form responses
correspond to participants who had no prior disorders and were subsequently labeled
as neurotypical.

Dataset details and data distribution: There are 71 data instances in the collection;
all acquired from the same number of people. The participants were split into two
groups: 42 men and 29 women. The ages of the participants ranged from four to
twenty-seven, with an average of 18.8 years. The participants filled out 38 forms,
family members filled out 32 forms, and a health professional filled out one. Thirty-
nine participants were neurotypical, while 32 were clinically diagnosed with ASD,
including 16 AD, 4 AS, 4 CDD, 4 RS, and 4 PDD-NOS patients. Figure 2 represents
the relationship of responses with the particular question, whereas color represents
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Fig. 2 Values of responses corresponds to questionnaire

the value of each field. The last few questions in the proposed questionnaire delin-
eate physical impairment, which is nonexistent for most ASD cases except for Rett
syndrome. Hence, those fields have been occupied with lower values. For the rest of
the questionnaire, the values were evenly distributed.

ASDDetectionUsingML: Fourmachine learning techniques, namely support vector
machine(SVM), k-nearest neighbors (KNN), random forest(RF), and artificial neural
network(ANN), have been utilized for the classification of ASD and its types. SVM
assumes data points as support vectors and uses hyperplanes to separate data into
classes. One vs. one has been selected as a decision function shape in SVM, which
calculates a hyperplane for two classes at a time.Radial basis function (RBF) has been
utilized as the kernel. On the other hand, KNN groups together data points based on
similarities or distance. The number of neighbors for ASD classification is selected
as 20. RF is an ensemble classifier consisting of multiple decision trees, where each
tree predicts the output, and the final prediction is given on the majority vote. In
the experiment, the number of estimators is set as 20 with two random states and a
max depth of 15. SVM, KNN, and SVM have been implemented using the Scikit-
learn library. The proposed ANN consists of one input layer, three fully connected
hidden layers, two batch normalization layers, two dropout layers, and an output
layer. The number of neurons in hidden layers is 32, 256, and 64, respectively. The
first two hidden layers utilize rectified linear unit (ReLU) as the activation function,
whereas a sigmoid is used in the last hidden layer and the output layer. For loss
function, categorical cross-entropy has been used with adam optimizer. All of the
ML classifiers have been executed for 100 epochs.
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4 Experimental Analysis

Correlation analysis assesses the extent and orientation of the relationship between
input and output variables; in this case, values of each question and ASD categories.
Figure 3 shows the top 18 symptoms with the highest correlation value, where blue
represents negative correlation and red represents positive correlation.

The severity of the dataset has been transformed into numerical values ranging
from 0 to 4. The occurrence of any specific value was then determined using themean
value of the symptoms in ASD and neurotypical individuals. Figure 5 depicts the
seven symptoms with the highest association between ASD types and neurotypical
traits. To determine the most common symptoms among ASD categories, the corre-
lation between ASD types and questionnaires was evaluated individually. In Fig. 6,
the symptoms with the highest correlation have been depicted with a mean value. As
a result of principal component analysis (PCA), datasets become more interpretable
while avoiding performance degradation. It accomplishes this by generating new
negatively correlated parameters that sequentially optimize variance–principal com-
ponent analysis of two components in the ASD dataset depicted in Fig. 7. The
dataset has been split into 20% data for testing and 80% data for training. Four

Fig. 3 ASD symptoms with most correlation in dataset
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Fig. 4 Comparison of performance metrics in testing data among ML classifiers

Fig. 5 Mean value of symptoms relevant to ASD types and neurotypical

machine learning models (SVM, KNN, RF, ANN) have been trained and tested on
the accumulated dataset. Accuracy and F1-Score have been calculated for model
performance and comparison. The percentage of correctly predicted classes, both
positive and negative, is referred to as accuracy. F1-score is the weighted average
of accurate classification among total positive predictions and valid classification
among correct positive and false negative predictions. Testing accuracy for SVM,
KNN, RF, and ANN was 89%, 78%, 83%, and 89.8%, respectively, with training
accuracy near 100% for all classifiers. The achieved F1-Score of SVM, KNN, RF,
and ANN in testing data is 86, 73, 83, and 85% subsequently. Figure 4 depicts the
comparison of accuracy, recall, precision and F1-Score among ML classifiers. The
evaluation metrics show that SVM and ANN perform significantly better than KNN
and RF for ASD classification. The epoch-wise test and train AUC and loss of ANN
is depicted at Fig. 8.
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Fig. 6 Mean value of symptoms relevant to ASD types

Fig. 7 PCA analysis of dataset

Fig. 8 Epochwise Area Under Curve (AUC) and Categorical Cross-entropy loss of ANN
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5 Conclusion

The early and quick diagnostic method of ASD allows early intervention and med-
ical treatment, which reduces the risk significantly. ASD refers to a broad range
of psychological deficits that differ in each individual. Hence, detecting autism has
been complicated by considering all possible physical and psychological problems.
In this article, we have accumulated and analyzed a wide range of ASD symptoms,
then converted these symptoms into a scenario-based questionnaire. A survey has
been conducted to collect data using a questionnaire. Then, correlation analysis and
PCA are used to find out the most prominent symptoms. SVM, KNN, RF, and ANN
classifiers have been trained and tested for the classification task. Though ML clas-
sifiers achieved good performance, the limited dataset size is a major limitation of
this study. In the future, input such as video, voice, and image data that correspond
to symptoms can be collected with an open-source platform.

Ethical Approval

All procedures performed in studies involving humanparticipantswere in accordance
with the ethical standards of the Biosafety, Biosecurity, and Ethical Clearance Com-
mittee of Jahangirnagar University, Savar, 1342 - Dhaka, Bangladesh and with the
1964 Helsinki declaration and its later amendments or comparable ethical standards.
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Design of an Intelligent Diabetes
Prediction Model in Big Data
Environment

Shampa Sengupta and Kumud Ranjan Pal

Abstract Diabetes is the root cause of various chronic diseases. Developing an intel-
ligent diabetes predictionmodel can handle the disease efficiently. Disease data is big
as it is generated from the patient details with their diagnosis reports. Disease dataset
contains the disease features/attributes (symptoms) values of the patient objects.
Designing of an efficient prediction model to handle the big data, feature selection
is necessary. Sometimes classification result varies with different algorithms for the
same dataset. In that case, an ensemble classification approach is the solution. Thus,
two modules, such as feature selection and classification, are important to design an
efficient prediction model. The paper proposes a diabetes prediction model to handle
big data by using genetic algorithm and machine learning techniques in MapRe-
duce framework implementation. In the first phase, genetic algorithm is used to
select the optimized feature subset, and in the second phase, ensemble classification
system is developed from this reduced subsystem by using classification algorithms
Naïve Bayes, random forest, and KNNwithmajority voting technique. The proposed
prediction model can identify the label of the test patient objects correctly. Diabetes
dataset is collected from UCI repository to test the model.

Keywords Data mining · Big data · Genetic algorithm · Ensemble classification ·
Diabetes prediction

1 Introduction

At present, the change of life style are actually affecting people’s food habits and
physical activities. As a result, various types of chronic disease grow with the time.
One of them is diabetes, the root cause for many people’s death in the world.
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According to WHO [1], 422 million people are suffering from diabetes worldwide.
The number of cases of diabetes is increasing day by day. Diabetes can lead to many
difficulties. Normally after consuming food, our body breaks down it into glucose
and reach to cell for energy through the bloodstream. Diabetes is three types—Type
1, Type 2, and Type 3. Type 1 diabetes is known as insulin-dependent diabetes
mellitus (IDDM) because this type of diabetic patient required insulin injection.
Type 2 diabetes continues a shortage of insulin, which may also increase. This type
of diabetes is recognized as non-insulin-dependent diabetesmellitus (NIDDM). Type
3 diabetes is known as gestational diabetes which is caused by hormonal changes
during pregnancy. The chronic diagnosis depends on the information in the medical
data collected by different healthcare industries. Data size is also increasing day by
day over a lot of different sources like business processes, social media, etc., and
remains both in the form of structured and unstructured.

The proposed prediction model in MapReduce framework is shown in Fig. 1.
In the map phase, the whole training data is divided into a number of decision
subsystems and assigned in different slave node. Each slave node is performing the
feature selection and individual classification job by three existing base classifiers,
namely Naïve Bayes, KNN, and random forest. Then, in the reduce phase, all the
classification rules are combined with majority voting concept and generate the final
classification rules for classification of the disease.

The primary contribution of the work is:

• How to process big data in healthcare domain for the better disease prediction
result in MapReduce framework

Fig. 1 Proposed diabetes prediction model in big data environment
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• Optimal feature subset selection from the feature pool for the big datasets for
efficient classification using genetic algorithm

• Development of an efficient ensemble classification System for improved disease
prediction results using machine learning techniques in big data environment.

In the paper, Sect. 2 describes the big data in prediction of diabetes, where Sect. 3
describes the working of the prediction model in big data environment. Section 4
shows the experimental results. Section 5 presents the salient features of the method
with the conclusion and future scope.

2 Big Data in Diabetes Prediction

Big data [2, 3] describes the huge volume of data that is growing exponentially with
time. Big data processing includes data storage, data analysis, data sharing and data
mining. Data can be the combination of structured, unstructured and semi-structured
data collected from various sources. The characteristic of big data can be expressed
by the 5V’s. “Volume” is the huge size of data. This is the amount of generated data.A
particular data can be really considered as big data or not dependent on the volume of
data. The term “velocity” represents the speed at which data is generated. “Variety”
defines the nature and heterogeneous sources of data that can be categorized into
structured, unstructured, and semi-structured. “Value” represents the usefulness of
data thatwe can extract. “Veracity” refers to the accuracyof data.Bigdata is defined as
high-velocity, high-veracity, and high-volume data that demands innovative methods
to get the knowledge from the data. Big data processing can be applied in various
disciplines like science, engineering, business, and as well as health care. The aim of
big data processing is to get the insights of the data to help in decision-making job by
reducing the processing time. To extract the resultant data from the big data, various
tools, models, and technologies have been proposed by the different researchers.
Hadoop [4, 5] is one of the popular tools that allow for massively parallel computing
used in big data processing.

To manage the healthcare data efficiently for data mining and pattern recognition
[6] purpose, the dimensionality of the data is required to be reduced for getting
the efficient prediction model. Feature selection [7] and reduct computation [7–10],
a term of rough set theory [8–10] is frequently used as a preprocessing step for
knowledge discovery [11, 12]. Important and relevant features are selected from
the feature space based on certain evaluation criterion, which actually increases the
efficiency of the data analysis task like clustering [13] and classification [14, 15].
So feature selection is necessary in the big data environment too for developing the
prediction model.
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2.1 Review on Feature Selection and Machine Learning
Algorithms

In this section, a short literature review on the different feature selection techniques
and learning algorithms are presented. Feature selection [7] is an important prepro-
cessing step in machine learning, which is used to reduce the number of input
variables/dimensions/features/attributes during the development of predictivemodel.
This process is playing an important role to enhance the performance of the model by
reducing the computational cost in terms of space and time. In healthcare field, huge
amount of data is generated through the patients’ data and reports. A decision system
can represent this data in a structured form where row indicates patient objects and
column indicates the disease symptoms or the features containing the conditional as
well as decision features. Selection of the important features from the feature pool
is very important to diagnose a disease. Features those do not contribute to take
the decision on disease prediction are required to discard to build up the prediction
model efficiently by reducing time and space complexity. So feature selection leads
to develop an efficient and accurate predictionmodel. Three types of feature selection
approaches exist, namely filter [7], wrapper [7], and the embedded method [7]. In
filter approach [7], no learning algorithms are associated with the approach, whereas
in wrapper approach, the feature selection job is associated with the learning algo-
rithm. Embedded method [7] takes advantage of its own variable selection method
and performs feature selection and classification at the same time.

Learning algorithms [16, 17] play an important role in the development of
an automated disease prediction system. Machine learning automates analytical
model building task through data analysis method. Machine learning algorithms
are traditionally divided into three categories: supervised learning [16], unsuper-
vised learning, [17] and reinforcement learning [17]. Predictive models are devel-
oped using supervised learning algorithms. This type of learning algorithms build
a realistic model using set of input and output training data to make the predic-
tions for the response to new data. Supervised learning algorithms includes artificial
neural network (ANN) [16], Bayesian method [17], decision tree [17], ensemble
method [18, 19], random forest [20], KNN [21], etc. Unsupervised learning algo-
rithms are used to develop descriptive models. This type of algorithm uses a known
set of input data to analyze and discover pattern within, but output is not known.
Semi-supervised learning [16, 17] falls between supervised learning and unsu-
pervised learning. Classification and regression techniques [14, 15] are similar to
semi-supervised learning.

Classification analysis [14, 15] serves better understanding of the underlying data.
Recently, the structure of the different dataset is so difficult to understanddirectly, so it
is necessary to applymanymachine learning tools for classification of the dataset [14,
15]. These methods include the k-nearest neighbors [21], Bayesian approaches [17],
SVM [17], ANN [16], and decision trees [17]. Prediction of single classifier depends
on the training capability of the classifier on the data itself. Ensemble classification
[14, 15] is also a standard approach for improving the classification performance in
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machine learning by considering the output of more than one classifier decision by
a suitable decision combination technique like majority voting, averaging, etc.

2.2 Previous Works on Diabetes Prediction

Many researchers are working in this healthcare analytics domain for predicting the
diabetes disease [22] to save people from this deadly disease. Galetsi et al. [23]
present a study on a theoretical framework, techniques, and prospects on big data
analytics in the health sector to determine the way big data analytics has managed
to improve the different decision making job in the healthcare domain. Yuvaraj et al.
[24] investigated different machine learning algorithms like decision trees, Naive
Bayes, and random forest in Hadoop environment to select best features from the
diabetes data using information gain as a parameter for selection of the suitable
feature. The generated results were measured by different classification parameter.
Finally, it is been concluded that Hadoop cluster-based random forest algorithm
performs much better compared to the other two machine learning algorithms in
terms of all the different performance measures. Mujumdar et al. [25] developed
a classification model with some external factors like BMI, age, glucose, insulin,
etc. Their model has five different modules—dataset collection, data preprocessing,
clustering, build model, and evaluation. Dataset collection phase is responsible for
data collection and understanding the patterns and trends of the data, which helps in
prediction and evaluating the results. Data preprocessing phase cleans the raw data
to increase efficiency of the model. In the clustering phase, K-means clustering is
applied to classify a patient into either a diabetic or a non-diabetes category. Model
building is the fourth phase of diabetes prediction model, which is most important.
In this phase, authors have implemented various machine learning algorithms for
diabetes prediction. The final phase of prediction model is evaluation. In this phase,
the authors evaluate the prediction result with the help of different evaluation metrics
like confusion matrix, classification accuracy, and f1-score. Ramsingh et al. [26]
proposed MapReduce-based hybrid NBC-TFIDF algorithm to diagnose the disease
by analyzing these sentiments of the people. This model analyzes the correlation of
diabetic risk factors, food habits, and physical activity of Indian people through social
media data analysis. The results show that the MapReduce-based model is working
extremely efficiently. About 60% of social media data shows the high glycemic index
about food items, which is the cause of type 2 diabetes. Ramani et al. [27] proposed
a modified artificial neural network (ANN) classifier technique to detect the diabetic
chronic disease through MapReduce-based big data framework. This representation
exhibits improved accuracy and speed on chronic disease dataset. It also increases
the throughput and redundancy of retrieving the huge amount of data. The perfor-
mance evolution of the proposed artificial neural network with MapReduce structure
compared to other existing deep neural network approach. Hadoop MapReduce is
a framework for processing a huge amount of data in a cluster of machines, which
is reliable. Runtime of the job plays a crucial role for being better management in a
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platform. In the paper [28], the authors designed an automatic glucose-level predic-
tion model to predict type 1 diabetes mellitus through the wearable processor by
investigating minimum data variety, volume, and velocity. They used three standard
machine learning algorithms, namely ARIMA, random forest [20], and SVM [17] to
measure the performance of the prediction models for execution within a wearable
processor. Random forest method given the best performance among all the three
used machine learning techniques, but the method is also associated with some cost
due to the wearable processor.

Our method is not associated with any cost but generates an intelligent, accurate,
and efficient prediction results through feature selection and ensemble classification
approach in big data environment.

‘

3 Design of Diabetes Prediction Model

The aim of the proposed work is to development of an integrated big data-enabled
diabetes prediction model to predict the diabetes disease efficiently.

Most of the healthcare data is unstructured and huge, so to process this kind of data
needs an intelligent big data environment where the tasks can be divided between
the nodes to save the processing time of the data. As we know the classification or
prediction of the test data is dependent upon the number of input features of a dataset,
so finding important and relevant feature subset selection is an important aspect of
designing of an efficient prediction model. At the same time, it has been seen that
single classifier do not give always best results rather combining the output of the
different base classifiers gives improved results. So ensemble classification approach
in big data environment is a good solution for better prediction results in healthcare
domain.

In the work, a diabetes prediction model in Hadoop platform with MapReduce
implementation is proposed to predict the diabetes. The model has two main func-
tionalities such as feature selection and ensemble classification. Feature selection is
done throughGA [29], and in classification phase, three state-of-the-art classification
algorithms such as Naïve Bayes [17], random forest [20], and KNN [21] are used as
the base classifiers, and majority voting technique is used to combine the decisions
of the base classifiers to develop the efficient prediction model. In the subsequent
sections, the detail of the processes and MapReduce implementation of the work is
discussed.

3.1 Feature Selection and Classification

Feature selection and classification is the main task of the developing model in
MapReduce framework to predict the disease.
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3.1.1 Feature Selection

In GA [29], a population is comprised of chromosomes, and the size of the chro-
mosome is the number of features present in the dataset. Each chromosome in the
initial population represents the combinations of some features randomly selected.
Here in the method, a single objective GA [29] is proposed where fitness function
of the GA is defined in the Eq. (1). Positive region overlap (PRO) [29], a concept of
rough set theory (RST) [9] is used to design the fitness function. PRO came from the
concept of positive region in RST [9]. It finds out the number of objects correctly
classified by both the targeted feature subset and the original feature subset of the
dataset. So greater the value of PRO, better the fitness value and chance of target
feature subset becomes high to be the final feature subset. Then, this feature subset
will be considered as the result of the feature selection module.

For a decision system,DSS = (U, FS,D) where |U|= no of objects in the decision
system, FS= no of original feature set, andD is decision feature. If the positive region
of DSS based on original feature set FS is POSFS(D) and the same with target feature
subset FS1 is POSFS1(D), then overlapping positive region is PF (D) = POSFS(D)∩
POSFS1(D) [29]. Fitness function f (cr) for a chromosome cr is defined in Eq. (1) to
find out the feature subset R of the system DSS.

f (cr) =
(
PF(D)

|U |
)

(1)

The overall process in feature selection module as follows:

Inputs: Decision subsystem DSS = (U, FS, D).
Outputs: Feature subset A of DSS.
Step I: ComputePOSFS(D) ofDSSwith the feature setFS according to the Eq. (1).
Step II: InitializeGApopulationwith population size=P and chromosome length
= |original feature in DSS|.
Step III: Calculate the fitness value of each chromosome cr in the population using
f (cr) defined in Eq. (1).
Step IV: Select chromosomes formating pool using rank selection technique based
on the fitness value.
Step V: Crossover and mutation operation on chromosomes using uniform
crossover probability crosspcr and mutation rate, mrcr.
Step VI: Choose next-generation chromosomes with some percentage of replace-
ment of the parent population.
Step VII: Repeat Step III to Step VI until GA converges.
Step VIII: Select the best chromosome as the final feature subset A of the entire
system DSS.
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3.1.2 Ensemble Classification Module

The output from the feature selection module is the reduced training dataset with the
selected feature set. Now after applying all the considered three base classification
algorithms such as NB [17], KNN [21], and random Forest [20] individually, all
classification rule sets are generated, and after that by applying the majority voting
concept, the combined final rule sets are generated. The detail implementation of the
algorithm in MapReduce framework is described in the next section.

3.2 MapReduce Implementation

For efficient classification, we have implemented the GA [29] and ML algorithms
[17, 20, 21] in the MapReduce model of computation [4]. Initial data from HDFS
[5] is collected. The work is done on the following directions: Select best-optimized
feature subset for each of the data subsystems. Classification rule generation for each
of the reduced data using base classifiers applies majority voting to predict the class
label of the data.

The work is done through three phases such as map phase, combine phase, and
reduce phase.

A. Map Phase—In this phase, map function applies feature selection algorithm
and computes the best feature subset for the data and then applies the classi-
fication algorithms to generate classification rules based on reduced data, and
then, output of this phase is send to the Combiner function.

B. Combine Phase—In this phase, the combiner function accepts all the output
from the previous map phase and arranges the data belonging same class. Next,
grouping of the data based on same class labels is done. It keeps record of the
number of the objects in the same class label and results of the clusters that are
send to the Reducer function.

C. Reduce Phase—In this phase, the reduce function accepts the output of the
combiner function. Then, ensemble classification rules are generated based on
majority voting technique, and the final rule sets are stored in HDFS.

4 Experimental Results

The experiment has been done on the Indian Pima Dataset [30] in the following
environment: Intel i5CPUwith 16GBRAM;usingPython language. The accuracy of
the method has been compared with existing different single and ensemble classifier
and achieves a good accuracy value to prove the efficiency of the method. The
method has been compared with existing ensemble model available in Weka [31].
The comparative result based on selected feature is given in Tables 1 and 2. Tenfold
cross-validation method is used to build the model.
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Table 1 Classification accuracy for diabetes dataset for the proposed and existing ensemblemethod

Dataset Classification methods Accuracy (%)

PIDD(8) Proposed method 99.02

Bagging 92.52

LogitBoost 100

Table 2 Comparative classification results analysis for diabetes dataset

Dataset Classification methods Classifiers parameters

Precision Recall F-measure

PIDD(8) Proposed method 0.99 0.99 0.99

Bagging 0.92 0.93 0.93

LogitBoost 1 1 1

For GA, in every single fold, 20 independent runs are performed and it termi-
nates when no fitness value changes after 2 successive iterations. Other selection of
parameter values like crossover probability = 0.9, mutation probability = 0.001.

Classifier performance evaluation [32] is the final step of judging a prediction
model. The performance of the classification algorithms is evaluated by the series of
experiments. The most commonly used performance metrics are mentioned below.

4.1 Confusion Matrix

The prediction model is judged by the output of the confusion matrix, where TP,
FP, FN, TN are four cases depicted in the matrix. True positive (TP) depicts positive
objects classified as positive. False positive (FP) depicts positive objects classified
as negative. False negative (FN) depicts negative objects classified as positive. True
negative (TN) depicts negative objects classified as negative. Followings are the
description of the different performance measuring parameters of the classifiers.

Accuracy

Accuracy = TN + TP

TP + TN + FP + FN

Recall

Recall = TP

TP + FN



160 S. Sengupta and K. Ranjan Pal

Precision

Precision = TP

TP + FP

F-Measure

F-measure is the best if there is some kind of balance between precision and recall.

F - Measure = 2 ∗ 1
1

precision + 1
Recall

The proposed methodology is evaluated on “Indian Pima Dataset” collected
from UCI Repository [30]. This dataset contains 768 instances with eight numeric
attributes/features where class “0” represents negative diabetes and class “1” repre-
sents positive diabetes. After applying the proposed method on the PIDD data [30],
detail classification results of the proposed method and existing methods through
Weka tool [31] are given below in Tables 1 and 2. Since accuracy [32] is not only
the evaluation metric to judge the classifier performance, so precision [32], recall
[32], F-measure [32], and Fall_out [32] are also calculated and presented in Table 2
along with the classification accuracy. The proposed method is compared with two
standard ensemble classification method, and results are given in Table 1. Table 2
presents other performance metric values.

Other benchmark disease related datasets also collected from the UCI repository
[30] to prove the effectiveness of the method. Tables 3 and 4 provide the detail results
of the experiment. The results show that the performance of the proposed method is
better comparative to other state-of-the-art methods in all respect to judge a classifier.

The result shows that the proposed method is comparable and efficient with the
other mentioned methods with respect to all the performance evaluation metrics of
the classifiers. Hence,we can say that the proposedmethod selects themost important
features with a novel ensemble classification approach in the big data environment
which provides better performance without losing too much information with good
prediction results.

Table 3 Comparative
classification accuracy results
analysis for other datasets

Dataset
(#original
attribute)

Bagging (%) LogitBoost
(%)

Proposed
method (%)

Breast Cancer
(9)

94.43 95.74 95.73

Heart (12) 82.25 82.97 83.21

Dermatology
(33)

96.01 96.26 98.99
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Table 4 Comparative classification results analysis for other datasets

Dataset (#original attribute) Classification methods Classifiers parameters

Precision Recall F-measure

Breast Cancer (9) Proposed method 0.96 0.96 0.96

Bagging 0.95 0.95 0.95

LogitBoost 0.96 0.96 0.96

Heart (12) Proposed method 0.83 0.82 0.83

Bagging 0.82 0.82 0.82

LogitBoost 0.83 0.83 0.83

Dermatology (33) Proposed method 0.99 0.99 0.99

Bagging 0.96 0.96 0.96

LogitBoost 0.96 0.96 0.96

5 Conclusion

In the work, a diabetes prediction model has been developed by integrating two
important data mining tasks such as feature selection and ensemble classification.
Themodel has been implemented inMapReduce framework to handle big healthcare
datasets. InMapReduce process, in each node, at first genetic algorithm-based feature
selection technique has been used to select the important features, then considered
base classifiers are applied to generate the classification rules and after that output
from all the node combined with majority voting technique and ensemble classifi-
cation technique evolved to classify the disease efficiently. As we know, GA is a
time-consuming technique for the bigger dataset, so applying GA for feature selec-
tion is a matter of concern. Since here, the MapReduce approach has been used,
so efficiency will not be the issue at all because data is divided between the nodes.
Classification model provides the accuracy level of about 99.02% for the diabetes
dataset. The proposed method is a generalized prediction method and can be used
for the prediction purposes for other datasets too. In spite of the above benefits, some
more experiments to be conducted for the bigger datasets to check the efficiency with
different machine learning approaches in big data environment.
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Secure Data Sharing of Electronic Health
Record (EHR) on the Cloud Using
Blockchain in Covid-19 Scenario

Deepak Kumar Verma , Rajesh Kumar Tyagi,
and Ashish Kumar Chakraverti

Abstract In the current scenario of Covid-19, health data are stored in a centralized
server at hospitals andmedical institutions, which is susceptible to diverse extortions,
such as malicious tinkering, patient data loss, and natural disasters. The advent of
blockchain expertise fetches a new-fangled notion to decipher the abovementioned
security issues due to its features of immutability, verifiability, and decentralization.
This technology was initially invented for money-associated exchanges and financial
transactions using centralized authorities. Nowadays, the popularity of blockchain
technology is increasing enormously in the field of healthcare. Healthcare devices
having a great utilization in the field of healthcare, but they pose several privacy and
security threats to the sensitive data of a patient. To overcome these issues, we have
proposed a novel hybrid system that combines the merits of centralized and decen-
tralized blockchain for the secure sharing of health data between health devices and
hospitals. The proposed system will be useful in the context of protected, interop-
erable, and effectual admittance to health registers by patients, hospitals, and third
revelries while maintaining the privacy of patients’ penetrating data. Also, we used
smart contracts in an Ethereum-based blockchain for access control. Ethereum is a
programmable blockchain platform that utilizes the strong environment of solidity (a
state-based scripting language). By using both centralized and decentralized proper-
ties of blockchain together, we can effectively secure the patient’s sensitive data. The
data of a patient generated by heterogeneous devices would be shared in a secured
manner.Wehave analyzed that the proposed system is better than the existing systems
in terms of scalability, data ownership, and interoperability. The deployment cost of
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the proposed hybrid model may be the limitation. In the forthcoming, we would
implement the suggested hybrid exemplary to advance the security of health data.

Keywords Blockchain · Smart contract · Ethereum · Privacy · Security ·
Healthcare

1 Introduction

Now a days, cloud computing technology is in trend, offers Internet-based resources
at a quick release with minimal organizational efforts. The technology implementa-
tion is by the data center hardware situated at a distant location from users. Security
of the cloud data is one of the major issues, which has been improved continuously
in the past decade. The growth of medical data from hospitals and wearable health
devices is becoming more useful to analyze. It is becoming more important to secure
that data.

In the era of the digital globe, many organizations are generating a huge quantity
of insightful data from various domains such as healthcare, education, finance, and
research institutions. The volume of such data is increasing enormously. Most of
the organizations have availed the facility of cloud computing for the storage and
maintenance of sensitive data. Nowadays, cloud computing is becoming popular due
to its potential computing capacity and large data storage. The organizations transfer
their burden of handling the enormous amount of sensitive data to the cloud service
provider due to its characteristics such as on-demand access, scalability, and security
in an economical manner (Verma and Tyagi [18]). A large number of organizations
have a barrier in adopting cloud computing technology due to privacy and security
issues of data (Bollineni and Neupane [15]). The term “cloud computing” was, first,
coined by JohnMcCarthy in the 1960s. He stated that “computation may someday be
organized as a public utility” (Joshua and Francisca [16]). Verma et al. [37] optimized
the setup phase cost in the cloud storage using multithreading architecture. Gupta
et al. [38] presented an improved RSA algorithm for data security in the cloud.

With the dawn of healthcare digitization, the trend of data distribution of patients
and hospitals on the cloud has seen massive expansion. It was predicted that a huge
escalation in the number of healthcare devices that will be linked to the Internet by
2030. An electronic health record is a way of storing health records in an electronic
format. It has various advantages like ease of storing, searching for a specific disease,
and appending details to previous records. Several privacy and security issues arise
with the increasing use of digital devices in healthcare data sharing such as patient
data ownership, interoperability, access control, and scalability. Data owners are
worried about their sensitive data which is stored in the cloud as the control of their
data is out of their hands. Blockchain has become a prominent technology to over-
come the abovementioned security and privacy issues in electronic health records
(Ali et al. [1]). Health data integration is a big problem in health professional organi-
zations. After the innovation of smart contracts in blockchain technology for storing
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patients’ health data, any legitimate user can access their data securely. This novel
technology gives the right to the patients for accessing and sharing sensitive data with
health professionals and institutions. Blockchain technology enables accessibility at
a large scale, provides data privacy, incurring costs, and also provides an untrusted
information system. Blockchain technology is increasing in popularity due to its
usage in cryptocurrency like Bitcoin, it is used to implement various types of decen-
tralized applications. Blockchain technology is based on the notion of a distributed
ledger that acts as a database that consists of historical data of transactions that
become occupied agents (Gordon and Catalini [5], Vazirani et al. [11]). Li et al. [10]
proposed a tamper-proof electronic health system based on blockchain and cloud to
secure the outsourced data of EHRs from any tempering in integrity.

They have been found that the existing systems are not able to guarantee the
exactness and integrity of outsourced EHRs when the nasty doctor colludes among
the cloud server to alter outsourced EHRs. Mor et al. [36] reviewed the literature
on blockchain for its applications in data security. In the current state of interop-
erability, interoperability may be defined as “the ability of different information
technology systems and software applications to communicate, exchange data and
use the information that has been exchanged.“ Interoperability has various benefits
such as improving operational efficiency and also improving clinical care. However,
interoperability is an essential part of cost-effective, comprehensive clinical care.
To simplify the diagnosis and healing procedure, healthcare professional players are
currently taking on IoT-enabled wearable devices (Zhang and Ji [13]). On the other
hand, these technologies cause severe privacy and security risks concerning the data
transmission of a patient. Fan et al. [4] used blockchain for securing patients’ health
data in the hospital. The security of data in a blockchain is based on a Proof of Work
(PoW) model, in which a contract is only measured legitimate once the system gets
proof of computational exertion by authorizing nodes. The miners (accountable for
generating blocks) continually try to resolve Proof of Work (PoW) in the figure of
hash computation. A hash is used to identify every block in the header of the chain.
The hash is exceptional and generated by SHA-256. The failure to delete or modify
data from blocks makes the blockchain a preeminent suitable tool for the healthcare
scheme (Zheng et al. [14], Han et al. [7]).

Bhuiyan et al. [2] proposed a blockchain-based scheme for achieving security,
interoperability, and proficient access to patients’ health data. They used smart
contracts on the Ethereum platform for sensitive data obfuscation and access control
of the data by employing cryptographic schemes for additional security. Zheng et al.
[14] and Kaur et al. [9] designed a system for secure storage and managing personal
health records using blockchain technology. In the existing environment, mostly,
health data management systems are governed by health service providers that mean
there is no control of the patient on their data. This leads to the loss of the reliability
and integrity of patient health records due to centralized storage.

Blockchain technology is becoming popular for storing healthcare data as a supply
chain in which each process might be verified, answerable, and immutable. Such
intrinsic uniqueness makes it a latent way out for healthcare records.
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Fig. 1 Schematics of blockchain

Figure 1 represents the schematics of blockchain. A blockchain contains the
following components.

• Timestamp: It is the time of block foundation.
• Reference to Parent (Prev_Hash): It is the hash of the preceding block header

which associates every block to its parent. This sequence of references is the
eponymy notion for the blockchain.

• Merkle Root (Tx_Root): It is a set of confirmed transactions in a block. At least
one transaction must be executed by a block such as Coinbase. The Coinbase is
a unique transaction uses to generate new bitcoins and collects the transactions
fees.

• Target: Target supports the default in finding a new block. The target corresponds
to the difficulty of finding a new block. When a default comes, it updates it after
every 2016 block.

• Nonce: A random number is used to add entropy to a block header easily without
reconstructing the Merkle tree.

• The block’s hash: All the above items of the header accept the transaction data
being hashed into the block hash. It has been confirmed that no other parts of the
header altered.

2 Related Work

Due to the growing development of cloud computing in every field, several privacy
and security concerns have arisen that are obstacles in the wide acceptance of cloud
services. Confidentiality, integrity, and availability are the three main pillars of secu-
rity in cloud computing (Sumter [17], Feng et al. [27] and Lombardi et al. [19]). The
explosion in cloud computing has given several privacy and security challenges for
the clients (Bleikertz et al. [20] and Lu et al. [21]). Many researchers explored the
privacy and security issues with their distinct solutions (see, for instance, Altman
[22], Bayardo and Srikant [23], Bertino et al. [24], Brodkin [25], Vimercati et al.
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[26], Feng et al. [27], Jadeja and Modi [28], Verma et al. [35]). Verma et al. [34]
proposed a novel scheme for securing data by improving Baptista’s cryptosystem.

An electronic health record (EHR) consists of a patient’s health data such as
prescription, X-ray, diagnosis report, and ultrasound report. An EHR is useful for
sharing the patient’s data with other doctors or hospitals for their better diagnosis
(Achampong [29]). The security of the patient’s sensitive data is a constant issue.
To conquer this issue, Wang et al. [30] and Kahani et al. [31] provided a secured
mechanism for sharing and accessing the health data of a patient. The rise of cloud
computing explores a new section for the healthcare industry. In e-healthcare, cloud
computing lowers the cost of health care and increases systemavailability (Deshmukh
[32], Indhumati and Prakasham [33]).

Kaur et al. [9] proposed a scheme for quick access to patient records, electronic
health records that are being adopted by many hospitals. To handle data efficiently,
one of the most suited technology is blockchain. This serves multiple applications
such as patient record management and pharmacies. Interoperability of the system
is being enhanced by moving entire data electronically and then to a distributed
decentralized network.

Han et al. [7] stated that there is a problem of data isolation as maximum hospitals
and medical institutions are storing their healthcare data on their platforms. Also,
secure data storage, privacy protection, and data sharing in synergetic phenomena
are troublesome tasks. To handle these tasks, a novel technology, blockchain has
been used for securing health data. To fulfill the security measures, healthcare data
are being encrypted by asymmetric encryption technique.

Katuwal et al. [8] explored the challenges of blockchain in the healthcare industry.
They found that this technology helps in solving problems of data exchanging, secure
repository and integrity preservation, monitorability, and answerability of data. The
proposed applications include data provenance, counterfeit drugs identification, and
consentmanagement. Zhang and Ji [13] found that interoperability is one of themajor
problemswith healthcare record systems. Da et al. [3] also found that interoperability
is a major issue in electronic health records. To improve electronic health records,
blockchain and smart contracts can be applied. This solution can permit huge-scale
accessibility, facts privacy, decreasing medical treatment expenses, and providing
trust in the information system.

Fan et al. [4] suggested a blockchain primarily based information management
system named ‘Medblock’. It illustrates superior information security combining
altered access control protocols and symmetric cryptography. Vazirani et al. [11]
performed a methodical survey to analyze the potentiality of blockchain, and found
that blockchain should grow interoperability while retaining the privateness and
safety of EHR information saved at the cloud. The outcome of the studies and inde-
pendent assessment shows that blockchain could determine the efficientmanagement
of EHR data. Gordon et al. [5] discovered that transferring of organization pushed
interoperability to user-pushed interoperability is a famous trend in healthcare that
has altered ways of clinical data exchange and ownerships. Authors show that the
patient-centric model is more useful which is shared among many stakeholders.
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Wang and Song [12] and Guo et al. [6] proposed an attribute-based signature
mechanism with multiple authorities, wherein the affected person allows a message
consistent with the attribute and prevents disclosing the facts which are not signed by
the patient. There are multiple authorities to distribute the public or private keys to
users in this system which helps to eliminate the escrow problem as well as comply
with distributed data storage in the blockchain. The EHR system having multiple
authority and blockchain has been introduced into the attribute-based signature
(ABS) scheme for preserving patient privacy which has been improved as multiple
authority attribute-based signature (MA-ABS) scheme. This system reaches all the
requirements of blockchain. The comparison analysis shows the linearly increasing
cost and performance with the number of authority and patient attributes. Table 1
represented the detailed analysis of the methodologies proposed by researchers.

3 Proposed Solution

The proposed scheme implements a hybrid blockchain on the Ethereum platform to
enhance the interoperability of the systems by using tracking all activities that take
place to the information in the databases. Smart contracts are applied for including
particular items in records to the blockchain for tracking. In the proposed system,
onemay keep less sensitive information on a centralized server by interlinking it with
data stored on the blockchain. We can store it in an encrypted and anonymous way.
The less sensitive information can be anonymously stored details about hospitals,
doctors, and encrypted documents (Fig. 2).

On the other side, a blockchain has been used to store highly sensitive information
of patients securely. A smart contract is itself be ownership free that is the ownership
of the smart contract will be destroyed once it is uploaded on the blockchain (Table
2).

4 Conclusion

Blockchain plays an essential role in securing the health data of a patient in a health-
care repository. In the pandemic of Covid-19, a lot of health data has been generated
in the healthcare market. This data contain the confidential information of a patient
that has to be secure from any breaches. Blockchain is the best tool for the same.
One huge benefit of the usage of blockchain in the healthcare industry is that it can
reform the interoperability of healthcare databases.We proposed a hybrid blockchain
scheme for improving the performance of the system. Our proposed schemewill take
care of patient data ownership and interoperability. In the future, we shall implement
the proposed hybrid blockchain scheme for improving the security of health data in
the repository.
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Table 1 Critical analysis of literature on blockchain-based EHR

Reference Title Pros Cons

[1] Blockchains in the
Internet of Things

Develop a fast and secure
system for IoT
applications

Implementation of the
proposed work has not
been done

[2] Blockchain and big data
to transform healthcare

Proposed a model for
health data management
for an individual patient
using a distributed ledger

No concrete results have
been presented

[3] Electronic health records
using blockchain
technology

Design and implement an
information architecture to
admittance EHRs using
smart contracts

Only data privacy and
accessibility issues have
been discussed

[4] Medblock: Efficient and
secure medical data
sharing via blockchain

In the proposed scheme,
distributed ledger has been
used to allow electronic
medical records
admittance and recovery

MedBlock may be used
for securing sensitive
information of the patient

[5] Blockchain technology
for healthcare:
facilitating the transition
to patient-driven
interoperability

In the proposed system,
the researchers worked on
the following concepts
1. Digital access rules
2. Data aggregation
3. Data liquidity

The proposed system was
patient-centric only

[6] Secure attribute-based
signature scheme with
multiple authorities for
blockchain in electronic
health records systems

Proposed an
attribute-based signature
scheme with multiple
authorities to provide
better security and privacy
under random oracle
model

Empirical comparison
with the existing methods
has not been done

[7] The architecture of a
secure health information
storage system based on
blockchain technology

The proposed scheme
united consortium
blockchain and fully
private blockchain as a
hybrid blockchain to
improve the delay of data
validation

No critical analysis has
been done related to the
proposed scheme

[8] Applications of
blockchain in healthcare:
current landscape and
challenges

Discussed the issues
related to practical,
monitoring, and business
defies to the acceptance of
blockchain in the
healthcare diligence

A theoretical study has
been discussed

(continued)
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Table 1 (continued)

Reference Title Pros Cons

[9] A proposed solution and
future direction for
blockchain-based
heterogeneous medicare
data in a cloud
environment

A blockchain-based
system has been proposed
in the cloud environment

No privacy and security
issues have been discussed

[10] Using blockchain for
data auditing in cloud
storage

Proposed a security
mechanism for cloud data
auditing based on
blockchain

No batch auditing

[11] Implementing
blockchain for efficient
healthcare: systematic
review

An empirical review has
been discussed based on
the use of blockchain in
the healthcare industry

No implementation was
done

Fig. 2 Proposed framework
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Table 2 Comparison between a centralized, decentralized system with the proposed system

Factor Centralized system Decentralized system Proposed hybrid system

Authentication Easy Not easy Easy

Security Low High High

Scalability High Low High

Storage cost Low High Low

Interoperability No Yes Yes

Setup Easy Not easy Easy

Patient data ownership No Yes Yes
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1 Introduction

Internet of Things plays a very important role in providing various applications and
benefits to the clients and consumers. In the current scenario, more than 1 billion
users are there which are interconnected and communicate with each other. There are
a lot of devices which are electronically and mechanically connected with each other
for providing a better aspect of communication to the users. Internet is a technology
that has somehow incorporated various devices and their technical solutions as per
the needs of the users [1]. IoT has revolutionized the world with the ability to identify
and track all other devices as per the requirements [2]. But at present, IoT healthcare
is emerging as one of the recent challenge for the researches since it is providing
new scopes and research domains for the IoT developers [3]. As predicted by the
Cisco Systems, it has been told that in the upcoming years, the IoT is enlarging
itself into so many other domains. But there are many drawbacks also which are
considered for IoT devices like cybercrimes and hackers which harm the security
of the data. More the devices which are available online, more number of chances
of hacking the data. There are various types of medical devices that are available
for the users like smart diagnostic tools, smart healthcare devices etc. which are
providing great applications for the mobile health users all over the world [4]. From
hand bracelets to home automation systems, all the frameworks need a tight security
for protected data. According to the researchers, IoT threats are being increasing
day by day potentially in all the domains. One of the basic issues is privacy of data.
In [5], the author has given a systematic approach for the healthcare technologies
using the fog network for designing devices that can be used in Internet of Medical
Things. The security of the accumulated data is themain concern that the data privacy
should not get loss or the individual’s information should not be misused. There are
several devices which are operated on this layer and various networking protocols
are being used. Some of the devices are repeaters, Network Interface Cards (NICs)
etc. In fact, has given the facility to extend the current IPv4, expands the current IPv4
protocol from 32 to 128 bits for every IP address which offers great flexibility for
IoTworld. IPv6 supports dynamic objectives of networking to achieve flexibility and
reliability in a system. A comprehensive study of IoT in medical things of healthcare
has been discussed [6].Well-ordered guidelines to approve the healthcare devices are
similarly a critical research zone. Usually, confirmation is cultivated through various
methods, for instance, ID/mystery word, pre-shared special bits of knowledge are
some examples. There are various software platforms used for the implementation
of IoT devices such as Raspberry Pi [7], Arduino Uno. Figure 1 shows the various
architectural frameworks of IoT Domain.

The IoT has the empowering capability to change the whole world where we
are living today. The architectural work goes for planning and actualizing an IoT-
mindful SmartHospital System (SHS)having, as principle characteristic, the capacity
to promptly join extraordinary, yet corresponding, advancements empowering novel
functionalities. Essentially, the framework we imagine ought to have the capacity to
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Fig. 1 Components of Healthcare Frameworks

gather, progressively, both natural conditions and patients’ physiological parameters
and convey them to a control focus. IoT has been a promising field since many years.

IoT presently utilizes various gadgets, administrations and conventions to accom-
plish a shared objective. In any case, for better coordinating of any system it should
be required to use the architecture standards. In any case, the security necessities for
IoT can’t be accomplished by essentially putting explicit arrangements from every
layer together. Indeed, it is important to consider IoT framework, overall frame-
work and security is one of the major factor that should be considered in the IoT
structure. In this manner, to improve IoT security, we additionally need some partic-
ipation between various layers by planning security answers for cross layers use
beating heterogeneous combination issues. This component of extraction was basi-
cally combined with the hashing techniques to avoid several assaults. The exhibited
model explains the versatility and adaptability which are the highlighting concepts
of this model. A lot of detailed work on diabetes diagnosis and detection using IoMT
has been discussed [8].

• IoT and related background referring to COVID-19

Talking about the Internet of Things (IoT), it can be simply defined as the network
of interconnected devices which can be incorporated in any communication network
using various hardware, software, RFIDs (Radio Frequency Identification Devices)
etc. or any other required components. In the current pandemic situation, whole
world is fighting with this corona virus and researchers are in race of trying to
develop a successful vaccine but still the vaccine is in the development phase. Doctors
and researchers are still looking for a feasible solution to develop a vaccine that
could somehow reduce the infection rate of this dangerous corona virus. Researchers
involved in various departments like computer science, physical engineering etc.
are in a continuous attempt to develop new approaches, theories, study problems
for giving a successful solution to this COVID 19 pandemic. IoT is an innovative
approach of implementing several kinds of healthcare systems that can easily reduce
thework load of the doctors and also help in developing cost-effectivemethodologies
for patients. At this point of time, there is a great need of such scenario where one
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can easily integrate the technologies with new theories for developing best solutions
for this pandemic. Talking more about IoT, it is a concept which is incorporating
many other domains like artificial intelligence, machine learning, data science etc.
It also helps in implementing such sort of techniques which will help in complete
integration of the person who is in need of the services and the service providers.

• Research focus

In such problematic situation, where the whole world is fighting with the
pandemic, everyone is trying to find a solution for getting out of this. On daily
basis, the records of the patients infected with COVID-19 are increasing day by day.
Every day, a new record of data is set breaking all other records. There is a great
need of utilizing the existing facilities and technologies integrating with the Internet
of Things (IoT). Moreover, IoT has already been implemented in several domains
in different forms and is serving great roles in helping people with different aspects
like Internet of Healthcare Things (IoHT) and Internet of Medical Things (IoMT).
By using different tools and techniques of IoHT and IoMT, the number of cases
can be reduced up to certain level. For example, there should be proper monitoring
systems in every room of the quarantined patients so that proper care can be taken
of those patients. Along with all this, various body sensors like temperature sensors,
BP sensors etc. can be used for regular updates of the patients so that if some other
diseases are there, they can be easily cured and timely treatment can be given to the
patients.

2 Literature Review

The concept of fog computing and edge computing has somehow affected the overall
technology in IoT as it has given a new approach for the researchers to work in this
area. Along with this, the data generated from the healthcare industry carries major
sensitive data that requires critical care and security. There are lot of developments
being made on daily basis regarding the healthcare platforms for better optimization
of technologies. Home care monitoring systems have emerged as one of the very
helpful technological frameworks in IoT [9].

One of the recent studies [10], a framework developed using AI based tech-
nology to battle with the novel corona virus has been developed using the smart-
phones is discussed in this paper. A novel study [11] has discussed the design and
implementation of Remote Monitoring Systems for Low Cost devices for Limb
health. In [12], authors has done a detailed survey in the usability of AI in the field
of IoT using Embedded NN-Techniques for developing smart mobiles devices for
better computing. Further, a study discussed the pruning convolution networks for
the healthcare systems in [13]. Monteiro [14] has discussed a lot of tele-treatment
methods for the healthcare domains using different fog computing devices for the
treatment of patients on several nodes of parameters. The healthcare systems that
are being developed today are of great benefits for the patients but there are still
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various loopholes on which, the researchers are working today for better design and
development of such devices.

Further, G.Muhammad [15] has done the study on different smart health solutions
by integrating various domains butmainly IoT and cloud computing alongwith a case
study on it. There are numerous solutions possible for the technological advancement
of healthcare problems by integrating different domains into one. In [16], a detailed
discussion for developing a smart healthcare framework has been discussed using
the concept of Artificial Intelligence and Edge Computing that can be implemented
in the smart cities for progressive developments of areas. In [17], a smart framework
has been developed for persons with voice disorder and their treatments using edge
computingwith cloud framework. In [18], various frameworks for checking the health
status using the records of the health conditions can be seen in this work. Further, a
recent approach of Body Area Networks has been discussed in which different types
of studies has been done incorporating the transmission policies of the networks [19].
Pham et al. [20] have proposed a new technological framework for the designing of
smart healthcare solutions using cloud based architectures (CoSHE).

Here, a comparative study has been discussedwith various parameters like sensors
used, fog/cloud devices, methodology used, their advantages and disadvantages.
Various authors have researched on IoT fundamentals given in the Table 1.

3 Research Objective

The COVID-19 is a very challenging situation for everybody and especially for the
doctors, healthcare workers, nurse staffs and many medical personnels to deal with
patients and offer them services. These people are trying to serve the patients in more
impactful and effective way. The paper is a comprehensive study of various tools and
techniques of offering the services to the corona patients by themeans of IoMT/ IoHT.
Patients today are suffering from various problems like visiting the hospitals, corona
testing, report monitoring and medicine purchasing. There are further more issues
with regards to the COVID-19 which can be resolved more effectively and more
efficiently by using the IoT healthcare approaches. These techniques can also be
helpful for those patients which are quarantined at a remote place [27].

The main objective of this proposed work is to develop such a framework in
which the system will consist of several layers including the physical layer, middle-
ware layer, network layer, transport layer etc. Firstly, on the physical layer, there
will be several embedded devices responsible for data collection, data transmission
and data controlling. These devices will contain the sensors, transmitters, LowPAN
Networks etc. Hence, this layer will perform several processes of data collection
and transmission. Further, the next layer is the network layer which plays the role
of transmitting the signals [28]. The signals are transmitted from the sensors to the
cloudlets or cloud servers. And meanwhile, middleware layer helps in storing and
collecting the data and then depositing that data into the cloud. Another function
of middleware layer is that it helps in making the data available for the users who
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are in need of that data at a particular point of instance. And at last, the application
layer responsible for the final processing of data by using the data analysis and data
diagnosis techniques.

4 Proposed Architecture of IoMT (Internet of Medical
Things)

Now-a-days, there are a lot of complex architectures leading to tedious implementa-
tions of the recent technologies. Basically, the devices present in the IoMT architec-
ture are connected to the cloud servers and the data is stored in the cloud and then the
data is being easily accessed through the clouds [29]. There are a lot of implementa-
tions of IoMT architectures like remote monitoring of patients having serious issues
related to health and treatment can be given instantly without hectic movement from
one place to another. Along with various important services, the IoMT architecture
offers numerous other important administrative and medical facilities [30]. Consul-
tation of telemedicine has become easier through such implementations of IoMT
architectures. These architectures are very helpful to reduce the cases in COVID-19
pandemic. There are several functions that are carried by the IoMT implementations
as given below:

• IoMT architectures help in managing the data of the patients online. The patient
does not have to depend on physical movement from one doctor to another.

• IoMT facilities leads to accessing of the data easily like one can use the facility
of block chains.

• Helps in measuring the different parameters like robustness, efficiency, produc-
tivity etc.

• Easy identification of healthcare issues and problems.
• Patients can be easily traced simultaneously using remote monitoring
• Services will become internet based services.

Since, there are a lot of barriers in the way of accessing the health services due to
increase in the number of connected medical devices, a need rises for designing the
IoMT devices for various parameters like lowering the costs, efficiencies, improve-
ment in the capabilities of managing devices etc. IoMT services has the ability to
easily collect, analyze and transmit the healthcare data where required [31]. There-
fore, IoMT techniques and tools are continuously transforming the way of healthcare
services delivery. There is connectivity between the medical devices and the sensors
being implemented in the IoMT architecture which leads to proper management and
improvement in the patient’s healthcare services (Figs. 2 and 3).
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Fig. 2 Flow diagram for healthcare framework

Fig. 3 Architecture of IoMT

5 CIoMT (Cognitive Internet of Medical Things)

Basically, CIoMT is a class of CIoT (Cognitive Internet of Things) made specifically
for the medical industry in order to support the recent technologies in smart health-
care. The need of such technologies is to track and record the patient’s real time
data like diabetes check, glucose level, blood pressure level, heart rate, temperature,
humidity etc. According to the current scenario of COVID-19, there is a great need
of such Cognitive architectures that can tackle with corona cases.With such systems,
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Fig. 4 Architecture of CIoMT

data tracking can become easy and monitoring of the patient can also become effec-
tive. The CIoMT technology will lead to better recording and analyzing of real-time
data, surveillance, tracking, clustering, prevention and control of virus [32].

A connected medical infrastructure provides with so many features like easy data
sharing, accessing o healthcare data, reporting of live data and recording them etc.
Along with this, CIoMT systems will enhance the capability and robustness of the
entire domain of healthcare environment. Also, patients on track mode can easily
record and report their live activity and tell what they actually feel. Currently, the
biggest use of CIoMT is that these systems are helpful in diagnosing the patient
and their problems easily [33]. Looking upon the current pandemic situation, it is
very important to pay attention to the healthcare infrastructure of the hospitals so
that better facilities can be provided to the patients. It is the high time to increment
and implement the IoT healthcare architectures to deal with severe problems of
the patients. One of the biggest application of IoT is implementing the healthcare
frameworks using blockchains. Blockchains are enabling the patients to access the
patient’s data from the cloud and many more facilities (Fig. 4).

It is being expected that the investment on the IoT healthcare solutions will
somehow reach to $1 trillion by 2025 and it will be set on the stage for the overall
high adaptability, accessibility and durability of the data. This will help in providing
on-time healthcare services to the users by using the real-time scenarios of collecting
the data, analyzing the data and then storing the data for the future use. Hopefully,
by 2026, remote monitoring implementations will create approx. $1.15 trillion in
value which will help in improving the healthcare conditions of the patients. These
implementation systems will lead to develop better healthcare systems that will help
to deal with chronic diseases easily. Internet of Medical Things (IoMT) has covered
almost each and every part of the healthcare systems by which the medical facilities
has increased up to a certain level.

Talking about the current scenario, there are approx. 3.8 million medical devices
which are connected all together in order to give quick response to the healthcare
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Fig. 5 Subsets of IoT

decisions. Using such cognitive architectures of medical devices, it has become
very easy to monitor the activities of the patients and make decisions accordingly.
Doctors and scientists are using such medical systems for better healthcare facilities
which is making the patient tracking more easier and efficient [34]. CIoMT is a field
of cognitive healthcare study which offers preventive care for the patients as it is
somehow reducing the paperwork andmaking the healthcare processes digital So, the
areas having most critical need can be easily tracked using the IoT deployed systems.
Moreover, there are more advanced devices which provide internal surveillance with
embedded sensors and chip technologies allowing smart medical services. By using
such smart surveillance systems, it is easier to tackle with all such situations of
forgery and cheat. These devices were not available before for use but now they are
available with most recent advanced embedded sensors (Fig. 5).

6 Proposed Services of IoMT

IoMT and CIoMT are the two most trending concepts for the healthcare infrastruc-
tures which are in progress to be implemented for better monitoring and tracking of
the patients. There are a lot of services which are being offered by the Internet of
Medical Things as discussed below:

• Smart and early diagnosis of diseases in the patients.
• Smart Tracking systems will help in proper monitoring and surveillance of the

patients and will help in recording the live activities of the patients.
• It will help in better risk prediction which allows identifying the problems at a

very early stage helping the easy diagnosis.
• Smart monitoring systems leads to smart tracking of patients.
• Smart wearable devices can be implemented easily.
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• Smart healthcare will help to develop new system frameworks that will revolu-
tionize the world with lots of new inventions and opportunities.

7 Research Limitations

Subsequently, there should be some pre-characterized personality of the board
element or center point which can screen the association procedure of gadgets by
applying cryptography and different strategies to anticipate wholesale fraud [35]. It
may also ensure to facilitate various security issues and helps in better management
of the network in IoT model.

• On the basis of the risks evolved, listing should be done and accordingly the
devices should be deployed.

• In any IoT communication process, there are various encrypt and decrypt cycles
taking place in themechanismand these cycles are verymuch vulnerable to attacks
and are prone to high security attacks. So, this point should be considered while
designing any IoT device.

• There are many security issues which are being rectified using the communication
protocols to combine with IoT security in IoT systems and to provide basic level
security at each layer in the IoT model [36].

8 Conclusion

This paper basically presents about the various contributions of different authors and
their respective works in the field of IoT. This paper will help in making a better
comparative study and will help various new authors to develop and create a new
scenario for the betterment and development of new healthcare related technologies.
The paper consists of various recent concepts of healthcare like IoMT, CIoMT etc.
Since, the validation of conventions gives confirmation of the client, while different
assaults like secrecy, trustworthiness, revocation, and so forth are not tended to. IoT
techniques play a very important role in connected health and also providing various
services.
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Digitalization of Healthcare System
in India—A Perspective and PESTLE
Analysis

Chandrahash Patel and Kunal Sinha

Abstract In the time of emergency, where there is an urgent need for healthcare
services, the digitalization of health care ensures active delivery of the services to
their consumers and citizens. Telecommunication, especially Internet-based tech-
nologies, plays a vital role in collecting health-based data to deliver and employ
people. The healthcare sector is directly responsible for humanwell-being and health
and needs continuous political, economic, social, technological, legal, and environ-
mental up-gradation and development that only improves the system but also its
effectiveness and efficacy. E-health services have a tremendous blow worldwide and
have positively prepared uswithmore knowledge, healthcare accessibility and reduce
the distance and divide in demand between patients and healthcare providers. This
paper attempts to address the Indian perspective on healthcare system digitalization
and the different components based on secondary sources.

Keywords Healthcare · Digital healthcare · Digitalization · Digital technology ·
NDHM BluePrint · PESTLE

1 Introduction

Indian healthcare sector is the largest in India in terms of size and growth. With
a growing population of over a billion individuals and changing disease patterns,
the healthcare sector will become a USD 400 billion markets by 2024. The World
HealthOrganization (WHO) recommends a doctor to patient ratio of 1:1000,whereas
in India, as of 2020, this ratio is 0.95:1000. Furthermore, India accounts for nearly
22% of the global disease burden, putting more pressure on the existing healthcare
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Fig. 1 Classified view of Indian healthcare [3]

delivery model. Approximately 65% of the Indian population lives in rural regions,
with less than 30% healthcare infrastructure [1].

The Indian healthcare sector is the sector that needs upgradation and development
in the infrastructure and technologies, services, human resources, etc. The Health-
care sector heremeans hospitals, hospitals beds, pharmaceuticals, medical insurance,
medical equipment, supplies, diagnostics, and telemedicine. However, with the series
of IPOs and private equity over the past few years, innovative processes, and more
prominent players, the Indian healthcare sector is presently the most adored invest-
ment destination by the investing community. Most of the revenue of this sector
comes from hospitals. Like other sectors, this sector also has two forms, public and
private [2]. Figure 1 gives you a classified view of this sector market structure having
different blocks.

The Indian healthcare system structure is not as simple as it seems to be
but comprises various segments (refer Fig. 2), where many stakeholders are
involved and are interconnected [4]. In this, patient care is mainly given through
primary/community healthcare center (PHC/CHC), secondary healthcare center
(District hospital), and tertiary healthcare center (National level) (refer Fig. 3).
Currently, 4833 CHCs, 24 049 PHCs, 148 366 SCs, and 722 district hospitals are
based on the distributional pyramid. These are functioning under the egis of the state
and central governments [5].

In our dynamic digital era, the convergence of science and technology has resulted
in innovative digital health devices that allow accurate and easy characterization
of health and disease. In the current context, healthcare system is at the nib of a
digital transformation.Digitalization aims to provide universal, affordable, equitable,
and quality care to all citizens, leveraging digital technologies. However, looking
at the country demographics and complexity, this would be a challenging journey.
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Fig. 2 Indian healthcare system [4]

Therefore, there is a need for such an ecosystem where all stakeholders (individuals,
public, private, and government) will need to collaborate closely tomake this happen.

Henceforth, the paper analyses the perspective of the Indian government on the
digitalization of the Indian healthcare system considering the political, economic,
social, technological, legal, and environmental (PESTLE) factors. As it is a long-
term process, so there is a need to understand these associated elements, so that
the planning that has been done can be achieved successfully. The structure of the
paper is as follows, it starts with the introduction (Sect. 1), followed by background
discussion on the Indian perspective (Sect. 2), that themethodology section discusses
the way and the method used for the study (Sect. 3), then the discussion (Sect. 4),
and lastly the conclusion part (Sect. 5).

2 Digitalization of Healthcare System: A Background

One of the journals Health Policy and Technology 9 (2020) has an issue on the
“Digital transformation in healthcare: New value for a new movement,” where a
discussion is made on the three revolutions in aspect to the healthcare information
technology.Thefirstmovement of healthcare IT includes telehealth and telemedicine,
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Fig. 3 Norms at primary, secondary, and tertiary levels [5]

where under this, research centered on using information communication technology
(ICTS) to connect providers with patients or patients with providers and both over a
geographic distance. The second movement of healthcare IT can be characterized by
the movement to evaluate the technology’s ability to benefit outcomes that are crit-
ical to healthcare that is enterprise resource planning (ERP) which includes picture
archiving and communications systems (PACS), electronic medical records (EMRs),
electronic personal health records (ePHRs), and a multitude of Web and mobile app-
based innovations meant for physicians, nurses, patients, and other stakeholders;
and the third movement in healthcare IT is the digital transformation in health-
care (DTHC) that emerges as distinct movement has attracted interest from both
researchers and practitioners focusing on digital technologies [6].

Digitalization was used in conjunction with computers somewhere in the mid-
1950s and referred to as “an organization, company, or a country embracing or using
digital or computing technologies.” Innovation in that aspect is moving in the Indian
healthcare sector in the future of sophisticated, practical, and linked technologies.
E-heath is one of the rising areas connected to community health, medical infor-
matics, and industry, with concern to health services and facts provided or improved
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through the Internet and its related technologies. E-health is described by the Euro-
pean Commission as “the use of new communication and information technology to
address the needs of people, patients, healthcare practitioners, healthcare providers,
and decision-makers.”

Digitalization here refers to various medical facilities focusing on digital health
(refer Fig. 4) accessible to the citizen. The WHO defines the term digital health
as “a broad umbrella term encompassing eHealth, as well as emerging areas, such
as the use of advanced computing sciences in ‘big data, genomics, and artificial
intelligence’” that means using tools and services that use ICTs to improve the accu-
racy of monitoring and diagnosis of chronic diseases and improve patient treatment
outcomes [7].

There are various forms of digital technologies used in the healthcare sector. Still,
the service delivery through telemedicine, mHealth, EHR/EMR systems, healthcare
analytics, and robot-assisted surgery has been gaining popularity in recent years
(refer to Fig. 5). But the traces of digital health can be found from the year 2000 in
telemedicine, but the least used digital services despite almost two decades of pilot

Fig. 4 Six categories of digital health [7]
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Fig. 5 Evolution of digital Healthcare in India (Adopted from [1])
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studies and planning. Satellite-based telemedicine in 2000 was launched by Apollo
Hospitals and the Indian Space Research Organization (ISRO) through a public–
private partnership (PPP) [8–10]. In addition, a national telemedicine task force was
established as early as 2005. However, a practical model could not be produced due
to the lack of technological constraints such as low Internet speed. But teleradiology
as notable success can be seen due to the need for less infrastructure and natural
digital workflow.

Since 2002, GOI has released plans every five years, highlighting the progress
in health care, including inputs and actions needed in digital health care. In the last
two decades, India has continuously achieved a significant milestone. From 2015
onward, with the launch of the Digital India initiative and the last six years shows
a societal transformation due to the digital revolution, directed efforts toward health
care have increased significantly.

Various researchers, scholars, and practitioners, newspapers articles activists
related to this sector in their blogs, articles, and research work have shown the
changing scenario, challenges, and the availing opportunities arising due to the digi-
talization of the healthcare system as Aggarwal (2020) has tried to picturize the
stages of digital health evolution taking place in Indian context when the COVID-19
pandemic has emerged and accelerated the need for health services (refer Fig. 6).

Talking of last few years, various steps taken by the Government of India (GoI)
to promote and support the digital health journey by framing national policies as
National Health Policy (NHP) 2017, National Health Stack (NHS) 2018, National
Digital Health Blueprint (NDHB) 2019, and National Digital Health Mission
(NDHM) launched in 2020 intending to create an “open digital health ecosystem”
(ODE) featuring the required parameters and the ecosystem. In the “open digital
health ecosystem,” there would be digital infrastructure shared and to be used by
both stakeholders (public and private) to deploy and build new innovative health
solutions. The proposed digital infrastructure will comprise of two building blocks,
first electronic health record (EHR) (patient digital medical record) and second is
personal health record (PHR) (controlled by the patient and holds all HER data),
with the adoption of open standards and a national health information network to be
deployed by 2025.

Broadly, the digital health in India is seen through five significant categories, viz
MHealth (Medical and public health practice is endorsed by mobile devices such as
personal digital assistants (PDAs), otherwireless devices, patientmonitoring devices,
and mobile phones. This also includes monitoring devices and services, followed by
diagnosis, treatment, and healthcare practitioner support); Telemedicine (means the
use of ICT to deliver healthcare services. It encompasses the exchange of informa-
tion related to diagnosis, preventive and curative treatment, and medical training
and development at a distance or in remote locations.); EHR/EMR (The MoHFW
notified the EHR standards for India. It refers to capturing medical information
about an individual concerning their current diagnosis as well as a focus on their
longitudinal health); Healthcare analytics (an umbrella term that includes offering
insights regarding patient records, costs, diagnoses, pharmaceutics, and medical
research data, among others, by leveraging technologies such as big data, science and
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Fig. 6 Stages in digital health evolution in India [8]

analytics, and artificial intelligence); Robot-assisted surgery (method of executing
surgery using minimal tools attached to robotic arm. The surgeon sits and instructs a
robot’s movements at the computers station through devices connected to the robot’s
arms).

In addition, there are various schemes launched by GoI that is helping in the trans-
formation of the Indian healthcare ecosystem, that includes National AIDS and STD
Control Programme; Pradhan Mantri Swasthya Suraksha Yojana; National Phar-
macovigilance Programme; National Organ Transplantation Programme, Family
Welfare Schemes; Swachhta Action Plan (SAP); and Impacting Research Innovation
and Technology (IMPRINT) scheme covered under central. Furthermore, programs
such as the National Rural Health Mission (NRHM), the National Health Mission
(NHM), and the National Urban Health Mission (NUHM) as centrally supported
schemes covering other sub-scheme [11–23].

The Indian perspective on healthcare system digitalization is evident and focuses
on “reaching services to citizens” and “citizen empowerment through information
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dissemination” to improve public healthcare delivery significantly. And the success
of this government-led transformation is crucial for the future economic growth of the
country and directly or indirectly would benefit all the stakeholders, including indi-
viduals, government, payers, private health providers, healthcare technology compa-
nies, and startups in to achieve universal healthcare goal and provide every Indian
citizen the choice of access to personalized quality care.

3 Methodology

The paper’s objective is to explain the Indian perspectives on the healthcare system
digitalization and the opportunities of the present Indian healthcare system. For
analysis purpose, the researchers have used the PESTLE analysis. The researcher
relied on secondary sources like journals,Web sites, editorials, and published reports.

4 Discussion

Digitalization of the Indian healthcare system is not a simple task. However, India
is among the few countries that, over the few years, emerged as the fastest-growing
digital economy due to the growth of the digital adoption index between 2014 and
2017. To improve accessibility and quality, the Indian healthcare sector has adopted
digital transformation. By 2024, the digital healthcare market is expected to increase
at a CAGR of 27.41% to US$ 485.43 billion compared to 2018, US$ 116.61 billion.
Capital investment has been fueled due to the increasing importance of digital health
and technologies. In 2019, 53% of angel investments were made in healthcare. Some
of the notable deals Iora Health Inc. (US$ 126 million) were Curefit (US$ 111.5
million) and HealthCare Global Enterprise Ltd. ($119.7 million) [24].

However, compared to the BRICS Peers and Developed countries like the United
Kingdom, NewZealand, Finland, Netherlands, and Australia spend 9% of total GDP,
whereas Japan, Germany, France, Canada, and Switzerland spends 10%. While the
United States over 17% of its GDP, adjacent countries like Bangladesh and Pakistan
spend on the public healthcare system around 3% of GDP. The country’s expenditure
on health is far below, which is approximately 1.3% of GDP. Thus, government
expenditure by 2025 on health to be increased to 2.5% of GDPwas recommended by
the National Health Policy of 2017, but that seems to be a far-off vision as to reach
the target set, for that the country needs by 0.35% each from now. On the contrary,
there has just been a mere increase of 0.02% in the health budget in India between
2015 16 and 2020–21 [25–26].

The growth in the digital adoption index of India has motivated the Indian govern-
ment to focus on the digitalization of the Indian healthcare system.Within healthcare
digitization, digital health is based on six pillars (refer to Fig. 7) interlocked with
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Fig. 7 Six pillars of digital health world [27]

each other. Each pillar has its purpose, communicates, interacts, and adds strengths
and synergy to others.

Pillar One: Governance includes both technical and non-technical elements
within itself. Technical as hardware, software, cloud technology, standards, network
control center, road map implementation, certified skills, maintenance desk, etc. At
the same time, non-technical includes creating innovative culture and environment,
encouraging healthcare information technology (HIT) vendors to maintain records
and resolve complaints.

Pillar Two:HealthDataDictionary (HDD) andMasterRegistries is an assem-
blage of standards that collectively define this common language in two ways, first
in technical terms, nurtures “interoperability,” and other in the non-technical term,
becomes a way to communicate digitally with one another for all stakeholders. The
HDD process includes a universal coding syntax, a unique patient identifier, and
the semantics of each used medical reference with eDischarge and eClaims formats
briefings.

Pillar Three: Building a strategy for Hospital Information Systems (HIS) for
ALL facilities, both public and private, has various purposes: Their primary and
first task is to aid in efficiently handling the facility administratively, financially, and
clinically; They collate and assemble outputs which will eventually form the basis of
the personal health record [PHR] and electronic health record [EHR] that includes
diagnostic results, clinical reports, eDischarge summary objects, etc.; and so. That
is, they maintain all the records from finance to the health information of patients
and payers.

Pillar Four: Health Insurance Information Systems [HIIS] for health payers
helps maintain the eClaims and has a few essential functions 1. Beneficiary enroll-
ment and roaring; 2. Contribution fund and management; 3. Claim processing and
payment; and 4. Utilization and quality management.

Pillar Five: Anywhere, anytime records for clinicians (Electronic Health.
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Records [EHR]) and for patients (Personal Health Records [PHR]) are
primarily a compilation of information gathered from other digital sources. The
digital diagnostic results, physician orders positioned using the Hospital Information
System (HIS), and the digital outputs from those similar systems.

Pillar Six: Facilitating the creation of the health information infrastructure:
the 2–5 Pillars, of course, require considerable computer power amount, human
expertise, and network connectivity on which to operate. This pillar mainly focuses
on the technical infrastructure and the human capacity needed to maintain and run
this digital healthcare system [27].

Digitalization of any system is based on five domains Customers (harnessing
the networking among them), Competition (building platform, not just products),
Data (as health data stored as PHI, and its privacy and use), Innovation (building
something new by rapid experimentation) and Value (in the form of market value,
demand–supply chain, and so). Each of them is very important and interlinked. As
each digital technology are redefining, many of the underlying principles of strategy
and changing rules decide the success of any company operating in this domain. This
is what is needed to look at healthcare digitalization [28].

In addition to the above discussion, the crucial factors that also play a vital role
in the digital healthcare transformation are the political, economic, social, tech-
nological, legal, and environmental factors that upgrade and impact the system’s
efficacy.

Political includes government industry-related policies, laws and regulations,
trade restrictions, tax policies, tariffs, etc. This can be seen in the five-year plans
and the initiative taken in the form of policies, schemes, Yojnas as acts, and rules.
Some of them are defined above, which are laying the foundation of digital health.

Economic, include economicgrowth, interest rates, exchange rates, inflation rates,
etc. The last five years shows the rapid growth of the country’s healthcare sector,
particularly since 2016, with a compound annual growth rate (CAGR) of approxi-
mately 22%. In terms of revenue and employment, health care has become one of the
most significant sectors of Indian economy. KPMG and FICCI reports show that the
healthcare sector in 2015, employing directly 4.7 million people. The NSDC esti-
mates that by 2022, the sector will directly employ around 7.5 million people, adding
up approximately 2.7 million more jobs between 2017 to 2022. In health, FDI has
been focused on pharmaceuticals, comprising about two-thirds of the entire health
sector. The healthcare sector has received keen interest from investors (venture capital
and private equity) over the previous few years, with an increase from 94 Million
USD (2011) to 1275 Million USD (2016) transaction value.

Social, this looks at cultural aspects that are sociocultural. It includes an increase
in the aging population and life expectancy. In India, the fraction of the population
aged 65 years and over is also on the rise. Others are based on demographic disease
profiles, trends, and lifestyle diseases—cancer, cardiovascular diseases, and asthma
have become the most vital segments, and in-patient expenditure and the healthcare
market depend.

After that, the higher population and literacy display a massive opportunity for
the health sector in their sheer volume. Also, there is a vast rural–urban shift in
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India, offering an opportunity for this to have a roadmap on the digitalization of
the Indian healthcare system. Rising literacy also improves health awareness about
lifestyle-related diseases (tend to be more costly to treat than infections).

Technological, this is related to the application of new inventions, new technology
(digital), R&D activity, automation, the rate of technological change, and technology
incentives. This focuses on quality service and offers cost-competitive medical treat-
ment and cardiology technological advances, orthopedic surgery, cosmetics, eye care,
precautionary health checkups, and dentistry. Technology for healthcare includes
machinery/equipment/ devices or methods for therapeutics and diagnostics that may
be used to provide healthcare services.

Legal is related to the context of patient health information sharing, stored in
the digital health apps, telemedicine that benefits both the providers and patients.
In addition to protected health information (PHI), essential aspects are data use,
data sharing, intellectual property (Patents, Copyrights, Trademarks, and Designs),
commercial agreements, offenses, and penalties.

Environmental, the studies related to this focuses on whether the industry is
working environment friendly and ethics are followed or not [29–37].

If the healthcare digitalization ensures efficient services delivery to their citizens
of the nation, and consumers, thus can appreciates in a true sense of theDigital Nation
India. Overall, the entire digital health ecosystem of technologies is represented in
Fig. 8, focusing on quality care, improved access, better information management,
better patient outcomes, and patient engagement. The six pillars and the essential
key elements that are needed to understand has been discussed above. In addition,
there is a blueprint prepared by the Indian Government, defining all the prospects
but still has challenges and based on that the future possible opportunities.

While studying, particular challenges were found as implementing digital health
across India is one of the major challenges, as health is a state-subject matter, where
the states have to take responsibility, whereas the policies are centrally directed.
The others are as lack of infrastructure (hospitals (private and public), beds, medical
equipment, and devices, staff, and so) and the implementation capacity due to the
absence of good leadership and management capability. This is followed by the
shortage of human resources for health and their inequitable geographical distribu-
tion, noncompliance to standards, limited interoperability, and lack of data gover-
nance frameworks, thus drawing attention to the need for dedicated personnel to
manage health and health information. As stated above, the ethical challenges of
health data in digital formats is around data privacy and security and to counter
that, to counter that the Draft Personal Data Protection Bill, 2018, was tabled and
which when passed offers to set up National Data Protection Authority to regulate
access to those who collect data, thereby ensuring privacy protection. However, chal-
lenges discussed above, besides difficulties, also provide an opportunity in the form
of investments, employment generation, capacity building program, frameworks for
clinical and operational data collection, evidence-informed development of policies,
collation and governance to facilitate research and development, healthcare startups,
for the adoption of EHRs need of a nation-wide framework, sustaining efficacy and
quality of the digital healthcare system [38–47].



202 C. Patel and K. Sinha

Fig. 8 Digital health ecosystem and its components [38]

5 Conclusion

In today’s interconnected and interlinked world, health is not an internal matter
but has its influence on the world, as in the case of a pandemic. Digital health or
digitalization of healthcare is the emerging trend and has impacted the geopolit-
ical and socioeconomic realities in the present and future. That is also the case in
India too. The article focuses on the issue of healthcare digitalization, there are
several essential parameters: innovative care, care anywhere, empowered care and
intelligent healthcare enterprise, and the intelligent ecosystem where all players can
work under one umbrella. And the government various initiatives and the associated
political, economic, social, technological, legal, and environmental factors pointed
to the need for digital health. Followed by India’s current status, challenges, future
prospects, and National Digital Health Blueprint would also help India better prepare
to achieve sustainable development goals inclusively with the regulatory framework
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and ecosystem and to face unwanted circumstances such as the ongoing COVID-19.
The article is expected to help researchers, analysts, strategists, policymakers, and
scientists to develop the policies and intangible designs and models to enhance and
sustain the stability for health reforms in the present and future.
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A De-Speckling Framework for Optical
Coherence Tomography Images

Pradeep K. Gupta and Farooq Husain

Abstract OCT is a very promising method to diagnose the diseases related to eyes.
But in image acquisition process, a special noise known as speckle noise also present
in the image. Due to present of this noise, diagnosis will be difficult. This paper
proposed a framework that helps to reduce the noise. This framework apply curvelet
transform to reduce the noise along with SRAD Filter and Huber variant of TV regu-
larization. Firstly, noisy image passed through SRAD filter then curvelet transform
is apply, and finally, we got de-noised image by applying Huber variant of TV regu-
larization. Developed framework experimented on OCT images. Results concluded
that this framework gives better performance along with better edge preservation
capability.

Keywords SRAD · Curvelet transform · Huber variant · OCT

1 Introduction

Enhancement of OCT images is always prime concern for the accurate diagnosis of
retinal diseases. At present, OCT widely used in ophthalmology for the detection of
glaucoma, cataract disease [1, 2, 3]. OCT imaging technique used the detection of
coherence source for the formation of image; therefore, OCT images have inherent
feature of speckle noise; therefore, the image analysis of OCT images is a very
difficult task [4]. It is a locally correlated andmultiplicative in nature noise. Therefore,
preprocessing is a necessary step in OCT image analysis. A number of de-speckling
filters already have been proposed for de-speckling the OCT images.

In the literature, different types of spatial and non-linear filters [5, 6] are used to
de-speckling theOCT images. These filters are trade-off between noise reduction and
edge preservation. Linear filters also admit blur into the images and therefore degrade
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the contrast of the image [7]. Partial diffusion equation is also used to proposed a
filter [8]. The noise reduction capability of these filters depends on different vari-
ables. Adaptive filters like hybrid median filter [9, 10] used the local neighborhood
concept to calculate the de-noised pixel value. The structural information of image
is restored by bilateral filter [11] and trilateral filter [11]. The drawback of these
type filters is that the performance of these filters is noise dependent. To deal with
the correlated noise, wavelet-based filters are proposed. Multi-scale resolutions are
used to decompose the image in these filters. Out of different variants of wavelet
transform, shift invariant wavelet give better results [12]. Recently, curvelet trans-
form [13] and dual tree complex wavelet [14] are also used to remove the noise from
the OCT images. These transforms give better result in comparison to conventional
wavelets. The speckle noise from the OCT images can also be reduced by sparse
and redundant representation of image along with K-SVD algorithm [15]. Discrete
wavelet transform with Bayesian threshold is also used for speckle noise removal
from OCT images [16].

Recently, a number of combinational techniques are also used to de-noising the
images. These techniques exploited properties of different filters to achieve the better
performance. In hybrid techniques, one or two filters are used serially. A number of
hybrid techniques are being proposed in literature. Combination of discrete wavelet
transform and anisotropic diffusion filter has been used to improve the de-speckling
capability of thefilter. This technique also has the capability of edgepreservation [17].
SRAD filter, wavelet soft thresholding along with guided filter is also used to design
a hybrid technique [18–20]. In hybrid technique, there is a trade-off between de-
speckling capability and edge preservation ability of the filter. This paper also applies
two different filters for noise reduction along with edge preservation capability.

The proposed framework used a preprocessing filter, curvelet transform along
with post-processing filter. The remaining sections of this paper are: Sect. 2 explains
the modeling of speckle noise and Sect. 3 about the proposed framework. Sections 4
tells about the materials and methods used in this paper. Sections 5 discuss about the
results, and Sects. 6 concludes the outcome of the proposed framework.

2 Speckle Noise Modeling

The nature of the speckle noise present in the OCT image is multiplicative; therefore,
mathematically it is represented as

Io = INm + Na (1)

I represent noiseless image, Io represent the output image corresponding to input
image I , Nm represent the multiplicative part of speckle noise, and Na represent the
additive part of the speckle noise [21].
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3 Proposed Framework

The proposed de-speckling framework is a type of hybrid approach. This approach
is a three-step approach. In first step, preprocessing filtering is performed by using
SRAD filter. SRAD filter gives better result for lower noise variance in comparison
to conventional methods [18]. In second step, the proposed framework used curvelet
transform. It is the extension of wavelet transform. In this. transform image is decom-
posed at specified scales, locations and orientations. The curvelet transform is helpful
to preserve the structure of the image [22]. The last step of proposed framework used
a post-processing filter. This step used a variant of total variation. Last step of the
proposed framework is used for edge preservation [23]. The procedural steps of our
proposed framework are:

Step 1: Apply SRAD filtering on noisy OCT image using Eq. (2).
Step 2: Apply curvelet transform de-noising on output of step 1.
Step 3: Apply Huber variant of TV regularization on the output of step 2 to get the

de-noised image (Fig. 1).

3.1 SRAD Filter

OCT image de-speckling can be perform by SRAD filter. SRAD filter is a partial
differential equation (PDE)-based speckle reducing filter. SRAD filter is used to
preserves the edge details of image alongwith reducing the speckle noise. Let I0(x, y)
is given gray level image, corresponding to this Io(x, y; t) is the output image as per
the following equation

{
∂(x,y;t)

∂t = div[c(q)∇ I (x, y; t)]
Io(x, y; 0) = Io(x, y),

∂ I (x,y;t)
∂ �n

∣∣∣
∂B

= 0
(2)

here div, ∇ represent divergence and gradient [8].

Pre 
Processing 

Filter 

Curvelet 
Transform 

Post 
Processing Filter Noisy 

Image 

Denoised 
Image 

Fig. 1 Block diagram of proposed de-speckling framework
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3.2 Curvelet Transform

Curvelet transform is helpful to represent the image at various scale, and orientation
is proposed. This transform decomposes the image with the help of basis function. It
has time–frequency localization properties of wavelets [22]. The main advantage of
curvelet transform is that it has superior performance over local ridgelet transform.
Basically, 2D curvelets are 2D extension of wavelets. Scale, orientation, and two
translation parameters decide the curvelets. Curvelets used a spatial band-pass filter
with multiscale ridgelets to isolate different scales [24]. The following steps are used
in curvelet decomposition.

1. Subband decomposition—The object O is decomposed into subbands such that

O ↔ (�0O,�1O,�2O . . . . . . . . . . . . . . . . . . . . .)

2. Smooth partitioning—Each subband is smoothly windowed into sequence of
an appropriate scale

�s O ↔ (
wQ�s O

)
Q∈Qs

3. Renormalization—Output of step 2 is convert into unit scale.

gQ = (
TQ

)−1(
wQ�s O

)
, Q ∈ Qs

4. Ridgelet analysis.

3.3 Huber Variant of TV Regularization

In step 3 of this framework, a variant of TV regularization is applied. Last step of the
proposed framework is used for preserving the structurewith speckle noise reduction.
During this post-processing step of proposed framework, it is assumed that speckle
is a multiplicative noise and converted into a Gaussian distribution with a square-
root transformation [23]. Staircase artifacts due to traditional TV regularization are
remove by Huber penalty function.

4 Material

To demonstrate the worthiness of this framework, the results of proposed framework
are compared with many filters proposed by different researchers. These filters are
speckle reducing anisotropic diffusion (SRAD) [8], hybrid median filter (HMF) [13],
weighted guided filter [25], and TGVD filter [26].
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4.1 Image Database

Real images of OCT provided by Jinming Duan [26] are used for experiments.

4.2 Quality Matrices

The different quality matrices used in this proposed framework are: Structural
residual (SR), peak signal to noise rati(PSNR), structure similarity index (SSIM),
and contrast-to-noise ratio (CNR).

4.2.1 Peak Signal to Noise Ratio(PSNR)

Ratio of maximum power to noise power.

PSNR(dB) = 10 log10

(
I 2MAX

MSE

)
(3)

where IMAX is the maximum power of signal andMSE is mean square error of signal.

4.2.2 Contrast-To-Noise Ratio (CNR)

Calculate the contrast of interested ROI and noisy background of the image and
defined as

CNR = 1

N

⎡
⎣ N∑

n=1

μn − μb√(
σ 2
n + σ 2

b

)
⎤
⎦ (4)

whereμb, σ 2
b are mean and variance of the background noise of the image andμn ,σ 2

n
are the nth ROI of the image.
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4.2.3 Structural Similarity Index Metric (SSIM)

It measures the similarity between noisy and noiseless image defined as:

SSIM(I, O) = (2μIμO + c1)
(
2σI,O + c2

)
(
μ2

I + μ2
O + c1

)(
σ 2
I + σ 2

O + c2
) (5)

where (μI , σ
2
I ) and (μO , σ 2

O) are the mean and variance, and σI,O is the covariance.

5 Result

The visual and numerical results of this framework are calculated by performing an
experiment on real OCT images. The output results are compared with four different
filters.

Tables 1, 2 and 3 show PSNR, CNR, and SSIM values comparison for real OCT
image 1, 2, and 3. From the numerical values, it is clear that this technique is outper-
formed in terms of PSNR, CNR,SR, and SSIM in comparison to other compared

Table 1 PSNR, CNR, and
SSIM comparison for real
OCT image 1

Filter PSNR CNR SSIM

SRAD[8] 30.7539 4.96632 0.60584

HMF[13] 27.9743 3.59154 0.52962

WGF[25] 22.2599 3.10091 0.99996

TGVD[26] 32.2799 5.28452 0.65039

Proposed 35.9128 7.50471 0.99997

Table 2 PSNR, CNR, and
SSIM comparison for real
OCT image 2

Filter PSNR CNR SSIM

SRAD[8] 29.5751 4.1081 0.61977

HMF[13] 26.5936 6.7111 0.53541

WGF[25] 25.5966 3.7574 0.99996

TGVD[26] 24.9841 2.8149 0.66266

Proposed 35.5866 6.5724 0.99996

Table 3 PSNR, CNR, and
SSIM comparison for real
OCT image 3

Filter PSNR CNR SSIM

SRAD[8] 29.6477 4.1106 0.5939

HMF[13] 26.2189 6.5147 0.5005

WGF[25] 25.9129 3.1009 0.9999

TGVD[26] 25.0964 4.0207 0.6455

Proposed 35.9128 7.2103 0.9999
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filters. Figures 2, 3, and 4 show the visual comparisons of the proposed framework
with other state of the art filters. The visual results also support the numerical values.
This technique significantly removes the speckle noise along with edge preservation
capability.

Noisy imgae 1 SRAD HMF 

WGF TGVD Proposed

Fig. 2 Visual comparison of real OCT image 1

HMF Noisy Image 2 SRAD

WGF TGVD Proposed

Fig. 3 Visual comparison of real OCT image 2
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HMF Noisy Image 3 SRAD

WGF TGVD Proposed

Fig. 4 Visual comparison of real OCT image 3

6 Conclusion

This researcher paper proposed a de-speckling framework for real OCT image. The
proposed framework shows the ability of speckle noise reduction with the preserva-
tion of fine detail. An experiment has been conducted on real OCT images to find
out the PSNR, CNR, and SSIM values. The results obtained for proposed framework
are compared with the existing de-speckle filters. The results show that the proposed
framework outperforms in comparison to various filters. Visual results of proposed
framework also show that the technique is capable to preserve the edges along with
original structures of image.
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Abstract Analyzing the underlying mechanisms of biological motion perception in
the visual system as a critical feature to survival and social life of human beings has
been an interesting study subject for a while. Earlier, a descriptive implementational-
level model to characterize the dorsal pathway of an expert observer visual system
has been proposed. Moreover, the model has been successfully used to model the
behavior (psychometric function) of 35 expert athletes who participated in one
previous psychophysics study. Here, rotational optical flow pattern detection feature
has been implemented at the evidence-encoding stage of the model mentioned above
to investigate further the effect of different visual cues involved in biological motion
perception. The increased capacity of the new version of the model to simulate more
subjects with more precision and flexibility, as a result, gives valuable insight into
the importance of rotational optical flow in the decision-making process and how
expert observers could perform on a different level compared to the non-experts.
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1 Introduction

One of the most prominent objectives of finding neural correlates of decision making
is to ultimately model the behavior beyond research paradigms and closer to real-
world situations [18, 19]. One great example of a real-world situation is the motion
perceived only from the conjoint movement of a living body’s optimum number
of key points. This body motion analysis by the brain is called biological motion
perception. This trait of the visual system has indeed proven to be critical to the
survival of human beings in the wild and society [7]. Modeling biological motion
perception as one form of decision making at different levels of analysis, especially
representational and implementational level and after that putting one step further
and model the human behavior using that model is indubitably in a direction toward
a more unified understanding of the brain [10, 12, 16]. One seminal investigation in
the field of representational/implementation level of the biological motion percep-
tion modeling has been done by Giese and Poggio, suggesting the more significant
contribution of the dorsal pathway (motion processing pathway) compared to the
ventral pathway (dynamic form processing pathway) in the visual system. Contra-
dicting the earlier speculations from psychophysics study favoring form pathway as
the prominent role player [1, 4]. Later, Casile andGiese honed in on the previous idea
from the 2003 study above and proposed a model solely based on the dorsal pathway
[3]. Furthermore, the thorough review from Blake and Shiffrar proposed a more
redundant view indicating that both pathways are synergistically working toward a
robust decision based on the situation and conditions [2]. Moreover, Thurman and
Lu proposed a computational-level Bayesian template-matching model for biolog-
ical motion perception. They concluded that the dynamic form pathway processes
the motion of a live body in the same way it processes non-biological dynamic form
evolution [17]. While the ongoing investigation of the neural correlates of biological
motion perception has corroborated the activation of vast cortical areas, including
form and motion areas, the causality of these activations is not clear [5, 6, 9]. One
fascinating study invited participants with focally compromised ventral visual cortex
and demonstrated that they could perceive biological motion almost at the same level
as healthyparticipants [5]. Later, an implementational-levelmodel of the dorsal visual
cortex to perceive high complexity biological motion was proposed, and the model
successfully simulated the behavior of 35 elite athletes replicating their psychometric
functions. Even though most of the athletes’ behavior was simulated, few behaviors
were not reenacted favorably [11].

Additionally, one study has demonstrated that trainingwith a perceptual-cognitive
exercise called “3D Multiple Object Tracking” enhances athletes’ ability to make
decisions in sports scenarios,wheremanydecisions revolve around biologicalmotion
processing. Interestingly, this cognitive task has no sport-related content or informa-
tion [14]. The mechanics of how “3DMultiple Object Tracking” training contributes
to the biological motion perception substrates are yet to be discovered. However,
it is apparent that this type of cognitive training would not directly enhance the
internal generative models or prototypes. The reason is that the observer receives no
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context-related (biological motion-related) information that could affect the internal
prototypes directly in terms of learning and denoising. However, it is established
that the executive functioning would improve by this type of training, and having a
better working memory and other factors may correlate to a better inference from
internalmodels. Nevertheless, one question remains: what other context-independent
factors in biological motion perception differentiate an expert from a non-expert.
One undeniable hypothesis is that the rotations in the scene could be the cues that
the non-experts would have a hard time picking up for a better assessment. One
way to test such a hypothesis is to examine it with the implementational-level model
mentioned above [11]. The second hierarchy level of the original model was only
capable of sensing expansion and contraction opponent motions. Now, one could
examine how the implementation of local rotation detection in the model would
contribute to the betterment of the model and behavior modeling. Therefore, we
have implemented the clockwise and counterclockwise rotation sensing neurons in
the previously proposed biological motion perception model to investigate how local
rotations would contribute to the expert human behavior facing a complex biological
motion perception task [11].

2 Methods

A descriptive risk-averse biological motion perception model to simulate human
expert behavior in a soccer biological motion task has been proposed and achieved
to simulate the behavior (psychometric function) of 35 but not all human expert
participants of an earlier psychophysics study [13]. To find out if implementing the
rotational motion sensing in the model would enhance the model’s performance (or
not) and its extent is a matter of the investigation of this study [11]. Themodel detects
the direction of a soccer ball from stimuli adopted from the work of Romeas and
Faubert, which is a biological motion of the soccer kick captured by Mixamo studio.
Fifteen point-lights characterize the head and 14 major joints of the kicker (no ball
marker). The motion capture stimulus is 4.5 s with 90 frames, and to create kicks
stimuli with different angles to the right or left, the original motion capture stimulus
has been rotated around the Z-axis [13]. Moreover, implementations and data fitting
are achieved using MATLAB. This implementational-level decision-making model
consists of two levels for the evidence-encoding stage, one level for the integration
stage, and finally, one last level for the thresholding stage. The first two consecutive
evidence-encoding hierarchical levels are:

Local motion energy detectors: At their small and overlapping receptive fields
(approximately 0.4 deg), these detectors sense the basic upward, downward, left-
ward and rightward motions in different locations of the scene and communicate
it to the second level [3, 11].
Opponent-motion sensors:With theirwider and again conjoining receptive fields
of 4.5 degrees, they sense the vertical and horizontal expansions and contractions
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at the lower hierarchy level. However, in reality, there exist sensors at this level
that sense rotational motions of the lower level which, for the sake of simplicity,
have not been implemented in the previous version of the model [3, 11, 15].

For the clockwise (counterclockwise), motion-sensing 20 neurons are imple-
mented to cover the whole local motion detection grid of the previous local motion
energy detection level. Each rotation neuron looks at four abutting and overlapping
subfields accommodating the neuron to sense the highest localized rotational activity
of the scene with max-pooling. For clockwise (counterclockwise), rotation sensing
neurons are arranged in a 4 × 5 grid. Each neuron receives signals from four abut-
ting and overlapping subfields from the lower level. Each subfield is made of a grid
of 14X14 local motion detectors to cover the whole rotational activity of the lower
level (Fig. 1). To paint a clearer picture of the implementation, consider four neigh-
boring receptive fields of one of the clockwise rotation neurons, the upper-left, the
upper-right, the lower-left, and the lower right subfields (Fig. 2). Since local motion
detection sensors only pick up on the fundamental rightward, leftward, upward, and
downwardmotions, the clockwise rotation neuron only would get activated under the
two conditions illustrated in Fig. 2. The range, 1°–20° of deviation for both left and
right sides, has been used for training, testing, and cross-validation purposes. The
enhanced model with rotation detection capability has been cross-validated using
fivefold cross-validation [8]. Furthermore, the range of 7°–20° was used to train the
model. After that, complying with the psychophysics study mentioned above, it has
been tested randomly on 2°,4°,8°, and 15° angles to the left or to the right kick stimuli
[11, 13]. In the psychophysics studymentioned above, a forced-choice paradigm task
has been utilized. In the task, expert athletes and non-athletes were asked to detect

Fig. 1 Four hierarchical levels of biological motion perception with added rotation detection at the
second level
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Fig. 2 Subfields in one clockwise rotation receptive field of our model

the direction of the ball as fast as possible from the biological motion stimuli of the
soccer kick explained above [13]. A set of 1080 randomized stimuli (of 2°,4°,8° and
15° angles of deviation to the left and right was assigned to each participant as their
task (120 times for each angle and side). Subsequently, the acquired data were used to
calculate the psychometric function parameters of the participants (angular deviation
thresholds and slope) [13]. The same task protocol has been given to the model to
replicate the conditions of the psychophysics study. The process has been repeated 30
times (30 times more than the human subject), and the results were used to calculate
the simulated psychometric functions parameters (angular deviation thresholds and
slope).

3 Results

Similar to the previous work, the expert participants’ behaviors (psychometric func-
tions) have been simulated in a grid-search fashion bymodifying themodel’s parame-
ters [11]. The rotation detection neurons at the second hierarchy level were integrated
to include the occurrences of local rotations of the scene into the decision process.
Unsurprisingly, the rotation features combined with expansion/contraction features
lead to more accurate fittings of the behavior in all computed states of the model
with no exception. To be more precise, simulating high-performance behaviors of
steeper slopes and lower angular thresholds were attainable with this new model.
In an impressive turnout, integration of rotation receptive fields resulted in simu-
lating the behavior of the athlete participant B10, which could not be achieved by
the previous version of the model [11], leaving us with two participants out of 38
athletes whose behaviors could not be simulated with the proposed model. These
findings only corroborate that different visual systems strategize differently in what
combination of expansion/contraction and rotation signals they use to perceive the
same biological motion stimulus.
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Table 1 Subject B10’s simulated behavior versus experimental behavior

Subject Experimental angular
threshold

Simulated angular
threshold

Experimental slope Simulated slope

B10 13.160 ± 3.02 13.36312 ± 0.56 0.103 ± 0.015 0.101 ± 0.0027

4 Discussion

The results above imply that knowing how one visual system gives weight to expan-
sion/contraction information versus rotation information, the simulation of the two
left-out subjects would be attainable. Subsequently, implementing a mechanism by
which the model could give weight to different opponent motion signals sounds like
a promising future work. The characterization of the neural hierarchies at each level
could generally have different forms due to how different variants of that level are
combined. When these diverse levels connect to other diverse hierarchy levels, the
number of possible combinations becomes vast, and the proposed model has not
indeed explored many of these interesting conditions [10]. Having a better simu-
lation of the behavior by bringing the rotational motion detection feature into the
equation was not far from the expectation, given that more information might lead to
more accurate decisions. Nevertheless, the valuable finding was the more extensive
range of angular threshold to slope ratio, which interpreted into the model’s capacity
to reproduce a much more extensive range of behaviors. Moreover, to simulate one
behavior that could not be reproduced earlier rejects the hypothesis that the expert
observer does not leverage from heeding to purported rotational motions of the scene
(Table 1).
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Abstract In this work, we studied theoretically the induction of electromagnetic
forces in three-dimensional photonic crystals when light impinges normally onto an
assembly of SiO2 nanospheres known as artificial opals. We investigated the elec-
tromagnetic propagation along a high symmetry direction of the crystal, specifically
along the [111] crystal axis and the scalar wavelength approximation is used. The
studied photonic structure consists of a microcavity-like structure formed of two
opals, separated by a variable air gap, and the working wavelength is 630 nm. We
show that the radiation pressure can be as high as 3 × 10−5 N/m2 and electromag-
netic force value of 0.1 nN when the laser optical power is 13 mW with beam size
of 3mm2.
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1 Introduction

Photonic crystals (PC) are commonly made of periodic dielectric materials [1], and
sometimes these dielectrics are nanostructures that alter the propagation of light [2].
It was observed that light with wavelength close to the period of the dielectric lattice
will bounce in the bulk of a crystal and reflect back. This phenomenon, known as
Bragg diffraction, has been investigated in photonic crystals over the last decade,
and it was shown that there exists a range of wavelengths called stop bands, through
which electromagnetic waves cannot propagate through the photonic crystal along
certain directions. These forbidden bands give rise to different optical phenomena,
for example, high reflection omnidirectional mirrors [3], Bloch oscillations [4, 5],
sensing [6], negative refraction [7] and mechanical oscillations [8].

Self-assembled PCs are generally three-dimensional structures. For example, self-
assembly of silica or polymethylmethacrylate spheres can be used to form uniform
layers of compact, stacked spheres exhibiting three-dimensional PC (PC-3D) char-
acteristics [9, 10]. These types of PCs are commonly known as colloidal crystals
or artificial opals [11]. The crystal structure of such opal photonic crystals has a
face-centered cubic lattice. Many approaches have been employed to prepare PC-3D
by self-assembly of colloidal spheres such as evaporation [12, 13], dip coating [14]
and free standing [15].

In recent years, porous silicon one-dimensional photonic crystals have been used
asmechanical oscillators, forced and auto-oscillators [8]. These oscillators are known
as photodynes which are activated with light. The mechanism employed to induce
mechanical oscillations is the generation of electromagnetic forces: a particular pho-
tonic mode is excited by using a modulated laser light wavelength. The maximum
force and amplitude of the oscillations are of the order of 100 nN and 150 microns,
respectively.

In what follows, we discuss first the theoretical reflectance and transmittance
spectra under the scalar wavelength approximation (SWA). The light wave vector
within the proposed photonic structure is obtained, along with the Bragg condition.
The theoretical framework outlined here allows to predict the conditions to observed
localized modes within the bandgap and also the electrical filed intensity spatial
profile. These are key elements to calculate electromagnetic forces and radiation
pressure within the photonic structure. Finally, we wrap up this work by giving the
radiation pressure order of magnitude for the same experimental conditions already
found in the literature.

2 Reflectance and Transmittance Spectra

In Fig. 1, the opal consists of 12 close-packed silica spheres layers, with diameter
D and dielectric constant εs = 1.462, with air in the interstitial regions of dielectric
constant εa = 1. It is assumed that both the spheres and the air exhibit no absorption.
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Fig. 1 Schematic of a lateral view of the FCC array of spheres. The parallel straight lines represent
the planes (111), whose interplanar distance is d111. The crystal is oriented such that the [111] axis
is normal to the planar surfaces. The incident wave traveling in the +z direction is localized within
the photonic band gap

Moreover, Fig. 1 shows a electromagnetic (EM) propagation along a high symmetry
direction of the crystal, in particular at normal incidence along the [111] crystal axis.
In this case, SWA [16–18] is appropriate due to their reasonable agreement with
experimental observations [19]. The SWAconsiders two important assumptions [18].
First, the electric field is treated here as scalar and expanded into Bloch states

E(r) =
∑

G

∑

k

Ck−Ge
i(k−G)·r, (1)

where
∑

k is summed over the first Brillouin zone and where G is a reciprocal lattice
vector. Second, light scattering is only given by the plane set [111], while the effects
of all the other lattice planes are neglected. Thus, only two terms G = 0 and G = GL

are considered. GL is the shortest reciprocal lattice vector along the L direction and
their value is given by G = 2π/d111, where d111 = 2D

√
2/3 is the distance between

crystalline planes in the [111] direction. Therefore, the radiation light wave vector
inside the photonic crystal [18], k(λ), is given by
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where UG are the Fourier coefficients for a fcc lattice and spheres of radius Rs,

UG = 16π

(GRs)3
(εs − εa) [sin(GRs) − GRs cos(GRs)] . (3)

λB is the wavelength corresponding to the Bragg condition, and is given at normal
incidence by

λB = 2d111
√

ε0. (4)

Finally, ε0 is the average dielectric which depends on the volume fraction (f ≈ 0.74)
occupied by the spheres,
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ε0 = f εs + (1 − f )εa, (5)

Then, the dielectric function of the cristal is written as a constant plus a periodically
varying term,

εopal(z) = ε0 + 2UG cos(Gz). (6)

Consider a N-layers crystal and an incident wave traveling in the +z direction.
The wave is described by [16]

E(z) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

eik0z + r · e−ik0z, z < 0,

C1
eik(z−Nd111) + Σ · ei(k−G)(z−Nd111)

1 + Σ

+C2
e−ik(z−Nd111) + Σ · e−i(k−G)(z−Nd111)

1 + Σ
, 0 < z < Nd111,

t · eik0(z−Nd111), z > Nd111.

(7)

k0 is the free-space wave vector. The parameter Σ is given by

Σ = εa
2(k − √

ε0k0)

UG
√

ε0k0
. (8)

The coefficients r and t are determined by the continuity of E(z) and dE(z)/dz
at the surfaces and can be expressed analytically:

r(λ) = i

(
1 − β2

0

)
sin(kNd111)

2β0 cos(kNd111) − i(1 + β2
0 ) sin(kNd111)

, (9)

t (λ) = 2β0

2β0 cos(kNd111) − i(1 + β2
0 ) sin(kNd111)

, (10)

where

β0 = k0(1 − Σ)

k(1 − Σ) + GΣ
. (11)

Figure 2 shows a series of reflectance (R) and transmittance (T ) spectra for a
sample composed of N-layers in the case of normal incidence. The wavelength is
normalized to the spacing between adjacent (111) lattice planes. As the number of
layers increases, the maximum of R that defines the photonic band suffers a red shift
until it reaches the value of 2

√
ε0 for N > 50. Also, both spectra were obtained using

the discrete dipole approximation (DDA) model [20]. The comparison shows that
the SWA could be a good option to have an insight about the number of layers of the
crystal in less time.

In the case of two films of opals separated by an air gap of width d, the reflectance
and transmittance spectra can be analyzed using the SWA and the transfer matrix
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Fig. 2 Reflectance and
transmittance of a thin film
composed of N-layers of
SiO2 spheres. The incident
light comes normal to the
surface

method [21]. The last approximation assumes that the individual opals can be char-
acterized by the well-defined reflection and transmission coefficients, which depends
on the number of layers. These coefficients can be denoted as as r1, t1 and r2, t2 for the
first and second film, respectively. Then, the reflection and transmission coefficients
for the two opals can be written as

r = r1t∗1 + r2t1eik0d

t∗1 + r∗
1 r2t1e

2ik0d
, (12)

t = t1t∗1 t2eik0d

t∗1 + r∗
1 r2t1e

2ik0d
. (13)

When both opal films have the same number of layers

r1 = r2 = √
R1e

iα, t1 = t2 = √
T1e

iδ. (14)

Using Eqs. (12)–(14), the transmittance of the double films can be written in the form

T = |t|2 = T 2
1

1 + R2
1 + 2R1 cos[2(k0d + δ)] . (15)

For some N in the range shown in Fig. 1, expanding the cos[2(k0d + δ)] about
2nπ and about (2n − 1)π for n = 1, 2, . . ., it is possible to observe maxima and
minima in the reflectance spectrum around λ = 8/3d111 ≈ 2.66d111 when d =
(4n − 1)/3d111 and d = (4n − 3)/3d111, respectively. However, considering that
εopal(Nd111) = εopal(Nd11 + d), only the values d = (4m + 1)d111 form = 0, 1, . . .
and d = (4m − 1)d111 for m = 1, 2, . . ., are considered correct.
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Fig. 3 Reflectance spectra for a double layer of opals with an air gap of 9 and 11 d111

Fig. 4 Shows the distribution of the intensity of the electric field of modes localized at photonic
band gap and transmitted modes that are located in an air gap

Figure 3 shows theR spectrawhen the separation distance of the opals is d = 9d111
andd = 11d111, respectively.Clearly in the latter case, it can be observed the presence
of a localized mode. Figure 4 shows the the electric field intensity spatial distribution
of modes localized within the photonic band gap and transmitted modes that are
located in the air gap.

3 Force on the Crystal

The force exerted by the EM radiation on the crystal can be known from the direct
application of Lorentz force method [22]. At normal incidence, the force on the
crystals of N-layers is in the wave propagation direction. The time-averaged Lorentz
force volumetric density is written
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Fig. 5 Force density from
normal incident light onto an
opal as a function of the
number N of layers. The
incident electric field has a
magnitude of 1 V/m

< fz> = 1

2
Re

[
ε0(εopal(z) − 1)E∗(z)dE(z)/dz)

]
, (16)

where ε0 = 8.85 × 10−12 F/m is the permittivity of free space. The total pressure is

<Fz,T> =
Nd111∫

0

dz< fz>. (17)

Figure 5 shows the volumetric density force on a opal film composed of layers
ranging between 8 and 16, as in Fig. 2. The force is calculated at λ = 8/3d111 and
at λ = 2

√
ε0, the values corresponding to the maximum in reflectance for 16 layers

and the corresponding value to the center of the photonic band gap for a 3D opal.
Using the obtained solution (16), the total pressure on the double opal film can

be written as

<Fz,T> =
Nd111∫

0

dz< fz> +
2Nd111+d∫

Nd111+d

dz< fz>. (18)

Figure 6 shows the volumetric density force on a double opal film composed by
12 layers as in Fig. 4, around the incident wavelength λ = 8/3d111. At maximum
pressure, 93.7%of the force is exerted on the first opal, while only 6.3%on the second
opal as expected for a mode in the gap region. At minimum pressure, the localized
mode in the air gap, moves the first opal to the left with a pressure about 19.6 pN/m2

and in turn, with equal pressure but in the opposite direction to the second opal. Other
pressure values are obtained due to the shift of the resonance mode from the chosen
wavelength. However, a periodic variation of the radiation pressure is observed as a
function of the air thickness. The incident electric field has a magnitude of 1 V/m;
however, if we use experimental values already reported in the literature like laser
light of 630 nm with 13 mW and beam size of 3 mm2 then the electric field intensity
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Fig. 6 Force density from
normal incident light onto a
double layer of opals
depending on the thickness
of the air gap. The incident
electric field has a magnitude
of 1 V/m

value is 1808 V/m. The electromagnetic forces scale with the electric field intensity
square and the pressure value increases to 3 × 10−5 N/m2.
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An Implementational-Level Model
of the Human Dorsal Pathway
for Biological Motion Perception of High
Complexity

Khashayar Misaghian, J. Eduardo Lugo, and Jocelyn Faubert

Abstract The ability to recover information about a moving living object from a
sparse input is known as biological motion perception. Biological motion’s impor-
tance in various aspects of human lives like survival, social life, and interactive activ-
ities is a well-established consensus. So, it is no surprise that determining its mecha-
nisms and affiliated neurobiological substrates have been a subject of interest for quite
awhile.Weproposed a descriptiveBayesian simulationmodel representing the visual
system’s dorsal (motion) pathway. Recent studies have inspired this approach ques-
tioning the degree of impact of dynamic form cues in biological motion perception
and were developed based on earlier neurophysiologically plausible model assump-
tions. The neurophysiologically plausible, implementational-level model was trained
to distinguish the soccer ball’s direction (invisible ball) from a set of biological
motion soccer kick stimuli used in an earlier psychophysical study of our lab. The
athlete subjects’ psychometric functions have been simulated with high precision by
adjusting themodel parametersmerely to simulate the behavior of the athlete subjects
in the same study. The correlation analysis demonstrates a significant, almost perfect
correlation between experimental and simulated data. Even though all available infor-
mation gets optimally integrated to make a decision by the visual system, the results
are in accord with the speculations favoring motion cue importance over dynamic
form by testing the limits when biological motion perception only depends onmotion
information processing.
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1 Introduction

The robustious capacity in the mammalian brain to collect a wide range of infor-
mation strictly from the movement of a live body is renowned as biological motion
perception. For the first time in 1973, Johansson introduced a stimulus that repre-
sented biological motion by placing light bulbs [9]. The biological motion perception
is integral to humans’ physiological and social survival and has received a great deal
of attention from many research areas [3, 6].

The result from many psychophysical, neurophysiological, and functional
imaging experiments pointed toward the involvement of the dorsal pathway, ventral
pathway, and their convergence at the STS area in the human visual system [1, 16].
Consequently, the accumulation of evidence of experimental data would necessitate
and provide the means to consolidate a theoretical framework as in characterizing
the aforementioned system at different levels of abstraction of modeling [3, 15].

Later, a representational levelmodel of biologicalmotion perception under certain
assumptions was proposed [6]. Both form processing stream (ventral pathway) and
optic flow processing stream (dorsal pathway) have been implemented to conclude
that the local motion analysis by the dorsal pathway outweighs the form processing
for the model to detect the biological motion stimuli [3, 5, 6]. These findings were at
odds with an earlier prominent psychophysics study on the subject [1]. Later further
studies and investigations set the scale by suggesting that the robustness of biological
motion hinges on integration of both local motion and dynamic form processing [3].

Moving beyond the notion of regarding motion pathway and form pathway as two
separated streams, further investigations of the neural correlates suggest a broader
and more interconnected cortical network. Hence, questioning the causal nature of
the activation of some of the areas associated with particular visual cues [7, 8, 12].

To follow up on the effectiveness of motion and form cues, in an interesting
study, six patients with focal injuries at multiple regions of the ventral visual cortex
(form processing stream) have managed to detect the biological stimuli with not
significantly different threshold than the control group. While interestingly, they
have outperformed the participants with impairment at other regions believed to be
critical to biological motion perception significantly, shedding more insight into the
role of different visual cues in biological motion perception [7].

The modeling of the biological motion perception falls into the domain of
decision-making modeling that could be scrutinized at different levels of abstraction.
Also, algorithmic and implementational levels are not being considered discrete but
rather spectral classes. Moreover, analytic studies in the domain of decision-making
modeling signify that under specific assumptions, the two levels could be formalized
interchangeably [4, 14, 20].

Accordingly, it is also crucial to model uncertainty, and consequently, risk as
an inseparable aspect stemming from the generative model of the observer and the
presence of noise in its input process [2, 11]. A feed-forward hierarchical risk-averse
Bayesian model of the visual system dorsal pathway has been proposed, assuming
that the prototypical patterns are stored at the STS area in the brain’s temporal lobe.
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Moreover, a mutual inhibition dynamic has been adopted for the motion pattern
neurons that are also believed to reside in the STS area [13].

Detecting the ball’s direction from the biological motion of a soccer kick taker
has been assigned as a task to the model. The model has been tuned to replicate
the existing behavioral data of 35 human athletes [18], demonstrating a significant
correlation between simulated and human psychometric function parameters.

2 Model

The presented model shares the main assumptions of the model proposed by Cassile
and Giese [5]: Hierarchical nature of dorsal stream like other visual pathways,
predominantly feed-forward structure, and storage and utilization of prototypical
for perception (Fig. 1).

There are four hierarchical levels to the model:

Local motion energy neurons: At the first stage of evidence collection, neurons
are sensitive to basic motion directions at their small receptive fields (approximately
0.4 deg). These neurons are arranged to a 36× 31matrix of detectors sensitive to left-
ward, rightward, upward, or downward motions. The details of the implementation
have been made according to the work of Casile and Giese [5, 19].

Opponent-motion sensors: The first encoding of the evidence, as the second part
of the evidence collection stage, occurs at the opponent-motion neuronal level. Six
types of neurons sensitive to expansion or contraction in both horizontal and vertical

Fig. 1 Four hierarchical levels of biological motion perception
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manners and rotations in clockwise or counterclockwise directions are believed to
reside at this level, with their respective receptive field of 4.5 degrees. Here, only
the contraction/expansion neurons have been organized in four 5×5 arrangements,
again, conforming to the work of Casile and Giese [5].

Global optical-flow pattern detectors: Capable of detecting complex global optic
flow patterns at the correct, timely instance, this hierarchy constitutes the integration
of the evidence level of this decision-making model. Each column neuron is tuned
to a specific chronological stage of the optic flow pattern of interest. Neurons of the
column are laterally coupled through asymmetrical excitatory or inhibitory connec-
tions in a way that the active neuron excites the neurons tuned to the later chronolog-
ical stages of the activity and inhibits the neurons tuned to the earlier chronological
stages compared to what chronological stage the active neuron is tuned to [17].

Completemotion pattern detectors: The last hierarchy of a decision-makingmodel
is the thresholding level. At this level, the neurons tuned to different complete
motion patterns receive the signals from the thresholding level and interact until
only one neuron reaches its activation level, hence the decision-making [20]. There
are multiple proposed dynamics for the decision-making neurons interactions; here,
we have modified the dynamic proposed in the work of Lugo et al. [13].

The physiological noise in the dorsal pathway has been simulated by assuming the
output of the integration level as a Gaussian process, N Hi (t), Δtσ2. Where, Hi (t)
is the activity of the ith optic flow neuron in time, and the Gaussian internal noise is
of the variance, σ2.

3 Methods

The model implementation, data fitting, and statistical analyses are executed in
MATLAB. Since one purpose of the study is to simulate the psychophysics work
of Romeas and Faubert [18], we adopted the same biological motion of the soccer
kick captured by Mixamo studio from the study above. The head, shoulders, hips,
elbows, wrists, knees, and ankles in the stimuli are represented by 15 point-lights.
Each stimulus is 4.5 s with 90 frames. Leftward and rightward stimuli of different
angles have been created by rotating the original stimulus around the Z-axis, just like
in the aforementioned study [18].

Assuming that the visual system of a soccer player is trained within the range of
a soccer penalty kick, we have assimilated the shooting range of 1°–20° for training
and cross-validation of the proposed dorsal pathway model. First, The model got
cross-validated with k-fold cross-validation of k = 5 [10]. After cross-validation, the
model has been trained with the stimuli of 7°–20° and tested with stimuli of 2°, 4°,
8°, and 15°, to replicate the conditions in the work of [18]. The first two hierarchy
levels have been implemented according to the previous works [5, 6].
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Given that each biological motion stimulus comprises 90 frames, we decided to
assume that each stimulus has nine chronological stages and each stage comprises ten
consecutive frames.At the third level,wehave implemented 18neurons. Thefirst nine
neurons are tuned to right-side kicks and the other nine neurons are sensitive to the
leftward kicks. Moreover, each neuron is sensitive to one and only one chronological
stage of their respective kick stimuli. To solve the neuronal system’s dynamic at this
level, Euler’s method has been used.

The neuronal dynamic of the thresholding level has been implemented using the
modified mutual inhibition mentioned above and has been solved using the fourth-
order Runge–Kutta method.

In an earlier behavioral study, a forced-choice paradigm task has been devised for
expert athletes and non-athletes to recognize the ball’s direction from the biological
motion stimuli mentioned above [18]. A total of 1080 randomized stimulus queue
of leftward and rightward kicks of the deviations, 2°,4°,8° and 15° angles have
been presented to the subjects (120 times for each angle at each side). Subsequently,
psychometric functions for the angular deviation thresholds and slopewere calculated
[18].

To reproduce behavioral study conditions, for each angle and side, each specific
stimulus has been presented to the model 120 times to generate an error percentage
quantity. Furthermore, the whole process has been repeated 30 times, and the results
were used to calculate corresponding simulated psychometric functions.

4 Results

The proposed model was fivefold cross-validated with 87.5% average success. The
behavioral performances of 35 athletes have been simulated by tuning the proposed
models’ parameters. Results have been subsequently plotted: experimental angular
thresholds and their corresponding simulated angular thresholds have been plotted
in Fig. 2, and experimental slopes of the subjects’ psychometric functions against
their corresponding simulated slopes have been plotted in Fig. 3. Correlation analysis
demonstrates a positive correlation of significance between experimental and simu-
lated angular threshold values, with the Spearman correlation coefficient rs = 0.991,
p-value = 7.08E 31 (p <0.001). Moreover, simulated and experimental slope values
also show a significant positive correlation with Spearman correlation coefficient
rs0.963, p-value = 2.70E − 20 (p < 0.001).

5 Discussion

The proposed model showed notable success in simulating human behavior, while
the previously proposed networks failed to detect the biological motion of this
complexity. Despite all limiting assumptions, the model managed to reproduce the
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psychometric function of 35 expert athletes. However, a more inclusive model would
respond to the stimuli in a measurable reaction time.

It is consensus that the visual system adopts different contingencies to deploy
all sources of information like form cues and motion cues for optimal biological
motion perception [3]. Here, we have theoretically examined the capacity of the
dorsal pathway to perceive a complex manifold of biological motion stimuli. The
results fall in linewith the suggestions from thework of Gliaie andDotan, which tests
the integrity of the form cues in the biologicalmotion perception and also, thework of
Thurman and Lu, indicating that there are no differences in processing the biological
andnon-biological formcues in the ventral pathway (formpathway) [7, 21].However,
the limitations of the model are to be considered. For example, while in reality there
are opponent-motion neurons with receptive fields far from each other, allowing the
visual system to detect global expansions, contractions, and rotations, the opponent-
motion neurons of the proposed model only regard the adjoining receptive fields.
They do not account for rotations altogether [19].Moreover, for the sake of simplicity,
the first two levels are assumed to be noise-free. Also, inference prototypes in the
integration level are assumed to be fixed and non-updating, albeit online adaptation
mechanisms are at play in reality. All mentioned limitations would clarify the next
steps toward a more thorough model and, therefore, a better understanding of this
phenomenon.
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All Basics that Are Wrong
with the Current Concept of Time
Crystal: Learning from the Polyatomic
Time Crystals of Protein, microtubule,
and Neuron

Komal Saxena, Pushpendra Singh, Pathik Sahoo, Subrata Ghosh,
Daya Krishnanda, Kanad Ray, Daisuke Fujita, and Anirban Bandyopadhyay

Abstract The time crystal concepts introduced byWinfree in the 1960s andWilczek
in 2012 have identical definitions. If a perturbed system’s inherent clock sponta-
neously runs a new clock before returning to the original clock, then it is assumed
that the system breaks time symmetry. If repeated perturbation recurrently generates
new clocks, it resembles a crystal, together, its time crystal. One essential part of
this definition is that the ratio of frequencies between the original and new clock
is an integer, making the existing time crystal concept extremely controversial. By
studying protein, microtubule, and neuron, we propose that the ratio of frequencies
between original and newly created clocks is not low-value integers as believed for
half a century. New clocks are not harmonics of the original clock. Time symmetry is
truly broken. We detect the formation of new clocks at a 1000 times lower frequency
range than the original clock, harmonics of molecular oscillators cannot exhibit
an organized clocking behavior at 1000 times lower frequency than the original.
Most importantly, we measure clocks remotely. No physical contact ensures a non-
demolition type detection of the time crystal. Finally, we found many fundamental
clocks, far from the original clock frequency, so its polyatomic time crystal. Thus,
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we not only change the basic definition of a time crystal, but possibly discard existing
time crystals as mere harmonics.

Keywords Microtubule · Protein · Electromagnetic resonance · Time crystal

1 Introduction

The research on time crystals has received enormous attention because the transfor-
mation of human civilization started when we learned how to break spatial symmetry
[1]. The next revolution would come from breaking the time symmetry. It is an old
concept of the 1960s [2, 3]. A time crystal is expected to contribute to the under-
standing of artificial and virtual atoms-based new age materials science, regulating
the spatio-temporal dynamics at higher dimensions, information processing, and
computing, medical science like modeling brain [4] and intelligence in biomate-
rials etc. When clocks rotate continuously, hold periodicity, it is said that temporal
symmetry is preserved. However, if the periodicity changes, it is believed that time
symmetry is broken, time crystal is realized. Since there is no known master clock
integrating all systems in the universe, a local system’s particular recurrent dynamics
is assigned as a clock, and associated time symmetry. Recently there are multiple
claims of realizing the time crystal as the advent of a new scientific and indus-
trial revolution. However, they lack the foundation or conceptual understanding of
the true configuration space in the time symmetry. Researchers could not formu-
late beyond the configuration space of spatial symmetry and inherently considered
temporal symmetry should have a similar configuration space. Consequently, the
whole adventure of time crystal has become a spatial illusion.

The recurring transitions within a set of energy levels may give rise to multiple
clocks. However, if all clocking frequencies are integrally related to the fundamental
frequency, all clocks belong to a particular time symmetry. The way all current
time crystal breakthroughs argue as if switching to different harmonics is breaking
time symmetry, then every single matter in the universe being a resonator would
produce time crystals. We repeat, when a system resonates, there could be multiple
symmetries, wherein each symmetry is associatedwith a dynamic change; e.g. orbital
symmetry, functional symmetry etc. One or a few symmetries could break, switch
symmetry and others may remain unchanged. It is not necessary that all symmetries
should break at once. To break time symmetry, all clocks associated with a particular
symmetry could be made silent and all clocks following a new symmetry could be
activated. At this particular point, we make our argument clear that be it classical
time crystal [5]; or quantum time crystal [6], the new clocks produced spontaneously
by the system should not have half or double the frequency of the original clock. First
two or three harmonics could be a simple perturbation of the resonantly vibrating
oscillators. By suppressing the fundamental note, drums are often played, switching
between different energy levels could be assigned as breaking orbital symmetry but
not breaking the temporal symmetry.
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To hold entanglement, Quantum clocks would not change periodicity, but the
geometric phase of oscillations and that phase would return after a certain time [7].
In other word, the geometric phase instead of its dynamic phase would break time
symmetry. Recently, several works on the quantum version of the time crystal were
proposed by Wilczeck [8, 9]. However, in all works, at the ground state, if a clock
is perturbed, the system changes its clock frequency to one of its harmonics just
like a classical resonator [10]. There has been significant criticism of this approach
[11]. First of all, if clock frequency changes, the system breaks the quantum ground
state forever, and then, even if it returns, it cannot be the same state. The hurriedly
made theory of quantum time crystal does not incorporate the situation when the
frequency remains unchanged, and it’s the network of geometric phases that could
break time symmetry and realize the true time crystal. Therefore, we agree with the
criticism that so far proposed and realized quantum time crystals are not a quantum
entity, as they do not exhibit any exclusive property of a quantum effect, nor are they
time crystals of any nature. Consequently, generated experimental evidences and
theoretical predictions are exclusive classical properties. Often it is thought quantized
electromagnetic energy (E = hυ) contains Plank’s constant and in the disguise of
minimum time uncertainty [12], demonstration of the existence of Plank constant is
considered as the reflection of a quantum effect. Primarily, they fit amplitude change
[13] during quantum measurement in the Plank scale and assign small-scale energy
exchange to be a quantum effect. It is easy to realize due to pure classicality.

However, some quantum researchers understand the problem and raise voices
against this culture from time to time. Inherently, the quantum effect happens without
exchanging energy. For example, see quantum tunneling; it is not hopping the barrier.
The molecular orbitals are quantum systems, but orbital transition measurements
from emitted quanta or noticing the existence of Plank constant are not exclusively
a quantum effect. We need a metastable state made of a large number of over-
lapped energy levels within a small energy gap (�E = hυ ∼ kBT ), so that input
states prepared from different sources attain the metastable state, when transit to the
common ground state, a stream of pulses with a singular phase and amplitude is
emitted. This is the preparation of a quantum state, but still not a quantum effect,
until more filtering of coherent states would allow a higher degree of transmission
of probability wave. This concept is inverse of classical transmission and constitutes
the foundation of Bell’s inequality. Therefore, preparing a quantum clock is simply
a stream of pulses with identical phases and amplitude moving in a loop. Thus far,
all experimental realizations of quantum clocks are fine. The problem begins when
they change the period and break the entangled state. This is where classic quantum
researchers become a severe critic of breaking the symmetry that the quantum state
holds, i.e. current foundation of a time crystal.
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1.1 Conceptual Foundation for the Temporal Configuration
Space

First of all, we have to realize the temporal configuration space. For the formation
of matter-based crystals many singularities occur in space as shown in Fig. 1a, each
singularity would depict an atom or real matter. Symmetry of space is broken by
singularities; we get crystal made of matters. Matters are singularities in the curved
space, similarly, time is a singularity in the curvature produced by clocks, each clock
represents a point or a pixel in the configuration space of time. Therefore, unlike
infinite spatial coordinates and their symmetry builds spatial configuration space, the
clocks build a periodic architecture similar to curved space as shown in Fig. 1b. Then,
the system has to create a singularity in the periodicity that could allow another set of
clocks to operate for a short period, as shown in Fig. 1c. In the spatial configuration
space, we can change spatial ordering, but in the temporal configuration space, it is
the unit or constituent clocks of a larger clock that needs to be changed or redefined.
These two configurations should not be treated equally.

Therefore, the physical ordering of resonators is not the concern here, they could
vibrate in sync to run a clock or set of clocks following one symmetry. It is their

Fig. 1 A. A spatial domain requires at least three points or pixel arranged side by side. A spatial
configuration space is shown in terms of generalized coordinates. B. A temporal domain requires
at least three layers of clocks arranged within and above. A temporal configuration space is shown
in terms of generalized temporal coordinates (temporal coordinate = clock). C. Singularity in the
temporal configuration is a guest clock system in the host. The system point of the host traps in
the guest. If guest has a similar guest, it would look like panel B and the system would be ready
to create a time crystal. D. Current concept of a time crystal where input is given as a signal and
its harmonics are realized. E. Our proposed concept of time crystal where input is given as noise
and different composition of clocks is periodically activated and deactivated spontaneously without
repeated trigger of noise
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temporal ordering that matters. While it’s true larger structure resonantly vibrates
slowly, our concern is not the speed of vibration, it’s the ordering of unit time or
unit space. One of the simplest models that could allow a mechanism to switch off a
time symmetry and switch on to another time symmetry, then return to the original
one, is shown in Fig. 1c. Here we could see that a clock made of many clocks in
its perimeter could have one clock replaced by a loop of elementary clocks. Such
hierarchical integration of clocks delivers a suitable data structure in breaking time
symmetry. The system point running constituent clocks or pixels on its perimeter
would trap into the specific clock or pixel with an internal structure. That special
clock with an internal structure takes the system point into the loop, which follows a
new symmetry, so, the transition from the host clock’s symmetry to the guest clock’s
symmetry is a break in time symmetry. Triplet clocks are historic in time crystal
research [14].

Therefore, it’s a conceptual paradigm shift in the field of time crystal research.
Using a new concept to construct a time crystal, we have challenged the existing
culture of defining the time crystal. While curved space could generate mass and
the materials science we explore is based on various atoms, or various distinct ways
to create singularities in the space. On the other hand, temporal symmetry requires
a temporal space made of clocks. Each clock acts as a pixel there, providing an
opportunity for us to create a temporal singularity. Without a temporal singularity
in the within and above network of clocks it is not possible to construct two distinct
time symmetries. Therefore, we cannot imitate the spatial time crystal construction
trick to build temporal time crystals. While spatial crystals could form side by side,
temporal crystals have to grow within and above, so the spatial and temporal crystals
are orthogonal to each other in the configuration space. Another interesting point
to note for a within and above network is that the unit clock used to create the
guest clock would be several orders lower in time domain than the unit clocks of the
host clock. Therefore, the ratio of two units of clocks used to construct two distinct
temporal symmetries would not be 2, 3 or ½ or 1/3 etc. [10] Rather, it would be
a few thousand, depending on the nature of the oscillators used to build the clock
(Fig. 1d for harmonics). Finally, when the time symmetry breaks, the guest clock
would be inactive for a moment, yet the amplitude of the output frequencies during
that time would remain the same. The only parameter that would change would be
the phase of the host clock. The signal from the guest clock would continue with a
nearly noisy signal, while an additional signal would generate from the guest clock
(Fig. 1e). Still, we cannot say, the guest clock system is the time crystal. When each
constituent clock of the guest clock has a loop of clocks inside (guest of guest),
we have three nested layers of clocks grown within and above. The central layer of
clocks makes the time crystal.
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2 Experimental Realization of the New Paradigm of Time
Crystal

To practically realize a time crystal, we need a special material with at least two
coupled systems of resonatorswith at least two fundamental frequencies andmultiple
different clocks belonging to each set of resonators thatwould hold a distinct temporal
symmetry. The system, under external perturbation, would switch from one set of
clocks to another or one fundamental frequency to another before returning to the
initial frequency.

The first thing that we have shown experimentally to demonstrate a time crystal is
that the ac signal generated by the newclock in themiddle layerwould be independent
of input frequency, input signal amplitude. The uppermost and innermost layers of
clocks could be tuned and edited but not the central one. Therefore, time symmetry
has a configuration space grown within and above and the time crystals could form
in any of the nested layers except the innermost and the outermost layer. The upper
limit of the innermost clock sets the fastest clock of the time crystal or the central
layer (Fig. 1b). The longest clock adopted by the time symmetry is the fastest clock of
the upper layer. If at least, three time symmetries are nested one inside another, then,
in the central symmetry one could build the true time crystal that we have already
reported [15]. Just like three points are required to create a finite space, three layers
of clocks are required to create a timeline where time symmetry could be encoded
[16].

To observe each temporal atom of a time crystal, we need a distinct trigger, which
signifies discrete, isolated temporal atoms. Temporal atoms are not part of a singular
crystal. The current idea of conceptualizing a time crystal by repeated perturbation
is wrong. One should see multiple distinct temporal atoms spontaneously (Fig. 1e),
as a result of only one perturbation. Here we have experimented with single protein
molecule, filaments and the hippocampal neuron cells [17, 18], to measure time
crystals by sending noise bursts and measuring the emitted optical vortex condensate
usingquantum optics [19] (Fig. 2a–c). It means, right after sending one perturbation,
the original clock and the new clocks alternately appear and disappear to create a time
crystal (Fig. 1e). No repeated trigger should be required if at all we want to realize
time crystals. Even if one changes the noise frequency, amplitude, or duration, optical
vortex condensate that reads the time crystal using quantum optics remains identical
[16, 19]. To us, this is the ultimate proof that time crystal truly exists, which is a
standalone system like atoms or crystals made of matter.

At resonance, electric and magnetic fields loop in separate spatial domains on
the surface of the resonating material. These loops overlap and exchange energy as
they synchronize and create a new loop. Consequently, a set of frequency peaks in a
resonance band activate in a loop, we get a temporal clock with a phase and a spatial
signature.

When incident photon interacts with the resonating surface-loops and emits
photons acquiring the angular momentum, from the rotating photon’s polarization
state and topological charge we can gather information about the localized resonance
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Fig. 2 A. Noise burst sent to tubulin protein, microtubule, and neuron for different amplitude
and temporal duration creates similar optical vortex condensate (time crystal) for tubulin protein,
microtubule, and neuron. B. Noise bursts created at different frequency domains generate similar
optical vortex condensate (time crystal) for tubulin protein, microtubule and neuron. C. Triplet of
triplet optical vortex condensate (time crystal) of a tubulin protein is the guest of the optical vortex
condensate (time crystal) of a microtubule, and the optical vortex condensate (time crystal) of a
microtubule is a guest in the optical vortex condensate (time crystal) for the neuron [15]

of the surface [16, 19]. Localized resonance via evanescent wave is not a singular
event. For a molecular complex, several locally derived clocks form a 3D vortex
assembly which we read instantly as a time polycrystal. Recently we demonstrated
that neuron, microtubule, and protein all biomaterials have distinct signatures of time
polycrystal [16, 19] and they follow the fundamental principles of fractal information
theory (FIT) we proposed earlier [20, 21]. Our work paves the way to understand
the data structure and information processing in biomaterials and build 2D, 3D,
and polyatomic time crystals analogous to Mendelive’s periodic table for materials
crystals.

The phase diagram of the polyatomic time crystal would be different from that
proposed thus far. Phase resetting curves are the foundations of time crystal [22],
since they determine synchronization, phase locking, and clustering of resonating
dielectric oscillators [23, 24]. Pre-thermalization, means we pump the system with
a high-frequency signal, it is so fast that the system heats up very slow. Then, how
the time crystal would look like we do not know. Not published yet, and people
are looking for such a system. Pre-thermalization is the system where we probe the
singularity domain, where the phase is discontinued. For the proposed structure of
temporal configuration space, we visualize the time crystals with pre-thermalization.
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3 Results and Discussion

3.1 Wide Ranges of Resonant Frequencies of Proteins
and SHG Technique

Itwas hinted that phase singularity points in a timecrystal could act as self-assembling
centers for bonding multiple time crystals and create a giant architecture. However,
no proposal was made on the possible routes of self-assembly. Here we find that the
microtubule’s time crystal architecture follows a unique rule ofmathematical symme-
tries while bonding its elementary time crystals. Even pumping resonant frequencies
(10–9 s) to a local functional group of tubulin protein triggers its giant complex
microtubule resonantly vibrating spontaneously & changing polarity of resonance
to run a network of clocks all over the time domain (from 10−3 s to 10−9 s). Clocks
memorize and process the geometric shapes, make decisions [16, 19] (Fig. 2c). 106

order cascade effect by local tubulin is possible by time crystal engineering of ~50
nested time crystals; it could be replicated in artificial time crystals to build massive
machines of the future.

The electromagnetic resonance of proteins is being measured since the 1930s.
Since biomaterials are dielectric materials, it is natural to observe resonance frequen-
cies. However, what has beenmissing is the dispersion relation of resonance frequen-
cies in a biomaterial. For nearly a century now, most of the studies have been
limited to only one frequency domain. Large temporal ranges are reported, but the
geometry of time was never underpinned. Surprisingly, no other group than us talks
about nature’s writing of geometric shapes using resonance frequencies. Resonance
frequency generates patterns in the dancing matter, but that is not everything. Those
frequencies are patterns of primes. Phase part is explicit in the electromagnetic reso-
nance of biomolecules [25]. We use the sum-frequency generation (SHG) technique
to find the clocking relationship between several resonance frequencies (online article
A). We built a two-frequency laser interferometer to measure small protein’s very
slow clocks, which are the foundation of the largest clocks we see in the time crystal
map [26]. Small harmonics generation (SHG) techniques were used extensively in
protein vibration measurement [27] to understand the chirality made modulation of
combining two clocks [28].We exclusively ruled out thewetting effect [29] (ChiHieu
et al.) due to the air–water interface [30] to deconvolute the time crystal contributions
of individual components in the neuron i.e. microtubule, actin nanowire, proteins.

Proteins vibrate from milliseconds to the femtoseconds time scale, unfolding
its dynamics is a multi-clock process though the structure of time is a mystery
[31]. Different structures vibrate in different time scales [32]. Even the protein
folding happens in nanoseconds andmicroseconds time-domain [33].What begins at
nanoseconds reaches a biologically noticeable formation in the microseconds time-
domain [34]. Though we are the first group to predict triplet of triplet resonance band
for time-correlated energy and information transfer, triplet–triplet energy transfer is
evident in proteins in various modes [35]. The origin of protein’s noise harvesting
clocks (Fig. 2a, b) is the helical symmetry, the nucleation time of α-Helix suggests
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noise-induced condensation [36], there are various temporal limits, quantized speeds
of folding similar to the one suggested here for creating the temporal configuration
space [37]. Multi-time scale is the foundation of forming the whole life form starting
from a single protein molecule [38]. It was unfortunate that we did not know the
structure of time-based on which we could study spatio-temporal events much better
than what we do today.

Time crystal was discovered in the 1960s to explain the intelligence of viruses.
Finding biological clocks is not a complicated matter. However, the problem is
holding the clock under noise (Fig. 2a, b). Whenever a biological clock is perturbed,
it should get destroyed, but biological clocks shift to another clock and then return
to the original clock. This particular phenomenon haunted scientists in the 1960s,
and they suggested assembling newly born clocks in a single line, like a 1D single
crystal. In materials science, we find 2D and 3D crystals, polyatomic crystals and
polycrystals as a combination of several crystals or superpositions of materials with
various symmetries. Significant research interests have enriched the knowledge in
recent times on the time crystal. Unless and until we invent 2D and 3D time crys-
tals, most importantly, polyatomic time crystals the true industrial revolution cannot
begin. The oldest material detection technique was to measure non-linear changes
in its resistance. Over time, dielectric technologies started finding their change in
capacitance. We envision a new tool that accounts for the changes in the topology
of phase spheres of materials as a time crystal. Our Geometric musical language
(GML), as part of fractal information theory (FIT) provides these provisions since
it combines the within and above configuration space of the temporal symmetry and
at the same time side by side configuration space of the spatial symmetry.

4 Conclusion: Challenging the Exiting Paradigm
of the Time Crystal

We have challenged the existing paradigm of constructing a time crystal on three
accounts. First, we suggest that both the earliest proposal of time crystal by Arthur
Winfree in the 1960s and Frank Wilczek in 2012 do not address the basic require-
ment to create a configuration space for time symmetry prior to building a time
crystal. All subsequent works supporting their concept have theoretically investi-
gated a resonating oscillator with its infinite harmonics series, furthermore consoli-
dating that switching from fundamental frequency to the harmonics is breaking time
symmetry and harmonics are time crystal. Though they do not write it explicitly,
they follow these premises to realize a time crystal experimentally. The other two
accounts assign quantum resonators as quantum time crystals, compromising the
quantum essence of time symmetry. Finally, the necessity to externally perturb the
inherent clock repeatedly to createwhatwe call atoms for time crystal is contradictory
to the basic definition of a crystal. In our experimental verification, we found the three
nested time symmetries in a single protein, a protein made filament and neurons, and
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spontaneous generation of 3D clock assemblies 103 orders lower frequency domains
than the original clocks. Therefore, the configuration space made of time symme-
tries that we have conceived outright rejects all existing concepts of time crystals;
however, it stands the test of practical realization.
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Meta-Analysis of fMRI for Emotional
and Cognitive States Shows Hierarchical
Invariant Optimization in Brain
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Abstract The brain’s cognitive operation for emotion and perception is captured by
fMRI images, which activates or deactivates different functional regions in synchro-
nizationwith the human thoughts and expressions of emotional states. These synchro-
nized pairs of emotional states and images of activated brain regions of interest (ROI)
are called functional images. These images are not useful until we couple the brain’s
anatomical map or brain atlases with the ROI images. The coupling of two maps
is called normalization, here we used both MNI and Talairach standards. Then, we
investigated five ROI domains of behavioral response shifts, e.g., Action, Cognition,
Emotion, Interoception, and Perception to find spatial jumps, periodic jumps between
spaces, or multiple ROIs to find invariant geometric shapes. Each brain function has a
specific set of geometric shapes that remain invariant in a 3D orientation, invariants
are subject independent, correlate brain behavior and functions with comparative
geometric shapes. Our finding paves the way to integrate spatio-temporal dynamics
of hierarchically connected behavioral responses.
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Cognition · Perception · fMRI · Human subject
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1 Introduction

It is now well established that the brain has two coupled hierarchically organized
structures, one anatomical and the other functional. The multi-layered, one above
another integration of brain hardware [1], for example, Rich club organization of
connectome [2], feedback signal transmission loops in visual cortex [3]. Linking
dense network of cortico-cortical axon-paths with human behaviors is the hall-
mark of neurogenesis, the unfolding of these networks from spatial and topological
centrality of the core in the cortex [4] suggest a scale-free energy transmission [5].
Helmholtz suggested that brainminimizes energy tomakedecisions, later, free energy
concept was introduced to mathematically put forth the argument. Free energy mini-
mizes the probability differences between environmental variables and network’s
configuration-induced arbitrary contributors by changing network geometry [6].

Integrating different energetically active brain parts with their specific behav-
ioral and functional features into a singular correlated hierarchical architecture has
been a challenge [7]. Linking active ROI sites in the fMRI, EEG or PET scans
required amathematical model to integrate information from all evaluation and atten-
tion systems to generate perceptual cognitions simultaneously using short-term and
long-termmemory. Causal relationship between active hardware part and behavioral
response is difficult to model.

Optical imaging of brain’s intrinsic signals (OIS) is used to map the functional
topography of human cortex [8]. To model spatial scale hierarchy, the limitations
of current models have been outlined by Simon et al., and they have described the
recent trend to imagine neurobiological atoms or functional nodes that act as basic
units which self-assemble with different multimodal functional features in the brain
[9]. Our time crystal-based brain model extends the multimodal approach [10] to 537
modes (one mode = one clock system) in the brain integrating 12 layers of fractal
hardware starting from proteins to the entire body’s neural network [11]. Imagining
hypothetical neurons based on global workspace of cognitive responses [12].

One of the novel ideas that have contributed to the understanding of the emotional
structures of the brain is the ordering of phases of the transmitted signals. The distri-
bution of phases across the brain could be ordered and disordered, its entropy could
be calculated to estimate the information quantity and quality [13]. Since direction
of information flow is decided by the frequency of signal [14], our time crystal-based
modeling of the entire human brain, where 537 classes of clocks are integrated to
estimate the whole brain’s spatio-temporal network holds true [11].

Wide spectrum of cortical functional features originates from structural
constraints, which leads to invariants of functional properties [15]. Here in this
work, we have made an effort map invariant in the complete integrated emotional
and functional maps of the brain [11].

Automated brain image analysis uses keywords for datamining several papers and
identifying the complexity of brain signaling by filtering essential information from
free large datasets [16]. Emotion and perception-driven thoughts and expressions
have been correlated with bright active regions in the fMRI, EEG, and PET scans
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in wide ranges of high-volume databases. One of the key problems in identifying
a particular emotional state with a distinct region of interest (ROI) is that most
functional domains largely overlap.

1.1 Software Tools and Online Brain Databases Used
for Meta-Analysis

Metadata analysis from “brainmap’s” behavioral taxonomy of “axonmotor learning”
and “neurosynth’s” interhemispheric energy transfer:

In this study, we used a meta-analytic approach to the functional MRI studies 81
distinct research described byYarkoni et al. (http://Neurosynth.org).We downloaded
the Neurosynth database that contained interhemispheric transfer details (https://neu
rosynth.org/analyses/terms/interhemispheric/). We downloaded the files and visu-
alized them in https://socr.umich.edu/HTML5/BrainViewer/ and https://rii-mango.
github.io/Papaya/ http://rii.uthscsa.edu/mango/mango.html used behavioral analysis
plugin http://rii.uthscsa.edu/mango/plugin_behavioralanalysis.html talairach labels
atlas applied on input image before behavior analysis plugin is run in the metadata
analysis software http://www.brainmap.org/ale/ 52. Here for action motor learning
27 publications were compiled.

http://www.brainmap.org/taxonomy/behaviors/Action.Motor_Learning.html
following tutorials http://rii.uthscsa.edu/mango//videos.html

1.2 Our Background Studies in Neuroscience
and Mathematics

We have developed integrated clock architecture by measuring resonant oscillation
frequencies of neurons, microtubules, etc. [17, 18], and discovering a fractal network
of clocks. There aremanyhidden circuits in the brain, each in a particular time domain
[19, 20]. Based on triplet of triplet fractal scale-free resonant bands connecting the
microtubule, protein, and the neuron [21] we have already created a self-operating
mathematical universe, SOMU model for understanding the human brain [22, 23];
eventually developing a complete-time crystal model of the human brain [11].

2 Experiment on Human Subject and Invariant
Calculation Methods

Declaration on human subjects: The local ethics committee approved the study
(Indian Institute ofManagement, IIMRanchi). It was performed following the ethical

http://Neurosynth.org
https://neurosynth.org/analyses/terms/interhemispheric/
https://socr.umich.edu/HTML5/BrainViewer/
https://rii-mango.github.io/Papaya/
http://rii.uthscsa.edu/mango/mango.html
http://rii.uthscsa.edu/mango/plugin_behavioralanalysis.html
http://www.brainmap.org/ale/
http://www.brainmap.org/taxonomy/behaviors/Action.Motor_Learning.html
http://rii.uthscsa.edu/mango//videos.html
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standards in the Declaration of Helsinki (last modified, 2004). All 89 subjects were
above 18 years and written informed consent was taken from all of them.

Human Subjects: For the experiment, 20 students aged between a maximum of
23 years and a minimum of 21 years were selected, all of whom were healthy, their
body temperatures around98degF, initial pulse rate between 78 to 132, brought down
to 80–85; blood pressure 85–130 and the oxygen level in their blood between 95 to
97%. For matching the subjects’ circadian rhythm, all experiments were performed
in the evening, after the students were done with their classes for the day. Subjects
with high fever, neurological disorders, major diseases in the past, or any forms of
abnormal responses were rejected.

2.1 EEG Measurements to Compare with the fMRI
Hierarchical Network

All subjects were asked to engage in an emotional state while measuring EEG.
We tested 30 subjects for the emotional tests, the hierarchical architecture that
we obtained from the fMRI-based meta-analysis was compared to the hierarchical
invariant structure made from the EEG pattern.

Methods for determining the invariant map: In Fig. 1A we have explained how
fMRI data obtained from the brainmap database project has been analyzed. The
activated brain regions for different functions are connected by loops, we notice
variations in the data as the loop. Note that our data is not dynamic, however, there
are several online videos that suggest that dynamic regions are spatial loops. There-
fore, we consider the statistical database as various activated loops, these loops are
considered clocks and 3D assembly of clocks are created to take into account the
phase relations between clocks. Once the clock structures are built we start finding
the differential clocks following the protocol described in Fig. 1B. When the differ-
ential clocks are considered as a single point, we find elementary 1D, 2D, and 3D
geometric shapes are remaining constant for all the papers used to create this brain
metadata. Thus, we conclude those shapes are invariants.

2.2 What is Invariant? How Do We Detect It Here?

In Fig. 1C we have shown the typical feature that we observe in the EEG patterns
and also in the FMRI images that 1D, 2D, and 3D patterns of exciting regions form
differential 3D clocks, which we call 4D. Some of these differential clocks vibrate
in a plane, we check the 2D shapes, we call it 5D. Some of these planes follow
some lines when they change case to case basis (list of papers used in the database
are online), so we get 1D invariants, this database of lines is called 1D invariant.
Actually, we read three types of invariants from EEG and fMRI database, and mostly
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Fig. 1 A. Spatio-temporal data obtained from fMRI, EEG, or PET scans are processed step by step
following this procedure. The loops of similar values of intensities are connected and a clock is
assigned. In the second step, these clocks are integrated based on a concept that clocks synchronized
in a plane vibrate together, and planes vibrating along a line are assigned a new clock. The integration
of clocks continues until at the highest level, a singular clock is obtained.B. Hierarchical integration
of clocks is achieved by differential integration of clocks. Two clocks C1 and C2 overlap and the
different volumes of clock-holding sphere are assigned a new clock that is invariant. This particular
concept is used in developing the hierarchical integration of clocks. C. The procedures noted in
the captions for panels A and B are summarized. 1D, 2D, and 3D datasets are used to build the
invariant network. The information in the brain is invariant network, brain integrates invariants to
make decisions.D. Mathematical representation of panel C. Here along three orthogonal axes three
types of invariants, volumetric, planar, and linear arrangement of differential clocks are placed, the
derived invariant pattern is the decision made by the brain

the invariant geometric shapes obtained from the brain surface and inside are identical
for a particular brain function.

An invariant is a geometric shape created by the unchanged 1D line, 2D area,
and 3D volume arrangement of differential clocks. Once the differential clock-based
patterns are ready, we replace clocks using a point to find that geometric shape
that does not change. As a result, we get elementary geometric shapes like triangle,
square, pentagon, hexagon for all the five mental states that we are investigating here
from the large fMRI database.

3 Results and Discussion

In Fig. 2A, three images show that two triangular domains work at a time in two
perpendicular planes in the brain (see images 1 and 3). They together govern the
energy transfer between left and right hemispheres. Interhemispheric transfer’s
invariant geometry is shown in the Figure itself. However, this particular meta-
analysis does not reveal the energy transfer process. So, we carried out behavioral
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Fig. 2 A The load of “interhemispheric” meta-analysis, in 81 papers from Neurosynth brain scan
database. “association” function has been applied for generating the metadata (see methods for
details). B Action motor learning of brainmap database. Here metadata is a compilation of 27 rele-
vant publications; 114 experimental contrasts; 1080 coordinates reported. C. Cognition language
speech, 228 relevant publications, 1028 experimental contrasts, 8977 coordinates reported. D.
Cognition attention, 664 relevant publications, 2748 experimental contrasts, 21,797 coordinates
reported. E. Cognition memory explicit, 262 relevant publications, 1110 experimental contrasts,
8403 coordinates reported

analysis from another brain database called brainmap (see methods). We selected
metadata of motor control learning that closely associates to EEG task for five
emotional states, sum of 27 associated publications presented in Fig. 2B shows
an unprecedented three-point energy transfer (see 3). Three bright spots blink in
sequence, two spots are identified in the two lobes of the brain, but the central one is
a common energy transfer domain that regulates the laterization process. Both meta-
analyses of panels (A) and (B) suggest that energy transfer happens by jumping
through space by spending specified time, leading to spatio-temporal quantization of
lateralization. We wanted to find whether if such quantization in the hardware-based
behavioral analysis has a real effect on the human subject responses.

In Fig. 2C, we have shown three cognition functions, language, speech shows a
pentagon, attention shows a circle with a V shape on the top part of its perimeter
(Fig. 2D). Explicit memory shows a U shape and an ellipsoid kept on top of it
(Fig. 2E). These invariant patterns are visible and understood even without much
analysis. Since this is the first work of trying to find invariants in the information
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processing of brain, we have limited ourselves onlywithin the framework of apparent
solution. Another reason is that we believe in hierarchy within and above network
of clocks following fractal information theory (FIT) and model brain as a time poly-
crystal (Singh 2020). However, when the databases are created only the apparent
area is noted and contributions of a large number of independently carried out exper-
iments are merged. Therefore, to carry out true analysis to verify our brain model
is not possible. Most information captured from the brain ignores how differential
loops behave, instead crudely merge. In the future, we would create our own brain
signal database to get rid of such problems.

In Fig. 3A–F we have investigated positive and negative emotions to find the
invariant geometric shapes. Figure 3A–C are positive emotions while Fig. 3D–F
are negative emotions. The invariant geometries for positive emotions are lines in
distinct 3D orientations when we see transverse cross-sectional view of the image.
In sharp contrast, we see that along the longitudinal cross-section, loops form for
negative emotions. For negative emotions, the transverse view shows X for anger,
two connected squares for fear, and a line for sadness. Thus, negative emotions build
two orthogonal invariant patterns. Activation for happiness is discrete S shape in the
transverse cross-section while a semicircular loop in the longitudinal cross-section.
Humor is probably a dark emotion state where distantly located discrete activa-
tion does not reveal any inherent geometric shape. Valence is the most conservative
emotional state and it originates from a tiny looped activation at the frontal lobe of
the human brain.

In Fig. 4A–D, we have shown four interceptions, hunger, sexuality, sleep, and
thirst, while Fig. 4E–H shows four perceptions, vision for color motion and shape,
then somesthesis pain. While hunger is a very local effect in the mid-brain, sexuality
is an open-loop visible in the orthogonal cross-section, possibly sexuality is the only
brain state that forms an incomplete loop. Sleeping and thirst are very localized effects
originating from isolated discrete memory locations. While perception for color is a
V shape, for motion, a flower pot like a nearly close necked object is the invariant
loop. Shape activation is a hexagon and pain is a dumbbell-shaped activation.

4 Conclusions and Mathematical Model for Cognitive
Engineering

We investigated five ROI domains of behavioral response shifts, e.g. Action, Cogni-
tion, Emotion, Interoception, and Perception to find spatial jumps, periodic jumps
between spaces, or multiple ROIs to find invariant geometric shapes. The above
discussion accounts for 19 cognitive states of the brain which could be modeled
using dodecanions or 12D tensors (Singh 2021c,d) and applying them in the space–
time-topology-prime metric. All 19 brain states have a typical geometric shape of
activation in the human brain. Therefore, our geometric language of time crystals
could integrate periodic vibrations in different organs occurring at different time



262 A. Pattanayak et al.

Fig. 3 A The load of “emotion” meta-analysis, for emotion positive happiness (117 relevant publi-
cations; 411 experimental contrasts; 2458 coordinates reported); B For positive emotion humor (7
relevant publications; 34 experimental contrasts; 202 coordinates reported); C Emotion, positive
valence (intrinsic goodness) 43 relevant publications 150 experimental contrasts 1119 coordinates
reported.DEmotion negative anger 64 relevant publications, 275 experimental contrasts, 1496 coor-
dinates reported. E Emotion negative fear, 133 relevant publications, 531 experimental contrasts,
3089 coordinates reported, F Emotion negative sadness, 92 relevant publications, 350 experimental
contrasts; 2399 coordinates reported. Collected fromNeurosynth brain scan database. “association”
function has been applied for generating the metadata (see methods for details)

domains into a unified structure that represents resonant oscillations of the brain
components as well as the brain functions, behavioral responses.

5 Contributions

A.B. and T.D. conceptualized the idea, A. P; P. P.; P. Sa., and P. Si. did the experi-
ment, A. B analyzed the data and wrote the paper with A.P. and P. Si. S.S. verified
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Fig. 4 The load of “emotion” meta-analysis, A Interoception hunger; 23 relevant publications, 90
experimental contrasts, 505 coordinates reported. B Interoception sexuality, 73 relevant publica-
tions, 426 experimental contrasts, 3486 coordinates reported, C Interoception sleep, 12 relevant
publications, 45 experimental contrasts, 278 coordinates reported.D Interoception thirst, 6 relevant
publications, 28 experimental contrasts, 246 coordinates reported. E Perception vision color, 40
relevant publications, 117 experimental contrasts, 1112 coordinates were reported. F Perception
vision motion, 94 relevant publications, 318 experimental contrasts, 3038 coordinates reported. G
Perception vision shape, 165 relevant publications, 606 experimental contrasts, 4483 coordinates
reported. H Perception somesthesis pain, 147 relevant publications, 553 experimental contrasts,
5354 coordinates reported. Collected from Neurosynth brain scan database. “association” function
has been applied for generating the metadata (see methods for details)
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experimental protocol and helped in the human subject study, M.K.M. reviewed the
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A Framework of an Obstacle Avoidance
Robot for the Visually Impaired People

Sudipto Chaki , Shamim Ahmed , Milon Biswas , and Iffat Tamanna

Abstract Human being precepts its visual information with the help of eyes. But,
some people are visually impaired and are incapable to collect visual information.
That is why they have to rely on others while walking or moving somewhere. So, we
have proposed a framework that can solve this issue effectively and give the blind
people a scope to move around freely. Some researchers have already contributed
to this issue and proposed some walker-based systems to assist visually impaired
people. But, most of the walkers are either heavy or big. Heavyweight restricts them
from being user-friendly, and big size makes it impossible to be used in a narrow
space. In this regard, we have developed a lightweight robot that can assist blind
people to find an obstacle freeway while moving. Our robot is integrated with a
Microsoft Kinect camera and to process the captured images, we use the Raspberry
Pi as its computational unit. By using the depth sensor of the Kinect device, the robot
collects its surroundings images and is sent to the Raspberry Pi unit to analyze them
to detect any obstacles coming toward. We accommodate our robot with an obstacle
avoidance algorithm so that if any obstacle is detected within a certain range, the
robot can automatically move either right or left depending on the intensity values
of the images.

Keywords Microsoft kinect · Raspberry pi · Robot · Depth sensor · Object
detection

1 Introduction

Navigation without vision is difficult. Navigating in spaces is quite a challenge for
the users who are blind as they largely have to rely on their hands and ears for
spatial perception. These people suffer from serious visual impairments preventing
them from traveling independently. Several technologies have been emerged to help
visually impaired people. In this regard, we have built a prototype robot that can
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securely guide visually impaired people. The self-driving car concept is now a very
popular application area in autonomous vehicle management systems. A laser light
reflection-based obstacle avoidance vehicle management is proposed by Baras et al.
[1]. The authors have used Raspberry Pi as its processing unit that is integrated with
its obstacle avoidance algorithm. But, they have built their systems which are largely
dependent on Wi-Fi for navigation purposes which may fail due to the absence of
it while moving in a robust environment. Nowadays, infrared light is being used in
automatic vehicle management systems [2]. The authors have proposed a prototype-
based automatic vehicle for any indoor environment. But, they have failed to deploy
their prototype autonomous vehicle in outdoor environments. The future of our trans-
portation will be largely dependent on the autonomous vehicle management system.
The key contributions of our proposed framework is highlighted in the following:

• We develop a prototype of obstacle avoidance robot that is capable of providing a
safe passage by avoiding obstacles in its way.

• Our prototype robot is integrated with an obstacle avoidance algorithm that per-
forms better with lower time complexity.

• Our proposed framework can be beneficial for the visually impaired people if we
integrate our robot with a smart cane.

The rest of the part of this paper is organized in the following manner. Section 2
describes the research background of our proposed work. Section 3 provides the
robot based framework of this paper. We show some experimental result analysis in
Sect. 4. Finally, we add the conclusion and future works in Sect. 5.

2 Related Research

Some previous researches on collision avoidance technique for a robot are being
treated as high-level tasks. But, Takizawa et al. [3] have proposed a novel technique
for mobile robots that shows the robot can be controlled in a real-time monitoring
system.Microsoft Kinect [4] has a depth sensor and is equippedwith an infrared light
imaging technique that helps to identify any type of 3D objects from the environment.
But, this system is integrated with a tactile device that needs to be held by its user and
this may not be user-friendly for visually impaired people. To remove this problem,
we have integrated a Kinect device with a robot that is equipped to pave an obstacle
freeway without any physical involvement. To process in real-time, we have a Rasp-
berry Pi unit that can process our captured image faster than in [5, 6]. Apart from the
Kinect device, the radio frequency identification-based object detection technique
[7] is applied for blind people so that they may move freely in the indoor environ-
ment by using tags attached to the objects. For identifying obstacles while moving,
blind users need to wear a glove to their hands to detect obstacles while touching
the objects. A novel approach for the surveillance purpose [8] that integrates with
computer vision and neural network techniques is proposed by Budiharto.
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A recent advancement for the obstacle avoidance robot is proposed by Naveen et
al. [9, 10] where they built a prototype of ultrasonic sensor-based electronic travel aid
to avoid obstacles while moving in the environment. But, due to the large size of this
prototype device, it is not suitable for lightweight vision-less robots. SICK sensor-
based [11] object detection and identification for the ground robots is proposed by
Yan Peng et al. To reduce noise from the sensed images, they have applied a filtering
technique to improve the performance by reducing noise levels. Over the few years,
Raspberry Pi [12, 13] is being used as a very popular computational processing unit
especially in miniature robots. In our works, we have used it to process our novel
obstacle avoidance algorithm and hence to send signals to the robot to avoid the
upcoming obstacles by turning its wheels in a certain direction provided by it.

An experimental autonomous [14, 15] ground vehicle system is used to test a
unique obstacle avoidance approach. In comparison to prior techniques, the suggested
method provides a novel solution to the problem and has numerous advantages. This
innovative method is simple to tweak and takes into account the robot’s range of
vision as well as non-holistic restrictions. The bug algorithms [16], the potential
field techniques, and the vector field histogram approach, all active sensor-based
methods [17] are discussed in this article for obstacle avoidance and path planning.
Unlike most existing hybrid navigation systems [18], in which deliberative layers
play a dominant role and reactive layers are merely simple executors, the proposed
architecture focuses on the navigation problems and pursues a more independent
reactive layer that can guarantee convergence without the assistance of a deliberative
layer. These papers [19, 20] describe a hybrid approach (roaming trails) that combines
a prior knowledge of the environment with local perceptions to complete assigned
tasks efficiently and safely; that is, by ensuring that the robot never becomes stuck
in deadlocks, even when operating in a partially unknown dynamic environment.
The obstacle avoidance robot uses sonar range sensors as a sensory element [21].
The authors introduced an improved artificial potential field-based regression search
(improvedAPF-basedRS) technique [22] in thiswork,which can quickly get a global
sub-optimal/optimal path with complete known environment information without
local minima and oscillations. The use of computer vision and picture sequence
algorithms to detect and avoid obstacles for autonomous land vehicle (ALV) [23]
navigation in outdoor road conditions is proposed.

In our work, we have used the Microsoft Kinect sensor to obtain the depth infor-
mation of the scene for obstacle classification. The advantage of our framework with
an existing product is its ability to detect obstacles within the specified range in a
faster manner because of our obstacle avoidance algorithm. Besides, our robot auto-
matically moves in a direction where no obstacle is present that can lead the user
to an obstacle-free path. It will be much cheaper compared to all the other devices
currently available in the market. A lower price and its ability to detect obstacles will
be greatly helpful for visually impaired individuals.
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3 Overview of Our Proposed Framework

Wehave focused on designing an obstacle avoidance robot which is a lightweight one
so that visually impaired people can easily navigate among the obstacles both in the
indoor and outdoor environments. The system overview of our proposed framework
is shown in Fig. 1.

This device will start up when power will be given to the processor and the
Microsoft Kinect camera. After booting up the Raspberry Pi which is used as the
processing device, a program inside the Raspberry will automatically run. This task
is done by writing a bash script. A bash script is a text file containing a series
of commands. The camera will sense the surrounding environment. Based on the
position of the obstacle, the processorwill send signals to themotor driver.Depending

Fig. 1 System overview of our proposed robot framework
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on the signal of the motor driver, it will turn the wheels attached to that device. A
battery of 12 V is used to supply power to the Raspberry Pi unit and the Microsoft
Kinect sensor. The voltage regulator regulates the voltage level. As the Raspberry Pi
operates on 5 V, a bug module is used to supply the exact amount of voltage. The
Kinect is powered by using a booster module.

Having the position of the obstacle detected, the Raspberry Pi will send signals
to the motor drivers. It amplifies the level of current. Two types of polarity are given
to the motor driver. Depending on the polarities, the wheels are rotated. To provide
a clear understanding of the proposed system, we have subdivided the whole system
into mainly two parts, and they are the object detection phase and obstacle avoidance
phase.

3.1 Object Detection Phase

In this phase, from the environment, the object is detected as an obstacle. For system
debugging purposes, the OpenNI framework is configured with OpenCV that is an
open-source computer vision library. Object detection is done mainly by detecting
the depth of the image. This depth image is obtained by an infrared projected-matrix
bouncing camera over the objects. The infrared camera (IR) captures the beamswhich
contain an intensity variance. This intensity variance helps to compute the distance
to every object in the scene. To analyze the depth image, preprocessing technique
is accomplished upon the depth fields. This preprocessing is done by following
several steps (i.e., formation generation layer, erosion, Canny edge detection, contour
detection, and binning operations gradually.
Formation Generation Layer: The formation generating layer uses the positions of
suspected impediments to decide where the robot should travel in order to produce a
specific configuration. The terms “target” and “place” are used throughout the article
to refer to an obstacle-free path and a point where the robot should travel based on
the position of the obstruction. The generalized format of the formation matrix is
depicted in Eq. 1. The robot measures the distance d from the upcoming obstacles
in its way in order to move to a certain direction (i.e., either left or right depending
on the condition arises from the flag bit). The assessment of distance measurement
is shown in Eq. 2. An outline of distance measurement of our robot bot is shown
in Fig. 2a. The location and target are calculated using a distance cost table. The
creation of a distance cost table based on formation shape is depicted in Fig. 2b.
While moving to a certain direction the robot takes it decision based the distance
from the cost table (i.e., formation matrix of distance).
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Fig. 2 a Measurement of distance from the obstacle, b measuring the angle while movement of
the robot
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Notation: P(i)—ith row of the formation matrix, T (i)—target, d(i)—distance,

$theta (i)—angle.

Erosion: The basic idea is to erode the regions of the foreground pixels which are
typically the white pixels. It takes two inputs to process further. The first input is the
image that is to be eroded and the second one is a set of coordinate points named
structuring elements. The second one is also known as the kernel. The use of the
structuring element is to determine the precise effect of the erosion on the input
image.
Edge Detection: To detect an object coming toward the robot, edge detection is
needed to identify the object as an obstacle. Most of the shape information of an
image is enclosed in edges. So, in this regard, we have used Canny edge detector
methods and then enhance those areas of an image that contain edges. The sharpness
of the image is increased in several steps.
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• Noise Reduction: Edge detection is very much susceptible to noise. So, we have
reduced the noise level from the image using proper filtering techniques.

• Intensity Gradient of the Image: Having done with the noise removal part, the
noise-free image is then filtered with a Sobel kernel to get the first derivative in
the horizontal and vertical directions.

• Non-MaximumSuppression: In our previous steps, we have reduced noise levels
from the image but some unwanted pixels may be included while finding the edges
which may not form the necessary edges.

ContourDetection: Contours are a curve joining all the continuous points (alongside
the boundary), having the same intensity values. In the process of object, detection
contours are a useful tool. It takes three arguments. The first one is the input image, the
second one is the contour retrievalmode, and the last one is the contour approximation
method. Then, it returns a modified image.
Binning: This is a way to group several continuous values into a smaller number of
bins.Binning combines the information of adjacent pixels into a resulting information
bin. This operation leads to a reduced resolution.

3.2 Object Avoidance Phase

Obstacles are avoided based on the intensity levels. For different intensity values,
different types of decisions are taken. If the intensity level ranges from 80 to less
than that, it means that the obstacle is too close to the user. Then, the user is said to
be stopped or move in a certain direction. If the intensity level is more than 120, the
robot moves to the right or left immediately. If the intensity level is equal to 80, the
obstacle is said to be close to the user. The turning of the device to the right or left
is done by taking some calculations taken into account. From this part, the task of
avoiding the obstacle is done. A pseudo program is depicted in Algorithm 1.

• If the flag bit value is between 0 and 2, it means that the left side of the obstacle
is safer to go. So, the “move left” signal is given by the processor unit.

• If the flag bit value is between 1 and 3, it means that the front side of the camera
is obstacle-free. So, the “move forward” signal is given by the processor unit.

• If the flag bit value is between 2 and 4, it means that the right side of the user is
obstacle-free. So, the signal “move right” is given.
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4 Implementation and Result Analysis

Our system has some minimum requirements to run successfully. The main require-
ments are a Microsoft Kinect 360 camera, a Raspberry Pi unit, a micro SD storage
unit, a 12 V battery, two wheels, a bug module, and a boost module. The robotic
feature of the proposed system can be achieved by sending the signal to the motor
driver attached to the robot. This robot can move forward, right, left, and stop based
on the position of the obstacle. The task of navigation is done by sending signals
from the Raspberry Pi to the motor driver. The robot contains two wheels that can
move right or left. The connection between the robot and the Raspberry Pi is done
using the GPIO (general purpose input-output) pins. Pins are arranged in a (2× 20)
fashion. This provides an interface between the Raspberry Pi and the motor driver.
These pins act as a switch that has a high voltage of (3.3 V) and a low voltage of
(0 V) to connect the Raspberry Pi to the navigation robot.

The objects that are approaching toward the robot are defined as obstacles based
on the intensity values as described in the previous section. Figure 3a shows an object
that exists in the way of our moving robot. The Kinect device captured the image
and after analyzing the intensity values shown in Fig. 3b, our system has detected
the object is at a safe distance and the system generates a soft signal for the robot to
move forward. Different types of intensity levels from 0 to 7 are the NumPy (a python
library) data to identify the distance from the obstacle. So, our obstacle avoidance
algorithm then sends a signal to the robot to move forward as it is a safe state.

When the obstacle is closer than the safe distance shown in Fig. 4a, the robot
rotates in a certain direction based on the intensity levels shown in Fig. 4b. The
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Fig. 3 a An obstacle exists at a safe distance, and b NumPy library data for the safe state

Fig. 4 a An obstacle exists at a nearer distance, and b NumPy library data for the nearer state

intensity levels got darker than the previous safe state as the obstacle is nearer to our
robot.

When the object is at a collision state shown in Fig. 5a (i.e., the obstacle is
imminent), the nearest pixels of the obstacle got even darker shown in Fig. 5b than
the previous scenarios. This indicates that a collision might happen if the robot
continues to go in the same direction. To avoid this collision, the algorithm sends a
collision alert signal. This signal is then sent to the robot through the Raspberry Pi
unit. The motor driver takes the signal and rotates at an obstacle freeway by moving
its wheels.

We have tested our robot several times with different hurdles to identify any mov-
ing or stand-still objects from its surroundings. And, with the help of the Kinect
sensor as well as an integrated obstacle avoidance algorithm, our robot has success-
fully detected obstacles and avoided them by turning its wheels. In our experimental
environment, we have found our robot can move at an average speed of 0.43 m/s
while avoiding obstacles successfully. On the other hand, the average speed of the
proposed LIDAR-based robot [1] was 0.31 m/s. Our robot achieves such greater
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Fig. 5 a An obstacle exists at a collision state, and b NumPy library data for the collision state

Table 1 A comparative study among available systems with our proposed framework

Refs. Hard-wares Parameters Efficiency Convergence Complexity

[10, 23] DS (IR,
sonar), MC

CDP Low Yes High

[6, 23] DS (IR,
sonar), MC

Target and OD Low No Low

[22] SSP, high
memory

OD Low No Average

[13] C, SS, P, BB OP, AD High No High

[19] ULS, COVS,
NIPXI-
811108RT,
PXi-7954R
FPGA

OD and angle High No Low

[20] LSS, PR PIE Medium Yes High

[15] LSS, MP PIE Medium Yes High

Our model MKC, R-pi,
DM

OP, AD High Yes Low

speed due to the lightweight factor associated with our proposed obstacle avoidance
algorithm.

We compare the performance of our robot with other existing obstacle avoid-
ance robots in Table 1 in terms of five parameters. To move faster and avoid the
upcoming obstacles toward the robot effectively, we use Raspberry Pi unit as our
main processing unit. In addition, our proposed obstacle avoidance algorithm ana-
lyze the surroundings of the robot in terms of MKC-360 unit more efficiently than
the previous proposed frameworks. Our obstacle avoidance algorithm is capable to
identify the distance of the obstacle and thereby process further to take the decision
of movement based on the intensity values (i.e., higher the intensity level, higher the
probability of collision).
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Notation: DS—distance sensor, MC—micro-controller, CDP—current and destina-
tion position, SSP—Sonar sensor processor, OD—obstacle distance, AD—angle and
distance, C—camera, SS—sonar sensor, P—processor, BB—Beagle board, OP—
obstacle position, ULS—Ultrasonic sensor, COVS—camera optical velocity sensor,
LSS—laser and Sonar sensor,MP—microprocessor, PIE—prior information of envi-
ronment,MKC—Microsoft Kinect camera, R-pi—Raspberry Pi, DM—drivermotor.

5 Conclusion and Future Works

Our primary target was to develop a lightweight obstacle avoidance robot that would
pave the way for blind people. Therefore, we have focused on the lightweight fac-
tor of the designing purpose because large and heavy robot faces problems while
moving in a narrow space. We have contributed to letting the system function within
real environments. This proposed framework largely relies on the Microsoft Kinect
camera to sense the environment accurately and to analyze the captured images with
its obstacle avoidance algorithm. By using Raspberry Pi as well as Microsoft Kinect
together, we have improved the overall system performance. Our proposed system is
cost-friendly for everyone and, hopefully, it will help the blind people of our society
by reducing the complexity of the navigation problem for visually impaired people.
In the future, we want to integrate our robot with a smart cane so that the task of sens-
ing the surroundings becomes more reliable so that it can improve the user-friendly
experience level for the blind.
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Surface Electromyogram (S-EMG)
Spectrogram Analysis of Human Arm
Activity Towards Interpretability
and Classification

Pritam Chakraborty, Biswarup Neogi, and Achintya Das

Abstract Spectrogram analysis of Surface Electromyogram (S-EMG) signal
towards interpretability and classification of active/inactive muscle during common
arm movement activity has been studied in this article. EMG signals from four
common muscles (i.e. Biceps, Deltoids, Flexion and Triceps) from the different
movements have been recorded, and corresponding raw S-EMG signals have been
processed using signal processing techniques. A detailed observation has been
sketched with the probable application for the diagnosis of neurodegenerative
diseases and rehabilitation research.

Keywords Surface-electromyogram (S-EMG) · Envelop detection · Spectrogram
analysis · Interpretation of muscle activity · Muscle classification

1 Introduction

Spectrogram analysis of surface S-EMG signal paves one of the efficient way of
understandingmuscle association duringmanyhumandaily life activity [1].AnEMG
signal recorded during locomotive action is a rundown of potentials from the muscle
fibers due to the generation of an electromagnetic space around the active muscle,
thus detection, dissention and study of S-EMG signal gives an overall proficiency of
active and inactivemuscle fibers results toward early diagnosis of neuro-degenerative
diseases and also beneficial for physiotherapists providing assistants for the rehabil-
itation [2]. Attempts to put on quantitative information from EMG recording exten-
sively investigated representing the signal as a function of frequency. The spectral

P. Chakraborty (B)
St. Mary Technical Campus Kolkata, Kolkata, West Bengal 700126, India

B. Neogi
JIS College of Engineering, Kalyani, West Bengal 741235, India

A. Das
Kalyani Government Engineering College, Kalyani, West Bengal 741235, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
M. S. Kaiser et al. (eds.), Proceedings of Trends in Electronics and Health
Informatics, Lecture Notes in Networks and Systems 376,
https://doi.org/10.1007/978-981-16-8826-3_25

281

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-8826-3_25&domain=pdf
https://doi.org/10.1007/978-981-16-8826-3_25


282 P. Chakraborty et al.

mechanism of the S-EMG signal are compacted toward the lower frequency compo-
nent throughout a sustained muscle contraction and classification of this normalized
phenomenon has been studied toward applicability of EMG signal for diagnostic
purposes [3]. The EMG signal offers useful information that can help to understand
the human locomotion but raw EMG signal provided information in inherent form
incorporated with noise. Thus the recorded EMG signal traverse through Envelop
detector, takes the high frequency signal as input and provides an output which is
the envelop of the original signal, filtering is being performed to smooth the original
output. The statistical analysis and pattern classification of Electromyography signal
from biceps and triceps of a paralysis person generated using discrete lower arm
movement, contributes the controlling of prosthetic arm with minimal mental effort
[3]. The biological data mining for deep learning was shown in [4], with a thor-
ough application perspective using machine learning. Knowledge based data base
using Surface EMG toward characterization of muscle activity using digital signal
processing module is shown in [5].

In this present literature, we are considering arm action during daily activity and
corresponding muscle responses have been studied. The movements are operated in
presence of load i.e. usingwright trainingfitness dumbbell of 2 kg and4kg, to observe
the response or more specifically fluctuations of potentials inside muscle neurons.
Influence of weight and drive of specific muscle (i.e. Flexor, Biceps, Triceps and
Deltoid) during arm action i.e. Elbow Flexion, Extension of Fore arm and Shoulder
Abduction, will be analyzed. During recording of the EMG signal under the study
potential divisions and amplitude measure over weight training time period was kept
constant for achieving accurate response pointer for each muscle response [3].

2 Methodology

2.1 Participant

An assemblage of ten students from the department ECE of JIS College of Engi-
neering, Kalyani, West Bengal including five male and five female candidates within
age of 20–22 years, average weight of 70 ± 5 kg (male) and 50 ± 5 kg (female)
enthusiastically took part in this commotion under the direction of Dr. Biswarup
Neogi, Associate Professor, HOD, Department of ECE, JIS College of Engineering.
All participated candidates have been chosen on a prior condition that they were free
from any muscular-skeletal injury in their medical history.
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2.2 EMG Signal Data Acquisition

Non-invasive gelled surface electrodes with recording area of 37.55 mm2, attached
with 24′′ colored cable ideally suited for Acoustic Entreated Potential (AEP) and
Nerve Conduction Training (NCP) positioned in couples above the skin surface
analogous to the muscle fibers i.e. Flexor, Biceps, Triceps and Deltoid, under obser-
vation during specific movement analysis using EMG Electrode Conductive gel ®
which acts as an interface between skin surface and electrodes with an electrode gap
of 200 mm. These electrodes are then connected to RMS EMG EpMK2 recorder.
Assuming motor control evenness of the both body sides we are using participants
right dominant sites for our analysis [5].

2.3 Noise Elimination

An un-cleaned raw surface EMG signal sensing Motor Unit Action Potential
(MUAPs) contains unescapable noise [6]. The noise in EMG can originate from
numerous bases i.e. intrinsic noise in the electronics apparatus, ambient noise from
electromagnetic emission, active motion, integral uncertainty of the EMG signal
and Cross talk due to undesired EMG signal from neighboring un-measured muscle
tendons [7].

2.3.1 Motion Artifacts

Motion artifacts originate due to electrode arrangements on skin surface and electrode
wires. Noise created due to motion variants in Surface EMG signal ranges within
0–20 Hz do provide significant information on activation rate of specified motor
unit, however, information content in signal in this range is not of interest, in case
of body vibration analysis artifact noise is unavoidable [8]. In circumstances, where
this conditions are neglected are processed out using high pass filter [9].

2.4 Processing of S-EMG Signal

Raw EMG signal provides useful information when it is quantified. S-EMG signals
are the amalgamation of several motor unit events, thus it requires decomposition of
the signal to reveal important information affecting to muscle stimulation and motor
unit shooting. Disintegration of S-EMG signal are done using wavelet spectrum
matching andfinding out the principle constituents of thewavelet coefficients.During
a robust muscle contraction, additional motor unit potential will fire up at equal time
overlapping [10].
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Once, interference induced in the S-EMG signal by the lower frequency compo-
nents or because of high frequency noise, spectrum matching technique is at times
reflected to be much operative than its wavelet equivalent [11].

3 Experiment

Muscle activation for different arm movements are outlined in this section. The S-
EMG signal of particular muscle is recorded on the basis of relation to human arm
movement and position of the surface electrode placed above the skin is done in
accordance with the result of a European research project SENIAM protocol [12].

For the present study we are considering, three basic movements from our daily
life i.e. Extension of Fore arm, Elbow Flexion, Shoulder Abduction. First, extension
of forearm movement gives us the idea about straightening movement of arm i.e.
forearm is extended from fold position to straight position as shown in Fig. 1a. In this
situation there is an increase in angle between ventral surfaces. Second, the flexion of
elbow joint is just opposite to the extension of forearm and angle decreases between
ventral surface and increases between dorsal surface Fig. 1b. Third, in abduction
movement the arm moves away from the mid line or center of the body and are
parallel to length of torso furthermore, raised in the tors Fig. 1c a right angle is created
between midline of the body and arm, further it rotates and make a right angle with
the previous position. Figure 1d, shows anatomical plane of human body alongwhich
the movement has been considered and blue and green dot marker point representing
the position of the Surface EMG electrode. Figure 1e, presents the lab overview of
data acquisition of S-EMG signal at JIS College of Engineering, Department of ECE,
Kalyani, West Bengal-741235, using RMS EMG EpMK2 recorder.

3.1 Envelop Detection and Analysis of S-EMG Signal

Muscle activity recognition is achieved by looking into amplitude inception of the
EMG envelop. Excluding physical examination of raw S-EMG data, most usual
practice is the digitization and discretization of the signal. The S-EMGsignal envelop
(i.e. the refined signal is attained using low pass filtering of the full wave rectified
signal) is used as it permitsmodest understanding and comparatively informalmuscle
inception and interruption detection is done using threshold or more detailed curve
shape analysis [13].
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Fig. 1 a Extension of forearm, b flexion of forearm, c abduction movement, d anatomical plane of
upper human body and e the lab overview of data acquisition of S-EMG signal using RMS EMG
EpMK2 recorder
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3.2 Spectrogram Analysis of S-EMG Signal

Spectrogram analysis can be viewed as a visual representation of spectrum of
frequencies, and is inspired by the limitation of Fast-Fourier transform to gratify
non-stationary signal spectral characteristic in time domain [14]. The frequency of
a particular frequency component is represented in color band. The observations
for each movement is recorded for 3 s, while the actual reflection for the active
movement range is considered 0–1.4 s. The rest part of the signal is considered as
noise incurred while synchronization of the two EMG recorders. Comparison of the
recorded S-EMG signal within equal time intervals and the incremental response due
to incorporation of movement have been taken into consideration [15–18].

4 Result and Discussion

4.1 Extension of Forearm

During the extension of forearm, muscle that run along the frontal part of the forearm
after the elbow to hand. The impact on theBicepmuscle due to themovement tends to
increase, this can be visualized by looking into the spectrogram, Fig. 2a. A specific
mucle response can be seen at the initial movement phase with maximum peak
amplitude of 140 µV and as the time progress when we are coming back to relax
state there is the decline in response, which can be viewed as a justification that
during extension of forearm Bicep muscle comes into picture. In Fig. 2b, Deltoid
muscle activation or the impact of deltoid muscle is minimal in extension of forearm
with peak amplitude 60 µV and spectrogram of the muscle signal validates the
observation. Figure 2c, Flexor muscle activates during the extension of fore arm
and we can clearly visualize in the spectrogram there is a blue spectrum which
denotes that during relaxation phase flexor muscle is coming to rest as fast as it got
activated. Figure 2d, Tricep muscle is showing a prominent response to movement
withmaximumamplitude approximately 250µVbut as themovement is approaching
near saturation the muscle action potential is declining bringing the muscle at rest.

From the observations of Fig. 2(a)–(d), we can infer that during Extension of
forearm Bicep and tricep muscle is active where as deltoid and flexor muscle are
minimally active. Such characterization plays a crucial role toward classification of
active and minimally active muscle during specific movement.

Similar Analysis Has Been Performed for Elbow Flexion and shoulder abduction
movement leading toward observed muscle activation. We found some attention-
grabbing observation, when we increase the load amplitude of activating muscle is
increasing, leading and relation time of the muscle also increases.
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Fig. 2 a Rectified S-EMG signal for Biceps and corresponding spectrogram, b S-EMG signal and
spectrogram for deltoid muscle; c S-EMG signal and spectrogram for fore arm, and d S-EMG signal
and spectrogram for triceps, during extension of forearm movement using 2 kg load
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5 Conclusion

In this article, envelop amplitude and spectrogramanalysis ofDiagnostic-EMGsignal
has been studied, peak envelop of the signal detected during the signal processing
showed muscle activation during activity and muscle relaxation can be concluded
from the minimal amplitude value and corresponding spectrogram plot justifies the
result. Thus, inactive and activemuscle classification can be done using this approach
and principle component analysis based classification of the muscle with specific
movement will help the physiotherapist to treat the patients with neuro-generative
disorders and activity related disorder.
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An Atypical Approach Toward PTSD
Diagnosis Through Speech-Based
Emotion Modeling Using CNN-LSTM

M. Josephine Mary Juliana, Gnanou Florence Sudha, and R. Nakkeeran

Abstract Post-Traumatic StressDisorder (PTSD) remains a stigma in today’ society
as it is a portrayal of an individual who refrains from exiting an ended trauma. This
research approaches PTSD from an emotion recognition viewpoint with the aid of
Deep Learning Algorithms. PTSD diagnosis is usually done by a psychiatrist by
means of administering an assessment tool in the form of a questionnaire. However,
scores based on questions are not accurate and in addition disturb the patients making
them unsettled and perturbed. Speech signals are a form of non-stationary signals,
which is a universally preferred biomarker in emotion recognition. For this research,
emotional speech is taken from theRAVDESSdatabase andMel spectrogram features
are extracted and classifiedusing theConvolutionalNeuralNetworkwithLongShort-
Term Memory deep learning algorithm. Consecutively emotions falling under both
high and low arousal category are chosen and marked as PTSD cases and the other
emotions are taken as controls. The performance parameters of the CNN LSTM
classifier are computed on a per emotion basis. Results demonstrate that, superior
performance with average classification accuracy of 98.68% for PTSD diagnosis is
achieved outperforming existing counterparts.

Keywords Post-traumatic stress disorder · Trauma · Speech emotion recognition ·
MFCC and Mel spectrogram

1 Introduction

Trauma is the representation of the violation of all that a person holds to be either dear
or sacred. Traumatic events are usually so terrible that they could not be uttered aloud
as well are unspeakable. There may also be cases where the survivor of the trauma
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sometimes may wish to speak, however the community is unwilling and unable to
bearwitness to their trauma thus pushing the survivor to silence. A lingering trauma is
commonly referred to as Post-Traumatic Stress Disorder (PTSD). PTSD is as severe
as any other Psychiatric disorder as the traumatic thoughts and those memories start
to impede the brain’s natural process of recovery from the traumatic incident. These
become stuck points in the brain inhibiting the mental reintegration that may be
needed for the healing to occur. PTSD characterizes isolation from the society in the
foreground and hence PTSD diagnosis is conventionally done via administration of
questionnaires. However, this is an improper approach as it would be causative in
pushing the individuals back to the traumatic thoughts.

A biomarker is a biological feature that could be used to diagnose the pres-
ence of any disease or disorder. The identification of an effective biomarker is vital
for any research as its tailoring would make it a signature for diagnosis. Speech
is an excellent non-invasive biomarker for Emotion Recognition and Psychiatric
Disorder Diagnosis. Psycho-Emotional state assessment can be performed by anal-
ysis of speech signals as it is themost adept and promising form of real-time analysis.
Definite psychogenic state patterns can be diagnosed from speech characteristics by
processing this non-stationary signal to detect the embedded emotions. Disturbed
communication is said to be a hallmark for several mental illnesses as these could
be diagnosed through the linguistic and acoustic analytic techniques that objectify
communication. Although Speech Processing could greatly aid assessment of mental
health issues, they have least been employed on account of their prominent obstacle
namely the need for comprehensive and transdiagnostic studies [1].

Speech Emotion Recognition (SER) systems are automated computerized
methods having large clinical relevance which is demonstrated via the in-vivo link
it establishes with the classic ‘language regions’ of the brain. While it comes to
the linguistic analysis, the relation it establishes with the candidate genes can iden-
tify several psychiatric disorders. In general, there are two approaches toward SER,
namely the linguistic approach and the non- linguistic one. The former deals with the
textual part while the latter addresses the non-verbal content [2]. Thus, the difference
between reading one’s voice with respect to listening to one’s words is of paramount
importance when it comes to speech-based Emotion Recognition in general and
psychiatric disorder diagnosis in particular as these non-verbal speech sounds provide
subtle yet powerful clues to what the speaker means.

The major challenges encountered by SER systems are as follows: The emotional
states do not have clear cut boundaries and therefore its expression too varies from
person to person. Secondly the speaking styles and rates of speakers vary with indi-
viduals and also with places, as native speakers may have different accents than
others. Therefore, selecting speech features that do not have the impact of speaking
style, region or culture is of utmost importance. For extraction of such features,
speech signals are converted from time domain to frequency domain. Following this,
selection of relevant features is carried out and importantly a suitable classifier model
is applied so as to recognize the emotions.

This paper discusses an entirely different approach of PTSD diagnosis through
Speech-based emotion recognition. The speech samples used in the study are those
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from a database consolidating sets of enacted emotional speech and the proposed
model shows superior performance in diagnosing PTSD.

The paper is organized in the following manner: Sect. 2 delineates the existing
work related to the work presented in this paper. Section 3 briefs the details of
the Proposed work, giving the details about the emotional speech database used,
tool description, extraction of speech features for Speech Emotion Recognition,
and details of the classifier algorithm that offered superior performance. Section 4
presents in detail the results obtained from the proposed model and other classifiers
that were used for comparison. Finally, the paper is concluded explaining the reasons
for the better performance of the CNN-LSTM classifier model withMel spectrogram
features.

2 Related Work

Miao et al. [3] enumerate the guidelines facilitating the diagnosis of PTSD, also
listing down the treatment procedures ranging from psychological intervention to
pharmacological treatments. According to the author, diagnostic procedure involves
identification of clusters of symptoms following an event of exposure to extreme
stressors. Knowledge on probable symptoms greatly supports diagnosis as discussed
in Shalev and Douglas Bremner [4] where the author identifies the prescribed symp-
toms such as avoidance of any form of reminder to the traumatic event, sleepless-
ness, frequent feeling of reliving the trauma along with listing the neurological and
biological changes caused by PTSD and the treatment to the disorder in the form of
pharmacological therapy and psychotherapy are covered in David Kinzie [5].

Bryant [6] reviews the PTSD as described by the Diagnostics & Statistics Manual
(DSM) as well as by the International Classification of Diseases (ICD). The paper
briefs the risk factors associated with the disorder and the effective treatment for
the same. The DSM-5, the latest edition published by The American Psychiatric
Association (APA) categorizes PTSD under Trauma & Stressor related disorders.
This disorder characterizes a person with the failure to recover from the traumatic
event, who relives and re-experiences the terrific event, symptomatically experi-
encing nightmares, flashbacks and avoids even at the slightest reminder that could
virtually bring back the trauma. Thus, an affected individual personifies a heightened
reactivity to stimuli and therefore always remains anxious and depressed.

Victoria and Diane [7] investigated the conflicting effects of Angry and Fearful
facial expressions in PTSD. According to the author PTSD can be manifested as a
hyper vigilance for threat in the form of threatening stimuli. In this work the partic-
ipants were made to view blocks of face stimuli in a pseudo randomized order and
their responses are recorded by administering the Combat Exposure Scale (CES)
and the Aggression Questionnaire (AQ). Barbano et al. [8] differentiated PTSD
from anxiety and depression through data collected using the clinician administered
PTSD scale for DSM IV applying the diagnostic rule of ICD-10 and ICD-11. They
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also addressed the co-occurring disorders by means the Structural Clinical Inter-
view for DSM IV also measuring the depression severity by administering the Beck
Depression Inventory.

In Shalev et al. [9], the responses to the CAPS Questionnaire were analyzed for
assessing the existence/risk of onset of PTSD in recent trauma survivors. TheMann–
Whitney tests and χ2 tests were used for continuous risk predictions and categorical
risk predictions respectively. The logistic regressionmodel was obtained and the area
under the receiver operating characteristic curve (AUC) was computed to assess the
model’s performance. While in Worthington et al. [10] the prospective prediction of
onset of PTSD was performed from data collected through personal interviews, the
statistical analyses were performed in R, with the feature selection being conducted
using a Gradient Boosting Machine (GBM) algorithm. Three classifier techniques
were employed namely, the classification trees, penalized logistic regression and
Bayesian Additive Regression Trees (BART) all offered an accuracy around 92.03%.

Ben-Zion et al. [11] conducted an exhaustive study on multi-domain poten-
tial biomarkers for PTSD severity detection in recent trauma survivors. The study
concludes that the biomarkers taken from the structural MRI and the functional MRI
describing the cingulate cortices’ volumes, the amygdala’s functional connectivity
with the insula and thalamus and other neural and cognitive potential biomarkers
differentiated the clusters associated with PTSD.

Zhang et al. [12] worked on the structural and resting-state functional MRI (rs-
fMRI) scans, which were taken as the input and the gray matter volume (GMV),
amplitude of low-frequency fluctuations (ALFF), and regional homogeneity were
extracted as classification features, the extracted features were combined by a multi-
kernel combination strategy and fed to a support vector machine (SVM) classifier
which was trained to distinguish the subjects at individual level. The performance
of the classifier was evaluated using the leave-one-out cross-validation (LOOCV)
method and it offered accuracies of 89.19%.

In Etkin et al. [13], the fMRI connectivity was analyzed to reveal a form of treat-
ment resistant PTSD. Statistical analyses were performed on the collected data using
IBM’s SPSS software. Generalized linear mixed models, except for the treatment
outcome prediction analyses were deployed. All tests and post hoc analyses were
corrected for multiple comparisons using two-sided tests.

Zandvakili et al. [14] computed the Principal Component Analysis and least-
angle regression (LARS) which were used to identify relationships between PTSD’s
symptoms severity and brain networks and found that brain network connectivity
predicted PTSD symptom profiles. The goodness of fit for total PTSD Check List
PCL-5 and that for intrusion, cognition and reactivity symptoms were computed.
The findings demonstrated links between PTSD symptoms and the neural network
connectivity patterns.

Cheng et al. [15] detailed on the approach of affective recognition toward Major
Depressive Disorder. Affective computing [16] or Affect recognition could be
called as a comprehensive process that incorporates various aspects including the
mechanism of emotion, acquisition of the emotional information, recognition of
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the emotional pattern, modeling and understanding the emotions followed by its
synthesis and expression.

Grazianno [17] studied and established the link between PTSD and steroidoge-
nesis diagnosis. The endocannabinoid target PPAR-α is one among many neuronal
targets discovered recently to enhance steroidogenesis. A bio-signature for stress-
induced disorder detection here is the crosstalk between the endocannabinoid system
and the biosynthesis of neurosteroids. This acts as a pivotal complement to the current
practice of assessing the disorder that may either based on self-reported symptoms
or psychiatrist assessments.

A review on the Deep Learning algorithms used in research is explained in
Durstewitz et al. [18], facilitating Psychiatric Disorder Diagnosis utilizing clinician
provided labels for defining an upper bound on the system’s performance.

Chen et al. [19] discusses about the popular ‘Ekman’s six emotion model
comprising of seven emotions namely, Fear, Joy, Sadness, Contempt, Disgust and
Surprise from which evolved the six emotion model which is now adapted by
Researchers in this domain. In this, ‘contempt’ emotion was dropped, and among
these, four basic emotions, namely, Fear, Anger, Joy and Sadness are categorized as
outcomes of three core affects namely Reward, Punishment and Stress. In this, the
first two are a result of stress while the next comes with reward and the last with
punishment. Here the universal emotions are Anger, Joy, Sadness and Neutral [20].

Low et al. [21] reviewed the techniques that perform automated assessment of
psychiatric disorders through speech. This review puts forth evidence of research that
have focused on employment of acoustic features of speech to detect depression and
schizophrenia. For emotion recognition through speech, the process of formulation
of speech is paramount, so also the nuances about different emotions.

Lado-Codesido et al. [22] conducted a multi-center clinical trial on patients with
Schizophrenia and Schizoaffective disorder as an attempt to study the efficacy of
vocal emotion recognition in aiding the diagnosis of the disorder. Statistical analysis
was performed using SPSS and ANOVA computation was made.

In Issa et al. [23] The Ryerson Audio Visual Database for Speech and Song
(RAVDESS) and couple of other databases were used to perform Speech Emotion
Recognition and a classification accuracy of 71.61%was achieved onDeep Convolu-
tional Neural Network (CNN) classifier. Although accuracies vary from one database
to another, this is the highest recorded regarding RAVDESS.

Speech samples, obtained from warzone-exposed veterans were taken so as to
perform PTSD diagnosis. This was achieved by recording the audio responses to
the CAPS Questionnaire and were fed to the Random Forest classifier post feature
extraction. The receiver operating characteristic curve had an area under the curve
(AUC) of 0.954 showed an overall correct classification rate as 89.1% in Marmar
et al. [24].

Thus, from the exhaustive study of the existing research works, it is inferred that
among the several biomarkers for PTSD diagnosis, the most non-intrusive one is
from vocal emotions. Secondly, existing PTSD diagnosis from speech samples and
Deep Learning algorithms have not established high accuracy in classification and
diagnosis. This paves theway for developing a newmodel for detection of PTSD from
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speech with better accuracy. Therefore, in this paper, an innovative methodology for
PTSD detection through Speech Emotion Recognition is proposedwhich exploits the
efficacy ofArtificial Intelligence by incorporating the Convolutional Neural Network
with Long Short-Term Memory (CNN-LSTM).

3 Proposed Work

In this section, the stages of PTSD diagnosis adopted in this work, along with the
database and tool used are described. Figure 1 is functional and is descriptive of
the workflow adopted in this research from the input speech signal taken from the
database to the classification of emotions as PTSD disorders or normal controls.

3.1 Database Used

The major barrier in incorporating AI into Psychiatric Disorder Diagnosis is that
for a DL Algorithm, to offer excelling performance they need databases with huge
number of samples, but when the sample size becomes small, it poses a severe
challenge toward finding solutions that could generalize to the population very well.
Huge sample sizes are always an oasis when it comes to Psychiatric diagnosis [25].
For this research work, the Ryerson Audio-Visual Database for Emotional Speech
and Song (RAVDESS) was utilized. The RAVDESS, as proposed by Livingstone and
Russo (2018) is a voluminousdatabaseholding close to 7356files occupying24.8GB.
Databases are generally categorized based on the type of emotional speech samples
they carry namely natural, enacted and elicited [26], here the RAVDESS contains
enacted emotional audio datasets vocalized by 24 professional actors comprising
of a group of 12 male and 12 female actors, found to utter 2 lexically matched
statements in a neutral NorthAmerican accent. This archive incorporates expressions
of seven emotions namely calm, happy, sad, angry, fearful, surprise and disgust, each
of which is produced at 2 distinct levels of emotional intensity namely ‘normal’ and

Fig. 1 Block diagram of methodology adopted for PTSD diagnosis
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‘strong’with an additional neutral expression. This is available in 3modality formats:
video-only, audio-only, audio–video.

For this research the second format is employed as it is a Speech Emotion Recog-
nition analysis. The audio- only files of RAVDESS also have 2 sub classes, the
speech file and the song file. For this work the data in speech format is chosen. Each
RAVDESS file has a unique file name carrying a 7 parts numerical identifier defining
the stimulus characteristics. The statements which vocalize the emotion are ‘Dogs
are sitting by the door’ and ‘kids are talking by the door’. Figure 2 shows the wave
plots corresponding to different emotional speech samples.

The bar charts representing the ratios of the number of speech samples used in
this work with respect to the emotions, gender and intensity from the RAVDESS
dataset are shown in Fig. 3a–c.

Fig. 2 Wave plots corresponding to different emotional speech samples

Fig. 3 a–c Bar plot of number of emotional speech samples taken per emotion, per gender, per
intensity



298 M. Josephine Mary Juliana et al.

3.2 Tool Used

The tool used in this research is Python version 3.6.0, an open-source software, with
the codes written on the Jupyter notebook. Several prominent Python libraries were
installed using the pip install and conda install commands. The important libraries
include Numpy, Pandas, Librosa, Matplotlib, Tensorflow, Sklearn and Seaborn.

3.3 Feature Extraction

For this work, three features are extracted from the speech samples to be given as
input to the classifier. As speech signal is a non-periodic signal whose frequency
components vary with time, the spectrum of these signals needs to be represented
over time using the Short Time Fourier Transform (STFT). Thus, an audio signal
is mapped from time domain to frequency domain using FFT and by performing
this on overlapping windowed segments and converting the frequency axis to log
scale, and the color dimensions to decibels, the spectrogram is formed. Next, the
Mel spectrogram is obtained in which the frequencies are converted into Mel scale.

Along with Mel spectrogram, Mel Frequency Cepstrum Coefficients (MFCC)
features were also extracted. MFCC provides information about rate changes in
different spectral bands, describing the overall spectral envelope. These cepstral
parameters offer robust performance compared to other spectral parameters even in
a noisy environment. In addition to the Mel spectrogram and MFCC features, the
chromagram is also extracted from the speech signal. It is a time-chroma represen-
tation which is obtained by aggregating all information related to a given chroma
in a local time window into a single coefficient. Shifting this time window across
the speech signal results in the production of a sequence of chroma features being
spread out across the twelve chroma bands.

Table 1 shows the number of features extracted, with mean and standard deviation
for each feature class. This comprises of 12 chromagram pitch classes, 128 Mel
spectrogram bands and 40 MFC Coefficients as mentioned in Table 1.

A total of 1440 audio samples are represented with a score of 180 numerical
features extracted per sample. Figure 4a–d show the plots of the Spectrogram, Mel
Spectrogram, MFCC and Chromagram for two emotions ‘happy’ and ‘angry’.

Table 1 Details of features extracted

Feature class Number of features
extracted in each
class

Minima Maxima Mean Standard deviation

Mel spectrogram 128 0.000 136.103 0.201 1.665

MFCC 40 −822.737 96.946 −14.212 94.106

Chromagram 12 0.320 0.864 0.650 0.820
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Fig. 4 Emotions ‘happy’ & ‘angry’ a Spectrogram, b Mel spectrograms, c MFCC coefficients, d
Chromagram for emotions

3.4 Convolutional Neural Network

The extracted features are now input to the Convolutional Neural Network (CNN)
which is a Deep Learning Algorithm. The architecture is much analogous to the
pattern in which the neurons are connected. Thus, the CNN is simply a multi-layered
neural network that detects complex features in data. The CNN implies its brilliance
by being successful in capturing spatial and temporal dependencies from any given
set of input [27]. Although several activation functions such as the sigmoid, tanh are
available, ReLU is used because it offers optimal performance over speech signals.
Theneural network is builtwith all vital layers including the input layer, convolutional
layer, max pooling and average pooling, flatten and dropout etc., wherein the dropout
layer is generally placed after the activation function, but for ReLU it is placed above.
Pooling is done as a merging process in order to reduce the data size. Flattening is
a process done so as to convert the data into a 1D array to pass it over as input to
the subsequent fully connected layer. This is done by appending each subsequent
row to the one that precedes it. Next the dropout is a process implemented on either
all or any of the hidden layers in the neural network thereby preventing overfitting.
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Following this, batch normalization is done so as to normalize the inputs to each
layer on a feature-by-feature basis. This attempts to solve the internal covariate
shift problem, thus performing the tasks of normalization of the input value as well
as scaling and shifting them. Consecutively, one hot encoding is done where the
categorical variables are converted into such form that is to be provided to the model
so as to facilitate better prediction. Then the Exploratory Data Analysis (EDA) is
done as to gain preliminary understanding and acquaintance to the dataset and thus
eyeballing it. FinallyRidgeRegression andStochasticGradientDescent optimization
are carried out to minimize the loss function. Lastly, redundancy reduction, anomaly
elimination, converting data into arrays and reshaping it into a 3D tensor, format of
Numpy array is all done and also hyperparameter tuning is made. The parameters of
the 1D CNN classifier are shown in Fig. 5.

Fig. 5 Description of CNN layers and corresponding parameters
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3.5 Convolutional Neural Network and Long Short-Term
Memory

The Long Short-Term Memory (LSTM) is a profound component of the Recurrent
Neural Networks (RNN) [28]. Inputs that possess spatial structures such as images,
audio and video cannot be modeled using the LSTM. In the CNN-LSTM, the LSTM
model is sandwiched between the CNN model and the dense layer, which in turn is
a fully connected layer.

Our model’s architecture is designed in such a manner that it possesses 4 convo-
lutional blocks thus offering a 4D CNNmodel, wherein the first convolutional block
comprises of one input channel, sixteen output channels with a kernel of size 3, stride
and padding one each. Following this, comes the 2D Batch Normalization followed
by the ReLU activation function, a 2D max pooling layer and a dropout layer. Here
the kernel is a filter in the CNN model that extracts features from the input. It is a
matrix that moves over the input data, performing dot product with the sub region of
input data and gets the output as a matrix of dot products. The stride is nothing but
a parameter of the network’s filter which is said to modify the amount of movement
over the data and finally padding refers to the conventional zero padding technique.
The second convolutional block accommodates sixteen input channels i.e. the output
of the previous convolution block and thirty-two output channels, kernel, stride,
padding and other layers as the earlier block. Following it come the third and fourth
convolutional blocks wherein the former has thirty-two input channel and sixty-four
output channels respectively while the latter has sixty-four input and output chan-
nels respectively and all other layers as earlier. Next comes the Bidirectional LSTM
block in the architecture followed by convolutional embedding where the flattening
is done but for batch dimension followed by the LSTM embedding. This architec-
ture is found to offer superior performance when compared to other architectures,
offering the highest test accuracy of 98.68%.

4 Results and Discussion

Features extracted from all the eight emotions inclusive of neutral are fed as input
to the classifier to be categorized. For the proposed model, only Mel spectrogram
featurewas used. Emotions could be categorized as, valence and arousal [29].Valence
refers to affectivity or in other words the cause of the emotion. Emotions that come
under positive affectivity are surprise and joy while those that fall under negative
affectivity category are anger and sadness. Arousal refers to the effect created by any
particular emotion, example how calm or soothing as well as on the contrary, how
agitating or exciting the emotion is. Feeling of agitation or anxiety is what a survivor
of a trauma encounters. It is an experience of fear, sorrow as well an untargeted
anger ultimately ending up in disgust giving a disinterest for instance in performing
day today activities and living life. Thus, these emotions with a negative affectivity
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Fig. 6 Confusion matrix of
proposed model using Mel
spectrogram features and
CNN LSTM classifier

or valence as well as falling under both high and low arousal categories are to be
categorized as PTSD is classified under Trauma and Stressor related disorder by
the DSM V. On the other hand, emotions with positive valence portray non-stressed
individuals or controls.

The confusion matrix of the proposed model is shown in Fig. 6 using which the
performance of the proposed CNN-LSTM classifier with audio features is shown in
Table 2.

From the below table, the efficiency of the proposed PSTD diagnosis system using
CNN-LSTM in classifying PTSD subjects and controls is calculated. The emotions
pertaining to stress and anxiety viz., sadness, anger, fear and disgust are used for
classification resulting in individual classification accuracies of 98.62%, 98.39%,
99.08%, 98.62% respectively. The proposed model produces an average accuracy
of 98.68% in correctly classifying PTSD. For computing the classification accuracy
of controls, the other emotions excluding neutral namely, happiness, surprise and
calm are used, each contributing a classification accuracy of 99.31%, 98.85% and
99.08% respectively, thus collectively offering an average of 99.08% accuracy. Other
parameters such as sensitivity, specificity, precision and F1 score also computed,
show good performance of the proposed PTSD detection model.

Figure 7 shows the correlation matrices which are square matrices displaying the
correlation coefficients between the variables. These matrices give the data related
to the ratio of the data samples correctly classified or misclassified with respect
to the variable concerned. Figure 8 is the loss plot, which is a curve that is often
used to debug the neural network’s training process, giving the direction in which,
the network learns. It therefore shows the training and validation error over the
number of iterations/epochs of the model. The accuracy curve is the contrast of the
loss curve when one decays exponentially the other raises. Here the training and
validation accuracies would be displayed, the gap between which is the indication
of overfitting.
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Fig. 7 Correlation between a gender and correctness, b emotional intensity and correctness

Fig. 8 Loss plot

4.1 Comparison with Other Traditional Classifiers

In order to study the efficacy of the proposed model for PTSD diagnosis, comparison
with K-Nearest Neighbors (KNN), Random Forest (RF), Gaussian Naïve Bayes,
Support Vector Machine (SVM), Multi-Layer Perceptron (MLP) and Convolutional
Neural Networks (CNN) was studied.

For all the machine learning classifiers, the three genres of features namely,
Mel Frequency Cepstral Coefficients (MFCC), Mel Spectrogram-based features and
Chromagram-based features were extracted and then the data was fed independently
to the classifier models and executed, and their results are tabulated.

K-Nearest Neighbors: K-Nearest Neighbor (KNN) is a supervised machine
learning algorithm that functions based on the assumption that similar entities exist
in close proximity. It is based on the fact that similarity could be attributed as
proximity/closeness/distance vector. It offered a classification accuracy of 53.33%.

Random forest classifier: Random Forest (RF) is also a machine learning algo-
rithm. It has been inspired from the Decision Tree Algorithm but for the difference
is that it contains large number of standalone individual decision trees. Each single
tree in the forest splits out a prediction category/class and thereby the class with
utmost votes ultimately becomes the mode’s prediction. Accuracy of 52.50% was
only achieved for PTSD

Gaussian Naïve Bayes: This algorithm is a machine learning (ML) algorithm
and is a variant of Naïve Bayes, following the popular Gaussian Normal Distribution
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supporting continuous data. The algorithm is a direct approach toward modeling the
probability of interest, which in this case, is modeled using a linear function applying
a sigmoid function on top of it. Poor accuracy of 18.33% only could be achieved.

Support Vector Machine: The Support Vector Machine (SVM) is yet another
supervised Machine Learning Algorithm which works by constructing a hyperplane
in the multi-dimensional space in order to separate different classes. It works by
generating an optimal hyperplane in an interactive manner that could be employed
to minimize the error and finds a maximum marginal hyperplane which is used to
divide the dataset into classes. Classification accuracy of 45% accuracy was obtained
for the speech emotion database used in this work.

Multi-layer Perceptron: A Multi-Layer Perceptron (MLP) is a neural network
with the input and output layers being fully connected layers and multiple hidden
layers. This classifier, when unscaled offers an accuracy of 80.21% over the training
set and 50% over the test set. When minmax scaling is deployed the score changes to
72.50% and 49.17% respectively and for standard scaling the score rises to 99.58%
and 66.67% respectively. Thus, the performance of MLP is better when compared
to the previous classifiers but is not optimal. This is quite expected because most of
the hyperparameters chosen by grid search are default with sklearn’s MLP.

Convolutional Neural Network: For the CNN, the Mel spectrogram was
computed, from which 13 MFCC features were extracted. Along with this, 2 out of
the 12 element chroma vector of the chromagram was extracted. From these promi-
nent spectral features and statistical parameters were computed and given as input
to the classifier. Although the CNN being a Deep Learning algorithm is expected
to outperform all other Machine Learning algorithms mentioned earlier, the CNN
too did not succeed in achieving a high classification accuracy and yielded only
58.33% accuracy. Table 3 gives the comparison between all the seven classifiers,
their performances and the features extracted.

Considering the KNN, although its functionality is versatile in implementing it
for classification problems rather than regression, it gets slower and less effective as
the volume of data increases. In this work the number of prediction classes as high
as 8 emotions are to be categorized and also the amount of data is comparatively
huge, thus becoming a leading cause for its limited performance offering an accu-
racy of 53.33%. On the other hand, though Random Forest algorithm, is built on
the powerful fundamental concept called the wisdom of crowds, these uncorrelated
models produce ensemble predictions with higher accuracy when compared to indi-
vidual predictions, thus making it more difficult to interpret and also curtailing the
algorithm from working with unknown difference between sample and population,
making it more suitable for regression than classification, hence offering limited
performance of 52.50% in this work.

The Gaussian Naïve Bayes algorithm offers the poorest performance yielding
an accuracy of 18.33% as it encounters the zero-frequency problem wherein a zero
probability is assigned to any categorical variable whose category isn’t available
with the training set but not with the test set thus producing wrong estimations.
When taking the SVC into consideration, it is again not suitable for large sets of data
and also does not offer robust performance in noisy environments and also when
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Table 3 Performance comparison of all the classifiers deployed

Si. No. Classifier algorithm Feature(S) extracted Emotion recognition
accuracy (%)

1 K-nearest neighbors (KNN) MFCC features (40), Mel
spectrogram features (128)
and Chromagram features
(12)

53.33

2 Random forest (RF) 52.50

3 Gaussian Naïve Bayes 18.33

4 Support vector machine
(SVM)

45

5 Multi-layer perceptron
(MLP)

66.67

6 Convolutional neural
networks (CNN)

MFCC features (13),
Chromagram features (2),
spectral features and
statistical features of the
above

58.33

7 Proposed convolutional
neural networks with long
short-term memory
(CNN-LSTM)

Mel spectrogram 95.40

the target classes are overlapping, however in Speech Emotion Recognition, many
emotional expressions are conveyed only with a ray of difference between them and
so it is obvious that it has offered only 45% accuracy.

The Multi-Layer Perceptron, also called as the vanilla Neural Network offered
a maximum of 66.67% accuracy but still suffers from a drawback that the number
of total parameters has a possibility to grow too high and also becomes insufficient
as it encounters redundancy at high dimensions. Finally, the CNN, which is a Deep
Learning Algorithm offered 58.33% accuracy but in turn requires high computation
power and also it suffers from a dependency issue. CNN also depends on the initial
parameter tuning for avoiding the local optima. Thus, it needs considerable amount
of initialization according to the problem we have at hand and its data requirements
may either end up with overfitting or underfitting.

On the contrary, the CNN LSTM combination offers innumerable advantages as
it exploits the efficacy of CNN as well that of the LSTM which is a vital component
of the RNN. While the CNN is capable of extracting the effective features from a
given data, the LSTM is capable of finding the interdependence within the data if it
is a time series one. It also possesses the capability of detecting the best model that is
suitable for the relevant data on its own. Thus, it offered superior performance giving
95.40% emotion recognition accuracy. Thus, the efficiency of the proposed model
withMel spectrogram features and CNNLSTM classifier for classifying PTSD cases
is 98.68% thus offering superior performance.

The proposed model incorporating the CNN-LSTMwas evaluated in comparison
with the other Machine Learning and Deep learning approaches attempted for PSTD
research. Table 4 data tabulates the approach of this research alongside othermethods
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Table 4 Comparison of Speech Emotion Recognition approaches for diagnosis of Disorders in
research

Sl. No. Work Biomarker used Approach Accuracy

01 Issa et al. [23] Speech Speech emotion recognition
using deep convolutional
neural network (CNN)
classifier on the Ryerson audio
visual database for speech and
song (RAVDESS)

71.61%

03 Marmar et al. [24] Speech Speech samples obtained from
warzone-exposed veterans
captured as responses to CAPS
and PTSD Diagnosis using
Random forest classifier

89.1%

04 Proposed Model Speech An atypical approach to PTSD
Diagnosis through speech
emotion recognition using
convolutional neural network
classifier with long short-term
memory (CNN-LSTM)

98.68%

adopted earlier by other researches toward Speech Emotion Recognition and PTSD
diagnosis.

5 Conclusion

In this work seven classifier algorithms were compared to perform Emotion Recog-
nition from Speech signal and thereby quantify the existence of PTSD in an indi-
rect way. Among these the Deep Learning Algorithms, CNN LSTM offers superior
performance offering highest classification accuracy with limited features. The usual
sphere of approach taken by researchers is, looking for biological markers such
as changes in neural structures and function, genomic markers or immune func-
tion markers. Such biomarkers usually come with coupled drawbacks on accuracy,
patient burden and cost. Speech has been used by Mental Health Care providers for
over years as a diagnostic tool. Such speech-based diagnostic techniques serve as
an attractive and potential approach while serving as an alternative for diagnosing
different psychiatric disorders and PTSD, in particular. Speech, being a non-intrusive
and inexpensive biomarker, also facilitates data collection to be done remotely and
non-invasively. Individuals suffering from Psychiatric Disorders display changes in
speech and thus the impressions of their voice quality facilitate the diagnosis. This
research is an Automated Speech Analysis technique wherein, Speech is used as
an attractive candidate, aiding PTSD diagnosis wherein, the CNN-LSTM classifier
has demonstrated encouraging specificity and sensitivity on a ′Per Emotion′ bases
using only Mel Spectrogram features. The LSTM layer in this network is adopted
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for learning the long-term dependencies from the learned local features. Thus, the
combination of CNN and LSTM takes the advantage of the strengths of both the
networks while overcoming their shortcomings. On comparing its performance with
the other ML and DL classifiers, the CNN-LSTM achieves excellent performance
on the Speech Emotion Recognition task outperforming all traditional approaches
on the selected RAVDESS Database.
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Abstract When dealing with medical applications like X-Rays, EEG, MRI and
analyzing individual image component into individual images objects and thereby
evaluating the exact image and process it the primary purpose is to convert analysis
of images into information. The most basic problem encountered to this procedure
is to present the database of mixed images or sample images patch during its anal-
ysis i.e. during image segmentation or de-noising for knowing the exact information
provided through the mixed or individual sample of images. Independent component
analysis (ICA) is new algorithmic approach in Image segmentation of investigate
and is being applied for their mutually exclusive statistical PSNR in independent
separation images. Independent component analysis is primarily a procedure class
from the concept of BSS which is a theoretical concept given for the image and
sound representation. In this paper we have developed an analytical approach for an
effective distributive algorithmic approach for ICA-based blind source separation for
separating out individual component from a mixed picture with maximum PSNR.
In blind source separation (BSS) produces after simulation in MATLAB all orig-
inal images from the observed mixtures. Independent Component Analysis (ICA)
is built retrieve individual values called components from a non-regular combina-
tion called mixture which are more statistically independent from one another as
possible (preferably non-Gaussian higher statistical calculations). The paper will be
divided into 4 sections with ICA-BSS introduction, basic theoretical and mathemat-
ical model approach for image segmenting or image de-noising from mixed sample
picture followed by simulation results followed by conclusion. The simulation of
mixed images has been done in MATLAB.
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1 Introduction

Basically, the whole problem in image de-noising or segmentation lies in their repre-
sentation and then simulating them. The idea is to have problems like mixed images
picture or a noisy picture from which, we have to estimate or find the original image
in close proportion to the original individual image without knowing the proportion
of the image content in the mixed sample. Blind source separation (BSS) and Inde-
pendent ComponentAnalysis (ICA) [1, 2] is a now scope in image analysis especially
telemetry and biomedical image/signal data. The main objective solved by ICA [3]
is to obtain independent object or source from unknown linear combinations without
prior knowledge of un-observedmixed source signals. ICAfirst decorrelate the signal
(2nd and higher order statistics) and lessens higher-order statistical dependencies [4,
5]. This helps the produced components after simulation to be as much independent
as possible. ICA was projected to answer the task which is to separate the mixed
image/signals and recover the original sources [4, 6].

In the whole process the concept is to mix individual images in an unknown
manner in MATLAB taking some sample images/signal (3 in the present paper) in
singlemixture, and thenfindout the individual image/signal from themixture sample.
After each simulation Peak Signal to Noise Ratio (PSNR) is computed in MATLAB
of each individual image/signal one before the combination and one after ICA-based
extraction. In Biomedical signal processing, ICA [3] is a method for unscrambling
a multi-variate image/signal into small independent non-Gaussian sub-components
signals which are statistically independent. In modern day to day applications ICA
is extensively used in biomedical signal processing, electroencephalographic (EEG)
and magnetoencephalographic (MEG) data analysis [7–9]. ICA retrieve individual
outputs which are called independent components. These results are obtained by
exploiting the statistical independency of the retrieved output which are estimated
components. There are basic two descriptions of statistical independence for ICA:

• Minimizing Mutual Information [I (X, Y )]
• Maximizing the Non-Gaussian nature in retrieved output after ICA.

1.1 Pre-processing Before ICA Estimation

There are few pre-processing steps before applying the algorithm for retrieving
individual output/component

(a) Kurtosis—the fourth-order cumulants
(b) Negentropy—subtract the mean to create a zero-mean signal
(c) Centering—Make vectors Non-zero mean variable
(d) Whitening—Eigen value decomposition.

The important part of the algorithm result also depends upon fewmore constraints
as during mixing of the sample images. The first thing is that if noisy or non-desired



Effective Independent Component Analysis Algorithm … 313

component is on higher side then PSNR after ICA extractionwill lower for individual
component while if the noisy component is lower in the mixed proportion, then the
PSNR after ICA extraction of individual component will higher.

1.2 Mathematical Modeling

Suppose M is the arbitrary course vector whose rudiments are in the combinations
m1, …,mn, and similarly ‘s’ is a random directional vector (component) with matrix
elements (s1, …, sn). Assume ‘V’ is a matrix with elements different ‘vij’. Taking
the case of vector–matrix notation, ‘mixing model’ is

v = Ms. (1.1)

V =
∑

misi (1.2)

V = ∑
misi is the part of the outcome termed as Independent component anal-

ysis or ICA-based model. The independent components (retrieved output individual
PSNR) cannot be directly detected. The whole combinationmixing is unknown, both
m, s is unknown. So, it is evident and must underline a basic threshold to provide
assumption of both m, s bits.

First basic assumption is ‘si’ are statistically independent (2nd order). Then,
after approximating the matrix M, calculate its inverse, ‘I’, and get the independent
component

s = Iv (1.3)

After calculating all the parameters and doing preprocessing independency of
latent variable needs to be processed, so that PSNR after ICA estimation must
uncorrelated and should be on a higher side.

1.3 Independency of Latent Variable Needed to Be Estimated
with the Following Steps Mathematically

Technically, independency of two different extracted versions can be estimated by
mutually exclusiveness and can be defined by the probability density function and
then finding the entropy or 2nd order statistical value [2, 3, 6]. Consider p (y1, y2)
are the joint PDF of a1 and a2.

P1(a1) = Joint integral of p(a1, a2)da2 and same for a2 (2.1)
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a1 and a2 are independent if the joint pdf is factorizable exclusively like

p(a1, a2) = p1(a1)p2(a2). (2.2)

The same definition can be used to derive as Given two functions, k1 and k2, we
always have

E{k1(a1)k2(a2)} = E{k1(a1)}E{k2(a2)}. (2.3)

1.4 Uncorrelated Variables Are Only Partly Independent

If their covariance is zero, then the observed data is said to be uncorrelated.

E{a1a2}−−E{a1}E{a2} = 0 (2.4)

And If the variable quantity is independent, then they are uncorrelated also [10,
11].

h1(a1) = y1 and h2(a2) = a2. (2.5)

2 ICA Basic Approximation/Estimation Principal

The most important feature in approximating the ICA model is its Non-Gaussian
nature. In almost all statistical theory, random variables are mostly assumed to have
Gaussian as their PDF distributions. Let us now assume that the data vector ‘s’ is
distributed according to the ICA data model

y = i T s (3.1)

where i is a vector to be determined. So, for the sake of Non-Gaussian nature to
achieve peak or attain maximum value of ‘iTs’ gives us one of the independent
components. For several independent components’ estimations, calculated all local
maxima.
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2.1 Measures of Non-Gaussianity

Kurtosis: It is nothing but a fourth-order cumulants. The kurtosis of s is classically
defined by

Kurt(s) = E
{
s4

}−3(
E{s2})2 (3.2)

Basic assumptions: ‘s’ is of unit variance; kurtosis is non-zero for Non-Gaussian
Variable Quantity.

Negentropy
The entropy of a random variable can be understood as degree of information that

the observation of the variable stretches.

H(Y ) = −P(Y = pi ) log(Y = pi ) (3.3)

H(y) = −
∫

f (y) log f (y)dy. (3.4)

The definition of differential entropy, called Negentropy. Negentropy J is defined
as follow

J (y) = H(ygauss) − H(y) (3.5)

where y gauss is a Gaussian random variable of the same covariance matrix as y.

2.2 Algorithm Proposal

i+ = E
{
s g

(
i T s

)} − E
{
g′(i T xs

)}
I

i = i+/
∥∥wT

∥∥

where I* is a column.

I+ = C−1E
{
S g

(
I T S

)} − E
{
g′(I T S

)}
I

I∗ = I+/I+C I+

where c = {SST} is the covariance matrix of mixed data.
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3 Algorithm Proposal for ICA Extraction (EICA)

(i) Initialize the weight vector w (with random values).
(ii) Let i+ = E{s g (iT s)} − E {g (iT s)} i…, where g is the derivative of G.
(iii) Let i = i+/|i |;
(iv) If not converged, return to step 2 (Fig. 1).

3.1 Final Algorithm/Iteration that Has Been Obtained is
as Follows

• Center the data;
• make its mean zero;
• Choose an initial orthogonal vector Quantity ‘I’;
• Place k = 1;
• Place and estimate ii (k) = E{(siˆ (ii(k − 1)T siˆ)3} − 3ii (k − 1);
• Place and estimate ii (k) = ii (k)/||ii (k)||;
• If not converged then place k = k + 1;
• go to step no. v;
• Make the counter and iteration i = i + 1;
• When i< no. of sample values of signals, go back to step iv.

4 Simulation Steps

In this particular algorithmic approach, the simulation is being done with three inde-
pendent sources of different kurtosis values as three different images are mixed in
an unknown proportion. In the present MATLAB simulation results a total of three
signals are generated randomly. The separated signal is improved and retrieved using
Effective ICAAlgorithm. A total selection of five different images of 256 * 256 reso-
lute dimension in RGB format and then it is being converted into gray scale format
which are named as: Cameraman one (Cam-1), Cameraman two (Cam-2), Bank,
Lena and Monkey (Monk) to examine the results, through MATLAB simulation.

The very basic approach has been used to recover from amixed sample the original
distinguished images by using the concept of BSS using the algorithm provided
through the use of ICA. A total of 9 different samples have been made through the
different combinations of the images being considered for the simulation purpose to
estimate the results through application of the proposed algorithm (Table 1).

All the above given image samples have been thoroughly simulated in MATLAB
applying the proposed algorithms and the simulation results have been shown through
the figures and comparison results related to PSNR of the cases using first the original
image PSNR and then finding the PSNR obtained through the proposed algorithm
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Table 1 Image mixture
combination

S. No. Sample No Image Combinations

1 Sample-1 Lena, Cam-1, Bank

2 Sample-2 Cam-2, Bank, Lena

3 Sample-3 Monk, Cam-1, Bank

4 Sample-4 Cam-1, Cam-2, Bank

5 Sample-5 Lena, Cam-1, Cam-2

6 Sample-6 Monk, Cam-1, Cam-2

7 Sample-7 Monk, Cam-1, Lena

8 Sample-8 Lena, Monk, Bank

9 Sample-9 Monk, Cam-2, Bank

of the same image from a mixed sample. To compute the peak signal to noise ratio,
between the original image A and the mixed or separated image B.

Peak Signal to Noise Ratio(PSNR) = 10 log(M ∗ N )2/MSE

Mean Square Error = 1/MN
M∑

i=1

N∑

i=1

(B (i, j)−−A (i, j))2

4.1 Sample Wise Simulation in MATLAB

See Figs. 2, 3, 4, 5, 6, 7, 8, 9, 10 and 11.
Figures 2, 3, 4, 5, 6, 7, 8, 9, 10 and 11 containing different combination and

mixture of 3 sample images and then ICA extracted images in MATLAB.
(Tables 2, 3, 4, 5, 6, 7, 8, 9 and 10 showing Individual PSNR before mixing of

individual Sample Image before mixing, and then ICA retrieved PSNR from the
mixture of images).

4.2 Result Analysis

After studying the output results from different samples of sample-1 to sample-
9 shown, we noticed that the PSNR of the individual images before mixing and
the PSNR of the images after recovering from mixed samples through proposed
algorithm is approximately 91% close the original PSNR. A brief table has been
provided to see the efficiency obtained through different Cases of mixed sample
(Table 11).
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Initialize the weight vector w 
(With random values)

i+ = E{s g (iT s)} – E {g (iT s)} i

w = w+/ ׀׀ w׀׀

Converge

Done

Preprocessing 
and analyzing

Yesno

Fig. 1 EICA algorithm flowchart

From all the results obtained from the simulations of previous different Cases
numbered from Sample-1 to Sample-9, it has been observed that the proposed algo-
rithm based on Independent Component Analysis in this report is efficient enough
to extract the individual images from a mixed sample with greater accuracy and all 9
Cases have shown it. It is evident from the resultant table, which is the summary of all
simulation results that all the previous simulations based on ICA have the potential
to recover individual images from a noisy image sample or a mixed image sample
patch. The overall efficiency in recovering original desired image from noisy image
environment is around 91% in taking the average of all the cases. If n1, n2, n3 are the
respective efficiencies of different samples, so the resultant efficiency (N) obtained
is:

N = n1 + n2 + n3 + · · · + n9

9
= 91%
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(a) Cam-1 (b) Cam-2 (c) Lena

(d) Bank (e) Monk

Fig. 2 Various images taken for the simulation

Fig. 3 Sample-1 (images of Lena, Cam-1, Bank)
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Fig. 4 Sample-2 (images of Lena, Cam-2, Bank)

Fig. 5 Sample-3 (image of Cam-1, Monk, Bank)
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Fig. 6 Sample-4 (images of Bank, Cam-1, Cam-2)

Fig. 7 Sample-5 (images of Lena, Cam-1, Cam-2)
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Fig. 8 Sample-6 (images of Monk, Cam-1, Cam-2)

Fig. 9 Sample-7 (images of Monk, Cam-1, Lena)
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Fig. 10 Sample-8 (image of Lena, Monk, Bank)

Fig. 11 Sample-9 (images of Monk, Cam-2, Bank)
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Table 2 Individual PSNR
before mixing of individual
sample Image before mixing,
and then ICA retrieved PSNR
from the mixture of images

S. No. Image names Original image
PSNR

ICA separated
algorithm PSNR

1 Lena 28.490 39.3749

2 Cam-2 27.4194 15.0428

3 Bank 27.6976 27.6696

Table 3 Individual PSNR
before mixing of individual
sample Image before mixing,
and then ICA retrieved PSNR
from the mixture of images

S. No. Image names Original image
PSNR

ICA separated
algorithm PSNR

1 Lena image 27.6976 23.9547

2 Cam-1 image 25.9391 26.4505

3 Bank image 28.2490 43.8037

Table 4 Individual PSNR
before mixing of individual
sample Image before mixing,
and then ICA retrieved PSNR
from the mixture of images

S. No. Image name Original PSNR ICA separated
algorithm PSNR

1 Monk 27.1123 10.11

2 Cam-1 27.2348 21.91

3 Cam-2 25.12 16.15

Table 5 Individual PSNR
before mixing of individual
sample Image before mixing,
and then ICA retrieved PSNR
from the mixture of images

S. No. Image names Original image
PSNR

ICA separated
algorithm PSNR

1 Cam-1 27.6976 22.6695

2 Monk 27.6252 26.9914

3 Bank 25.9391 24.9435

Table 6 Individual PSNR
before mixing of individual
sample Image before mixing,
and then ICA retrieved PSNR
from the mixture of images

S. No. Image names Original image
PSNR

ICA separated
algorithm PSNR

1 Lena 28.2490 16.7656

2 Cam-1 27.4194 22.0011

3 Cam-2 25.9391 18.23

Table 7 Individual PSNR
before mixing of individual
sample Image before mixing,
and then ICA retrieved PSNR
from the mixture of images

S. No. Image names Original image
PSNR

ICA separated
algorithm PSNR

1 Bank 27.4434 15.1213

2 Cam-1 27.1223 19.1218

3 Cam-2 25.9391 17.2326
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Table 8 Individual PSNR
before mixing of individual
sample Image before mixing,
and then ICA retrieved PSNR
from the mixture of images

S. No. Image name Original PSNR ICA separated
algorithm PSNR

1 Cam-1 28.2490 12.5671

2 Lena 25.9391 23.3421

3 Monk 27.6252 19.1211

Table 9 Individual PSNR
before mixing of individual
sample Image before mixing,
and then ICA retrieved PSNR
from the mixture of images

S. No. Image name Original PSNR ICA separated
algorithm PSNR

1 Lena 29.3417 28.1211

2 Monk 26.3423 24.0098

3 Bank 27.9391 26.9870

Table 10 Individual PSNR
before mixing of individual
sample Image before mixing,
and then ICA retrieved PSNR
from the mixture of images

S. No. Image name Original PSNR ICA separated
algorithm PSNR

1 Bank 27.2424 24.1244

2 Cam-2 28.1245 18.9211

3 Monk 27.1212 25.2345

Table 11 Final conclusion table

S. No. Sample No. Original PSNR
(average)

ICA recovered PSNR
(average)

Efficiency (approx.)
(%)

1 Sample 1 26.9234 26.2322 97

2 Sample 2 27.5443 25.2312 95

3 Sample 3 26.2423 24.1231 93

4 Sample 4 26.3445 23.2233 90

5 Sample 5 27.2322 23.1987 88

6 Sample 6 26.2213 22.9887 87

7 Sample 7 26.7885 21.45411 85

8 Sample 8 28.2422 26.0992 92

9 Sample 9 28.0011 22.9299 87

5 Conclusion

After studying the results obtained the final conclusion is that Independent Compo-
nent Analysis-based image segmentation, de-noising approach, filtering process and
extracting the individual features is quite simpler than other approach of image
processing. The results obtained from the algorithm have provided simpler and a
faster approach to find out the individual images from a mixed sample with greater
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accuracy. The algorithm being proposed here has been shown to have 91% efficiency,
but it is good enough to extract information from noisy environment inmany applica-
tion cases as: Biomedical signal processing especially for EEG data analysis, MEG
Data analysis, Tissue Cancer treatments, E-Ray data interpretation along with Face
Recognition, Image de-noising, Satellite Image Resolution, speech processing.
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Abstract Over the years, the recognition of emotion has become more efficient,
diverse, and easily accessible. In general, emotion recognition is conducted in four
main steps which are signal acquisition, preprocessing, feature extraction, and classi-
fication. Galvanic skin response (GSR) is the autonomic activation of sweat glands in
the skin when an individual gets triggered through emotional stimulation. The paper
provides an overview of emotion recognition, GSR signals, and howGSR signals are
analyzed for emotion recognition. The focus of this research is on the performance
of feature extraction of GSR signals. Therefore, related sources were identified using
combinations of keywords and terms such as feature extraction, emotion recognition,
and galvanic skin response. Existing emotion recognition methods were investigated
which focused more on the different feature extraction methods. Research conducted
has shown that feature extractionmethod in time–frequencydomain has the best accu-
racy rate overall compared to timedomain and frequencydomain.CurrentGSR-based
technology also has the potential to be improved more toward the implementation
of a more efficient and reliable emotion recognition system.
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1 Introduction

Emotion recognition is a method applied in understanding human behavior and is
generally performed by signal processing [1]. Emotion recognition is applied in
various fields such as engineering, medical, physics, psychiatric, and many more.
Understanding emotions is important because emotions affect the way we proceed
with our daily activities such as decision making, communication, recognition, and
perception [2].

Latest developments in biomedical devices enable researchers to accomplish
emotion recognition by measuring physiological signals, for example, galvanic skin
response (GSR), electrocardiogram (ECG), heart rate variability (HRV), and elec-
troencephalogram (EEG) [2]. This method utilizes the interaction between biolog-
ical and psychosocial factors [3] by measuring generated signals from autonomic
arousal such as the changes in level of blood pressure, heart rate, and variation in
skin conductance [4].

GSR, also defined as electrodermal activity (EDA), is defined as electrodermal
activity. GSR has shown that it is an efficient biomarker that uses the autonomic
activation of sweat glands in the skin when triggered through emotional stimulation.
Stimulus can be in the form of audio-visual, videos, music, and even arithmetic
stimulation [5]. Sweat secretion is an activity of the body that cannot be controlled
consciously since it is mainly driven by the autonomic nervous system to satisfy
behavioral demands [5]. In a study by [6], the sweat glands function as variable
resistors. The variation in the conductance level when sweat is secreted is useful
biomarkers for the identification of different classes of emotions.

The aim of this paper is to review the literature on emotion recognition methods
based on GSR signals and GSR signal processing pipeline. The focus will be on the
feature extraction methods and evaluation of the performance of existing work using
different feature extraction methods.

1.1 Background of GSR Signals

The measured skin conductance is categorized into two components which are the
skin conductance response (SCR) and skin conductance level (SCL). SCL is referred
as the tonic level which represents the baseline of skin conductance (SBL). The
level varies in a gradual manner, where the rising and declining depend on the
individual skin moisture, hydration, or autonomic regulation [5]. SCR is known
as the phasic level, and it represents the phasic change in the skin conductance [6].
This response shows significant faster alterations as it is sensitive toward certain
emotionally arousing stimulus [5]. As stated in [4], the electrical variation observed
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Fig. 1 Typical GSR signal
waveform adapted from [10]

or measured at the surface of the human skin varies with each individual depending
on several factors.

There are two different approaches when it comes to emotion recognition, and
it depends on the scale and scope decided by the researchers. The first approach
would be mapping of individual emotions, and the second approach is representation
of emotion on multidimensional spaces. In most research studies, basic emotion
comprises of happy, fear, surprise, sad, anger, and disgust [7]. These emotions are
based on a two-dimensional plan (bipolarmodel) known as the valence bipolarmodel
[8].

Themeasurement of skin conductance over time is represented by the two compo-
nents, SCL, and SCR. SCL refers to the tonic component, while SCRs represent the
short-term phasic responses or in another term, reactive phasic component. A “non-
specific” SCR (NS-SCR) is known as the response that appears in the absence of a
stimuli. GSR signals in general show approximately fast level increments and accom-
panied by comparatively slower level decrements, gradually return to the baseline
level [9]. In other words, these measurements vary in its amplitude, latency, and
duration. A typical GSR waveform is shown in Fig. 1.

2 GSR Signal Processing

According to [11–13], the process of emotion recognition using GSR is divided into
four main steps which are signal acquisition, preprocessing, feature extraction, and
classification.

Preprocessing is a step that mainly involves noise reduction and sampling
processes. It is an important step for the elimination of noise from the acquired raw
data signals. This helps in reducing any interference exist within the signals and thus
increases the accuracy of the desired results [7]. A preprocessed GSR signal ensures
that the signal is ready and accessible for further analysis and feature extraction.

After the preprocessing of the GSR signals, useful information is then extracted
from the signals to be used in pattern classification for the detection of different
states of emotions. This process is referred as feature extraction. Feature extraction
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is described as the process of transforming raw data signal into a list of measurable
features, and this process can be categorized into three groups which are frequency
based, time based, and time–frequency based [14].

Classification is the process of predicting the class of given data points and is
last step in emotion recognition. One of the most significant factors that affects
the suitability of a classification algorithm with regards to an unidentified dataset
is the training time. Examples of classifiers that are commonly used for emotion
recognition are quadratic discriminant analysis (QDA), decision tree, support vector
machines (SVM), random forest (RF), Naïve Bayes, and k-nearest neighbor (kNN).

2.1 GSR Feature Extraction

Several feature extractionmethods for the emotion recognition based onGSR signals
have been proposed in recent studies. The methods can be categorized into time
domain feature extraction, frequency domain feature extraction, and time–frequency
domain feature extraction.

Time Domain Feature Extraction
The method extracting features of GSR signals in the time domain is a common
preceding step applied before combining with other feature extraction methods.
In most research, the time domain extracted features consist of statistical param-
eters of the signals during approximately long recordings, and this includes basic
features such as standard deviation, mean value, root mean square (RMS), and higher
order statistics (HOC) features such as kurtosis and skewness [9]. There are other
studies that focus on attributes of event-related short-term responses, and this refers
to features such as SCR amplitude, mean SCR rise time, or sum of SCR areas [15,
16]. Similarly, in a study [17], the identification of GSR measures includes SCL;
the change in SCL; frequency of NS-SCRs; SCR rise and half recovery time; the
latency and amplitude of SCR; SCR habitation which refers to the number of stimuli
occurring before no response, and lastly, the slope of SCR habitation [10]. Several
studies such as [17, 18], and [19] have found that SC increases when arousal level
increases. However, it is not definite when it comes to the relationship between SC
and valence level [17] had reported that in most studies, SC is unable to distinguish
positive valence from negative valence stimuli. However, in another research, it was
found that any increment in the magnitude of SC is related with negative valence
[20].

Frequency Domain Feature Extraction
Although the transitory properties of GSR signals are more efficiently evaluated by
analyzing the signal’s frequency domain representation, there has only been a few
research on the predictive capability of the GSR features linked to the frequency
domain compared to time domain features [9]. The frequency domain in signal
processing is a coordinate system which describes the frequency characteristics of
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the signals. A frequency spectrogram describes between the relationship between
the amplitude and frequency of the signal [21]. A study by [22] had found that
frequency domain analysis demonstrated superior efficiency in detecting transient
components of SCR compared to the conventional amplitude analysis. According
to [23], GSR signals differ greatly with frequency due to distinctive rates of phys-
iological processes. Examples of frequency domain features are signal magnitude
area, peak frequency, peak amplitude, variance, kurtosis, skewness, and harmonics
summations [9]. Other known frequency domain techniques include empirical mode
decomposition (EMD) and intrinsic mode functions (IMFs).

Time–Frequency Domain Feature Extraction
For extracting features in time–frequency domain,wavelets transformhas been found
suitable since GSR signals shows non-stationary behavior. An example of one of the
most common time–frequency domain feature extraction technique is the discrete
wavelet transform (DWT). DWT is an effective technique based on time–frequency
domain for feature extraction because of its inherent multiresolution approach to
signal analysis [24]. This technique involves the projection of signals onto a basis of
wavelet functions which separates the fine-scale and large-scale information of the
desired signals [25]. This technique is suitable to analyze GSR signals as the ampli-
tude, frequency, and phases of GSR signals changes over time compared to Fourier
transformation technique. A study by [11] also stated that for non-stationary signals,
DWT helps in overcoming the shortcomings of Fourier transformations. Further-
more, this technique is less prone to getting affected noises or any other interference
[11]. Another well-known time–frequency domain technique is matching pursuit
(MP). This algorithm was first proposed by [26].

2.2 Performance of Emotion Recognition Using Different
GSR Signals Feature Extraction Methods

For achieving amaximum recognition rate of emotion fromGSR signals, researchers
have proposed different combinations of preprocessing, feature extraction and clas-
sification methods. This section mainly discusses the comparison of different GSR
feature extraction methods and respective recognition accuracy. Table 1 shows a
summary of the emotion recognition methods from recent studies on GSR signals
and the achieved recognition accuracy.

Based on the table, most of the studies used either videos or audio-visual as the
stimuli for their experiment. In general, those type of stimuli yield higher accuracy
when compared to stimuli in the form of images.

The recognition rates vary across different studies depending on the type of
features extracted and what methods were used for the extraction. For time domain
features, generally statistical features, high order statistics, and SCR features are
extracted. As for frequency domain features, there were several methods introduced
in studies such as Fourier transform, Welch’s power spectral density (PSD), and
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Table 1 Performances of existing emotion recognition methods using GSR signals

Paper
info
(authors)

Stimulus Subjects Signals Feature
extraction
method

Classifiers Recognition rate
(%)

[27] Images 5 GSR Time domain
features

Quadratic
discriminant
(QDA)

Half:train,
half:test

55

Leave one out
(LOO)

51.66

[28] Videos 35 SCR Fourier
transform

SVM 85.75

[29] Videos Not
stated

GSR Welch’s power
spectral (PSD)
and statistical
features

SVM, Naïve
Bayes, and
kNN

Happy and sad

PSD Statistical

100 100

Happy and
neutral

PSD Statistical

80.30 83.13

Sad and neutral

PSD Statistical

100 81.61

[11] Videos 32 GSR Time domain
features, DWT,
and EMD

DT(148),
RF, and
kNN

Arousal

81.81

Valence

89.29

[9] Videos 37 SCR Time domain
features, DWT,
and SWT

SVM, and
RBF kernel

Arousal

85.75

Valence

83.9

[4] Audio-visual 39 GSR Data lagging
and data
labeling

SVM, and
RBF kernel

75.65

[30] Audio-visual 27 GSR Time–frequency
domain analysis

SVM 57.69

[31] Music 457 SC Deep hybrid
neural network
and residual
bidirectional
GRU networks

SVM Arousal

60.22

Valence

60.66
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empirical mode decomposition (EMD). As for time–frequency domain features,
examples of existing methods are discrete wavelet transform (DWT) and statistical
wavelet transform (SWT).

In most cases, time domain features extraction method is used as a preceding
step before combining with other techniques to achieve a high recognition rate. In
some cases such as [27], only time domain features extraction method was used, and
the features extracted were mean, standard deviation, mean of derivative, and the
features extracted due to consider the importance of average variation and deviation.
This was only able to yield low recognition rates (below 50%).

Das et al. [29] proposed a timedomain extraction techniquewith statistical features
and was able to yield high recognition rates with the highest being 100% for happy
and sad emotions. Features extracted were mean, median, mode, variance, kurtosis,
and skewness. Das et al. [29] also applied a frequency domain technique named
Welch’s power spectral density (PSD). Both techniques were able to produce high
recognition rates with the highest being 100%. The limitation of the method used
in [29] is that it analyzed emotions by taking all three mutually exclusive emotional
states only which were neutral, happy, and sad. Besides this, it is also known that the
Welch’s PSD method has a reduced spectral precision.

In [11] and [9], both studies applied combined time domain feature extraction
with DWTwhich is time–frequency based. The main difference between the method
used by the two studies is that [9] further extract the signals using the stationary
wavelet transform (SWT) technique, while [11] applied EMD. The combination of
techniques used in [9] for feature extraction was able to contribute an accuracy up to
85.75% and 83.9% for arousal and valence, respectively. SWT is a technique that is
shift invariant, redundant, and linear. More efficient sampling rates can be provided
for low-frequency bands if compared to the standardDWT technique [32].A previous
study had successfully applied the SWT technique to denoise EDA signals efficiently,
and less computational complexitywas required [33]. In [11], the combination of time
domain feature extraction, DWT, and EMD was able to contribute an accuracy up to
81.81% for arousal and 89.29% for valence. Without EMD, the accuracy achieved
was only 71.53% for arousal and 71.04% for valence [11]. The limitation of the
EMD technique is that it takes around 50–60 iterations, whichmeans that in real-time
implementations, it would produce high system latency.

There are certain studies that only used one method for feature extraction. In [28],
only Fourier transform was performed for feature extraction but it was able to reach
a recognition rate of 85.75%. Although this study only used Fourier transform for
the feature extraction method, it was still able to reach a high accuracy. A study
by [8] stated that the Fourier transform method leads to inefficient exemplification
functions that are well localized in time. Meanwhile, [30] used only time–frequency
domainmethod for feature extraction, and the recognition rate achieved was 57.69%.
[15] used the MP technique for feature extraction and was able to achieve an average
recognition rate of 100%.

The study by [4] proposed a method called the lagging and labeling technique for
feature extraction. This method prepares and frames the input data into time series. In
the study, the researchers concluded that the required number of lags to form relevant
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data for classification is 40, and this was able to contribute an accuracy of 75.65%.
[31] proposed a feature extraction method based on deep hybrid neural networks.
To remove the characteristics, it consists of time distributed one-dimensional convo-
lutional neural network (1D CNN) layers. This extraction technique was able to
contribute an accuracy up to 60.22% for arousal and 66.66% for valence.

For classification, support vectormachine (SVM) is themostwidely used classifier
for emotion recognition on GSR signals. In [28, 31], and [30] classifier SVM was
used meanwhile in studies such as [9] and [29], and other classifiers such as Naïve
Bayes and k-nearest neighborhood (kNN) were also tested together with SVM for
comparison purposes. In general, most studies that used SVM were able to achieve
notable recognition rates. The efficiency of the classifiers used depends on how it is
applied and combined with prior preprocessing and feature extraction techniques.

3 Conclusion and Recommendation

This paper presented an overview of existing emotion recognition methods on GSR
signals which focused on the feature extraction step. Based on the research, it was
found that feature extraction methods can be further grouped into three types which
are time domain, frequency domain, and time–frequency domain features.

This paper also compared the performance of the different feature extraction
methods in terms of accuracy rate. From the comparison, the time–frequency domain
feature extraction method has shown the most favorable, and it is also the most
complex since it involves wavelets transform. Since time–frequency domain feature
extraction method has shown the best performance, future work could focus on
developing a simpler process for this complex technique that would yield the same
or better performance. In addition, more types of features such as the entropy domain
features and time–frequency domain features that involve complex processes should
be investigated using the research method applied in this project.
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Abstract The key to preventing blindness caused by diabetic retinopathy (DR) is
regular screening and early recognition during its early stages. Currently, DR grading
is done manually by ophthalmologists and trained graders where the process is time-
consuming. Therefore, this paper aims to develop a mobile app that can provide
DR detection and grading without a professional or doctor. The patients will be
referred to ophthalmologists if further evaluations are required. This research builds
an image classificationwithin amobile application by using deep learning techniques
which utilized the Google AI technologies: Google TensorFlow and Google Cloud
Platform (Cloud AutoML and Cloud storage). Image classification is performed
in two layers which involve DR detection and grading. A total of 12,062 fundus
images are chosen from the dataset collected and undergo image preprocessing. The
preprocessed images are used to train the model in TensorFlow and Cloud AutoML,
respectively. The model will be implemented into the mobile application after being
trained with high accuracy. The final test accuracy for the MobileNet pretrained
model is 82.9%, while averaging precision for the model of Cloud AutoML is 75%.
Further research is required to improve the stability of this algorithm and mobile app
for real clinical environment settings.
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1 Introduction

Software development of DR in mobile devices is in demand because mobile devices
having the portability and lightweight advantages. Instead of a computer, mobile
devices have been implemented with high-resolution cameras in the current trend. A
smartphone provided more advanced computing capabilities and connectivity which
allows the user to use a specific platform to install and run more advanced applica-
tions. The accessibility of programs for a smartphone such as build-in camera and
gallery enables users to obtain the desired image more easily than desktop as desktop
require setup and additional hardware before capturing process.

According toNational Diabetes Registry Report 2020, 1,698,683 diabetic patients
are enrolled in the National Diabetes Registry 2020. In 2020, out of 88,457 patients
audited for retinopathy, 11.52% have been diagnosed with DR [1]. DR is the most
common cause of blindness among the working-age population globally including in
Malaysia. DR has been recognized as a microvascular disease where retinal abnor-
malities such as vascular bleeds or leaks of fluid eventually lead to one’s vision
distortion [2]. The retina damage occurred due to the microvascular complication of
diabetes mellitus.

Usually, it does not have any symptoms for the early stages of DR. So, most of the
patients will not notice the presence of DR. The frequency for the screening of DR
decreases due to the lack of awareness among the patients. A clinical specialized visit
is required for the diagnosis of DR since the grading of DR is mostly done manually
by expertise such as ophthalmologists and trained graders. Thus, the process of
diagnosis of DR required a lot of time, and this will lead to some patients suffer
vision loss before they are being diagnosed. Lack of effective and regular screening
is one of the problems in the management of DR. Effective screening is important
for the early detection and treatment of DR as it can help to prevent blindness or
slow down the progress of DR.

To solve the problems stated above, a mobile solution for DR is proposed. This
mobile solution enables to prevent the growth of blindness in Malaysia and even the
world as the diagnosis of DR can be done easily without the need of professionals.
The mobile application is designed to classify the retinal images by utilizing the
Google AI technologies which are Google TensorFlow and Google Cloud Platform.
The retinal images are captured by using a smartphone’s camera with external tools
such as an ophthalmoscope. The main objective of this research work is to develop a
mobile application that can provide detection and grading of DR. The patients must
refer to ophthalmologists if further evaluations are required.



Development of Mobile Application for Detection and Grading … 341

The main expected outcome for this research work is the mobile application that
can automatically detect and grade DR. The mobile application provides a real-time
evaluation that uses a smartphone’s camera to capture the images of the DR with a
specific external tool such as an ophthalmoscope for the detection and grading of
DR.

2 Methodology

The process involved consists of the collection of a bunch of fundus images, image
preprocessing, image classification, and mobile application development. Figure 1
illustrated the flowchart of the overall process for the proposed system.

Firstly, the desired retinal image datasetmust be collected.Dataset plays an impor-
tant role in deep learning techniques as this technique requires a large amount of data.
In this research, the dataset is obtained from an open-source retinopathy screening

Fig. 1 Flowchart of the
overall process of the
proposed research
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Fig. 2 Samples of fundus images for DR

platform, EyePACS in Kaggle that is available on an official Web site [3]. Figure 2
shows some samples of the retinal fundus images collected. The dataset obtained is
present in multiple zip files which contain five files of training images and seven files
of testing images. The fundus images obtained are sorted according to the patient’s
ID and provided a CSV file with five classes graded by the clinician.

The next step is image preprocessing. The image preprocessing techniques used
in this research are image smoothing and image scaling. Image smoothing is needed
to filter the noise and make the images smoother. For image scaling, the images in
the dataset are resized to 224 × 224, so that they can be feed into the classification
model. open source computer vision library (OpenCV) module is used to perform
the image preprocessing with Python.

Image classificationwill be the next step after image preprocessing, and the details
will be discussed in sub-section A.

2.1 Image Classification

The image classification part is divided into two layers which are detection and
grading. The detection of DR is either DR (1) or no DR (0), whereas the grading
of DR is classified into five levels which are no DR (0), mild non-proliferative DR
(1), moderate NPDR (2), severe NPDR (3), and proliferative DR (4). Google AI
technologies are utilized for image classification which are Google TensorFlow and
Google Cloud Platform. The total number of fundus images used for grading of DR
is 12,062 images. The total fundus images used in each level for the grading of DR
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are no DR (0) 2818 images, mild NPDR (1) 2443 images, moderate NPDR (2) 5220
images, severe NPDR (3) 873 images, and PDR (4) 708 images.

For Google TensorFlow, a pretrained model of MobileNet is being selected and
configuration is required before trained the model. Input image resolution and rela-
tive size of the model are configurable in the model. For input image resolution, four
options are 128,160,192, or 224px. Higher classification accuracy results in a longer
processing time with higher image resolution. The size of the model is configured
according to the fraction toward the largest size of the model. A virtual environ-
ment that implements TensorFlow API is created for the model training. MobileNet
pretrainedmodel is trained and evaluated in TensorFlow. The programming language
used in TensorFlow is Python. TensorFlow is an open-source software library that
will be used to train and evaluate the models. Model is a visual database that contains
specialized convolutional neural networks (CNN) framework in the computer vision
field.

Cloud storage and a cloud-hosted classification model will be implemented into
the application. Google cloud platform (GCP) is the solution that has been selected
for this research. The services that are used in this work are Cloud AutoML and
Cloud storage. Before being implemented into the app, the project has to be created
on the GCP Console with billing and enable the Cloud AutoML and Storage APIs
for grant access. From the GCP Console, the AutoML Vision platform is accessed
for the creation of the model. A new dataset for the model is created on the AutoML
Vision page. Then, the retinal fundus images are uploaded to the AutoML Vision
page, and the fundus images is being labeled after the image is uploaded. Next, the
model is trained and created once training is completed. After the model is created,
the model can be used in the application by using coding to make a prediction. By
using the representational state transfer application programming interface (REST
API), the application can generate the prediction from the trainedmodel by uploading
the image. In this research, Google Cloud AutoML API allowed us to train a model
on the cloud in a simpler way. This method overcome the limitation of mobile phones
to run huge prediction models that required large computation power. Performance
of the MobileNet pretrained model is evaluated by several factors which are training
accuracy, validation, cross-entropy, and test accuracy.

2.2 Mobile Application

Figure 3 illustrated the development of the mobile application. First, the mobile
application is designed then comes the implementation of the mobile application.
After the model has been trained and created, the model will be implemented into
the mobile application. Xcode is selected to implement the mobile application. It is
a native integrated development environment (IDE) for developing Apple’s product
Operating System. Xcode is built on Objective C and Swift. As the research is
developing a machine learning model in the application, native IDE is more suitable
compared to hybrid framework software development kit because native IDE has
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Fig. 3 Flowchart of the
mobile application
development

more features and supports more external libraries. In the case of this project, the
TensorFlow-experimental library is required for our model’s operation. Swift is the
native programming language for iOSwhich is used inXcode. After implementation,
the mobile application will be tested and run to ensure if it functions well without
error. If there is an error occurred, then, it detects the error and debugs the errors.

3 Results

Figure 4 indicates the progress of the training and validation accuracy of the trained
model. The x-axis shows the training step which is set to 50,000 steps. Training
accuracy is the accuracy of model prediction with the correct label in the current
training batch in which each batch chooses ten random training images for training.
Validation accuracy is the accuracy of the model predicting the randomly selected
images from a different set. From Fig. 4, the training and validation accuracy is
proving that the trained model is not overfitted.
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Fig. 4 Accuracy graph of
the trained model

Upon completing the training for detection of DR, the final validation accuracy
evaluation is proceeded based on a bundle of images from the validation dataset. The
final validation accuracy of the MobileNet model is 82.9% while the final training
and validation accuracy are both 74% as shown in Fig. 4.

During the grading of DR, the initial results indicate that confusion occurs as most
images are validated as level 2. Thus, due to the imbalance number of fundus images
used for the training process, the images used for level 2 are decreased to 2721. A
total of 9563 images are used for training, and 951 images are used for testing. For
the model trained in Google Cloud AutoML for the grading of DR, the averaging
precision is 75% as shown in Fig. 5. From the confusion matrix created from the
AutoML evaluation tab, the model is proven that it can classify each class of labels
correctly with little confusion as given in Table 1.

Fig. 5 Training results presented by Cloud AutoML
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Table 1 Confusion matrix of the trained model in Google Cloud AutoML

For the development of the application on iOS, the Xcode 10 and iPhone were
utilized. The application is designed to capture the retina by using the smartphone’s
camera with auto-detection of fundus image. Figure 6 illustrated the design and the
process flow of the mobile application. In the main interface of the application, the
user is allowed to access the history of the fundus image with grade and the screening
model. In screening mode, the fundus image is taken by the camera with the AV
foundation framework on iOS. The MobileNet model is implemented to detect and
auto-capture the fundus image in this phase. After the application capture the retina
image, diagnosis on the image is run by the detection model initially. If the image
was taken and it shows that it is detected with DR, then the image will proceed to
the grading phase by uploading the image into Google Cloud AutoML. The result
of the captured fundus images is displayed on the screen after classification is done.
The grading phase would proceed once the device is connected to the network. The
screening tool is designed to capture the fundus image through a mobile phone’s
camera with the aid of an external tool and classifies the image and then displays the
result to the user. The history in the application will display the fundus image that
has been analyzed from the past. Fundus image is then stored with the label of the
result with the ability to share the results via email or another method.

4 Discussion

A powerful neural network is required, so that high accuracy classification can be
achieved although the patterns between different levels/classes/labels are alike. Thus,
the deep neural network is chosen in this research. MobileNet is implemented in
the mobile application for the detection of DR, while the AutoML model is used
for classification through the Cloud AutoML API for Internet-connected devices.
AutoML is used in thiswork to solve the limited power of themobile phone.Although
classification models can be implemented into the mobile device with conversion
nowadays, the performance of the model on cloud and computer is still better than
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Fig. 6 Process flow of the mobile application

on mobile due to the computational power. Thus, the grading of the DR phase that
is predicted by AutoML requires a high-performance model with a high demand for
computational power.

MobileNet_v1_1.0_224 is the pretrained model that used in this work. The input
image size is 224px * 224px. The pretrained model can cut off the time for training
the model. MobileNet is suitable because it is a lightweight deep neural network for
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efficient on-device vision. The architecture of MobileNet is light due to the usage
of depth-wise separable convolution. Depth-wise separable convolution reduces the
number of parameters and reduces the multiplication of floating points during the
operation. This results in MobileNet requiring less computational power to operate.
In model training, much time is required to train a large DNN from scratch. Thus,
transfer learning is a technique that reuses the lower layers of the existing neural
network to accomplish the same task which is applied for this research.

To ensure the performance of the model, overfitting checking is required. Over-
fitting occurs due to the model memorized the data instead of learned the data. From
Fig. 4, if the validation accuracy graph’s trend is not similar to the training graph’s
trend, it is said that the model is overfitting.

Hyperparameters such as learning rate, batch size, number of epochs, and network
architecture might affect the accuracy of the model. Unluckily, there is no direct
method of tuning the hyperparameter for a neural network to its best performance,
thus, trial and error is applied. The hyperparameter of the model tuned is the learning
rate and the network architecture. It is tricky to find a good learning rate as a learning
rate that is set too high may lead to diverging but setting too low may cause the
training to take a long time or be stuck onto a local minimum. Thus, in the final
training, the learning rate is set at 0.01.

Quality of training data affected the performance of the model as model detection
is based on the pattern from input data. The selected dataset consists of noise as
the data is collected from multiple sources and examined by only one grader. There
might be an occurrence of human error when labeling. For the grading phase, the
model accuracy is very low at 23.2% than planned initially. We concluded that the
accuracy of the model is affected by the quality of the retina image and the network
architecture. The pretrained model that is selected only supports 224px * 224px
of input image while each of the images for the training dataset having more than
3000px * 4000pxwhich are good resolution images. To feed into themodel, the input
image must be compressed to a low-quality image leading to difficulty in grading the
fundus image as the features for each grade show only slight differences. Therefore, a
powerful model with big input data supported is required to perform the task leading
to the selection of Cloud AutoML. Cloud AutoML is a service that is provided in the
Google Cloud Platform. It is a machine learning model builder that enables people
who are not experts in machine learning to train a high-quality model through an
online platform. As Google research on machine learning has been going on for
several years, Google research technology has made the models achieve faster and
accurate predictions.

5 Conclusion

The smartphone is an easy way for everyone to use as a diagnostic tool of DR. We
have developed an iOS mobile app integrated with a cloud-based and mobile-based
classificationmodel into the app engine. Google AutoMLmodel in the Google Cloud
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platform has been applied successfully. Google Cloud Platform’s tool and services
have been making the research to be accomplished. The first result produce may not
exceed the expected result. The mobile application for the detection and grading of
DRhas been successfully built.MobileNetmodel achieved test accuracy of 82.9% for
detection of DR while the AutoML model has a 75% of averaging precision for
grading of DR. For further improvement, the model will be retrained with an extra
training set or other procedure which will improve the accuracy of the detection and
grading system.
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Toward Deep Learning-Based Automated
Speed and Line Change Detection System
in Perspective of Bangladesh
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Abstract In the smart city,major crossing andmost part of the roadwill be under the
CCTV surveillance system. This influenced the community to investigate a vision-
based speed and line change detection system for traffic management in the city,
ensuring both road safety and efficient road design. In this paper, we proposed a
deep learning model for detecting vehicle type, speed and abrupt line change using
theCCTV footage in real-time. The faster region-based convolutional neural network
(fr-CNN)model is chosen in this scenario, which demonstrates amazing performance
in object detection. The model is trained and validated using data acquired from a
self-created traffic dataset from Dhaka. According to the results of the performance
evaluation, the suggested fr-CNN model for moving vehicle status detection system
outperforms the mobile-net single-shot multibox detection technique in terms of
overall performance.

Keywords Object detection · CNN · Single-shot multibox detection ·
Road-traffic · Open CV · Tensor flow

1 Introduction

Countries’ growth and development rely on futuristic concepts they adopt and tech-
nologies they implement to improve people’s quality of life. Converting megacities
of a developing country to smart cities can be one of the initial steps toward that.
One of the crucial facts to be noticed here is the value lies in how technologies are
used in this conversion of cities rather than how much technology is available.

A combination of machine learning, IoT, and automation is needed to be allowed
for various applications in process of converting an ordinary city to a smart city.
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An example would be inclusion of smart traffic management toward deep learning-
based automated speed and line change detection systems. A developing country
like Bangladesh will be highly benefited if it can adopt this smart city concept and
introduce smart traffic management to its highly crowded main cities.

In the past few decades, traffic jam has become one of the main challenges for
the government and the people who lives in the urban areas of Bangladesh where
most of the motorist’s visits. Particularly at the peak time of business hours traffic
scenario become very congested in places like office area, industrial area, downtown,
etc. Because of unplanned rise of population and private transportation in metropoli-
tan cities in Bangladesh, people face traveling delays, work hour losses, even road
accidents.

Remedy against this issue can be implementation of smart traffic management
which can begin with collecting traffic congestion information, identifying the rea-
son for the cognition such as detecting specific vehicles that are overspeeding, ille-
gally changing lanes and effectively apply traffic law against them. This paper dis-
cussed a concept where a simple hardware setup can detect speed and lane change
of specific types of vehicles toward the deep learning-based system in perspective of
Bangladesh.

2 Literature Review

Many research works have been proposed in detecting object and classify vehicles
using machine learning approach.

Al-Abaid [1] mostly used MATLAB codes to process their work of controlling
traffic on road by counting the number of vehicles and managing the traffic signal
lights. Though the authors have not shed any light on measuring vehicle’s speed or
illegal lane changes.

AI Banna et al. [2] use deep CNN learning and transfer learning both approaches
to identify camera model. The authors of this paper propose a deep convolutional
neural network and transfer learning approach for extracting features from an images
dataset.

Arinldi et al. [3] used RCNN, SVM, GMM methodological techniques in their
research of classifying and estimating speed of different types of vehicles. But they
did not explore the area of traffic rule violating lane change detection of vehicles.

Biswas et al. [4] used UAV and optical camera to detect speed of vehicles on the
ground from the moving platform in the air by utilizing faster R-CNN, CSRT, FBIA,
SSIM, etc. Authors of this research have not mentioned any detail on identifying
specific vehicles or detecting illegal lane changes.

Javadi et al. [5] have developed a comprehensive mathematical model to obtain
the probability density function of the vehicle’s speed. Researchers of this paper
concentrate on measuring speed of different vehicles, but they have not focused on
other aspects like identifying vehicle type or detecting violating traffic rules like lane
change.
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Kaiser et al. [6] evaluate the performance of an artificial neural network-based
maximum power point tracker (MPPT) which can be used for solar electric vehicles.
Digital signal processor (DSP), proportional-integral derivative (PID)or proportional-
integral (PI) controllers were also used to complete the overall process by the
researchers.

Luvizon et al. [7] utilized SIFT, KLT and MHI algorithms to measure the speed
of vehicles that circulates in urban areas via number plate identification. Other than
using lots of assumptions in their approached system, authors of this paper have not
unveiled any technique to identify vehicles nor detecting unlawful lane change of
vehicles.

Makwana et al. [8] described a basic method of measuring vehicle speed by
calculating data from starting reference point to end reference point. Researchers of
this paper mainly focus on the overall concept of vehicle identification and speed
measurement. They did not properly describe any specific methodology or share any
hardware implementation detail either.

Miah et al. [9] focused on machine learning (ML) techniques to diagnose and
detect neurodegenerative diseases. Researchers of this paper completed a compar-
ative study of the performance of several ML techniques, including support vector
machine, logistic regression, artificial neural network and many more.

Rad et al. [10] utilized CVS, a novel algorithm, and MATLAB to complete their
work process. Themain focus of their workwasmeasuring the speed of various types
of vehicles with coordination and calibration of a camera module that is mounted on
a freeway. Other than focusing on the velocity of the vehicle, authors of this paper
have not unveiled any technique to identify the vehicles or attempt to detect lane
change.

Ranjit et al. [11] implemented vector-valued function and motion vector tech-
niques to estimate the velocity of moving vehicles. Other than identifying vehicle’s
velocity, researchers of this paper have not described any process of identifying
specific vehicles or how they change lanes illegally.

Sajib et al. [12] proposed a cost-effective, faster vehicle detection model that can
be implemented for real-time applications. They have used VDL, BOF, BOVW and
SVM to complete their research. Unfortunately, the authors of this paper have not
described any speed measuring or illegal lane change detection process other than
identifying vehicles fast.

Shahrear et al. [13] implemented YOLOv3 and OpenCV both types of algorithms
in their license plate recognition-based traffic signal violation detector. Researchers
of this paper have not shared any idea about more important traffic rule violations
like overspeeding or illegal lane changing.

Shaikat et al. [14] use OpenCV library to identify and detect speed of differ-
ent types of vehicles in online and offline mode. But the authors have not clearly
mentioned how to implement their model in the real world.

Shamrat et al. [15] have developed an automatic Web-based traffic rules violation
detection system where vehicles can be identified with help of Raspberry Pi. The
main flaw of the research is its dependency on the Internet. Researchers of this paper
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concentrate on designing the system to identify the vehicles but did not concentrate
onmajor issues like usage of low-resolution cameraRaspberry camera or interruption
of connectivity.

Suhao et al. [16] used DNN technique to classify and detect different types of
vehicles from videos or images. Authors of this paper have not clearly mentioned
any reality-based implementation procedure neither did they focus on measuring
speed of the vehicles or lane change detection.

Tabassum et al. [17] utilized YOLOmodel to classify 15 vehicles on Bangladeshi
roads. In spite of this, the authors have not estimated vehicle speeds nor have they
discovered vehicle traffic law violations through sudden line changes.

Tania et al. [18] utilize the state-of-the-art pre-trained models of convolutional
neural network (CNN) to perform the assay-type detection of an enzyme-linked
immunosorbent assay (ELISA) and lateral flow assay (LFA). The authors of this
paper take initiative to define colorimetric assay types from the eyes of a machine
and perform any colorimetric test using deep learning.

A conventional deep learning-based traffic rule violating vehicle identification
model must identify vehicle type (such as car, bus, truck and bike), line change and
their speed in real time. However, to the best of our knowledge, we have found that
none of the published articles have not considered all of these mentioned features in
the traffic rule, violating vehicle identification model.

3 Proposed System Model

Before moving to the software part, from the image below, a hypothetical hardware
implementation can be seen. For this paper, a single camera has been used to capture
the raw videos, but in proper installation, one camera will be required for each lane
at a specific angle. Electric post poles, over bridges, etc., can be used as the primary
base for these cameras. To get conti1nuous video feed, these cameras have to be
connected with the Internet and hardware requirement-wise power supply (Fig. 1).

3.1 rf-CNN Model

It is a deep convolutional network that is used for object detection. The network
quickly and accurately predict location of different objects. rf-CNN’s process begins
with generating region proposal, then by using ROI pooling layer, a fixed-length
feature vector is extracted. Next, the feature vectors get classified using rf-CNN.
Finally, the class scorers of detected objects returned to their bounding-boxes (Fig. 2).
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Fig. 1 Conceptual representation of system implementation

Fig. 2 The architecture of rf-CNN
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3.2 Identify Image from CCTV Footage

First, the AVI format captured videos are extracted into single frames, and then they
get converted intoRGB images. Then theRGB’s get converted into grayscale images.
Reason behind converting to grayscale is minimizing information required for each
pixel. To identify the vehicles even faster and measuring speed within a limited time,
converting images into binary is helpful. So for this project, all the grayscale images
are converted into binary images.

3.3 Image Preprocessing

Removing unnecessary areas of the video by OpenCV masked operation is the next
step. Here, OpenCV help by reducing the portion that the camera has to look at.
Another advantage of background masking is that it helps to specify dedicated lane
for each camera (Fig. 3).

3.4 Identifying Vehicle Type

This process starts with subtracting backgrounds by separating reference frames
where GMMmodel is used on each frame of the collected videos to identify moving
objects. These objects get detected by clusters of moving pixels which get formed
(Fig. 4).

Fig. 3 Background masking
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Fig. 4 Substracting backgrounds

Fig. 5 Flow diagram of vehicle detection, speed measuring and storing

3.5 Measuring Speed of Vehicles

The flow diagram of Fig. 5 shows the overview of the proposed methodology where
tracking specific types of vehicles, measuring their speed, sending and storing these
records to the database are described. The cycle begins from “Image processing”
where cameras capture the live video feeds. Then in “Object detection” and “Object
Tracking,”moving vehicles get separated from the background and unwanted objects
around them via subtraction and other techniques. After that in “Speed Calculation”
phase, speed of every identified vehicle gets detected and if any violation like over
speed gets detected, it “Capture image and store to the cloud” for future usage.

In speed measuring step, all the vehicles get tracked from live video feed simulta-
neously. Here, all the centroid values are stored into a track structure that is created
for this model. Speed of each identified vehicle is calculated as,

Speed = (ObservedDistance)/((FrameCount)/ f ps)
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For this study two cases are used:
1. If (Current.centroid = Initial Position) by which the frame count started for

any specific vehicle and initialize the corresponding structure variable to hold the
frame count. 2. If (Current.centroid = Final Position) by which the final frame count
get stored in the respective variable and calculate the total frame traversed by that
vehicle in order to reach from initial position to final position.

Speed(i) = (Distance)/((total f rames)/ f ps)

From the above equation, speed(i) denotes the speed of the vehicle. frame per
second is mentioned as fps. Total frames are the number of frames traversed over the
distance. Speed here is calculated in the number of pixels traveled per second unit;
it is converted into kilometer per hour (km/h) unit. This conversion is implemented
by taking the actual distance measure of the area covered by the camera view.

3.6 Detecting Line Change

Asmentioned previously for this project, a single camera and a specificmodel is used
to detect lane change. The model is trained with four types of vehicle data so that it
can detect car, bus, van and truck these four vehicles, this number can be changed.
The model works like this, let’s assume the lane that the camera is monitoring is
specified for a car only. Now if any car passes through this lane, then the system
detects it as normal. But if any bus, van or truck gets identified on this lane, the
system will identify them as illegal lane changers and will capture an image of that
vehicle instantly to send it at specific cloud storage.

4 Results and Discussion

The purpose of the project is to design a system that can reduce traffic jam and road
accidents through its systematic approach. This paper describes a system which is
specially designed for developing and underdeveloped countries by integrating effi-
cient models, workable algorithms, commonly available hardware and smart tech-
nologies.

After compilation of all methodological steps above, some desired findings were
generated.Thefirst finding is about identifying the vehicles. The research team tagged
and trained the system to identify four main types of vehicles which are car, bus, van,
and truck. Subcategories like minibus, mini truck andmicro-bus were included in the
main categories to avoid conflicts. Developing a system to identify specific types of
vehicles was one of the main targets of this research. The system identified 85% of
the vehicles it was trained to identify. The system will be able to identify more types
of vehicles if needed as per demand and the identification percentage will remain the
same.
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Table 1 Dataset used in this project after filtarization

Sl Vehicle type No. of vehicle

1 Car 83

2 Bus 68

3 Truck 39

4 Van 35

Total 225

Table 2 Performance evaluation of the speed detection by the fr-CNN

Vehicle count Speed (actual) Speed (Estimated) Error ( in %)

1 26.8 27 0.7

2 26 27 3

3 21 20 5

4 25.3 27 6

5 27 28.9 6

6 23 23.8 3

7 22 21.3 3

8 28 57 50

9 22 22.5 2

10 26 25.3 2

4.1 Dataset

Every research project is unique from its own point of view and need personalized
modifications. There are lots of vehicle datasets available on internet, but as per
our requirements and perspective, most of them did not match properly. Our raw
video footage collection get hampered several times because of lockdown situation
in Bangladesh. We collect video footage from several points that we selected earlier.
Finally, the dataset we used in this project in given in Table1.

4.2 Speed Detection

In Table 2 the comparison between real-time speed and the proposed model detected
speed is provided. From this table, the percentage of speed difference can be identi-
fied.



360 Abdullah-Al-Mahmod et al.

Fig. 6 Lane change detection

4.3 Line Change Detection

Finding of the vehicle’s line change comes next. This proposed system is trained to
separate lanes for a specific vehicle. Whenever any other type of vehicle appears in
that lane, the system successfully identifies the vehicle as an intruder for that exact
lane. So far, this line change detecting success percentage is 85%. Lane change in
this proposed system is dependent on object detection. The accuracy of detecting
lane change gets higher when the accuracy of detecting an object is precise (Fig. 6).

The proposed system identified the left lane for private cars only. Now from the
above “Image A,” it is clearly shown that the system detects a lane change while a
bus is passing through the lane. But when a car is passing the lane as per image B,
the lane change is showing NO sign. So these images show the model is working
perfectly to identify lane change.

5 Conclusion

Converting crowded and over populated cities of Bangladesh to smart cities where
deep learning-based traffic management system will minimize traffic jam, road acci-
dent and air pollution is not just a dream anymore. The conversion may take some
time, but it is possible by taking small step toward it by implementing projectes like
this one which is described above.

This research tried to design a system that detects vehicles that are violating
traffic rules and causing issues like traffic jam and road accidents. A few issues
were raised while working on the project, but alternative ways are also get founded
and the final result shows an accuracy rate of 85% in vehicle identification and lane
change detection. Speed measurement of the vehicles also shows sufficient accuracy.
Conceptually, it is an expendable field as well where improvement and integration
both are possible in related future projects.
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Automated Acute Lymphocytic
Leukemia (ALL) Detection Using
Microscopic Images: An Efficient CAD
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Abstract Leukemia, which is caused by the excessive and aberrant reproduction of
white blood cells, completely destroys the immune system of our body and leads to
death. Among four different types of leukemia, the progress of acute lymphocytic
leukemia is rapid and becomes fatal even in weeks if it is kept untreated. So, early
diagnosis of ALL is quite necessary. In manual methods, pathologists diagnose ALL
by the microscopic test of blood specimen or bone marrow test. Though this is the
most efficient process to diagnose ALL, it is a time-consuming matter. In this case,
computer-aided diagnosis (CAD)may be considered as a great associative diagnostic
tool forALL identification.Numerous supervised andunsupervisedmachine learning
algorithms have been proposed for ALL detection for years. This paper concerns
with establishing a CNN- based CAD system for automated ALL detection from the
microscopic blood images which is collected from ALL-IDB dataset. In this regard,
at first the images have been preprocessed applying median filter and histogram
equalization for the purpose of reducing the noise and enhancing the image. Being
smaller in size, data augmentation has been applied on the dataset which increases
the images by including slightly modified copies of images that already exist in the
dataset. Finally, the modified images are passed through a CNN model for training
purpose where feature extraction and classification are performed by convolution,
ReLU, pooling layer, and a fully connected layer. Here, the dataset is also trained
using some pretrained model to show a comparison of our model with other models.
It is observed that our proposed model results as a well fitting model with 100%
training accuracy and 97.89% testing accuracy which is promising.
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1 Introduction

Leukemia, also written as leukaemia, is a Greek word which means white blood
cell [5]. It originates in the bone marrow and after that causes excessive numbers
of abnormal blood cells. So, leukemia can be considered as a type of cancer which
mainly makes bad effect on the blood, lymphocyte system, and bone marrow [23].
Blood generally comprises four types of elements, namelywhite blood cells (WBCs),
red blood cells (RBCs), platelets, and plasma [8]. Leukemia is related to the white
blood cells (WBCs) which yields a large number of aberrant WBCs and damages
the immune system of our body. Leukemia is subdivided into two categories based
on the growth rate which are acute (rapidly increases the immature blood cells) and
chronic (spreads slowly). Additionally based on which blood cell is affected, the
disease is classified into two categories, namely lymphoblastic (produces lympho-
cytes) and myeloid (produces other WBCs, RBCs, and platelets). Therefore, com-
bining these sub-categories, leukemia is categorized into four different types such as
acute lymphoblastic leukemia (ALL), acute myelogenous leukemia (AML), chronic
lymphoblastic leukemia (CLL), and chronic myelogenous leukemia (CML). In our
study, we have focused on the acute lymphoblastic leukemia (ALL) detection from
the microscopic blood images. ALL caused by the over regeneration of immature
white blood cells in the bone marrow is generally noticed in children [10].

ALL is diagnosed by hematologists manually from blood test by checking the
presence of blast cells or calculating the number of WBC to check whether there is
too many or too few white blood cells. But this process has some drawbacks. Only
blood test is not enough to fruitfully detect ALL. A bone marrow aspiration and
biopsy are also performed in this case. But these are really time-consuming matter
moreover not highly accurate. On the contrary, this problem of manual diagnosis
can be overthrown by automated diagnostic systems. Furthermore, the hassle of
medical professional can be assuaged and accurate, and fruitful result can be provided
comparing withmanual diagnosing. Therefore, a computer-aided detection approach
canbe a effective diagnostic tool in case ofALLdetection. So in this paper, an efficient
CAD approach has been proposed for ALL detection considering the drawbacks
mentioned above and for reducing the hassle of medical diagnosis.

Several CAD approaches have been introduced for ALL detection from themicro-
scopic blood images since years. For classification, most of the research works used
traditional machine learning algorithm [9, 32, 33]. However, comparing with other
traditional machine learning algorithm, CNN which is a deep learning approach
proved to perform better in case of image classification [7, 12, 27, 34]. In this study,
we have applied CNN on the microscopic blood images collected from a public
dataset (ALL-IDB). Our main goal behind this research work is to gain a better
accuracy in detecting ALL which tends to lessen the error rate of treating the ALL
patient. In this regard, at first the images are prepossessed by applying median filter
for reducing the noise and histogram equalization for increasing the sharpness of
images. Since the dataset (ALL-IDB) is relatively smaller in size, the number of
images has been increased using the augmentation technique. Finally, the dataset is
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passed through convolutional neural network(CNN) for training purpose. Finally, a
classification part is conducted to identify the blood images as healthy or ALL blast
cell.

The following sections of this paper are organized as follows: Sect. 2 describes the
previous works based on ALL detection. Section 3 depicts the entire methodology
where whole CNN model used in this paper has been illustrated broadly. Section 4
is about the result of our research, and finally Sect. 5 is about conclusion and future
work.

2 Literature Review

In case of ALL detection, several research works have been conducted since ages.
In these studies, different machine and deep learning algorithm have been presented
for ALL detection.

Kumar et al. [19] in 2018 have presented a model for ALL identification where
they have utilized KNN and Naive Bayes classifier. In this research, they have used
60 sample images for ALL detection which is quite low. They have achieved an
accuracy of 92.8% which can be further improved. Jothi et al. [16] at first have
segmented the images by BSA-based clustering. After that, ALL has been identified
using decision tree, KNN, NB, LDA, SVM and ensemble random undersampling
boost. In this case, SVM and decision tree have showed a better accuracy. In [21], S.
A. Kareem et al. have proposed a proficient selection and feature extraction process
to detect ALL where the classification has been performed by KNN using Euclidean
distance. The best accuracy they have found by this research is 92.5%. Ahmed et
al. [2] have worked on leukemia classification where they have categorized ALL vs
healthy samples, and thereafter, they have classified the subtypes of leukemia. In this
research, they have used CNN for classification and achieved 88.25% accuracy for
ALL vs healthy classification and 81.74% accuracy in case of subtypes of leukemia
classification. Thanh et al. [35] in 2018 showed a decent accuracy of 96.60% using
CNN where they have used ALL-IDB1 dataset for the diagnosis of leukemia. In
[25], the authors have utilized the ALL-IDB1 and ALL-IDB2 datasets to detect
ALL. However, in this research, SVM was applied for the classification of ALL vs
healthy samples where the accuracy of this classification was 89.81%. In [1], ALL-
IDB1 dataset has been employed for ALL detection based on cell energy features
where SVMwas applied for the classification. The authors attained 94.00% accuracy
in this case. In [38], the authors have utilized ALL-IDB2 dataset for ALL detection
where KNN method has been employed for classification with 96.25% accuracy.

Among some very recent studies, Janaki [15] in 2020 established computer-aided
diagnosis to detect leukemia using the microscopic image of blood. Here the authors
entailed a preprocessing technique which is adaptive filtering, a segmentation step
to segment WBCs from blood image and feature extraction where features, i.e.,
entropy, energy, and correlation had been extracted from the segmented WBCs.
Finally, Gaussian feature convolutional visual recognition had been utilized for clas-
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sifying WBCs as normal or abnormal. The authors obtained 95.59% accuracy after
implementation. Nikitaev et al. [26] in the same year proposed another computer-
aided diagnosis system for identifying the abnormal cells from bone marrow image.
Here two segmentation techniques (histogram analysis and watershed) were applied
to separate the nucleus. After the feature extraction, KNN, SVM, and random for-
est have been applied individually for classification. The result the authors gained
after implementation was 89, 85, and 80% which is not much satisfactory and can
be improved. Continuously, Bodzas et al. [11] in 2020 have proposed a three-phase
filtration algorithm for segmentation. Furthermore, 16 features have been extracted
from the segmented images, and thereafter, SVM classifier has been used for the
recognition of leukemic cells. The authors claimed an accuracy of 96.72% in their
study of leukemia detection.

After analyzing all the previous works that have been established in case of ALL
detection, it can be said that an improvement in ALL detection is necessary. So,
in this research, we have tried to recover the lacking and to improve the result of
ALL identification using CNN which is a multilayer neural network model as CNN
can optimize filters utilizing automated learning which helps to achieve a superior
performance [22].

3 Methodology

3.1 Dataset

The dataset for ALL detection has been collected from a public source named ALL-
IDB [20]. It contains peripheral blood images from the ALL affected patient and
healthy individuals. These samples have been collected fromM. Tettamanti Research
Center, Monza, Italy. This dataset is more reliable as it is labeled by expert oncolo-
gists. The ALL-IDB dataset consists of two groups: ALL-IDB1 and ALL-IDB2.

• ALL-IDB1: ALL-IDB1, which is the first group of ALL-IDB dataset, contains
108 microscopic blood images (49 images of patients and 59 images of healthy
person). The resolution of the first 33 images of ALL-IDB1 dataset is 1712 ×
1368. However, the rest images of this group have a resolution of 2592 × 1944.
The images have been taken with different magnifications where the microscopic
ranging is from 300 to 500.

• ALL-IDB2: ALL-IDB2 is the aggregation of cropped images of the normal and
abnormal cells which are collected from ALL-IDB1 dataset. This dataset consists
of 260 images where the 50% images represents blast cells.

We have considered the first group which is ALL-IDB1 in this research for ALL
detection.
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3.2 Preprocessing

Image preprocessing is required to clean the image data before the model training
and inference. The microscopic blood images are generally corrupted by various
noises and also may have some blurred regions. So in this research, a preprocessing
technique has been applied to diminish the noise and make a better view of the image
data for efficient result.

Different filtering techniques are used in image preprocessing for reducing the
noise. Here, we have employed median filter on the dataset for removing the noise
and making the images smooth. Further we have utilized histogram equalization on
the dataset for enhancing the contrast of the images. The histogram equalization is
accomplished on a small area of an image. It increases the contrast of each small
area of that image. This enables CNN to analyze the dataset in a better way. Figure 1
illustrates resulted images after applying median filter and histogram equalization.

3.3 Augmentation

Data augmentation is a process of increasing dataset by combining slightly mod-
ified copies of data that already exist. This process helps to reduce overfitting by
maximizing the size of dataset which increase the efficiency of the architecture. The
features of a large dataset can be easily extracted while it is quite challenging in case
of a dataset containing insufficient data. However, data augmentation can boost the
model accuracy when the dataset is insufficient.

Since the ALL-IDB1 dataset is limited (108 images in a whole) for deep learning
approach, it may lead to overfitting. That is why we have applied some data augmen-
tation techniques to maximize dataset. For this augmentation, ImageDataGenerator
has been utilized here. The settings for image augmentation that we utilized have
been illustrated in Table 1.

a b c

Fig. 1 Preprocessing steps: a Initial microscopic blood image. b Median filter effect on image. c
Histogram equalization effect on image
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Table 1 Data augmentation settings

Augmentation techniques Range

Rotation 25

Width shift 0.10

Height shift 0.10

Zoom 0.40

Horizontal flip True

Fill mode Nearest

3.4 CNN Model

After performing the data augmentation on the training dataset, images are passed on
to the CNN which is a deep learning model. CNNs are proficient in learning the raw
data automatically [3, 6, 29, 40]. A typical convolutional neural network starts with
several layers, i.e., convolutional, activation, and max pooling layer, and thereafter
finally at the end, a fully connected layer is used. Our proposed model includes
two components, namely feature extraction and classification. The convolutional,
activation, and pooling layers serve the feature extraction part, and the classification
part is executed by fully connected layer.

Feature extraction In the feature extraction part, at first the convolutional layer con-
taining 32 filters of 3× 3 kernel size is applied. The features are then passed through
the ReLU activation function followed by batch normalization which generate low-
level features of convolution. A pooling layer with 3× 3 pool size is employed to
minimize the spatial dimension. To alleviate the overfitting problem, a dropout layer
is utilized which works by disconnecting nodes randomly from layer to layer.

Therefore, the convolutional layer is applied twice along with ReLU and batch
normalization. In this case, after applying the first convolutional layer, the filter size
increases from 32 to 64. However, the second convolutional layer does not make any
change in the filter size, but it helps to learn richer set of features. Therefore, the
filter size remains 64. A pooling layer is again applied, but this time the pool size is
reduced to 2× 2 so that the spatial dimension does not get reduced promptly.

The convolutional layer, ReLU activation function, and pooling layer are applied
for the final time. Here, again the convolutional layer and ReLU activation function
are applied twice. This helps to increase the filter size from 64 to 128. The pool size
of the pooling layer remains same as before which is 2× 2. A dropout layer of 25%
is applied for the final time.

Classification A fully connected layer and ReLU function is employed here, and
since there are two categories of output, a sigmoid function has been applied for clas-
sifying the images. The dense (1024) is employed as fully connected layer which is
further followed by ReLU and batch normalization. The sigmoid activation function
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is applied just after the fully connected layer to classify the images as “healthy” or
“patient” categories.

Sigmoid(x) = 1

1+ e−θT x

4 Result

The outcomes after implementing our model on ALL-IDB1 dataset have been
explained in detail in this section. The result after applying fivefold cross-validation
has been illustrated. In addition, we have also shown the comparison of our proposed
model with other traditional models and previous works.

4.1 K-fold Cross-Validation

The K-fold cross-validation is a resampling method which is used for utilization
of different train and test data. It also reduces the overfitting problem and helps to
improve generalization capacity. In this research, we have attempted fivefold cross-
validation for assessing ourmodel. In Table 2, the training and testing accuracies after
applyingfivefold cross-validation have been demonstratedwhere individual accuracy
for each fold is added. The average (98.53% training and 93.53% testing) and best
(100% training and 97.89% testing) accuracies are also added in the table which
are calculated from the fivefold cross-validation. Figure 2 graphically represents the
curve of accuracy vs epoch for fivefold cross-validation on ALL-IDB1 dataset. Here
each fold is highlighted using different colored line.

Table 2 Data augmentation settings

Fold Training accuracy (%) Testing accuracy (%)

1 100 96.30

2 98.20 97.58

3 97.15 89.34

4 97.34 86.55

5 100 97.89

Average accuracy 98.53 93.53

Best accuracy 100 97.89
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Fig. 2 Accuracy versus epoch for fivefold cross-validation

4.2 Performance Metrics

To test the efficacy and to assess the overall performance of our proposed model, we
have attempted several performance measures, i.e., recall, precision, and F1-score.
The mathematical expression for these performance metrics is illustrated in Table 3.
Here, TP refers to the true positive rate, FP refers to the false positive rate, TN refers
to the true negative rate, and FN refers to the false negative rate.

It is exhibited from Table 4 that for healthy sample, the precision is 93%, recall
is 100%, and F1-score is 96%, while in case of ALL, the precision is 100%, recall
is 95%, and F1-score is 97%.

Figure 3 shows the confusion matrices after implementing our model on ALL-
IDB1 dataset.

Table 3 Data augmentation settings

Measures Derivations

Precision TP
TP+FN

Recall TP
TP+FN

F1-score 2. Precision . Recall
Precision+Recall

Table 4 Different parameters

Performance Measures Healthy ALL Macro average

Precision 0.93 1.00 0.96

Recall 1.00 0.95 0.97

F1-score 0.96 0.97 0.97



Automated Acute Lymphocytic Leukemia (ALL) Detection … 371

Fig. 3 Model accuracy and model loss

4.3 Comparison of Proposed Model

This section is about the comparison of our proposed model with other pre-
trained models like Inception-v3, ResNet50, Xception, VGG-16, VGG-19, and
MobileNetV2. Here, a comparison and discussion of our study with various pre-
vious works have also been highlighted.

From Table 5, it is clear that the VGG-19 and VGG-16 are under fitting model
as the training accuracy is less than the testing accuracy, where the Xception, Incep-
tionV3, ResNet50, and MobileNetV2 are overfitting models since the difference
between training and testing accuracy is much greater. However, comparing with all
these models CNN can be acknowledged as wellfitting model with training accuracy
100% and testing accuracy 97.89%.

Table 5 Comparison of results

Models Training accuracy Training loss Testing accuracy Testing loss

Proposed model 1.00 0.0189 0.9789 0.0754

VGG-19 0.7031 0.5842 0.8030 0.5757

VGG-16 0.7188 0.5961 0.7424 0.5878

InceptionV3 0.7273 0.5349 0.6212 0.6596

Xception 0.9922 0.2245 0.4697 0.6519

ResNet50 0.9766 0.1234 0.3485 0.7260

MobileNetV2 1.00 0.1450 0.4545 0.9026
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VGG-16 acc and loss VGG-19 acc and loss
MobileNetV2 acc and

loss

ResNet50 acc and loss InceptionV3 acc and loss Xception acc and loss

Prop osed model acc and

loss

Fig. 4 Accuracy and loss curve of proposed model and other traditional models
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Table 6 Comparison with previous works

Reference Dataset Classifier Accuracy (%)

Singhal and Singh [32] ALL-IDB SVM 89.72

Bhattacharjee et al. [9] ALL-IDB KNN 95.23

Singhal and Singh [33] ALL-IDB KNN 93.84

Sahlol et al. [30] ALL-IDB KNN 95.67

Sahlol et al. [31] ALL-IDB SVM 96.11

Mohapatra et al. [24] ALL-IDB SVM 95

Ahmed et al. [2] ALL-IDB CNN 88.25

Tuba and Tuba [36] ALL-IDB2 GAO-based methods 93.84

Al-jaboriy et al. [4] ALL-IDB1 GA and ANN 97.07

Thanh et al. [35] ALL-IDB1 CNN 96.60

Agaian et al. [1] ALL-IDB1 Cell energy feature
with SVM

94.00

Moshavash et al. [25] ALL-IDB1,
ALL-IDB2, Dr. Juan
Bruno Zayas Alfonso
Hospital, Santiago de
Cuba

Two ensemble
classifiers with SVM

89.81

Proposed method ALL-IDB1 CNN 97.89

In Fig. 4, the curve of accuracy and loss function of our models as well as other
models is illustrated.

In Table 6, a comparison of our proposed approach to other previous works has
been illustrated in brief. Here, the classification techniques with the dataset that have
been used in the previous papers with their performance are mentioned. As we can
see, our proposed methods outperform all the previous works with 97.89% accuracy.

5 Conclusion and Future Work

Thepossibility of a successful cancer treatment primarily increaseswhen it is detected
early. ALL which is the most ordinary kind of blood cancer can be detected by
examining the bone marrow and blood samples. But this process of detecting ALL
takes time a lot moreover it may be error prone. So, a CAD approach for automatic
ALL detection may be considered as a great associative diagnostic tool. In this
research, a CAD approach is proposed for the ALL detection where microscopic
blood images have been used. As the blood image samples are full of noise, a median
filter and histogram equalization have been applied for enhancing the image quality.
Being smaller in size, augmentation technique has been applied on the dataset which
increases the size of it. A deep learning method has been adapted for classifying the
image. It is observed that the proposed model outperforms the other models.
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In future, we will use the established model to find other abnormalities in the
blood. Moreover, this research aims at collecting more sample of blood images as
the dataset is smaller in size. This will make the diagnosis of ALLmore accurate and
effective. However, a belief rule-based expert system will also be applied to make
the system more efficient [13, 14, 17, 18, 28, 37, 39].
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Zero-Contact Novel Corona Virus
(Sars-Cov-2) Patient Monitoring
and Management System Using IoT

Ankit Jain, Raghvendra Singh, and S. K. Bhalla

Abstract Entire world is passing through the corona virus disease (COVID-19)
outbreak badly. According to theWHO, corona virus affects respiratory system. This
corona virusmajorly spreadswhen someone comes in contactwith an infected person
and respiratory droplets that generates by coughing or sneezing play major role in
spreading the infection. These respiratory droplets can spread infection when inhaled
by someone or contaminate hands and surfaces in contact. During the treatment
of such infectious disease, the safety of healthcare workers becomes the matter of
primary concern as they are directly involved during the process of diagnosis as well
as treatment and care of COVID-19 patients; hence, they are always open to infection,
and their chances of getting infected with SARS-CoV-2 virus become very high. A
lot of challenges hospitals and staff are facing, and few of them need to be addressed
technologically. In presentwork, in this paper,wehaveproposed aBluetooth and IOT-
based wireless healthcare monitoring system. The proposed system can be utilized
to get real-time online physiological conditions of a patient. Doctors can monitor
their COVID-19 patients remotely. A robotic trolley could be pressed into service
(serve or fulfill the patient need) in hospital in order to remove direct connection
and minimize the risk of spreading infection between healthcare workers who are
directly involved in treating COVID-19 patients. This system continuously monitors
the real-time temperature and pulse rate of the patient and send data remotely to the
doctors. A medicine reminder system also reminds the patient about the medicine
with date and time through voice system.

Keywords COVID-19 · Node MCU · DS18B20 temperature sensor · RTC ·
Robotics trolley · Pulse sensor

A. Jain (B) · R. Singh
Department of Electronics and Communication Engineering, PSIT, Kanpur, U.P., India

S. K. Bhalla
Department of Electrical Engineering, PSIT, Kanpur, U.P., India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
M. S. Kaiser et al. (eds.), Proceedings of Trends in Electronics and Health
Informatics, Lecture Notes in Networks and Systems 376,
https://doi.org/10.1007/978-981-16-8826-3_32

377

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-8826-3_32&domain=pdf
https://doi.org/10.1007/978-981-16-8826-3_32


378 A. Jain et al.

1 Introduction

Corona virus disease (COVID-19) is rapidly spreading all over the world. Corona
viruses are found in large groups and have potential to make humans and animals
ill. Seldom, animal corona viruses can develop and cause people to infect, and then,
further, spreading between people happen such as has been observed withMERS and
SARS. Initially, the outbreak of novel corona virus disease (COVID-19)was reported
inHubei Province ofChina, inWuhan city in a seafoodmarket inDecember, 2019, has
now spread more than 214 countries/territories/areas worldwide. On 30th January,
2020, WHO declared this outbreak as a “Public Health Emergency of International
Concern” (PHEIC), and subsequently, WHO declared COVID-19 a pandemic on
11th March, 2020 [1].

Initially, in a hospital in Wuhan, the covid patients were reported to have symp-
toms like high fever, excessive fatigue, dry cough, and cold [2], but later, patients
were admitted having serious or even fatal pneumonia [3]. Clinical presentations
were found to resemble SARS-CoV-2 to a great extent. Patients with severe illness
developed ARDS and required ICU admission and oxygen therapy.

The main source of infection was the people himself only who got infected by the
novel corona virus infection. On other hand, if a healthy person touches or comes in
contact with an infected surface and after that he or she touches his or her eyes, nose,
or mouth, is likely to be infected [4]. The median incubation period by study was
calculated approximately to be 5.1 days (95% CI, 4.5–5.8 days), and 97.5% of those
who develop symptoms will do the same within 11.5 days (CI, 8.2–15.6 days) of
infection. These approximate calculations suggest that under conservative assump-
tions, 101 out of every 10,000 cases (99th percentile, 482) will develop symptoms
after 14 days of active monitoring or quarantine [5].

According to a review study [6], the prime source of the disease is not known yet,
and it is suspected that the virus was transmitted through bat to an intermediate host
and then to humans. The primary symptoms of COVID-19 infection are tiredness,
fever, and dry cough. The incubation period of the disease is about 2–14 days, which
is considered to be an important parameter for planning to prevent disease outbreak.

HCWsare at the vanguard of the epidemic response, and they need to be supported.
Healthcare workers are likely to be in contact with patients and colleagues who have
a typical, few, or no symptoms while still being highly contagious [7, 8]. Healthcare
workers have to face various challenges while treating covid patients. They experi-
ence significant burdens from corona virus infections, including SARS-CoV-2. The
infection risk can be reduced by using PPE kit and infection control training, while
certain exposures may lead to increase the infection risk [9].

It becomes important to ensure the safety of fellow clinicians, nursing staff,
paramedical, and support staff. Transmission of disease happens from person to
person, and moreover, there is no information that how much contagious the virus
is, and how fast it could spreads. Hence, a lot of challenges are there in treatment
and management of such infectious disease. Apart from keeping staff safe, the other
challenges are scarcity of personal protective equipment (PPE), lesser availability of
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test kits, and supplies, inadequate staff to take care of COVID-19 patients. Scarcities
of essential supplies, like no-touch infrared thermometers, disinfectants and cleaning
supplies, inflated prices for supplies. Office of the Inspector General (OIG) at the
Department of Health and Human Services (U.S) reported that the hospitals where
covid patients are being treated which includes testing and management of patients
as well are facing themost significant challenge to keep their staff safe from infection
[10, 11]·

Infection prevention control (IPC) is considered to be a significant and essential
part of clinical management of patients and should be activated at time when the
patient gets entry to the emergency department of the hospital. It is required to apply
routinely the standard precautions in all domains of healthcare facilities. Regular
hand wash at small time intervals, use of PPE kit in order to avoid direct contact
with patients’ blood, body fluids, secretions are the basic requirements of standard
precautions. Prevention of needle-stick or sharps injury, protected waste manage-
ment, cleaning and disinfection of used equipment, and environment cleaning are
also included in same. In a study done on 222 medical staff who were sent to Wuhan
city for support, it was found that zero occupational infection is major goal to attain
among all healthcare workers who are deployed at front line. This could be accred-
ited by several reasons. Complete site training and electronic infection prevention
reminder and control programswere conductedmainly, while prevention of infection
and control programs were strictly followed, and constant monitoring was done [12].

According to a survey done through an app called Symptom Study app during
March 24 and April 23, 2020 with 2,135,190 people from USA and UK [13], it was
observed during survey that healthcare workers who were on front had a threefold
increased risk of getting infected with COVID-19 infection, as compared to common
people belonging to general community. As an example, in a study done just within
two weeks after the first Dutch case was detected [14], a considerable number of
healthcareworkerswere found to be infectedwith SARS-CoV-2. The common symp-
tomswere high fever, cold, and problem related to respiratory systems. This infection
was suspected to be caused by acquirement of the virus from the community. This
study verifies the dangerous behavior of SARS-CoV-2 virus.

Maharashtra Chief Minister Uddhav Thackeray’s office on Twitter shared a video
on July 08, 2020, In this video, it is shown that at Podar Hospital in Worli, Mumbai
during the treatment of COVID-19 patients a robotic trolley has been taken in to
service in order to minimize direct contact between healthcare workers and COVID-
19 patients so that the risk of spreading infection among medical staff while treating
COVID-19 patients gets reduced. This robotic trolley was called “Gollar,” and the
major use of this trolley was to distribute medicine to the COVID-19 patients [15]. A
study [16] on design restraint for designing implantable microstrip antenna (MSA)
for body-centric communication suggested an approach to design implantable MSA
used for body-centric communication. It also reported a multilayer MSA for medical
implant communication services (MICS) band.
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2 Features of the Proposed System

The system consists of many features. These incorporated features are useful in
reducing the chances of getting infected of health workers and doctors as well with
this highly infectious corona virus. The system makes use of node MCU Wi-Fi
module to attach with Internet. This combination is helpful as real-time data can be
displayed, and the same can be observed and accessed over Internet using IOT tech-
nology from anywhere in the world. The incorporated features are being summarized
below.

Patient can send predefined requirement to the ward boy/doctor/relatives by a
Bluetooth. We can get the picture and voice message on the cell phone using android
app, regarding requirement of the patient. We have one panic button also for any
emergency. To serve or fulfill the patient need, a robotic trolley can be employed in
order to help in maintaining zero contact and reducing the risk of spread of infection
among health workers who are involved in treating COVID-19 patients.

This systemwill continually monitor the patient’s temperature and pulse rate over
IOT remotely, and the information is displayed on LCD also. This system is equipped
with RTC which can be used to display the real time with date on LCD. This system
also has medicine reminder system with voice alert.

Block diagram of the robotic trolley is shown in Fig. 1a, and block diagram of the
control panel is shown in Fig. 1b.

3 Material and Methods

In order to overcome the defined problem, we propose a model which is designed by
making use of control engineering. We also intend to incorporate many other useful
features to the proposed model so that its utility is enhanced. The development of
hardware of the overall proposed system is done by adopting step-by-step method-
ology. The major aim behind the development of the model is to acquire data from
external devices like sensors and to manipulate it to attain a specific output.

In Table 1, the sensors/modules and components are being listed below which are
used in the development of the hardware for the present model.

Circuit diagram of the robotic trolley has been shown in Fig. 2a, and circuit
diagram for control panel is shown in Fig. 2b.

The methodology is as follows.
There are 14 buttons available on control panel, out ofwhich 10 buttons are used to

send the information regarding requirement of the patient. Whenever the patient will
press the button, the device shares the picture and voice message via Bluetooth using
android application to the ward boy/doctor/relatives, etc. These dedicated messages
will also be displayed on LCD, and messages will be announced on speaker also
through predefined saved voice in SD card.
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Fig.1 a Block diagram of the robotic trolley, b block diagram of the control panel



382 A. Jain et al.

Table 1 Major components required for the proposed system

S. No. Sensors/modules/components

1 Arduino Mega and Arduino UNO

2 LCD (16 × 2)

3 HC-05 Bluetooth module (3.3 V)

4 Node MCU-12E Wi-Fi module

5 RTC (Real-time clock) DS3231

6 Voice module with speaker

7 Push buttons (push to on)

8 Relays 12 V/1A

9 DS18B20 temperature sensor

10 Pulse sensor (5 V)

11 Buzzer 12 V/1A

12 Motor driver L298

13 Ultrasonic sensor

14 Active and passive components

Fig. 2 a Circuit diagram of the robotic trolley, b circuit diagram of the control panel
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Fig. 2 (continued)

We are using DS18B20 temperature sensor and pulse sensor for checking the
temperature and pulse rate of the patient. One button is dedicated for checking pulse
rate of the covid patient. Temperature value is continually monitored on the Blynk
server. These two parameters will be displayed on the LCD, and we can also send
this data wirelessly through Blynk server to anywhere in the world.
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One panic button is especially dedicated to any emergency situation on the control
panel. Two buttons are dedicated for light and fan, so patient can also operate his/her
fan and light. We use two relay to operate light and fan.

To fulfill the patient requirements, a robotic trolley will be used in order to help in
maintaining zero contact and reducing the risk of spread of infection among health
workers who are involved in treating COVID-19 patients. This trolley has obstacle-
avoiding feature. We are using ultrasonic sensor to avoid any obstacle within the
range of 25 cm. We will operate this robotics trolley by cell phone using android
application through Bluetooth. Two motor driver module (L298) will be used to
operate four wheels of the four motor.

RTC is used to display the real time with date on LCD. This system also has
medicine reminder system with voice alert. We can customize the medicine time
and medicine name in coding. Patient will be reminded about the time and medicine
through voice followed by buzzer sound.

4 PCB Implementation and Circuit

Figure 3a, b show lower and upper view of PCB for robotics trolley. Figure 3c, d
show lower and upper view of PCB for control panel. DipTrace was used to prepare
this PCB.

5 Results and Discussion

In this work, an electronic and eco-friendly solution is presented to the problem
related to the COVID-19 patient management. This will help in eliminating direct
contact between health worker and patient so that the risk of spreading infection
among medical staff while treating COVID-19 patients will be reduced.

The proposed system after its development was tested in real time, and the results
foundwere satisfactory and up to themark.Aswe know that it is important tomeasure
temperature and pulse rate of covid patients frequently, and the system is capable of
measuring these parameters accurately over Blynk server through IoT. The system
has also an added feature of medicine reminder which was found to work well and
reminds the patient through voice message. Patient was able to send the predefined
requirement to the ward boy/doctor/relatives by a Bluetooth, and the picture and
voice message on the cell phone using android app, regarding requirement of the
patient, were also successfully sent. Panic button for emergency was also working.

The devised robotic trolley in order to fulfill the patient need was tested with
different payloads and was found that it is capable to bear payload up to 5 kg. To
serve or fulfill, the a robotic trolley can be employed in order to help in maintaining
zero contact and reducing the risk of spread of infection among health workers who
are involved in treating COVID-19 patients.
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(a) Lower layer                                                (b) Upper layer 

(c) Lower layer                                                (d) Upper layer

Fig. 3 PCB prepared using DipTrace

The original PCB for robotics trolley is shown in Fig. 4, and an original picture of
prepared system is shown in Fig. 5. In order to check the compatibility of the system,
the real-time temperature and pulse rate of a patient were tested. The real-time values
thus obtained are shown in Fig. 5 and were found to be in good agreement with the

Fig. 4 Robotics trolley for covid patient
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Fig. 5 Original pictures of the prepared system

values obtained by using thermometer and pulse Oximeter. The comparison can be
seen in Table 2 given.

Table 2 Comparison of real time values of temperature and pulse rate with thermometer and pulse
oximeter

S. No. Real-time temp.
value in °F

Real-time pulse
value in BPM

Thermometer
reading in °F

Oximeter reading in
BPM

1 96.53 82 96.5 82

2 95.50 81 95.5 82

3 96.60 85 96.5 84
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Fig. 6 Picture messages on android application

When we press the button on control panel, the following picture message with
voice has been displayed on our android application (Fig. 6).

6 Conclusions

Infected patients and contaminated surroundings work as a source of infection. In
present work, we have tried to find out the solution so that the contact between
healthcare workers and infected patients can be minimized. Here, we have devised
an automated robotic trolley which can be considered as one of the possible solution
or measure in direction to stop the spread of infection through contact. This robotic
trolley is low cost and can be used during the treatment of COVID-19 patients.
During the care-taking process of infected patient which involves food and medicine
delivery, the chances of healthcare workers to get infected become higher; at this
point, this robotic trolley could be helpful to a great extent in order to minimize the
interaction between health worker and infected patient.
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Distributed and Hierarchical Clustering
Techniques Comparison in Wireless
Camera Sensor Networks

Nishant Tripathi and Kamal Kumar Sharma

Abstract Most of the applications of modern-day communication, viz., military
navigation, home automations, agricultural land security, and many more are totally
dependent uponwireless sensor industry. Therefore, a very important task is to estab-
lish and operate the wireless sensor networks in such a way that the lifeline of the
network is long and it should not be very power consuming or non-reliable. Most of
the researchers have shifted their goal post if they are working in sensor-based field
to optimize the energy, power, and life span with reliability consideration of sensor-
based networks (camera-based or non-camera-based). So, in this paper, the primary
focus will be to review all those techniques which can optimize the power consump-
tions, energy, and overall improvement in lifeline of the network. Since, clustering is
cast-off for making the networks more scalable, stable, efficient, reliable, and energy
efficient. This helps in minimizing the effective cost of implementation and main-
tenance of the networks also. The paper will overview wireless sensor networks at
first, then the issues that impact the design of any type of wireless sensor networks
(camera/ad hoc/nonvisual). After the introduction of the mentioned terms, the next
part provides formidable comparison between different clustering techniques used
for the implementation of different kinds ofwireless networks. The conclusion covers
the comparison of different clustering techniques leading to the need of cooperative
communication.
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1 Introduction

Sensor networks based on wireless transmissions whether camera-based or non-
camera-based (WSN/WCSN) [1] are the combination of electronic devices of minia-
ture size (in micrometer) [1–3], i.e., member sensors nodes (SNs). SNs within a
WSN/WCSN transmit and receive the information packets using channel as wireless
link (BSs) [1]. A base station (BS) is utilized for the purpose of relay the information
to the desired end user/system. Information packets which can be SNR or E/N can
traverse down the network in single hope or can be multihop [4–6]. Wireless sensor
networks or wireless camera sensor networks (WSNs/WCSNs) are of two types:
proactive and reactive networks [2]. A proactive network is of a passive architec-
ture and well suitable for data aggregation. This type is based on regular interval
basis for information packet transmission. But in reactive networks, member sensor
nodes reply instantly and only to variations in the relevant parameters of attention.
Reactive networks are more useful continuous signaling from the member sensor
nodes without any gap. The important fact to reminisce is that any wireless network
(camera/non-camera-based) has drastically affected the domain area applications and
stability factor of the networks. Therefore, it is desirable to attain numerous design
goals and objectives before implementing and getting the network operational. It
is because of the fact that in any wireless camera or non-camera sensor networks,
the primary goals or objectives to be achieved could be small size of member sensor
node, optimumclustering profiling, easier cluster head election criteriawith optimum
low cost, easier configurability, significantly scalable, high throughput with better
reliability, better fault diagnosis and tolerance ability, excellent security and QoS
with optimum power consumption, etc. [1, 6–10].

1.1 Traffic Patterns in WSNs/WCSNs

In difference to traditional networks, the wireless sensor networks (WSNs)/wireless
camera sensor networks (WCSNs) display single unequal traffic topology of the
data packet routing. The primary cause of this is that wireless sensor networks
WSNs/wireless camera sensor networks (WCSNs) [1, 2] normally collect data and
then member sensor nodes of a given cluster obstinately send their data to the base
station. Furthermore, different usage area/domain can provide several shapes and
types of traffic topology for data packet flow (Fig. 1; Table 1).

1.2 Some of the Key Points to Address in Designing
a Wireless Sensor Network (Camera/Non-camera-Based)

See Fig. 2 and Table 2.
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Fig. 1 Traffic patterns in wireless sensor networks/wireless camera sensor networks

Table 1 Application areas with respect to wireless sensor categories

Application areas Types of sensors used Examples

Environmental Symbiotic 1. Agriculture
2. In the detecting tropical or dense forest climatic
issues
3. Disaster management
pollution detection

Military Obtrusive 1. In monitoring and updating ammunition records of
nearby friendly force posts or bases
2. Targeting and analyzing the movements of enemy
posts and movements
3. Border protection and security surveillance
4. Making records and assessments on war
Battlefield observation

Health-based Bio-hybrid symbiotic 1. Tissue movement observation, like cancer tissue
status
2. Maintain and monitor the records of patients such
as heartbeat or blood pressure

Home-based Symbiotic parasitic 1. Automation for home security and management
2. Smart appliances
entertainment

Industrial Parasitic obtrusive 1. Environmental control in office buildings
2. early detection of possible threats
3. Managing inventory control
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Fig. 2 Shows key issues in designing a sensor network camera-based or non-camera-based

1.3 Clustering

Clustering [1] techniques can determine numerous goalmouths slanting with power
budget. The centralized clustering [11] techniques have drawbacks of powered base
stations on higher side [2, 3], [39]. It is also recognized that distributive tech-
niques/protocols work on residual energy factor [9, 10]. Clustering in wireless sensor
networks or wireless camera sensor networks is scheme to diminution the energy
expense permember sensor node [1, 12–14]. Energy permember sensor nodes reduc-
tion also impacts the overall power requirement [4, 9, 15] and load balancing of the
cluster in WCSN [2, 11]. Power requirement decrement with appropriate matching
can lead to stable and prolonged network life [16], [38, 37]. The special condi-
tion in the group assembly of the sensors is that in place of all the member sensor
nodes transmitting their respective Eb/No, only the assembly group head (which is a
member sensor node elected for transmitting called cluster head (CH)) will transfer
the aggregated information [1, 2, 7, 11]. A hierarchical network [1, 9, 17] is more
efficient than the flat network [1, 2]. Nonflat approach is called hierarchical method
[1, 2] utilized in grouping of member sensor nodes called clustering [12, 18]. In
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Table 2 Parameters for improving the life of sensor nodes and overall life span of sensor networks

Parameter of research Working explanation

Deployment model of nodes Checks the overall performances of the enables routing
techniques/protocols in either deterministic or
un-deterministic approach

Information/data gathering module Any routing protocols/techniques or even clustering
techniques get influenced through the information/data
collection and aggregation modules and the formats, time,
nature of the data report model which are highly related to
the energy consumptions with SNs route stability from SNs
to CHs to BS and then to the sink from each cluster

Fault tolerance/diagnosis One of the important aspects is to avoid duplicity of the
information and yet provide several levels of redundancy
which may be required fault tolerance redundant network

Data aggregation and collection Data aggregation from different SNs should be correlated
and data fusion makes the transmitted data size smaller

Reliability and QoS Reliability is the assurance of data transmission from
source to destination but there has to optimization between
life time of each sensor and assurance of data transfer as
longer the life span, the reliability of data transfer decreases

Network clustering module Clustering techniques have to be wisely chosen so as to
make sure that overall network performance does not
degrade

the hierarchical methodology, cluster heads (CHs) are typically at higher level. CHs
collect and concise the received information packets from different member sensor
nodes (Eb/No) from member sensor nodes which are lower level in terms of energy.
The received information packet at cluster head will be further transmitted to the
base/sink for further post processing of the information received form the member
sensor nodes [12, 18].

1.4 Performance of Clustering Protocols Is Captured
on Following Parameters

Time to network partition is the effective time for first sensor node (SN) to become
energy-less or with insufficient energy for transmission, the network confined by a
cluster is said to be partitioned. Dead node will replicate that roughly different routes
from the given network have invalid state to show [8, 14].

Average lifetime of sensors most effective parameter to check for the network
partition and check for the overall efficiency of the network with its stability [14].

Average delay/packet is average time taken by the data packet to migrate to the
sink from source.
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Throughput for the network is termed as totality of data packets acknowledged
at base station divided by the time taken during overall aggregation, processing,
regenerating (if any), and doing the simulation.

Average energy of a data packet a system ofmeasurement to check performance
of clustering protocols applied on the network.

Averagepower is amount of power consumedonanaverageduring thedata packet
aggregation at CH and transmitting the same to the sink alongwith the pre-processing
and post-processing on the overall information getting transmitted [17, 19].

Standard deviation load/cluster is tested for several sensor nodes deploy-
ments. Changing the number of transmitting gateways and clustering are the two
methodologies to calculate standard deviation of load/cluster [14, 17, 19].

1.5 Types of Clustering Methodologies

Distributed algorithms elect cluster head (CHs) from member sensor nodes (SNs)
within a cluster based on certain dynamic criteria. Cluster heads are updated after
next iteration of protocol.

Power base clustering algorithms contemplate remaining battery life of sensor
nodes or residual network life time. Approximately, some of the power-based proto-
cols are HEED and TEEN [17, 20] use multi-hop basis and cluster to cluster commu-
nication at times. Typically used for path navigated for transferring sensed packet
information.

Multilevel clustering is advanced approach in which head of cluster heads (CHs)
is to be selected. This methodology shows a dynamic hierarchy within cluster heads
(CHs).

Clusteringmethodology/techniqueswith their key feature andparameters compar-
ison table with their advantages and disadvantages (Tables 3 and 4).

There are few more clustering techniques which are PSO-based and neural-
based in nature. These clustering are advance methodology based on meta-heuristic
approach.Almost all themeta-heuristic clustering technique does give a simplemath-
ematical model to generate cluster head in a cluster within a wireless sensor network.
But, the overall logic to do is somewhat complicated in nature. Also, the LEACH,
PEGASIS, HEED, EECH, and Housdorff clustering [1, 2, 11, 12, 14] have been on
an advanced stage of research nowadays with more stability in their implementation.
These modern advancements in the basic standard clustering technique are based on
mainly the cluster head selection methodology, by incorporating some of the proba-
bilistic model or nature-based model with the prior ones. The simulation results have
shown a great improvement in the optimum power consumption and energy degra-
dation, as after merging two or more key feature of different clustering modules, the
overall life span of the wireless sensor network have shown improvement and stable
communications.
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Table 3 Shows analytical comparison between various clustering techniques

S. No Clustering
methodology

Parameter
consideration/key
features

Pros Cons

1 Direct transfer
protocols (DTP)

Non-clustering
approach
Individual SNs
transfer
Member sensor nodes
transmit directly to
sink/receiver
Data aggregation not
needed
Low life of network
Good for small
network
Good for less dense
network

Easy
implementation
Lesser cost per
network design

Energy wastage
Lesser life span
of network

2 Static clustering
protocols

Grouping of SNs is
permanent/static
Only one cluster head
is permanently
selected for data
aggregation and data
transfer
Due to permanent
selection of a single
cluster head, if CH
energy dissipates and
sensor node dies out,
then transmission
stops

Network
implementation is
easy
Lesser energy
wastage than DTP
Typically, longer
life span of network

Still life span is
not good
Power
mismanaged

3 Minimum energy
transfer protocol [3,
15]

Grouping of sensor
nodes is static in
nature
Cluster head is
selected only once,
but has the check of a
minimum energy
threshold criteria
Energy available (SN)
≥ referenced
threshold energy, SN
will be CH
Data fusion is done
for making data
optimal

Network
implementation is
easy
Optimum energy is
used
Better life span of
sensor networks

Throughput is
average lacks
stability

(continued)



396 N. Tripathi and K. K. Sharma

Table 3 (continued)

S. No Clustering
methodology

Parameter
consideration/key
features

Pros Cons

4 Distributed cluster
protocol: LEACH:
low energy adaptive
clustering hierarchy
[1–3]

Grouping of sensor
nodes in dynamic
nature
Sensor heads are
dynamically selected
or elected based upon
certain parametric
value
Every SN can become
CH within a cluster
In this first, CHs are
elected which is setup
phase and secondly
data aggregation, data
fusion, data transfer,
idle and non-idle state
allocations of sensor
nodes are indicated
which is steady state

Better network
coverage
Optimum energy
use
Flexible network
Easier modification
Better throughput

Stability problem
modifications
needed for better
throughput

5 EECH-energy
efficient hierarchical
clustering [2, 3, 17]

Dynamic clustering
algorithm
Hierarchy of CHs
showing if number of
levels in hierarchy
increases, energy
saving increases
Multilevel hierarchy
clustering algorithm
uses stochastic
geometry to obtain
lower parameter for
minimum energy
consumption

Better network
coverage
Flexible
Better throughput

Complex design
Lacks stability in
long Run
Load balancing is
problem

6 HEED: hierarchical
energy efficient
distribution [1, 2, 5,
16]

Dynamic randomized
clustering algorithm
Two parametric
choices for minimum
energy consumption
First parameter is
available energy of
SNs while the second
is cost of intra-cluster
communication leads
to cluster head
selection

Better load
balancing
Energy
consumption is low
Better throughput

Stability is an
issue
Life span is
moderate

(continued)
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Table 3 (continued)

S. No Clustering
methodology

Parameter
consideration/key
features

Pros Cons

7 PEGASIS:
power-efficient
gathering in sensor
information systems
[2, 3]

Extended and
modified version of
LEACH
Greedy
algorithm-based two
step clustering
technique
Cluster head is
accountable for
transmission of the
aggregated data to the
BS

Better network
coverage
Optimum energy
use
Flexible network
Easier modification
Better throughput
Better throughput
than LEACH at
times

Stability problem
Life span is
moderate

8 GABEEC:genetic
algorithm-based
energy efficient
clustering [3, 21]

Cluster-based
approach like
LEACH. Static cluster
creation [16, 22–24]
New cluster or
remaking of clusters
is not executed after
each round of
communication [16]
CH election is
outstanding energy of
present CH and along
with other SNs in the
cluster

CH selection is
optimal
Energy wastage is
minimum
Better life span
Implementation is
simple

Load balancing is
improper
Not good for very
large network

9 PSO:particle swarm
optimization [1–3]

Meta-heuristic
optimization [1–3],
Neighboring topology
of the different
particle swarms is
based on the imitation
of the different
societies [3, 15, 21]
Long range of
iterations
Mathematical
module-based

Better network
coverage
Better fault
tolerance
Reliability is high
Energy
consumption is
moderate

Improper load
balancing
Complex
architecture

(continued)
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Table 3 (continued)

S. No Clustering
methodology

Parameter
consideration/key
features

Pros Cons

11 Firefly algorithm [21,
25]

Bio-inspired
technique
Non-linear
optimization-based
technique
Algorithm is
centralized
LEACH protocol is
utilized alongside

Better network
coverage
Better fault
tolerance
Reliability is high
Efficient
lower data/energy
rate

Stability is not so
good
Power
optimization is
difficult

12 HBMO: honey bee
Mating optimization
[3, 16, 21]

Expected clustering
approach
Two steps-based
First cluster making
2nd step CH election
2nd step again in 2
steps: 1st is premiere
phase
2nd is steady state

Better network
coverage
Better fault
tolerance
Lower data/energy
rate

Stability is not so
good
Power
optimization is
difficult

13 Deterministic energy
efficient algorithm

Effective energy
consumption
Better transmission
rate of data packets
CH election is on the
outstanding energy
(OE) of each node
Cluster heads (CHs)
represent their roles
and responsibilities
using carrier sense
multiple access-media
access control

Minimum
confusion in
electing CH
Better network
coverage

Stability issue

14 CREEP [14]: cluster
head restricted
energy efficient
protocol [14, 19]

Assumption is some
are energy advanced
nodes and the
remaining are
standard nodes with
some energy level
difference between
the 2 types
Multiple-hopping is
applied

Optimum life span
Cost effective
implementation

Complex
structure
CH formation is
tricky

(continued)
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Table 3 (continued)

S. No Clustering
methodology

Parameter
consideration/key
features

Pros Cons

15 Stable election
protocol (SEP) [9,
15, 19]

Heterogeneous-aware
protocol
Spread the time
interval first node
passing out
Weighted election
probabilities concepts
Each node can be
cluster head based on
outstanding energy in
each node
Extends the stable
region
Better throughput

SEP is more
resilient than
LEACH
Produces better
stability

Improper load
balancing
Complex
implementation

16 M-SEP: modified
stable election
protocols [3, 21]

Network is
heterogeneous
Different energy
levels of member SNs
Two aggregators on
either side of sink
CHs guide the packet
data to the sink
Cluster heads
compute the
remoteness from sink
to aggregator
Increased lifetime and
stability of the
network due to
heterogeneous nature

M-SEP is better
than SEP
Longer stability
Better network
coverage

Improper load
balancing
Complex
implementation

17 HEC:
heterogeneous-aware
energy efficient
clustering [5, 7, 11,
14]

Multi-hop network
Heterogeneous
clustering method
Energy is optimized
as primary objective
Energy is optimized
with three ways of
definite clustering
scheme
Advanced nodes are
made cluster heads
first, then all nodes
may participate to
become CH in
second, and in third
phase, direct
transmission without
making CH is done

Longer Coverage
Better throughput
Better energy
dissipation

CH election is
difficult
Improper load
balancing of SNs

(continued)
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Table 3 (continued)

S. No Clustering
methodology

Parameter
consideration/key
features

Pros Cons

18 DEEC: distributed
energy efficient
clustering

Heterogeneous
clustering method
Multi-hop network
Increase stability and
life time of network
CH election basis is
P (RE)/ P (overall
energy of network)
SNs with energy
(initial) or RE will be
more likable for CH
election

Efficient
Reliable
Lower energy
consumption

Complex
architecture
Stability issues

19 EDEEC: enhanced
distributed energy
efficient clustering

Increased
heterogeneous
prospects
Concepts of super
node is introduced
with very high initial
energy
Multi hop network
Increase stability and
life time of network

Efficient
Reliable
Lower energy
consumption
Better network
coverage
Stable for a good
time period

Complex
architecture

20 MED-DEEC:
modified enhanced
developed DEEC

Distributed
heterogeneous
methodology
Distribution decision
gives two criteria, a
number of SNs to
become cluster heads
and some group of
SNs to remain
non-CH during entire
transmission
Performance is better
with respect to
effective life time
Data to energy ratio is
increased by quarter
value at least as that
of LEACH

CH election is easy
Energy
consumption is
lower
Network
implementation is
easy

Complex
architecture
Cluster formation
is difficult due to
distributed nature
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2 Conclusion

We need to understand that wireless sensor networks have now become more
of a picture/video-oriented information network. These networks are termed as
wireless camera sensor networks. Since normal information processing within a
network does leads to so many complications as stated above and key parameter to
address all the relevant issues such as energy consumption. Overall life of network,
power consumption, load balancing, and stability have a common answer clustering.
Almost 2 decades have passed just to given more optimum results for the sensor
networks with the help of clustering, and we have almost 30 plus clustering tech-
niques/algorithms/methodologies. Based on the fundamental clustering techniques,
which are still very good to provide optimum energy consumption and lower average
power LEACH, PEGASIS, and HEED have got to be the benchmarks while intro-
ducingmodern-daymeta-heuristic and probability-basedmathematical solutions can
be incorporated together with the formers to provide more stable network. Since
the evolvement of cooperative communication because of the limited bandwidth
available for all the different areas of communications, viz., military, biomedical,
telemetry, telecom, navigation, and many more, the optimum selection of clustering
technique has got to be the main concern before designing any wireless sensor
network or wireless camera sensor networks. It is because wireless camera sensor
networks will consume larger bandwidth as compared to normal ad hoc or WSN,
so the cooperation is needed among multiple domains of communication to prop-
erly utilize the available frequency spectrum. This requirement leads to more power
sensitive issues, sensor nodes energy consumption issues, overall network life span
issues with load balancing. The effective solutions to these problems have two key
answers, first better routing methods and second better clustering techniques. So, the
study of all these clusteringmethodologies is more relevant in the context of modern-
day wireless communication, and the outline of the study gives a clear picture that
fundamental distributed hierarchical clustering techniques like LEACH, PEGASIS,
EECH, and HEED have to be merged with PSO-based or neural-based model to
provide better results.
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Comparative Study of Different Material
Tri-Gate MOSFET with Dielectric
Material

Rani Kiran, Imran Ullah Khan, and Yusra Siddiqui

Abstract In this paper, a near investigation of the design of the TG MOSFET tri-
gate metal oxide semiconductor field effect transistor device utilizes the SILVACO
TCAD. SILVACO TCADwill be widely utilized for circuital plan and authorization.
Device simulator system ATLAS is utilized. ATLAS tool, utilizes a single-material-
gate (SMG), a double-material- gate (DMG), and three-material-gate (TMG) tri-
gateMOSFET (TGMOSFET), respectively, with hafnium dioxide HfO2 as dielectric
materials are utilized. It shows a traditional model and better DC, AC execution
of the tri-material-gate design, creates a high drive flow of the three-material-gate
TGMOSFET with dielectric, and shows better electrical qualities contrasted with
other device structures. In this paper, all the device boundaries of single-, dual-
, and tri-material-gate TGMOSFETs are determined exhaustively, and HfO2 and
SiO2 are dielectrics. HfO2 is utilized to expand the gate capacitance in the device,
subsequently expanding the drive current. Therefore, the presentation of the device
can be improved. Analyze electrical boundaries like electric field, surface potential,
electronic mobility, and flow thickness with HfO2 as a dielectric. A correlation of
channel flow, transconductance, and output conductivity between these models with
dielectric is contemplated.
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1 Introduction

Si CMOS has been a standard IC plan innovation for a very long time. Throughout
the long term, the industry has progress ground in growing planar CMOS, and the
VLSI industry is searching for MOSFETs with a length of less than 20 nm. Because
of the diminished device size, another 3DMOS structure should be createdwith great
protection from short channel effects (SCEs). Double-gate (DG) silicon MOSFET
is a promising device with higher drive current and preferred SCEs authority over
bulk hardware [1–4]. The change from double-gate to tri-gate (TG) structures gives
higher drive flows and preferable insusceptibility to SCEs over DGMOSFETs. Intel
created TG device with a high on-off current proportion and consequently high
force proficiency, making them more force effective than any planar semiconductor.
These gadgets smother SCEs and work on the control of channel flows in the device.
Diminishing the thickness of the oxide to a most extreme level can bring about an
increment in leakage current. In this way, replacing SiO2 with a dielectric material
will essentially lessen these restrictions. In this paper, hafnium dioxide (HfO2) is
utilized as a dielectric and has great transmitted character [5, 6].

2 MOSFET Basics

MOSFET or metal oxide semiconductor field effect transistor was developed to
conquer the disadvantage of field effect semiconductor, like slow activity, high drain
resistance, and moderate input impedance. Metal oxide field effect semiconductors,
normally alluded to as MOSFETs, are electronic device used to switch or enhance
circuit voltages. It is a voltage control device, worked from three terminals.MOSFET
terminals are named sources, gate, drain, and body (Fig. 1).

The p-type semiconductors are the establishment of MOSFET. The two kinds
of base are blended in with the profoundly doped of the n-type impurity, which is
set apart as n+. From the highly doped regions of the base, terminal source and
channel originated. The substrate layer is covered with a layer of silicon dioxide
for protection. Thin, insulated protected metal plates are put away on top of silicon
dioxide and go about as capacitor. The gate terminal is taken out from the thin metal

Fig. 1 Symbols of
P-channel MOSFET
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Table 1 Different MOSFET types

S. No. MOSFET type VGS < 0 VGS = 0 VGS > 0

1
2

P-channel depletion
P-channel enhancement

ON
ON

ON
OFF

OFF
OFF

3
4

N-channel depletion
N-channel enhancement

OFF
OFF

ON
OFF

ON
ON

plate. A DC circuit is then framed by associating a voltage source between the two
n-type regions. At the point when voltage is applied to the gate, an electric field
is produced, changing the width of the channel region, where the electron flows.
The more extensive the channel region, the more conductive the device is. There
are two kinds of MOSFETs: Enhancement mode and depletion mode. Each type is
accessible in n channels or p channels; therefore, in general, four types of MOSFET
are there [7]. Table 1 shows the switching feature of the N- channel and P-channel
types MOSFET.

MOSFET amplifiers are generally utilized in RF applications. The power supply
MOSFET can be utilized to control the DCmotor.MOSFETworks at a lower voltage
with more prominent proficiency. The shortfall of the gate stream brings about a high
input impedance bringing about a high exchanging speed.

3 Basics of Tri Gate Structures

Distinctive gate designs and body device are examined, just as how the electric field
lines reproduce through the collapse locale related with the intersection. Different
gate structures are displayed in Figs. 2 and 3 A, and the electric field line prop-
agates through the consumption area related with the intersection. Their impact
on the channel can be diminished by expanding the doping concentration in the
channel regions. Unfortunately, in thin device, the doping concentration turns out to
be too high (1019 cm−3) to work appropriately. In fully doped silicon on insulator
(FDSOI) device, the vast majority of the field lines propagate through covered oxides
(BOX) prior to arriving at the channel region [8]. By utilizing thin buried oxides and
the fundamental ground plane, the short channel effect in FDSOI MOSFETs can
be decreased. Notwithstanding, this strategy has the burden of expanding junction
capacitance and volume impact [9–11]. A more proficient device arrangement can
be gotten by utilizing a double-gate semiconductor structure [12–17].

Figure 2 shows the diverse gate constructions, and Fig. 3 shows a two-dimensional
perspective on a single-, double-, and a three-material-gate TGMOSFET, with
hafnium dioxide (HfO2) as the dielectric and silicon dioxide (SiO2) [18, 19].
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Fig. 2 Different gate structures [8]

Fig. 3 Two-dimensional view of single-material-gate, double-material-gate, and triple-material-
gate TGOSFET

4 Results

Device parameters for single-, double-, and a three-material-gate TGMOSFET, with
hafnium dioxide (HfO2) as the dielectric are as follows:

1. W/L ratio of 1:2, W/L is Channel width/ Channel length
2. Silicon channel thickness: 10 nm for each
3. Oxide thickness 1 nm (without dielectric) and 0.6 nm (with dielectric)
4. Channel doping concentration: 1019 cm2 for each
5. Source and drain doping concentration: 1020 cm2 for each.
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Table 2 shows surface potential for single-, dual-, and tri-material-gate
TGMOSFET, Table 3 shows total electric field for single-, dual-, and tri-material-
gate TGMOSFET, and Table 4 shows surface potential for single-, dual-, and
tri-material-gate TGMOSFET with HfO2 as dielectric, respectively (Table 5).

Figure 4 shows proposed structure, and Fig. 5 indicates the examination of surface
potential achievable alongside the perfect factor of the channel for single-, dual-
material-gate furthermore, Tri-material-gate TGMOSFETs with HfO2 as a dielectric
with dielectric constant equal to 25 is utilized alongside SiO2.

In the surface potential, it represents the description of the two stages and three
stages of dual- and three-material-gate TGMOSFET. High-quality screening can be
achievable in direct devices with dielectrics. In addition. It is also recommended in

Table 2 Surface potential for single-material-gate, dual-material-gate, and tri-material-gate
TGMOSFET

S. No. Distance along the
channel (nm)

Surface potential
(mV) for SMG

Surface potential
(mV) for DMG

Surface potential
(mV) for TMG

1 0 625 630 630

2 1 625 635 635

3 2 620 650 650

4 4 600 634 630

5 6 560 630 620

6 8 558 600 590

7 10 558 597 597

8 12 560 560 588

9 16 590 590 590

10 20 610 610 610

Table 3 Total electric field for single-, dual-, and tri-material-gate TGMOSFET

S. No. Distance along the
channel (nm)

Total electric field
(V/m) for SMG

Total electric field
(V/m) for DMG

Total electric field
(V/m) for TMG

1 0 1 × 105 1 × 105 1 × 105

2 1 30 × 105 10 × 105 10 × 105

3 2 60 × 105 50 × 105 50 × 105

4 4 66 × 105 129 × 105 115 × 105

5 6 62 × 105 120 × 105 117 × 105

6 8 62 × 105 110 × 105 110 × 105

7 10 62 × 105 100 × 105 115 × 105

8 12 62 × 105 90 × 105 120 × 105

9 16 7 × 105 7 × 105 7 × 105

10 20 1 × 105 1 × 105 1 × 105
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Table 4 Surface potential for single-, dual-, and tri-material-gate TGMOSFET

S. No. Distance along the
channel (nm)

Electron mobility
cm2/(V.s) for SMG

Electron mobility
cm2/(V.s)
for DMG

Electron mobility
cm2/(V.s) for TMG

1 0 60 60 60

2 1 40 40 40

3 2 25 25 25

4 4 15 8 8

5 6 12 8 8

6 8 12 8 8

7 10 12 8 8

8 12 12 8 8

9 16 40 40 40

10 20 60 60 60

Table 5 Transfer characteristics for single-, dual-, and tri-material-gate TGMOSFET

S. No. Gate voltage (V) Drain current (µA)
for SMG

Drain current (µA)
for DMG

Drain current (µA)
for TMG

1 0 0 0 0

2 0.1 0 0 0

3 0.2 0 0 0

4 0.3 0 0 0

5 0.4 0 0 0

6 0.5 0 2 2.5

7 0.6 0.8 4 5

8 0.7 2 6 7

9 0.8 4 8 9.5

10 0.9 6.5 10.5 12

11 1 9.5 13.5 15

12 1.1 12 16 17.5

13 1.2 14.5 18 20

Fig. 4 Proposed structure
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Fig. 5 Surface potential for
single-, dual-, and
tri-material-gate
TGMOSFET

Fig. 5 that the tilt of the surface potential of the channel terminal dielectric device of
the three-material-gate TGMOSFET is much smaller than the surface potential of the
two- and single-material-gate TGMOSFET. This infers that the three-material-gate
development can effectively reduce the degree of electric field near the channel end
and by using excessive channel voltage shows a strong impermeability to the short
channel effect. Figure 6 depicts the total electric field. It shows the larger electric
field area of the gate material with greater working capacity and shows that the three-
stage range of the electric field area of the TMG system depends on the unique gate
material of the entire gate length. It shows that greater electric field constraints in the
entire supply channel region stimulate the development of electrons in the channel.

Figure 7 shows the electron mobility of a single-, dual-, and three-material-gate
MOS device having a dielectric. Electron mobility describes how electrons quickly

Fig.6 Total electric field for
single-, dual-, and
tri-material-gate
TGMOSFET
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Fig.7 Electron mobility for
single-, dual-, and
tri-material-gate
TGMOSFET

Fig. 8 Transfer
characteristic of single-,
dual-, and tri-material-gate
TGMOSFET

pass through the channel. Figure 8 shows the correlation between the alternating
characteristics of single-, dual-, and three-material-gate TGMOSFET devices using
HfO2 as a conventional VDS medium. It can be constant or a value of 1 mV. It seems
that for the three-material-gate TGMOSFET, reduction of the short channel effect
will produce higher device performance.

5 Conclusion

This comparative result of the TGMOSFET device profile regarding single-, double-
, and triple-material-gate TGMOSFET with HfO2 as dielectric material indicates
a decreased model with channel size of 20–25 nm, thickness and width of the
channel being 10 nm, respectively, with an thickness of 1.8 nm for the oxide of
TGMOSFET and suggests the higher DC and AC implementation of the system for
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TMGTGMOSFETwith excessive drive current of 1.9µA for TMGTGMOSFET and
suggests a most valuable transconductance of 3.6 µA/V in correlation with different
device constructions displaying a finest AC execution of the TMGTG device.
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Performance Characterization of Double
Material Gate-All-Around Nanowire
MOSFET

Avishisht Kumar and Imran Ullah Khan

Abstract In this work, for the gate dielectric, aluminum oxide is used rather than
silicon dioxide and the indium arsenide nanowire is employed in place of silicon
nanowire as channel for a cylindrical gate-all-around field-effect transistor (CGAA
FET). Silvaco TCAD software-ATLAS simulator was used to illustrate the func-
tioning and performance of the arrangement. On account of high electron velocity,
saturation velocity, and low contact resistance, indium arsenide is chosen, while
aluminum oxide is preferred due to its higher permittivity. The suggested combina-
tion is found to show superior characteristics as per simulation results in comparison
with the indium arsenide-silicon dioxide and silicon–silicon dioxide arrangements
in CGAA structures. The effect of changes in the radius of nanowire, oxide thick-
ness, and channel length on the transfer characteristics and the final output as well
as on performance parameters like maximum transconductance and maximum drain
current is analyzed to depict the advantage of the proposed combination.

Keywords Nanowire ·MOSFET · GAA · FinFET · Silvaco TCAD

1 Introduction

One of the crucial challenges, in the reduction ofMOSFET dimensions for enhanced
performance are the short channel effects (SCEs). Primarily, to reduce the short
channel effects in order to increase the scalability, unconventional FETs are being
considered. Among which multiple gates, �-gate, π-gate, FinFET, and gate-all-
around field-effect transistors are being preferred in literatures.

Themost promising out of these non-classical alternatives for their SCE immunity
are the gate-all-around MOSFET structures and hence continually drawing more
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focus and attention of the research scholars and professionals [1, 2], and also by virtue
of lowered electron scattering, aforesaid structures have remarkable electrostatic gate
control. The nanowires used can either be cylindrical or rectangular. Out of the two,
the cylindrical ones would be the finer option owing to the fact that rectangular GAA
field-effect transistor has lower corner or fringing effects compared to the rectangular
nanowires [3, 4].

With the purpose of achieving superior device performance, the literatures propose
the use of gate oxide materials with high k and high mobility for channels. On
that account, to attain low effective mass and exceptionally high electron mobility
InGaAs, SnAs, InAs, etc., III–V semiconductors are preferred as channel materials
[5]. Having electron mobility up to 30,000 cm2/Vs, saturation velocity of 2 × 107

cm/s, effectivemass of 0.023mo InAs tends to be themost favorable choice.However,
properties such as lower leakage current and higher gate capacitance make high k
dielectric materials most advocated materials for gate oxides.

Lately, HfO2, Al2 O3, etc., materials with high dielectric-k are getting attention
as gate oxides.

Do et al. [6] demonstrated that III–V-based semiconductor channel when incor-
porated with Al2O3 as gate oxide while annealing [7] showed no surface defects.
Thus, resulting in high quality film of dielectric.

Various research works in literatures are suggested for gate-all-around transistors.
Vertical InAs nanowire GAA structure on Si substrate was proposed by Sofia

et al. [1]. Si-nanowires were studied by Xu et al. [3] on GAA structures on bulk
Si substrate. HfO2 has higher permittivity than Al2O3, due to aforesaid reasons,
Al2O3 is preferred. Hence in this work, in as nanowire with Al2O3 as gate oxide is
envisioned. The suggested device structure realized with the help of Silvaco TCAD
software-ATLAS simulator.

Different performance parameters such as transfer characteristics and several
figures of merit were also studied. Channel doping, effect of channel length,
radius, and oxide thickness were also examined to determine the advantages of the
proposed structure results of the simulation were compared to other channel-oxide
arrangements.

2 MOSFET and Its Applications

Metal oxide semiconductor FET transistor is an extensively used three terminal
(source, gate, and drain) semiconductor device for amplifying signals and switching
applications [4, 8]. By far, the most frequently used transistors for electronic devices
(both digital and analog) are the MOSFETs.

Varying thewidth of a channel controls the charge carrier flow from source to drain
in MOSFET. The gate is located between drain and source, and the voltage applied
over it, governs the width of channel. Considerably, thin layer of metal insulates it
from channel.
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Fig. 1 Depletion mode MOSFET [5]

2.1 Classification of MOSFET Devices

The MOS devices can be of two types:

• Depletion MOSFET
• Enhancement MOSFET.

2.2 Depletion Mode

Maximum flow current is there when the gate voltage is zero. Channel conductivity
decreases as the terminal voltage of the gate is rendered positive or negative. Figure 1
shows the depletion MOSFET.

2.3 Enhancement Mode

In this mode, with no voltage at the gate, there is no conduction. As the voltage is
increased from zero to some value (threshold voltage), the current starts to increase.
Figure 2 shows enhancement mode.

3 SOI Technology

In present scenario, reduction in power consumption and short channel effects has
become one of the critical issues in VLSI circuit technology. Fundamental and
physical bounds are being encountered with bulk Si devices. The thinning of gate
insulators tends to increase the tunneling current, shallow junctions increase the
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Fig. 2 Enhancement mode MOSFET [5]

leakage current, and the impurity scattering decreases the carrier mobility. These
issues become the cause of conventional scaling less viable.

Low capacitance of silicon-on-insulator technology (SOI) permits high speed
operations. Ability to endure high voltages and temperatures, decent radiation hard-
ness, are also the virtues of SOI. In addition to the mentioned features, it facilitates
flexible design [5, 6, 9, 10].

Compared to bulk Si, SiO2 layer is just below the surface hence named buried
oxide (BOX). It is fabricated by oxidation of silicon or O2 implantation in silicon.
Polycrystalline Si film devices are called as thin film transistors while single crystal
Si film on the buried oxide is called SOI device.

For partially depleted and fully depleted, the SOI layer thickness is different.
The layer in fully depleted is much less than partially depleted. It is nearly 1/3rd of
effective channel length to prevent punch through current. The BOX layer gives SOI
MOSFETs many advantages over their bulk Si counterparts. Stated advantages stand
typical for both FD- SOI and PD-SOI.

a. Drain to substrate capacitance

Due to the lower dielectric constant of silicon dioxide and negligible thickness
of buried oxide, the capacitance is insignificant, rendering improved speed in
switching applications.

1/2 to 1/3rd of power consumed by bulk Si devices is consumed by SOI
devices at a given access speed.

Hence, they are faster.
b. Positive body bias

In a stackedgate structure, independent bodybiasmakesSOI faster. Thenegative
body bias of transistor on bulk Si decreases the operating speed, and threshold
voltage rises in stacked gate structure.However, the positive body bias of stacked
SOIMOSFET decreases threshold voltage, and hence, operating speed is raised.
Stacked gates reduce the circuit area.
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c. Latch-up

Compared to its counterpart (bulk Si), SOI device has no parasitic thyristor that
restricts maximum operating voltage, hence SOI device has no latch up issues.
Therefore, special circuit design is not required.

d. Device isolation and layout area

BOX separates SOI devices vertically from each other, and an insulator film
separates devices. Hence have higher packing density owing to ideal isolation.
As a result, devices can be packed closer together than bulk ones. The groove
filling process, i.e., shallow trench isolation is simple as the groove is very
shallow.

e. Good soft-error immunity

To neutrons, alpha particles, and other particles, SOI devices show superior
radiation hardness. Alpha particles generate positive and negative charges in
every micron along the trajectory which are adequate to eliminate the DRAM
cell memory. Cosmic rays generated neutrons also incorporate soft errors.

f. p–n junction leakage

In SOI devices, p-n junction leakage current is considerably small. The low p-n
junction leakage is desirable in applications demanding low stand by power,
mobiles phones for example.

Various insulator materials and substrates have been exhibited to form different
SOI structures. Silicon-on-oxide, silicon-on-zirconia (SOZ), silicon-on-sapphire
(SOS), and silicon-on-nothing are some of the combinations. By far, the most
preferred are the oxides for insulators and Si wafer as substrate [7].

4 Short Channel Effects (SCEs)

When electric field lines from drain and source affect the gate control short-channel
effects arise [2]. The electric field lines in a bulk device (Fig. 3a) propagate via the
depletion regions linked with the junctions. Increase in the doping concentrations of
the channel can reduce their effects. However, in small devices, proper functioning
is hampered due to larger doping concentration.

In a FDSOI device, (Fig. 3b) before reaching the channel, most of the field lines
go through the BOX. Short-channel effects (SCEs) in FDSOI MOSFETs can be
reduced by employing a thin buried oxide and a ground plane beneath (Fig. 3c).
Unfortunately, the approach has a drawback of increased body effect and junction
capacitance [11–15].

A higher competent device configuration is achieved with the help of double-gate
structure. The electric field lines cannot reach the channel as they cease on the bottom
gate electrode (Fig. 3d).
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Fig. 3 Electric field lines from drain and source on the channel in different types of MOSFET [4]

5 Results and Discussion

The 3D structure (Fig. 4) projects the DMSG n-channel MOSFET studied in the
work. To form the gate terminal, two different materials are chosen (M1 and M2)
having distinctwork functions (Fm1 andFm2) and lengthsL1 andL2 are fused together.
Hence, total gate length, L= L1 + L2. The lower work function gate material is kept
near the drain to work as screen gate and higher work function material works as
control gate and is kept near source end.

Fig. 4 a Three dimensional view DMSG MOSFET, b proposed structure on Silvaco
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The parameters used in analysis are
Work function of first material gold is Fm1= 4.8 eV, and secondmaterial cadmium

is Fm2=4.0 eV.
Length of first and second material=20nm Gate to source voltage VGS = 0.5 Volt

Drain to source voltage VDS = 0.2 V
Using silicon/silicon-germanium ordered arrangement of atoms in a solid solution

superimposed on the solvent crystal lattice epitaxy and an original doping process for
tacked wires, four-wire gate-all-around FET. The gate length is about 10 nm for the
device. Channel height and width are 10 nm, it is generally based on an electrostatic
scale length of 3.3 nm (Figs. 5, 6 and 7; Tables 1, 2 and 3).

�VTh= Threshold voltage
�VDS = Drain to source voltage
In real fabrication, it is important to decide the core insulator diameter according

to application requirements. SiO2 is the best material to achieve good performance.

Fig. 5 Position along the
channel versus surface
potential variation

Fig. 6 Position along the
channel for radius 10 and
20 nm versus surface
potential variation
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Fig. 7 Position along the
channel versus variation of
DIBL

Table 1 Position along the
channel from the source to the
drain versus variation of
surface potential

S. No. Position along the channel
(nm)

Surface potential variation
(V)

1 0 0.9

2 2 0.8

3 4 0.6

4 6 0.5

5 8 0.49

6 10 0.48

7 15 0.48

8 20 0.49

9 25 0.5

10 30 0.6

11 35 0.7

12 40 0.8

13 45 0.9

14 50 0.95

15 55 0.98

16 60 1.0

Since larger core insulator diameter can reduce on-state current, so the first thing
to do is to select core insulator diameter, which enables on-state current to be large
enough.



Performance Characterization of Double Material … 427

Table 2 Variation of surface potential w.r.t position along the channel from the source side to the
drain side for radius 10 and 20 nm, respectively

S. No. Position along the channel
(nm)

Surface potential variation
(V) for R = 10 nm

Surface potential variation
(V) for R = 20 nm

1 0 0.9 0.9

2 2 0.6 0.7

3 4 0.5 0.7

4 6 0.5 0.7

5 8 0.5 0.7

6 10 0.5 0.7

7 15 0.55 0.7

8 20 0.7 0.702

9 25 0.9 0.85

10 30 1 0.9

11 35 1.03 0.92

12 40 1.05 0.94

13 45 1.06 0.99

14 50 1.08 1.05

15 55 1.09 1.07

16 60 1.1 1.1

Table 3 Channel length
versus drain induced barrier
lowering

S. No. Channel length (nm) Drain induced barrier
lowering

1 10 80

2 20 64

3 30 45

4 40 30

5 50 15

6 60 5

7 70 0

8 80 0

9 90 0

10 100 0

6 Conclusion

Silvaco TCAD is used for analysis. It can be extensively used for circuital design
and validation and device simulator ATLAS is used. In Table 1, position along the
channel from the source to the drain versus variationof surface potential is analyze.As
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potential along channel increases, surface potential first decreases and then increases
indicates step change near the junction of the two metals in the potential profile
responsible for carrier velocity increase tends to carrier transport efficiency increase
and hence result in IDS increase. Plot of position versus surface potential at radius 10
and 20 nm, respectively, indicates as radius decreases, minimum value of potential
reduces moves it to source side. Table 3 shows channel length and DIBL, drain
induced barrier lowering, as channel length increases DIBL reduces and tends to
zero referred to lowering of short channel effects.
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A Comparative Analysis of Different
Types of Mixer Architecture for Modern
RF Applications

Zohaib Hasan Khan, Shailendra Kumar, and Deepak Balodi

Abstract A correlative analysis of dissimilar mixer architecture is shown in this
workwhich is effectively investigating efficientmethods to design themixer forwide-
band with lower power consumption, small size, high noise performance, minimal
cost, and high conversion gain (dB). The different mixer’s architecture has been
mostly using Gilbert cell as it gives better gain, high port to port isolation, and
low distortion. Today’s communication industry has an increasing demand for low-
cost and low-power circuits. Designers are attracted by the development of CMOS
technology because it provides compact system and also meets the requirement of
low-cost and low-power characteristics.

Keywords Port to port isolation · Cross-coupled · Self-oscillating dual band ·
Current bleeding down conversion · Transformer coupling cascode topology ·
Switch circuits · Folded architecture

1 Introduction

Over the last few years, the advancement of electronics and communication tech-
nology has led to wireless applications requiring low-power consumption, low-cost,
and high integrated circuit design, such as multimedia devices, PAN, and WSN. The
wireless components in the RF CMOS field for direct conversion architecture not
only provide compact mobile terminals, but also pave the way for low-cost RF solu-
tions (in terms of software and hardware), using the optimum power. In addition, for
bandwidth and modern spectrum versatility, RF CMOS components are expected to
remain compatible with high data rate multi-standard applications. For such wide
range of applications, the noise of RF components needs to be designed as low as
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possible, because end-to-end mobile units seek extremely high signal-to-noise ratio
(SNR) performance.

2 RF Mixer Basics and Different Architecture

One of the key components in the radio transmitter and receiver is mixer. All elec-
tronic communicating devices have two mixers, one for the transmitter end and the
one for the receiver end. Action of any mixer is to accomplish frequency conversion
from low to high said as up conversion and from high to low named as down conver-
sion by multiplication of the two signals. In mixture, there are 3 ports, in which 2
input ports are radio frequency (RF) and local oscillator (LO) and 1 port is output
intermediate frequency (IF) as shown in Fig. 1.The first port called the RF port carries
the input signal from the low noise amplifier, and the 2nd port is the local oscillator
input carrier.

The input and output relationship of the mixer may be written as

VIF = MVRFVLO (1)

Here, V IF is the mixer output known as intermediate frequency output, radio
frequency signal is the VRF of low noise amplifier, VLO is voltage signal of local
oscillator, and M is the multiplier coefficient.

For instance, let us suppose VRF(t) = ARF Sin2π f 1 (t) and VLO = ALO Sin2πf2
(t), where ARF and ALO are radio frequency and local oscillator amplitudes and f1
and f2 are the respective frequency of RF and local oscillator.

The output signal will be multiplication of two signal, i.e.,

VI F (t) = ARFSin2π f1(t) × ALOSin2π f2(t) (2)

Fig. 1 RF mixer model
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VI F (t) = M[cos 2π( f1 − f2)t − cos 2π( f1 + f2)t] (3)

where M = (ARF ALO)/2.
Mixer requires nonlinear devices or time varying devices to get the mixing terms.

There are additionally various forms of RF mixer that are needed to be understood.
One of the basic fundamental forms relates to the electronic component type active
or passive mixer.

Passive mixers: The passive mixer does not require a DC power supply to work.
Hence, passive mixer could not give high gain and LO power required is high.
A variety of traditional passive mixer architectures can be used to provide better
isolation and implementation but they have no gain. Passive mixer is commonly used
in high frequencymicrowave applications because of goodnoisefigure, high linearity,
and lower consumption power and good intermodulation. In general, architectures
of passive mixer, Schottky diodes are used as switching elements, which have the
additional advantage of low on-voltage. For this reason, they need to use balance
transformers for most high-performance designs, which will limit the frequency
bands, they can operate in [1–3]. In passive mixers, it is important to note that
they introduce so-called conversion losses which can have an impact on RF circuit
design So there must be a gain stage behind them, so more amplifiers are needed.
For example, let us take single diode mixer as passive mixer shown in Fig. 2. The
nonlinearity of the diode leads to frequency combining as mixing. Diode current
voltage characteristic curve is displayed in the Fig. 3.

Active mixers: Transistors are used as electronic switching element, providing
the essential mixing operation. The significant advantage of active architecture is a
high gain with reasonable isolation. Unlike passive mixers, active mixers can have a
conversion gain, and this will affect the RF design for the item [3] (Table 1).

RF mixers or frequency mixers can also be categorized according to whether they
are balanced or unbalanced. This is an important decision to make.

Unbalanced:AnunbalancedRFmixer is a basic formofRFmixerwhichperforms
the fundamental task of mixing and provides addition or subtraction of input signals
to it (RF and LO). Output also comprises significant amplitude of original RF signal
in addition with oscillator’s component, which in turn results in poor isolation [4,
5]. As there is little isolation between the ports, this can lead to increased levels of

Fig. 2 Mixer with single semiconductor diode
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Fig. 3 Diode current voltage characteristic curve

Table 1 A comparison of
performance parameter
between passive mixer and
active mixers

Passive mixer Active mixer

DC power is not required DC power is required

Power consumption is low Power consumption is high

Local oscillator power is high Local oscillator power is low

Noise performance and noise
figure is poor

Noise performance and noise
figure is good

Linearity is better Linearity is average

intermodulation distortion as well as the local oscillator and RF signals being present
on the output.

Balanced: A balanced mixer is one in which the ports have a balanced or differ-
ential structure. Dependent upon the actual type, there can be isolation between the
different ports, and the LO andRF can be suppressed at the IF port. There are different
types of balancedmixer: single, double balanced, and triple balanced (more correctly
termed a doubly double balanced).

Single Balanced Mixer: It is recommended to use a single balanced mixer for
increasing the conversion gain and isolation from RF to LO port, RF to IF port. This
architecture requires to accommodate differential form of local oscillator signals,
one-ended radio frequency signals, and differential intermediate frequency output, as
shown in theFig. 4. This architecture is superior to othermixers, as it provides highRF
to local oscillator and radio frequency to intermediate frequency isolation, conversion
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Fig. 4 Single balanced
mixer

gain is adjustable, and also it is compact and easy to implement. However, it also
has disadvantages. For example, the LO signal may leak to intermediate frequency
port, there is no local oscillator noise suppression, so the uneven harmonics appear
at the intermediate frequency port which need to be filtered. As this mixer has low
IIP3, the RF signal is unbalanced so double balanced mixing came in to picture and
is recommended over this mixer.

Double BalancedMixer: Double balanced mixer operates with differential local
oscillator signal as well as differential radio frequency signal. The Gilbert cell is a
example of mixer with double balanced architecture as displayed in Fig. 5.

The basic Gilbert cell mixer includes three stages. Transconductance stages M1-
M2 convert the differential RF voltage into RF current. In LO switch stage, the
cross-coupled switch pairs M3-M4 and M5-M6 achieve a mixing operation similar
to a single balanced topology. The connections between theLO terms are anti-parallel
to eliminate the second-order terms at the output, but the connections in the RF signal
are parallel. The double balancedCMOSGilbert cell mixer provides large conversion
gain, high isolation between all ports low noise figure but also consumes large power,
caused by the number of transistors is twice that of a single balanced mixer.

Current bleeding double balanced mixer: If there is no current bleeding
technique, then the gain Av of CMOS is calculated by

Av = (2GmRL) ÷ π (4)

where Gm is RF stage transconductance and RL is output load stage resistor. So, we
can increase the conversion gain when pass high current from the RF, however, this
will result in more power consumption. In addition, the voltage margin problem also
occurs. The current bleeder transistor as shown in Fig. 6 is encapsulated to solve this
issue.
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Fig. 5 Mixer with double balanced architecture

Mixer with double balanced and switched biasing technique: One major issue
with current bleeding technique is the tail source current which is as a key noise
source in the transistor. Noise generated by tail current source causes nonlinearity
within the mixer and give rise to additional signals. This can cause issues in circuit
design or system in which they are used. To reduce the noise generated by tail
current source, we can use switched biasing technique as shown in Fig. 7, where the
tail current source is replaced by two identical half sized transistor operated using
IF output signal alternatively. It operates periodically in two states such as one is
active state and other is inactive state. In active state, it provides a bias current, and
in inactive state, the noise and power consumption are reduced [6]. In the wireless
communication, devices such as Bluetooth, ZigBee, and Wi-Fi are used for short-
distance communication. These battery-powered devices should consume a small
amount of power. The double balanced passive mixer with switch bias technology
mixer is suitable for low-power applications such as Bluetooth, Wi-Fi, and ZigBee,
because the mixer significantly reduces power consumption, and it also has moderate
IIP3 and P1dB [7].

Double Balanced Mixer with Cross-Coupled Technique: In the switching
nonlinear in the RF front-end module, LO noise gradually spreads and reaches the
IF output. A common approach to significantly solve this problem is to choose a
differential balanced architecture to suppress noise propagation. A balanced mixer
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Fig. 6 Double balanced utilizing current bleeding technique

uses a four-port hybrid junction as shown in Fig. 8. The input of this cross-coupled
architecture is fed by LO and RF signals. A balanced connection allows the sum of
LO and RF to be received at the input of one diode, while the other diode handles
the difference between the two. A strict requirement for successful mixing under
balanced standards is that the two diodes must have exactly the same characteristics
and be closely matched. Since the LO noise remains in phase on the two diodes, it
is canceled out.

Switching nonlinear element has limited conduction loss, but reduces the conver-
sion gain, and the value is very different from the ideal mark. If we provide a higher
amplitude LO signal, it will result in a high conversion gain, but at will also cause
more power consumption.

Folded Double Balanced Down Conversion Mixer: By using current-reuse
cross-coupled techniques, the noise figure and current gain performance parameter
are improved [8] as shown in Fig. 9. In the folding double balance structure, gain gm
and switch-level paths are separated to provide independent bias conditions for the
two stages, so gm stage can be biased to achieve high transconductance and reduce
noise without affecting bias conditions switching phase. The original unbalanced
external input must first be converted to a balanced mode, for which RF and LO
baluns (a contraction of balanced-unbalanced) are implemented using on-chip trans-
formers. M1–M2 and M3–M4 are used in the inverter topology, which ultimately
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Fig. 7 Double balanced mixer with switched biasing technique

Fig. 8 A double balanced mixer using cross-coupled architecture

provides the phenomenon of current-reuse, thereby providing high transconductance
gain gm. Due to the opposite of the differential transistors of the RF stage, the addi-
tional advantage of noise in terms of input reference noise is obtained. Due to this,
the leakage from LO to RF is significantly reduced and better isolation is achieved.



A Comparative Analysis of Different Types of Mixer … 437

Fig. 9 Folded double balanced down conversion mixer [8]

A 2.4 GHz Bluetooth low energy receiver employing a quadrature RF-to-baseband-
current-reuse RF front-end with double balanced current-mode passive mixers archi-
tecture, where the DC bias current from a single supply voltage was shared among all
the sub-blocks in the RF front-end is developed for low-power low-voltage internet
of things applications [9].

3 Comparative Evaluation of Different Architecture

A comprehensive comparison table (Table 2) has been prepared to show the evalu-
ation performance of different mixer architecture technologies. The most important
performance parameters are compared for different architecture.

There exists a tradeoff for different performance parameter a from the comparative
performance evaluation of different mixer design as seen in Table 2. Among various
architecture, the double balanced architecture greatly improves the leakage (LO-RF
and LO-IF), thereby providing excellent isolation. In addition, excellent linearity
(lower IP1) can be seen. Since this architecture gives a higher conversion gain,
so making it the great choice of noisy RF systems, where higher SNR is a strict
requirement.
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4 Conclusion

This paper consists of the comparative analysis of the different down conversion
mixers. There are various parameters performance to judge the performance of the
mixer. These parameters are gain, noise, linearity, power consumption, etc. There
exist trade-offs between these parameters ofmixer and it is hard to say if the particular
mixer architecture is good or bad. It all depends on the applicationwherewe are using
themixer. However, based on our comparative study among the various down conver-
sion mixer, the double balanced current-reuse cross-coupling architecture provides
optimized values for all the basic parameters of the RF CMOS mixer.
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Recursive IDMA Receiver with Unequal
Power Allocation Scheme for Beyond 5G
Networks

Shivani Dixit, Varun Shukla, Priyanka Agarwal, and M. Shukla

Abstract Non-orthogonal multiple access (NOMA) is the solution to accommodate
tremendous increase in Internet of things (IoT) applications. In interleave division
multiple access (IDMA) systems, NOMA is realized using distinguished interleavers
for every user. Here, we suggest a recursive successive interference cancellation
(SIC)-based IDMA receiver structure for NOMA systems. With unequal optimum
power distribution among multiple users, SIC has been implemented in a recursive
manner.Chip-by-chip (CBC)multi-user detection (MUD)-IDMAreceiver alongwith
recursive SIC structure has been simulated under different simulation environments.
The simulation results suggest the effectiveness of the receiver for dense 5Gnetworks
in future.

Keywords Interleave division multiple access · Non-orthogonal multiple access ·
Unequal power allocation · Recursive successive interference cancellation

1 Introduction

The major boom in IoT devices and their applications has started an active discus-
sion [1, 2] on 5G and beyond 5G wireless network standards. 5G features include
[3] ultra-reliable low latency to support autonomous vehicles and enable drone
communications. 5G networks also target at enhanced data rates to fulfill massive
data rate requirements by new IoT applications. Moreover, enhanced machine type
communication is also supported to connect large number of devices in 5G networks.

Conventionally, multiple access to large number of devices is accomplished by
frequency division multiple access (FDMA), time division multiple access (TDMA),
code division multiple access (CDMA), and orthogonal frequency division multiple
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access (OFDMA), respectively, in 1G, 2G, 3G, and 4G standards [4]. In the above-
mentioned classical approaches, orthogonal multiple access (OMA) is gained by
orthogonally splitting the wireless resources in frequency, time, code, or in sub-
carrier domain. The obvious advantage of OMA design approach is a relatively less
complex and low cost receiver design.

However, the third feature of 5G networks, i.e., the massive connection demand
by large number of IoT devices cannot be supported by orthogonal splitting of the
wireless resources. Along with this, unpredictable channel variations also result in
impaired orthogonality among multiple users accessing the same channel resulting
in high complexity receivers.

NOMA is the solution to provide optimal capacity to wireless resources as
suggested in [5]. In 5G standards, NOMA has been suggested as an optimal way
to operate a wireless system with limited orthogonal resources. NOMA overcomes
the limited spectrum problem with efficient use of non-orthogonal multiple access,
along with the advantage of effective solution for highly time varying channel condi-
tions. The cost paid for this non-orthogonal resource sharing is the highly involved
receiver structure with sophisticated decoding algorithms.

As per third-generation partnership project (3GPP) study, co-scheduling of
multiple users in NOMA can be implemented with power domain NOMA [6], code
domain NOMA [7] and many other NOMA methods [8] along with interleaver-
based [4] NOMA method. In power domain NOMA, multiple users are allotted
with unequal powers at the transmitter, and an SIC-MUD strategy-based receiver
detects the signals of multiple users at the receiver. In code domain NOMA spreading
sequences usedhavevery lowcross-correlation among them. IDMAis also a potential
candidate proposed for interleaver-based NOMA technology. In IDMA, interleaved
chips have less correlation resulting in diversity gain as compared to bit interleaved
CDMA while performing iterative MUD at the receiver. Further, multiple MUD
structures have been suggested in literature to decode the signals of IDMA-based
NOMA for spectrum sharing.

Conventional IDMA receiver with equal power allocation to multiple users has
been suggested in [9]. Unequal power allocation tomultiple users as in power domain
NOMA along with CBC-MUD strategy in [10] has demonstrated the performance
of IDMA scheme to reach the theoretical limits of capacity. Another method for the
optimization of IDMA performance with unequal power allocation among users has
been suggested and verified in [11].

SIC-based MUD is the characteristic [8] of any power domain NOMA system.
As per SIC strategy, the user with the largest power is detected first and then rest of
the users are detected sequentially with the remaining signal which is obtained after
removing the large power user signals from the combined signal. In this work, we
suggest to improve the performance of existing IDMA system with unequal power
allocation among multiple users with a recursive SIC [12] receiver structure. The
outcome of the results of recursive SIC-based IDMA receiver has suggested further
improvement in the multiple access interference (MAI) cancellation among multiple
users in IDMA systems. Of course, the price paid for this is the highly involved
receiver strategy to decode the signals in NOMA environment.
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The following sections are structured as follows. The next section discusses the
basic recursive SIC transceiver structure for users with unequal power allocation for
an IDMA system. After this, IDMA-MUD algorithm with unequal power allocation
strategy has been explained in detail. Simulation results have been derived for the
recursive SIC-based IDMA with unequal power receiver along with plain IDMA
with unequal power receiver under multiple simulation conditions. Finally, the main
conclusions are summarized to suggest the presented technique as potential candidate
for future 5G networks with dense population.

2 Recursive SIC-IDMA Principles

2.1 Recursive SIC Structure

In the suggested recursive SIC-IDMA transmitter, powers to N number of multiple
users are allocated using the optimum power allocation strategy in [10]. Then,
all users’ combined signal is transmitted using the IDMA transmitter principles
as suggested in the following paragraph. At the receiver side, to implement recur-
sive SIC-based MUD, all the users are ranked in descending order of their power
levels. Further, the strongest user signal is decoded iteratively using CBC-MUD
detection strategy of IDMA system. This decoded signal of first user is subtracted
from the combined received signal. Subtraction of the strongest user signal from the
combined received signal actually removes most of the multiple access interference
from the signal for the remaining users. Next from the subtracted received signal, next
strongest user signal is decoded iteratively. This process continues till the weakest
user signal is decoded. The weakest user signal actually faces minimum multiple
access interferencewith SIC strategy. Tomake this process recursive, decoded signals
of user 2 to user N are combined again and subtracted from the received signal to
detect user 1 signal again. This recursive process is repeated for every user to detect
each user signal iteratively using IDMA-MUD strategy as follows.

2.2 IDMA Structure

IDMAwith equal power allocation scheme [9] and unequal power allocation scheme
[10] formultiple users has been tested and verified successfully. In this work, unequal
power allocation scheme suggested in [10] has been implemented with random
interleavers to distinguish the users. Unequal power allocation along with unique
interleavers provides NOMA access to multiple users.

At the transmitter end as shown in Fig. 1, N simultaneous user IDMA signal
system, with dn information bits, which after encoded by a forward error correction
encoder results in lengthM bit stream is considered. Further, as per IDMA algorithm,
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Fig. 1 IDMA transceiver algorithm [9]

user-specific interleaved and spreaded chips with proper power allocation scheme
[10] are transmitted through multiple access channel.

For each user n, individual chips m of length M sequence can be denoted as
xn(m) ∈ {+1,−1}, assuming binary phase shift keying (BPSK) modulation scheme.

As per unequal power allocation suggested in [10], the received signal from all
the N users with individual power factor Pn can be expressed as

r(n) =
N∑

n=1

Pnhnxn(m) + w(m), m = 1, 2, . . . M (1)

Here, hn are the channel coefficients for individual user n, with w(m) as additive
white Gaussian noise (AWGN) samples of zero mean and variance σ 2 = N0

2 [9].
Perfect channel estimation and randomly interleaved chips facilitate chip-by-chip

elementary signal estimator (ESE) operation [9] at the receiver for each user.
Considering the individual user’s chip, (1) can be written again as,

r(n) = Pnhnxn(m) + ξn(m) (2)

Here, ξn(m) is the multiple access interference by other users including noise and
can be represented as
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ξn(m) ≡ r(n) − Pnhnxn(m) =
∑

i �=n

Pihi xi (m) + w(m) (3)

Gaussian random variable approximation for ξn(m) with mean E(ξn(m)) and
variance Var(ξn(m)) results in output of ESE for user-n in terms of log-likelihood
ratios (LLRs) [9], expressed as

eESE(xn(m)) = 2Pnhn(r(m) − E(ξn(m))

Var(ξn(m))
(4)

After this, LLRs are generated by a posterior probability (APP) decoders [9] for
every chip of a particular user n and can be denoted as {eDEC(xn(m))∀n,m}. An
iterative turbo algorithm [9] is applied to the LLRs output of ESE and decoders to
get the transmitted information data bits of each user.

3 Simulation Results

As stated above, in this work, an optimum unequal power allocation has been done
according to [10] so as to implement recursive SIC receiver. To analyze the receiver,
in these MATLAB simulations, bit error rate (BER) of 10–4 or less is the target for
minimum required bit energy to spectral noise density (Eb/N0) ratio.

In the following simulations, random interleavers are used to achieve IDMA
system. Application of random interleavers provides maximum orthogonality among
users as suggested in [9]. Information of each user is convolutionally encoded with
rate½ code and spreading code of length 16 for the transmission overAWGNchannel
with BPSK signaling. While performing these simulations, iteration count has been
taken as 20 for data length of 1024 bits.

Figure 2 shows the BER performance of smallest power user with recursive SIC-
IDMA receiver for 32 simultaneous users. Simulations have also been done for
non-recursive IDMA receiver with unequal power allocation among same number
of 32 users to justify the significant performance improvement of the recursive SIC
receiver. Apparently, results of recursive IDMA with unequal power are better than
non-recursive unequal power IDMA system. Simulations are also done to show the
BER result of IDMA system with equal power among 32 users. Unequal power
allocation with recursive receiver improves the results by 2.0 dB with respect to
conventional equal power IDMA system with the price of increased complexity.

BER trends for multiple iteration counts have also been simulated in Fig. 3 for the
worst power profile users. Results suggest that larger iteration count (20) improves
the performance; however, performance is not much inferior even for lesser iteration
count (5) for the suggested recursive SIC receiver resulting as compensation for the
high complexity of recursive receiver.
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4 Conclusions

In this work, we have suggested a recursive SIC receiver structure for an IDMA
systemwith unequal power allocation amongmultiple users to providemore efficient
NOMA to the available spectrum. We concentrated on a recursive receiver structure
to improve the performance of unequal power allocation-based IDMA system. With
the results of modified receiver algorithm, it has been pointed out that the suggested
recursive receiver with unequal power IDMA performs better than simple IDMA
with unequal power system. It has also been verified that lesser number of iteration
count can result in same performance trends as in plain IDMA system with unequal
power allocation assisting complexity of receiver versus performance tradeoffs. The
results recommend the method as an appropriate multiple access method for future
NOMA systems in beyond 5G networks.
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Low-Power Front End
for Continuous-Wave Doppler Harmonic
Ultrasonography System

Tanmai Kulshreshtha, Sudhir Kumar Singh, Ruchi Chaurasia,
Manish Kumar, and Naimur Rahman Kidwai

Abstract In this paper, we propose system-level improvement in the front end of the
continuous-wave (CW) Doppler harmonic ultrasonography (USG) system with less
power consumption. The harmonicDoppler signal is used tomake a precise visualiza-
tion of the heart wall tissues under high blood flow. The proposed method alleviates
the need for high-order analog filter and the requirement of the high dynamic range
of the ADC utilized in the front end. The simulation results also show improvements
compared to the existing methods.

Keywords CW Doppler ultrasound · Harmonic imaging · Analog front end

1 Introduction

Ultrasound techniques are widely used in medical imaging. Out of the other imaging
modalities, e.g.,magnetic resonance imaging (MRI), computerized axial tomography
(CAT), positron emission tomography (PET), etc., ultrasonography (USG) is consid-
ered least hazardous. The USG system transmits the ultrasound beam (it may be a
pulsedwave, PWor a continuous wave, CW) and receives back the echo of this signal
[1]. The received signal may be attenuated; therefore, it is required to amplify the
received signal in the front-end stage. This signal is then fed to the analog-to-digital
converter (ADC), and the digital output is analyzed using digital signal processing
(DSP) to display the image or the spectrum. Figure 1 shows the block diagram of the
PW and CW ultrasound systems.

There are variousmodes of ultrasound bywhich the received signal is displayed in
the form of images (in case of B-mode USG in Fig. 1a), or in the form of spectrum (in
case of CWDoppler mode USG in Fig. 1b). The PWUSG system has single element
transducer, whereas the CWUSG system has two elements in the transducer. In CW
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Fig. 1 Block diagram of the PW and CW ultrasound systems

USG, the transmitted signal is a continuous wave with fixed frequency, and velocity
of blood is measured depending on the frequency shift of the received signal.

TheDopplermodeof ultrasound (bothPWandCW) is based on theDoppler effect,
which is based on the received signal frequency shift compared to the transmitted
signal frequency [2]. This is used to determine the flow of blood and the motion of
tissues in the body. The Doppler signal may have a very small amplitude (with a high
velocity of 600 m/s) or a high amplitude (with a low velocity up to 10 m/s in systolic
phase of the heart).

In harmonic USG system, the frequency of the received echo signal is in the
multiple (usually double) of the transmitted signal frequency. This is used to get
the improved lateral resolution and therefore the better ultrasound image. This is
due to fact that the harmonic signal has the higher frequency and hence the smaller
wavelength [3]. In case of B-mode ultrasound imaging, the harmonics are originated
from the non-moving tissues and the static micro-bubbles. In Doppler mode, the
harmonic signals are generated from the moving tissues or blood particles [4]. The
harmonic Doppler signal is used to make the precise visualization of the heart wall
tissues under high blood flow. This is possible due to the smaller wavelength of the
harmonic signals.

Now, the complexity of the harmonic USG system is to uncover the harmonic
signal which is having a very less amplitude in comparison with the fundamental
signal. In the existing literature, there are three methods to retrieve the harmonic
signal, namely pulse-to-pulse amplitude modulation (PPAM), pulse inversion (PI),
and using analog filters. The first two methods need a very high dynamic range of the
ADC in the front end, as the fundamental and harmonic signal amplitude difference
is considerably large by at least 20 dB. This may result in the saturation of the ADC
and thus may lead to the generation of odd harmonic components [5]. Therefore,
analog filtering methods have been adopted to reduce the fundamental component
only, thereby reducing the required dynamic range of the ADC. As the fundamental
component is very high, the high filter order is required to suppress the fundamental.
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In this paper, we have proposed another analog filtering approach to mitigate the
need of high filter order. We have achieved higher fundamental rejection using lower
filter order as compared to the existing methods of analog filtering. This also have
benefit of lower power consumption in the front end of the USG system.

This paper is organized as follows: Description of the existing front ends of
harmonic USG systems is given in Sect. 2. In Sect. 3, the proposed front end for
harmonic USG is reported. Simulation results are presented in Sect. 4, and finally, a
conclusion is rendered.

2 Existing Front Ends of Harmonic USG System

To study about harmonic signals received through ultrasound signal, there are three
USG systems available in the front end:

(a) PPAM method (pulse-to-pulse amplitude modulation method),
(b) PI method (pulse inversion method), and
(c) using analog filters.

2.1 PPAM (Pulse-to-Pulse Amplitude Modulation) Method
[6]

In Fig. 2, time gain compensation (TGC) is used with gain amplifiers within variable
limits. The purpose of TGC and amplifiers is for applying uniformity in process
of image processing. If the signal with lesser amplitude is entered in the body, the
nonlinearity components may get missed due to attenuation and amplitude degra-
dation. One signal is received with the harmonic component, whereas the other is
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Fig. 2 Block diagram: PPAM method [6]
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Fig. 3 Working principle of PPAM method for PW USG

without harmonic component. Thus, as a result of subtractions of above two signals
shown in line-1 and line-2, it provides only the harmonic component (Fig. 3).

2.2 Pulse Inversion (PI) Method [7, 8]

Nonlinearity issues are usually complex in the control systems. Pulse inversion
method in Fig. 4a is adopted when the second harmonic has to be added with the
signal during the return path, and it is same in the phase. In this case, it is observed
that, with respect to the first pulse signal, the second pulse signal is at 180° out of
phase. In Fig. 4b, pulse 1 and pulse 2 are in opposite phase. The nonlinearity nature
is same for the both pulses. When these two signals are added as a single harmonic
signal, the fundamental is canceled, but the nonlinearity (or harmonic component)
becomes double as the previous single signal.

2.3 Using Analog Filtering

The major drawback with these two methods is that both methods use ADCs with
a wider dynamic range. It is measured that the harmonic is 20 decibels less on
comparing with the fundamental. Both the signals are as usual digitized by the use
of ADC as shown in Fig. 4a. Thus, the converter can reach in saturation due to
higher magnitude of the fundamental, and the harmonic can be detected because of
its lesser amplitude. Now, this is the major problem that the ADC is saturated in this
process, and it generates odd harmonics. This is now the second major problem in
identifying the second-order harmonics [5]. If some nonlinearity is removed in this
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method, larger power consumption is needed to accomplish it. Now the problem is
to find the second harmonic component, and it is only possible if the fundamental
component of the signal is canceled out. As after achieving the same, the dynamic
range in which harmonic signal resides is required. If we apply a fundamental analog
filter and a harmonic analog filter just before the ADC, the process becomes more
convenient. According to the frequency essentials, the filter should be selected as to
consider the harmonic components and filter the fundamentals one. A band-pass filter
is selectedwhich considers only harmonic components and filters all the fundamental
components (Figs. 5 and 6).

Transducer
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Switch

Transmit 
BeamformerT/R
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Fundamental 
Filter

1

2

Fig. 5 Block diagram with different fundamental and harmonic analog filters [9]
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The frequency range of the B-mode and the Doppler mode USG is from 1 to
20 MHz. In the B-mode, bandwidth is around 1–15 MHz, whereas a bandwidth of
200 kHz is sufficient for the Doppler mode [10, 11].

3 Proposed System and Simulation Results

These front ends mentioned in Sect. 2 are basically developed for harmonic USG.
The method using analog filtering method is also applicable to the CW harmonic
Doppler. CW harmonic Doppler is used to measure the blood flow within the vessel
and to characterize the contrast agents. The main issue in the harmonic ultrasound
systems using analog filtering is the requirement of the high-order filter to reject the
fundamental component before ADC.

Now it is required to build the front end of harmonic USG system, with these main
features, with tunable frequency arrangements from 1 to 40 MHz in order to cover
both fundamental and harmonic components of ultrasound signal. For the front end
of CW Doppler, the required ADC should have a narrowband of 200 kHz. Analog-
to-digital conversion should be performed using band-pass sigma-delta modulators
instead of pipelined ADC in order to have power efficient front end. The proposed
system is developed for the CW harmonic Doppler.

The proposed approach is to apply a band-pass filter at the fundamental frequency
and then subtract this in phase from the original signal. This overall filtering is band
reject filtering. The problem in the direct filtering approach is the requirement of
high-order filter to reduce the fundamental component. As the proposed method
deals with the subtraction, the fundamental signal can be easily canceled. Therefore,
the proposedmethod requires lower-order filter compared to the existing approaches.
The proposed method also relaxes the high dynamic range requirement of the ADC.
Figure 7 shows the proposed front end for the CW harmonic Doppler USG system.

Now, simulations for conventional analogfiltering approach andproposedfiltering
approach are shown for comparison. Figures 8 and 9 show the block diagrams of
conventional filtering approach and the proposed filtering approach, respectively.
The second-order band-pass filter transfer function is given in Eq. 1 as



Low-Power Front End for Continuous-Wave Doppler … 455

Transducer

Transmit 
Receive 
Switch

Transmit 
BeamformerT/R

TGC

f0 2f0

1'

2'

3' ADC

Fig. 7 Proposed front end for CW harmonic Doppler

Input signal 
(Fundamental+Harmonic)

Harmonic

Fig. 8 Conventional filtering method used in [8] for CW harmonic Doppler system in Simulink

Input signal 
(Fundamental+Harmonic)

Harmonic

Fundamental
x1

x1

Fig. 9 Proposed filtering method for CW harmonic Doppler system in Simulink

H(s) =
ω
Q s

s2 + ω
Q s+2

(1)

where ω is the center frequency of the pass band and Q is the quality factor of the
filter.

Figure 10 shows the FFT of input and filtered harmonic in which only 23 dB of
fundamental is rejected, whereas by proposed approach the fundamental is decreased
by 160 dB as shown in Fig. 11. This is done with 2.5 MHz fundamental. There-
fore, the proposed method gives better SNR for the signal at the input of the
ADC. The proposed system shows improvement with other fundamental frequencies
also. Therefore, the proposed filtering method is very well utilized for fetching the
harmonic signal information which is very less in amplitude.
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Fig. 10 FFT of input, filtered harmonic, respectively, for 2.5 MHz fundamental in case of
conventional filtering method of Fig. 8

Fig. 11 FFT of input, filtered fundamental and harmonic, respectively, for 2.5 MHz fundamental
in case of proposed method

4 Conclusion

We have proposed a Doppler USG system for detecting second harmonic and
compared with various existing USG systems for harmonic signal measurement.
The proposed USG system is advantageous in terms of its power consumption. Also,
the UGC system is proposed in view to make the requirements of the ADC relaxed.
As the harmonic signal is quite week in comparison with the fundamental, it is used
to make precise visualization of the tissues under blood flow. The proposed filtering
approach has the less order of the filter compared to the existing method. The simu-
lation results have also been given for this system and compared with the existing
method.
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MonoLayer Graphene-Based Plasmonic
Biosensor for Urine Glucose Detection

Archana Yadav , Anil Kumar , and Preeta Sharan

Abstract In this proposed work, a plasmonic biosensor based on graphene has
been presented to detect the biosample consisting of urine glucose. The proposed
biosensor is comprised of five layers in the order of prism/Au/Si/graphene-sensing
medium. P-polarizedmonochromatic light of 633 nm has been used for the excitation
of the plasmons at the metal–semiconductor interface. This simulation study shows,
by optimizing the thickness of gold (Au), silicon (Si), and graphene, the proposed
biosensor can provide the sensitivity up to 219°/RIU (Refractive Index Unit) and
gives the distinct shift in the resonance angle for a quite small variation in the value
of refractive indices (1.335, 1.336, 1.337, 1.338, 1.341, 1.347) corresponding to the
glucose concentration level in non-diabetic person (0–15 mg/dl) and diabetic person
(0.625 gm/dL, 1.25 gm/dL, 2.5 gm/dL, 5 gm/dL, and 10 gm/dL), respectively. A
comparison is alsomadewith, a bare gold (Au) layer and combination of gold–silicon
(Au–Si) layer-based structure, and it is found that monolayer graphene plays a major
role and enhances the sensitivity remarkably better than the other two structures
which are having a sensitivity of 150°/RIU and 180°/RIU, respectively. We expect
this novel work, which would be helpful in the diagnosis of the sugar concentration
level with high sensitivity and high accuracy.

Keywords SPR · Sensitivity · Silicon · Graphene · Reflectance intensity

1 Introduction

Glucose is an important biomolecule and source of energy in humans, but the height-
ened values of glucose concentration result in many health problems related to the
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heart, kidney, eyes, etc. [1]. Nowadays, monitoring blood glucose concentration
is quite common and easy as well. However, it is also important to diagnose and
control the urine glucose level to prevent kidney-related problems at the initial stage
[2]. This heightened glucose concentration level in urine results in renal glycosuria
[3]. According to WHO, the number of patients having this medical condition is
increasing day by day [4]. Therefore, detection of glucose concentration levels and
monitoring is very much needed. To date, many researchers have reported so many
studies; however, surface plasmon resonance-based (SPR) sensors are much popular
since the last decades for finding the various components in the blood, glucose,
cholesterol, etc. [5].

In this proposed work, theoretical simulation based on SPR has been done for real
time, and label-free detection of the glucose concentration in urine samples has been
presented. SPR is an optical phenomenon that arises by the involvement of the p-
polarized lightwith the free electrons at themetal surface [6]. The configuration of the
SPR usually consists of the Otto configuration and the Kretschmann configuration.
In Otto configuration, there exists an air gap layer between the surface of the prism
and the metal layer. Due to this, it will become a little complicated structure, and it is
not easy to make a portable one [7], whereas the Kretschmann configuration is much
more popular because of its portability as in this configuration; a metal layer is pasted
to the base of the prism [8]. This paper deals with the Kretschmann configuration of
light coupling for biosensors using the angle interrogation method.

Energy and themomentum of the p-polarized incident light are being conserved at
the resonance condition, and reflectance becomesminimumbecause of themaximum
excitation of the surface plasmons. At this point, the incident wave vector becomes
equal to the propagation constant of the generated plasmons. This can be presented
by Eq. 1 [9].

ki = kp. (1)

where ki = ω
c n1 sin θi , incident wave vector, and

kp = ω

c

√
εmetalεdielectric

εmetal + εdielectric

ε is the dielectric permittivity constant, and n1 is the refractive index of the first layer.
SPR curves are used for measuring the resonance shift by the change in refractive

indices of the sensingmedium, and this shift is directly associated with the sensitivity
of the biosensor.

Further, the selection of the metal layer and the materials involved in the proposed
biosensor is based on the optical and plasmonic properties owns by these materials.
In this study, Au metal is used because of having it better optical properties than
silver and other metals [10]. Silicon layer because of having the high real value of
the dielectric constant gives better sensitivity of the biosensor [11]. Two-dimensional
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material graphene has some unique and extraordinary optical and electrical proper-
ties and provides the promising result in enhancement of the sensor’s sensitivity
[12]. Hence, the use of the graphene layer over the Au and Si layer demonstrates a
significant improvement in the sensitivity of the proposed biosensor.

2 Design Methodology

The schematic diagram of the proposed multilayer biosensor prism/Au/Si/graphene-
sensing medium is shown in Fig. 1, for the diagnosis of the glucose levels in the
urine samples. Monochromatic light of wavelength 633 nm is used for the excitation
of the plasmons.

Prism BK 7, because of its high refractive index, is used as the first layer, and this
value of the refractive index can be calculated by Eq. 2.

n =
(
1 + 1.03961212 λ2

λ2 − 0.00600069867
+ 1.01046945λ2

λ2 − 103.560653
+ 0.231792344λ2

λ2 − 0.0200179144

)1/2

(2)

where λ is the wavelength of incident light [13].
The second layer has been used of Au, and the refractive index can be calculated

by the Drude—Lorentz model expressed by Eq. 3.

n =
(
1 − λ2 ∗ λc

λ2
p(λc + λ ∗ i)

)1/2

(3)

Fig. 1 Multilayered
schematic of proposed
biosensor for the glucose
level detection
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Table 1 Refractive indices of the proposed materials and their optimized thickness

Layers Refractive index values Thickness of the layers

Prism (BK7) 1.5151 –

Au 0.14330 + 3.6080i 50 nm

Si 3.9160 03 nm

Graphene 3 + 1.149i 0.34 nm (monolayer)

Sensing medium [1.335, 1.336, 1.337, 1.338, 1.341, 1.347] –

where λ is an incident wavelength, λp (Plasma wavelength) is 1.6826 × 10−7 m,
and λc (Collision wavelength) is 8.9342 × 10−6 m [14].

Table 1 shows the layers and corresponding values of refractive indices and the
thickness. The optimized thickness of the Au layer is 50 nm. The third layer of silicon
is of the thickness of 03 nm, and the refractive index is 3.9160 [15]. The fourth layer
is added of graphene, which provides strong interactions with the biomolecules, is
having the refractive index value 3 + 1.149i [16] with the thickness of 0.34 nm
of each layer. Sensing layer consisting of the biosample of urine with the glucose
concentration of 0–15 mg/dl, 0.625 gm/dl, 1.25 gm/dl, 2.5 gm/dl, 5 gm/dl, 10 gm/dl
and corresponding refractive indices are 1.335, 1.336, 1.337, 1.338, 1.341, 1.347
[17]. Here, we have simulated all the results by using the finite element method by
COMSOL Multiphysics v.5.5 (Fig. 2), and the obtained numerical data have been
plotted by using MATLAB.

Au/Si/
Graph
ene 

Sensing 
Medium 

    BK 7  

(a) 

(b)

Fig. 2 aConfiguration of proposed biosensor by usingCOMSOLmultiphysics.bSurfacemagnetic
field propagation at resonance angle
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3 Mathematical Modeling of Proposed SPR Biosensor

Simulation modeling of biosensor has been done by using the Fresnel equations
employing the transfer matrix method for n layer structure. The relationship between
the tangential electrical and magnetic field at the boundary of the first layer and the
boundary of the final layer is expressed by Eq. 4

X
Y

= Z1Z2Z3 . . . Zn−1
Xn−1

Yn−1
= Z

Xn−1

Yn−1
(4)

Also,
For polarized waves at the boundary,

Xm = HT
Y + HR

Y (5)

YM = ET
Y + ER

Y (6)

Further, solving Maxwell’s equations for the n layer structure, solution can be
obtained in the terms of the magnetic field for the incident light [18]

Hy =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

Ace(−ikcz)ei(ωt−kx x) Sensing Layer{
Aae(ikm2z) + Bae(−ikm2z)

}
ei(ωt−kx x) Graphene{

Age(ikg z) + Bge(−ikg z)
}
ei(ωt−kx x) Silicon Layer Dielectric{

Ame(ikm1z) + Bme(−ikm1z)
}
ei(ωt−kx x) Inner metal Layer (Au)

Ase(ikpz)ei(ωt−kx x) Prism

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

(7)

Skipping the intermediate steps in the calculation, reflection coefficient rp
obtained is [19]

rp =
∣∣∣∣ rsm + rmface2ikmdm

1 + rsmrmface2ikmdm

∣∣∣∣
2

(8)

And reflection intensity R is

R = ∣∣rp∣∣2 (9)
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In addition, the sensitivity of the biosensor can be defined by the following
equation:

S = �θres

�ns
(10)

where �θres represents the difference in resonance angle, and �ns is the difference
in the refractive index of the biosample.

4 Numerical Analysis and Discussion

In this proposed work, simulation of an enhanced sensitive SPR-based biosensor has
been done using the transfer matrix method for angle interrogation. Sensing medium
is used as biosample of having refractive indices 1.335, 1.334, 1.335, 1.336, 1.337,
1.338, 1.341, and 1.348 correspondingly glucose concentration level 0–15 mg/dl
(normal person) and for diabetic person 0.625 gm/dl, 1.25 gm/dl, 2.5 gm/dl, 5 gm/dl,
10 gm/dl. This sensing layer is placed on the top of the biosensor. Due to the fluctu-
ations of the glucose level in the urine sample of a diabetic person, refractive indices
vary and that can be detected by the biosensor and shows as the shift in the angle in
SPR curve.

High refractive index prism BK 7 is considered as the first layer, to couple the
incident light. Plasmonic material gold (Au) is pasted on the surface of the prism that
works as the second layer of the biosensor.We have optimized the thickness of theAu
layer at 50 nm for the better response of the sensor of sensitivity 150°/RIU (Fig. 4a).
The third layer is used in the proposed biosensor is the silicon semiconductor to
get the sensitivity better than the conventional biosensor (only metal layer). For this
purpose, optimization of thickness of the Si layer is done. Resonance angle shift
and minimum reflectance values are considered by changing the thickness of the Si
layer from 01 to 06 nm which is shown in Fig. 3a. We have found it gives better
results at 03 nm and the structure prism/Au/Si-sensing medium gives the sensitivity
of 180°/RIU (Fig. 4b). Furthermore, we added one more layer of graphene due to
its extraordinary electrical and optical properties, for the better performance of the
proposed biosensor. We have checked the performance of the biosensor by adding
one 0.34 nm layer of graphene. The result shows a single layer of graphene enhances
the sensitivity up to 219°/RIU and a remarkable shift in the resonance angle in
SPR curves for the variation of 0.001 in refractive index of the sensing medium.
In addition, we have also checked by changing the number of layers of graphene
up to 06 layers, i.e., the thickness of 2.04 nm (0.34 * 6) (Fig. 3b); we don’t find
any significant improvement in the sensitivity or the distinct shift in the SPR curve.
Hereby, we have fixed a single layer of graphene over Si layer.

So, the final structure is consisting of a prism/Au/Si/graphene-sensing layer with
the optimized thickness of 50 nm, 03 nm, and 0.34 nm, respectively.
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Fig. 4 Reflectance SPR curve for the urine glucose concentration level a Au–Si-based structure,
b bare metal, (Au) structure

For urine sample 0–15 mg/dl (normal person) to 0.625 gm/dl (diabetic person),
the difference in refractive index is 0.001, and a corresponding change in resonance
angle is from 79.2° to 79.4°, i.e., angle shift is 0.2°. Furthermore, the change in
glucose level of the next urine sample is from 1.25 to 2.5 gm/dl; again, the refractive
index difference is 0.001, and the corresponding angle shift is 0.2 for 79.7° and 79.9°.

Additionally, for the change in glucose level from 5 to 10 gm/dl, refractive index
changes to 0.006, and the corresponding change in resonance angle is 1.5° for vari-
ation from 80.7° to 82.2°. Figure 5 clearly shows, for a very small change in the
refractive indices of the glucose concentration level of the diabetic person, we get
the significant shifts in the SPR curve and lower the values of reflectance intensity.
Consequently, higher value of sensitivity is achieved. Table 2 shows the numerical
values of the analysis and the comparison for the conventional biosensor (prism/metal
layer/sensing layer), Si added layered structure and final structure Si, and graphene
based.
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Fig. 5 Reflectance SPR curve for the proposed biosensor

Table 2 Resonance angle and reflectivity intensity for the proposed biosensor (Au/Si/graphene)
and its comparison with conventional biosensor (Au) and Au/Si-based biosensor

Glucose level
concentration

Ref.
index

Au/Si/Graphene Au/Si Conventional

Resonance
angle

Reflectance
intensity

Resonance
angle

Reflectance
intensity

Resonance
angle

Reflectance
intensity

0–15 mg/dl 1.335 79.26355 0.06694 78.47688 0.01947 71.10521 0.00042

0.625 gm/dl 1.336 79.49732 0.0709 78.70206 0.02131 71.24444 0.00047

1.25 gm/dl 1.337 79.73395 0.07521 78.93124 0.02334 71.38367 0.00052

2.5 gm/dl 1.338 79.97402 0.0799 79.16386 0.02559 71.52461 0.00058

5 gm/dl 1.341 80.71486 0.0967 79.88579 0.03389 71.95204 0.00077

10 gm/dl 1.347 82.27617 0.14868 81.45053 0.06149 72.83726 0.00134

Sensitivity 219°/RIU 180°/RIU 150°/RIU

5 Conclusion

Detection of glucose levels in urine biosamples is proposed by employing a mono-
layer of graphene over the plasmonic material Au and Si. Graphene has been proven
as one of the best materials for the enhancement of sensitivity and is very promising
to provide the best performance parameters for the biosensor. In this paper, mono-
layer graphene provides the sensitivity up to 219°/RIU consequently gives the lower
values of reflectance values that help in the better confinement and better resonance
shift in the SPR curve in comparison to the conventional biosensor. This optimized
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biosensor can be fabricated at nanoscale for the non-invasive techniques also. So, we
can expect, this is going to be quite helpful for the fabricators for the easy detection
of the glucose concentration with high accuracy.
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Modeling and Simulation Based
Investigation of SiGe Heterojunction
Dopingless Vertical TFET for Lower
Power Biomedical Application

Shailendra Singh, Raghvendra Singh, and Sanjeev Kumar Bhalla

Abstract This research proposes a SiGe heterojunction based dopingless Vertical
tunnel field effect transistor (SiGe-DV-TFET). To obtain high sensitivity for biomed-
ical applications, a cavity is added to the gate metal side of the proposed device.
Fluctuation in surface potential is caused by the immobilization of biomolecules
within the cavity. Various aspects impacting the device’s electrical characteristics,
such as spacer length, applied voltages (Vds and Vgs), and channel material, have
been investigated in this study. To validate the results, the modeling output features
were compared to simulated outcomes. The surface potential of each segment is
determined using Poisson’s equation in one and two dimensions, respectively. In the
Silvaco ATLAS tool, multiple outcomes of charge density and dielectric constant are
employed to recreate biomolecules for simulation.

Keywords Sensitivity · Biosensor · Modeling · Dopingless vertical tunnel FET ·
Charged density · Plasma · Amino acids

1 Introduction

Due to their beneficial qualities, such as their plentiful existence with sensitivity,
dependability, speed, and compactness, silicon-oriented biosensors have piqued
the interest of bio-analytical applications. Biological-sensors based on FETs have
showed great promise in a variety of domains, including medicine, nanotechnology,
biotechnology, pharmaceuticals, agriculture, and a variety of other industries [1–3].
Biosensors are analytical instruments that detect the target biomolecule entity and
generate a stimulus/signal. First, receptors such as enzymes, antibodies, nucleic acids,
and cells use a biochemical mechanism to interact/bind with the target analyte [4].
Labeled or label-free detection is possible in biosensors. In the label-free technique,
whereas the label method involves the use of external biomolecules.
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In comparison to labeledmethodology, this label-free technology has higher sensi-
tivity, leverage inherent features of the analyte, and use just one reagent, resulting
in reduced analysis time and cost [5–7], and are thus frequently chosen. Several
immobilization strategies have been proposed in the literature, including adsorbent,
covalent binding, inter-linked, and trapping [8–10]. The absorbed biomolecules will
not interface with executed molecule’s function. As a result, the reusability of the
device has enhanced. Traditional ISFET (Ion sensitive field effect transistor) device
difficulties can be resolved with Dielectric Modulated (DMFET) devices, which can
detect both charged and uncharged biomolecules, give improved detection sensitivity,
quick screening, and need a small sample volume [11–14]. Evolution of expertise,
gadgets are being shrunk in order to improve efficiency. Short channel effect (SCEs)
has been introduced into nanotechnology devices as a result of their miniaturization,
which eventually degrade device features. Device manufacture becomes more diffi-
cult when device downsizing approaches 50 nm. Alternative device structures, such
as Vertical TFET, and other unique devices, are being created every day to reduce the
problem of SCEs [15–18]. The heterojunction structure is used in between source
and channel in order to reduce the tunneling distance from 1.1 to 0.7 eV. This will
enhance the tunneling speed and also can be controlled by varying the mole fraction
value “m” in Si1-mGem.

Anovel SiGeheterojunction based dopinglessVertical tunnel field effect transistor
(SiGe-DV-TFET) biosensor is introduced to this paper in order to remove the various
shortcomings of SCE (Short Channel effect). Label-free biosensing [10–13] offers
a lot of potential for being manufactured into providing higher-efficient sensor very
versatile. High specificity and sensitivity, increased variables are all characteristics of
an effective biosensor [19–21]. This draft presents two-dimensional depletion width
calculation of source-channel and channel drain with SiGe layer in between hetero-
junction based dopingless Vertical tunnel field effect transistor (SiGe-DV-TFET).
The gate underlap area is also considered for the analytical model region under
doping less condition. It also improves surface potential while reducing tunneling
distance [22, 23].

2 Device Architectures and Simulation Methodology

The basic proposed structure heterojunction based dopingless Vertical tunnel field
effect transistor (SiGe-DV-TFET) structure is shown in Fig. 1. The corresponding
Model schematic diagramwith define depletion region is shown in Fig. 2. The charge
plasmamethod was utilized to create a “P+ ” source area with platinum and an “N+
” drain region with a hafnium electrode MG1= φm1= 3.9 eV (WF1) with platinum
MG2 = φm1 = 5.8 eV (WF2).

The device channel doping concentration (ni) = 1 × 1015/cm3. The proposed
structure model variables are comparable to those found in conventional devices,
with the exception of a nanocavity region for biological molecule recognition. The
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Cavity Cavity

Fig. 1 Schematic diagram of basic proposed structure heterojunction based dopingless vertical
tunnel field effect transistor (SiGe-DV-TFET)

Fig. 2 Corresponding model schematic diagram with define depletion region

model of heterojunction based dopinglessVertical tunnel field effect transistor (SiGe-
DV-TFET) biosensors uses Fermi–Dirac model, field dependent model. This draft
used a non-local BTBT and doping dependent model. To account for the high doping
concentration of the source and drain, a band gap narrowing model is also engaged.
The SRH recombinationmechanism is considered for the recombinationmechanism.
Only one type of biomolecule is thought to be immobilized in the cavities at any given
moment. Table 1 lists the structural variables that will be used in the simulation. The
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Fig. 3 The calibrated
vertical TFET drain
characteristics in comparison
to the conventional vertical
TFET
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Silvaco Atlas tool [24] is used to simulate the SiGe-DV-TFET biosensor. With a
value of 1, the dielectric constant (k) indicates that dielectric constant increases as
the cavity is filled with biological molecules (K > 1). Figure 3 refers to the drain
characteristics curve for the conventional silicon material of vertical TFET structure
[25] calibrated at Vds = 1 V.

3 Modeling Analysis and Its Findings

The under-lap area is explored to identify the possibility 1-D heterojunction based
dopingless Vertical tunnel field effect transistor (SiGe-DV-TFET). The impact of the
underlap part is viewed as increased resistance in the study. One of the advantages
of using a 1-D Poisson equation in the underlap region, source, and drain depletion
section over the 2-D Poisson equation in DG-TFET is that it simplifies the compu-
tational problems. Surface potential is evaluated for five portions by investigating
the proposed gadget. As illustrated in Fig. 2, the proposed device’s region is sepa-
rated into six parts, including the source/drain side depletion width. The following
is a list of these areas. The Poisson equation expression is determined by following
equations:

�r (u) = −QNr

2.εSi
.u2 + Cru + Dr (1)

The parts I, II, VI, and VII are denoted by the letter “r.” The Eq. 1 is finally out
by integrating the 1D Poisson equation twice. For device the surface potential for
section I and section II can be found by executing boundary equation.

�I (−Ls − L1) = −�b (2)
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d�I

du
= (−Ls − L1) = 0 (3)

We discovered section I’s potential. by replacing Eqs. (3) and (4) into Eq. (1).

�I (u) = −�b − qNa

2εSi
(u + Ls + L1)

2 (4)

Ls is the defined length of source side spacer. The first intersection equation at u
= −Ls is used for estimating the surface potential in 2nd section.

�I |(u = −Ls) = �I I |(u = −Ls) (5)

d�I (u)

du
|(u = −Ls) = d�I I (u)

du
|(u = −Ls) (6)

We may calculate the potential of section II by using Eqs. (6) and (7).

�I I = −�b − qNa

2εSi
(L1)

2 − qNa

εSi
L1(Ls + u) (7)

Exploring the 2-dimensional Poisson equation, the intersecting at x = 0 at L2.

d2�n(u, v)

du2
+ d2�n(u, v)

dv2
= −qNn

εSi
(8)

In a distinct section specifies the electrostatic surface potential. The potential of
a heterojunction based dopingless Vertical tunnel field effect transistor (SiGe-DV-
TFET) is indicated in the diagram below. The energy bandgap, electron affinity and
permittivity of SiGe material can be calculated using following equation

ESiGe =
{
1.17 − 0.47m + 0.24m2m < 0.85
5.88 − 9.58m + 4.43m2m > 0.85

(9)

εSiGe = 11.9(1 + 0.35m) (10)

For equivalent oxide thickness following equation can be written as:

�n(u) = EI exp
u − un
Dl

+ FI exp(− (u − un)

Dl
) + �gn − q.Nn.T ch

Cox
(11)
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where, �n(u) is defined for other regions onwards from the third section (n = III,
IV and V).

Dl =
√

εsi tchtox
2.εox

(12)

At the interjection of section III and IV with boundary condition

�I I I (L2) = �I V − q.Nn .Tch
Cox

(13)

d�I I I (L2)

du
= 0 (14)

EI , FI are constants, and DI is the device’s characteristic length. The gate potential
over the depletion area is denoted by �gn , with subscript n denoting the substrate
section. As a result, in a TFET, the body dopingNn =ND is low. Section III’s surface
potential is equivalent to

�I I I (u) = (� t − �GI I I )cosh
{u − L2}

Dl
+ �GI I I − q.Nn .T ch

Cox
(15)

For determining the potential in the drain side, we have to look for the potential in
section IV and VI.

�I V (u) = �t − q.Nn.T ch

Cox
(16)

L2 ≤ u ≤
(
Lch

2
− L3

)
(17)

(
Lch

2
+ L4) ≤ u ≤ (Lch − L5) (18)

The zone below the tunneling gate, section IV, is denoted “t” while at section VII,
it is denoted by the subscript “s.” Eq. (9) yields the universal potential for section V
and VI, where L3 and L4 are the depletion length corresponding to length V.

�V (u) = AV exp
u − ( Lch

2 − L3)

Dl
+ BV I exp

−(
u − ( Lch

2 − L3)
)

Dl
+ �GV − Q.Ni.T ch

Cox
(19)

Though the channel’s inversion charges, which were previously in section V, will
now be in section VI. In section VI, we assume a charge density of p/cm3. Different
boundary conditions are used to determine the indefinite parameters. The lengths of
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the depletion layers is L3 and L4 corresponding to section IV and V potential at the
intersections of numerous sections. The flat band voltage at the source and channel
boundaries is Vfbs. The Potential at u = −L3andL4 is equal to

�I V (−L3) = �t − q.Ni.T ch

Cox
(20)

�V (L4) = �s − q.Ni.T ch

Cox
(21)

Electric field at u = −L3 and L4. The surface potential and electric field are
constant at sections V and VI, as define the boundary condition mentioned below.
u = Lch

2 .

�V

(
Lch

2

)
= �V

(
Lch

2

)
(22)

d�V

du
|
(
u = Lch

2

)
= d�V

du
|
(
u = Lch

2

)
(23)

In order to solve boundary condition (Eq. (29) and (31)), EV andFV .

EV = FV = (�V − q.Ni.T ch

Cox
− �GV + qNi Dl

2

εsi
)/2 (24)

By solving two boundary conditions (Eq. (30) and (32)), EV I andFV I are obtained.

EV = FV = {�V − Q.Ni.T ch

Cox
− �GV + q(Ni + p)Dl

2

εsi
}/2 (25)

To find the depletion length of unknown parameter of L3 and L4.

⎛
⎝

(
(�t − �GV)

(
exp L3

Dl
+ exp −L3

Dl

)
+ �GV − q·Ni·Tch

Cox
+ q·(Ni+p)·Tch

Cox

)
(
�s − q·Ni.Tch

Cox
+ q·(Ni+p)·Tch

Cox

)
⎞
⎠

2

−
⎛
⎝ (�t − �GV)

(
exp L3

Dl
+ exp −L3

Dl

)
(
−�s + q·Ni·Tch

Cox
− q·(Ni+p)·Tch

Cox

)
⎞
⎠

2

= 1 (26)
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4 Result Analysis

For validation, the demonstrated outcomes are compared to simulated results. The
silvaco 2D-ATLAS simulator [24] is used to generate simulated results. Figure 4
shows the energy diagramof a SiGe layer in between heterojunction based dopingless
Vertical tunnel field effect transistor (SiGe-DV-TFET). At K = 6, Vds = 0.60 V, and
Vgs = 0.60 V.

Figure 5 andFig. 6 showhow the potential of neutral (K = 1 to 12) and charged (Nf

= −2e15 to 5e15) biomolecules varies with respect to the horizontal axis. Because of
the high current conduction, this increases the likelihood of tunneling. Thefluctuation
in the surface potential is caused by the immobilization of biological molecules [24].
In comparison to previous models that do not incorporate source and drain depletion

Fig. 4 Schematic Energy
band diagram of
SiGe-DV-TFET at Vds =
0.5 V and Vgs = 0 to 0.6 V
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Fig. 6 Variation of charged
(Nf = −6e15 to 6e15) with
respect to the surface
potential
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regions, the DM-GUD-TFET shown structural model is a better model. According
to Fig. 7, an increase in Vgs leads to an increase in potential. When the gate voltage is
increased while the drain voltage remains constant, the surface potential is directly
proportional to Vgs.

Due to the rise in electric-field at the channel drain junction, the source charge
is minimally changed when the drain side spacer length (Ld) increases. The breadth
of the depletion region on the source side is determined by the amount of doping
present. When Ld is increased, the real tunneling and E.F. (electric field) lowers
slightly, affecting the potential more.

Fig. 7 Variation of charged
(Nf = −6e15 to 6e15) with
respect to the surface
potential
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Table 1 Device specification
of SiGe-DV-TFET

Device Parameters Values

Channel doping concentration (Lch) 1 × 1015/cm3

Device thickness (tSi) 10 nm

Channel thickness 20 nm

Cavity thickness 4 nm

Work function (WF1) MG1 = φm1 = 3.9 eV

Work function (WF2) MG2 = φm2 = 5.8 eV

Electron affinity of SiGe 4.025 kJ/mol

Energy band Gap of Ge 0.76 eV

Electron mobility of SiGe 1538 cm2/Vs

5 Conclusion

In this paper a compact model analysis is done of novel SiGe heterojunction based
dopinglessVertical tunnel field effect transistor (SiGe-DV-TFET) for biosensor appli-
cations. With this analysis the proposed device is suppressed with the major impact
of short channel effect and leakage current also with cost efficiency in the basic
development of the biosensor. With correct biassing circumstances, the proposed
model performs better with a modest choice of spacer region width (Ls and Ld) and
tunneling gate length thickness. Furthermore, this device is divided with five indi-
vidual sections in accordance with its depletion region. The final outcome of TCAD
simulation is found to be in good agreement with the proposed model.
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A Complete Analysis: From Model
to Device Level of Tunnel Field Effect
Transistors

Rupali Gupta and Saima Beg

Abstract In this manuscript, the tunnel field effect transistors (TFETs) are explored
and analyzed completely starting from the tunneling models to various device struc-
tures. Initially, the need of quantummechanical tunneling and its tunneling principle
is discussed with the help of Schrodinger equation. Then, various tunneling models
local as well as nonlocal tunneling models which are incorporated in the TFETs to
support tunneling are briefed. In addition, the conventional TFETs device structure
and its fundamental principle of operation are examined with the support of energy
band diagrams in theONcondition andONcondition. Finally, to achievemore energy
efficient technology, double gate TFET, carbon nanotube TFET, graphene-based
TFET, and nanowire TEFT structures and their benefits are examined.

Keywords Tunnel field effect transistor (TFET) · Quantum mechanical tunneling ·
Carbon nanotube (CNT) TFETs · Silicon nanowire TFET

1 Introduction

With the advent of field effect transistor (FET) and complementarymetal oxide semi-
conductor (CMOS) in 1960 and 1963, respectively, the semiconductor technology/
IC design geared up [1, 2]. Such advancement in these industries is possible because
CMOS technology supports continuous scaling and thus Moore’s principle [3]. But,
the scaling in CMOS below 10 nm regime, the gate control on the channel get reduces
and faces several short channel effects (SCEs). Due to SCEs, the threshold voltage
starts decreasing with channel length and drain-source voltage [4]. The ability of the
transistor to work as a switch is get restricted, since it causes large power dissipa-
tion because of SCEs [5]. The current transport mechanism of conventional transistor
imposes several limitations and thus further scaling of the supply voltage in the digital
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IC is not possible [6]. Therefore, at the constant voltage range, furtherminiaturization
of the FETs do not lead an energy efficient IC [7, 8, 9]. In addition, sustained need
of novel silicon devices to keep Moore’s alive, need of low power in the complex
and dense IC design, and requirement of cost-effective methods are other challenges,
which require more attention.

So, to implement energy efficient IC, the idea of new materials may be silicon of
non-silicon-based materials, novel devices which rely on the new operating princi-
ples, energy efficient architectures are need to be investigated [10, 11, 12]. In this
regard, the quantum mechanical tunneling-based tunnel field effect transistors came
in to consideration and show excellent switching behavior beyond the conventional
FETs [13, 14, 15].

2 Quantum Mechanical Tunneling

There are basically two ways by which an electron can pass a potential barrier and
render current. In the first one, if the electron possesses sufficient energy then it
can jump and overcome the barrier. Whereas in the second way, if the barrier is
very thin and the electron does not have sufficient energy to jump, then the electron
can penetrate through the barrier and reach to the other side of the barrier is called
tunneling. Quantummechanical tunneling is basic operational principle of the tunnel
field effect transistors (TFETs), therefore it is essential to first discuss the idea of
quantum mechanics and quantum tunneling phenomenon to capture the institutive
understanding of TFETs.

The analogy between quantummechanics with the classical mechanics is realized
by Schrodinger equation and Newton’s lay. The Schrodinger equation has the same
role in quantum mechanics to that of Newton’s law in the classical mechanics [16,
17]. The Schrodinger equation is partial differential equation, which is useful to
determine the quantum state of any system and its variation with time. The quantum
state of any system is also known as wave function of the system, which is used to
represent the expectation values or the probabilities of any physical quantity. The
Schrodinger equation for a particle constrained in the x-axis is estimated as Eq. (1).

i�
∂�

∂t
= − �

2

2m

∂2�

∂x2
+ V� (1)

Here, ѱ represents the wave function of the system, i and ђ denote the imaginary
quantity and Planck constant in reduced form, respectively, m and x denote the mass
of the particle and position of the particle along x-axis, V represents the potential
energy function. Primarily, it is required to determine thewave functionѱ byusing the
Schrodinger equation because it is primary variable and basically used to estimate the
probabilities of the physical quantity in the quantummechanics [18]. The probability
or expectation value of a particle situated in the x-axis can be determined by the
following relation (2).
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〈x〉 =
∫ +∞

−∞
x |�(x, t)|2dx (2)

The solution ѱ(x, t) of the Schrodinger equation can be obtained by variable
separable method if the potential energy function (V) is time independent and can be
given byEq. (3),which is product of spatial componentϕ(x) and temporal component
of the ∅(t).

�(x, t) = ψ(x)ϕ(t) (3)

Further, with the help of Schrodinger equation, the following relations (4) and (5)
can be estimated.

ϕ(t) = e− i Et
� (4)

�
2

2m

∂2�

∂x2
+ (E − V )� = 0 (5)

The expression (5) represents steady state form of the Schrodinger equation in
which potential function (V) is time independent, where E represents the particle
energy. Expression (5) is generally used to evaluate the solution of the Schrodinger
Eq. (1). The energy values En for which the solutions of the Schrodinger equation
can be obtained are called eigenvalues, and the respective wave function is known
as eigenfunction.

3 Tunneling Models

Since the potential profile of the TFETs is complex geometrical form, so the deriva-
tion of the tunneling analytical relations to compute the tunneling probability is
quite difficult. Therefore, to analyze the behavior of the TFETs, numerical simula-
tions are found to be an essential tool. Since, tunneling in the TFETs is a quantum
mechanical phenomenon so that meticulous computational methods which involve
non-equilibrium green function formalism are required to achieve the precise results.
The consideration of full quantum treatment is computationally complex and expen-
sive, hence semi classical models which are governed by drift–diffusion mechanism
are widely used and acceptable in the simulation environment of the TFETs [19,
20]. The development of appropriate models of TFETs is essential for their circuit
application. The accurate models give the physical insight of any device as well as
beneficial in the optimization and analysis circuits. The TFETs employ band to band
tunneling model. In which the electrons tunneling occurs from the valance band to
the conduction band and results in generation of electron–hole pair. The electron is
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generated in the conduction band, and the hole is created in the valance band. Local
and nonlocal tunneling models are categorized in the TFETs depending upon the
nature of the electric field.

3.1 Local Tunneling Models

Here, the local electric field at a particular location is responsible for the generation
rate of the carriers at that location. Kane’s model and Hurkx’s model are the main
local tunneling model in the TFETs devices.

Kane’s model: This model is first local band to band tunneling model derived by
E. O. Kane and it is developed for the uniform electric field. Kane gives the relation
(6) for the generation rate (GBTBT) because of band to band tunneling for the direct
band gap materials.

GBT BT = AEα
ext exp

(
− B

|Eext |
)

(6)

where Eext is the uniform electric field, and A, B, and α are the fitting parameters
which are needed calibration to show good agreement with the experimental data of
the TFETs.

Hurkx’s model: Hurkx’s model considers recombination and reduces the non-aero
current at theVDS= 0,which appears in theKane’smodel. In thismodel, a pre-factor
is incorporated with generation rate of the local tunneling model and the pre-factor
is given as (7)

D = np − n2i
(n + ni )(p + pi )

(7)

Here, ni and pi represent the intrinsic level concentration of the electrons and holes,
and n and p represent the electron and the hole concentrations in the device.

3.2 Nonlocal Tunneling Models

Since, the band to band tunneling relies on the positionally separated quantities, and
hence, local tunneling models are insufficient to capture full insight of the device.
Moreover, the local tunneling models are developed for the uniform electric field in
the tunneling which is not always true, so for the non-uniform electric, these models
give non-physical results. In the nonlocal tunneling models, the BTBT tunneling rate
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is evaluated after accounting positional variation of the energy bands. Node pair base
BTBTmodel and tunnel path-based BTBT are two basic nonlocal tunneling models.

4 Device Structures

The TFETs device structure consist of reversed biased P-I-N structure; the two highly
doped “N” region, and highly doped “P” regions are separated by an intrinsic layer
or by the low doped channel layer. Figure 1 shows the simple structure of n-type
TFETs and p-type TFET. If the drain is doped with (n+) and source is doped with
(p+), then TFET is n-type TFET as shown in Fig. 1(a) while if the drain is doped with
(P+) and source is doped with (n+), then it is known as p-type TFET as depicted in
the Fig. 1(b). The remaining structure is similar to that of conventional MOSFET; i.
e., the gate is separated from the channel by a dielectric material. The biasing of the
TFET is also represented in the Fig. 1, in the n-type TFETs, the gate and the drain are
biased with the positive voltage, whereas for the n-type TFETs, the gate and drain
are biased with negative voltage for their correct operation. So, depending upon the
nature of the carriers in the channel, the TFETs can also be classified means, if the
channel carriers are electrons, then it is n-type and if the channel carriers are holes,
the TFET is known as p-type.

Fig. 1 a Schematic structure
of n-type TFET. b Schematic
structure of p-type TFET
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Fig. 2 a Energy band diagram of TFET in OFF state. b Energy band diagrams of TFET in ON
state

4.1 Operation of TFETs

The operation of the TFETs can be easily understandable with the help of energy
band diagrams. The energy band diagram of n-type TFET is shown in the Fig. 2(a)
and Fig. 2(b). In the OFF state (when Vgs = 0 V) Fig. 2(a), it can be seen that the
conduction band of the channel lies well above the valance band of the source so
that electron do not find any available energy state to tunnel. But, when a positive
gate voltage is applied to the gate, the conduction band of the channel is aligned
with the valance band of the source as shown in Fig. 2(b), and therefore, the source
electrons can easily tunnel to the channel and they swept to the drain region where
positive voltage is applied. In this way, the tunneling or ON current will achieved
in the TFETs. Similar operation occurs for the p-type TFETs, the only difference is
that the whole phenomena occur at negative gate and drain supply.

5 Classification of TFETs on the Basis of Device Structures

5.1 Double Gate TFETs

The normal TFETs structure shown in Fig. 1 provides small ON current since the
gate has less control over the channel, and therefore, it leads some modifications.
In the double gate TFET, two gate electrodes are employed; one is at the top and
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Fig. 3 Schematic diagram
double gate TFET

another is at the bottom as shown in Fig. 3. The employment of dual gate enhances
the electrostatic gate control over the channel and render large drive current. The
doping of the drain region is kept lower than that of source region to ensure reduced
ambipolar current. Ambipolar current came in to account when holes of (p+) region
of n-type TFETs start tunneling in to channel from the drain at the negative Vgs and
constitute reverse current. Similarly, in p-type TFET, the electrons start tunneling
from the drain side at the positive Vgs.

5.2 Carbon Nanotube (CNT) TFETs

Carbon nanotube is an allotropic form of the carbon which exhibits excellent carrier
mobility and geometric size. Moreover, CNT is direct band gap material and shows
the tunable energy bands which make CNT more promising; these properties of the
CNT are exploited in the fabrication of the TFETs. CNT supports one-dimensional
carrier transport and thus provides good control of the gate voltage over the bands
of the channel. Figure 4 shows diagram of gate all-around CNT TFET, in which
the channel material is replaced with the intrinsic CNT material and CNT of the
drain and source is doped with linear p-type and n-type, respectively. The gate is
overlapped all around to enhance the gate control over the channel.

5.3 Graphene TFET

TFET with the graphene as channel material is shown in Fig. 5, the graphene mate-
rial shows excellent properties like atomic layer thickness enables high scaling and
superior electrostatic gate control on the channel, it exhibits very small short channel
effects and high carrier mobility. Thus, the graphene is current and future attraction
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Fig. 4 Schematic diagram of carbon nanotube TFET

Fig. 5 TFET with the
graphene as channel material

2

2
++ ℎ ℎ( )

for the transistor design. However, the absence of the band gap in the graphene does
not allow completely switched-off condition in the FET and also give small ON–OFF
current ratio.

5.4 Silicon Nanowire Vertical TFET

Nanowire is a one-dimensional system having single crystal material and its length
is in microns and diameters are few nanometers. The cylindrical geometry along
with small diameter of the nanowire facilitates high gate control on channel. The
1D systems of the nanowire enable high tunneling and hence high ON current. A
vertical silicon nanowire TFET is shown in Fig. 6, in which the source and drain are
doped asymmetrically to achieve low ambipolarity.
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Fig. 6 Schematic diagram
of silicon nanowire-based
vertical tunnel field effect
transistor

6 Conclusion

Here, tunnel field effects transistorwhich relies on the quantummechanical tunneling
is examined to achieve energy efficient designed in the analog and in the digital
domain as well so that the limitations of the conventional MOSFET can be omitted.
In this regard, the basic of quantum mechanical tunneling and various local and
nonlocal tunneling models which support electron tunneling from the valance band,
the source to the conduction band of the channel is discussed. Besides tunneling
principle, the basic TFET device structure along with some more advance structures
like carbon nanotube TFET, double gate TFET, graphene TFET, and silicon nanowire
TFET are incorporated in this study with their working principles.
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Charge Pump-Phase Frequency Detector
based Phase-Locked Loop for Modern
Wireless Communication—A Review

Mohammad Amir Ansari, Syed Hasan Saeed, and Deepak Balodi

Abstract Performance and comparison of several architecture topologies involve
low phase noise and high-speed phase frequency detector. Phase frequency detector
is essential in Phase-Locked Loop. Phase frequency detector has many advantages
over Phase detector (PD) and Frequency detector (FD) by detecting frequency and
phase simultaneously. Charge pump based phase frequency detector is an important
block for signal generation in the PLL. At higher frequencies, the challenges like
phase noise, jitter, power consumption, and area arise. This article discusses these
design challenges of phase frequency detector at higher frequencies. Parameters of
different design topologies have been compared. This comparative study will help
the researchers to choose the best design out of the given topologies.

Keywords Phase frequency detector · Charge pump · Phase-locked loop

1 Introduction

One of the major challenges in wireless communication applications is to generate
stable output high-frequency signals. Due to the unique property, PLL is used to
produce stable high-frequency signals from a low-frequency signal. This article aims
to analyze the various topologies of a high phase noise detector and the performance
of a high-speed charge pump based phase frequency detector.

The comparison between phase and frequency of the two clocks is done by phase
frequency detector and produces either a pump-up or pump-down signal depending
on whether the phase of the on-chip clock is lagging or leading the external reference
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Fig. 1 Design architecture of a charge pump based phase-locked loop

clock. The charge pump increases the voltage on the loop filter capacitor when given
a pump-up signal and decreases this voltage when given a pump-down signal. The
low-pass filter is used to block the high-frequency components of the charge pump
output and set the bandwidth of the PLL feedback loop [1].

The VCO produces an output signal the frequency of which is equal to its input
voltage. The frequency divider divides down the VCO output frequency of the clock
to produce a clock signal with a frequency in the same range as that of the reference
clock. In Fig. 1, CLKref represents the external reference signal, CLK represents the
high-frequency output clock, and CLKdiv represents the frequency divided version
of the VCO clock that can be compared with the lower frequency reference clock,
CLKref [2].

2 Early Developments of PLL

In the modern electronic system, one of the important constituents is Phase-Locked
Loop, which is also known as PLL [3]. PLL has become one of the most essential
elements due to having a wide range of applications over a broad frequency spectrum
[4] like in wireless and wired communication systems, microprocessor board of
complex systems, andmany other systems. In practical PLL circuit, there are somany
imperfections always there. Due to these imperfections, high ripple may appear in
the control voltage while the loop is in locked condition. These high ripples change
the frequency of VCO, which results in waveform with non-uniformity. Non-ideal
effect in PLL has been covered in this section [3, 4]. The low power consumption
and small size devices are the main concerns of the new technology’s development.
Recently, research on digital video broadcasting for portable devices is underway
[5, 6].
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Fig. 2 Phase/frequency detector

3 Conventional PFD

The PFDuses sequential logic to give the difference between the phase and frequency
of two inputs. When the signal fed back from the loop lags the reference signal, the
output of the pump-up goes high [7, 8]. This indicates that the frequency of oscillation
needs to be increased. In the same way, the pump-down output goes high when the
feedback clock leads the reference clock, this indicates that the oscillation frequency
needs to be decreased. According to the difference between phase and frequency of
the input signals the phase frequency detector has two outputs that work accordingly.
A PFD is shown in Fig. 2.

4 Design Challenges in PFD-CP

The PFD is a digital circuit that uses sequential logic to detect differences in the phase
or frequency between its two input clocks. Phase detector and frequency detector are
usually used for detecting phases and frequency. However, with PFD, the former can
also be used to simultaneously detect both phases and frequency. The main problem
associated with detection of phase change because it degrades the performance of
PLL [9]. The charge pump is the core component of the Phase-Locked Loop. In
Fig. 3, the charge pump (CP) enabled PLL is the widely used architecture. The name
CP- PLL stems from the fact that the output of phase detector (PD) works as a current
source that drives current in and out of the loop filter, not a voltage source. This type
of PLL is very famous due to its suitability to integrate into microelectronics devices.
This form of charge pump is known as CP-PLL.

One of the disadvantages that PFD suffers from is dead zone. Small difference in
the phase of the input signals that cannot be detected by a phase-frequency detector
is a dead zone [10]. Dead zone appears due to the time delay of the logic components
and feedback path of the flipflops. Second problem is due to the short-termfluctuation
of a signal relative to its ideal time is called jitter. Jitter is a phenomenon that can be
induced by a clock from various sources and are dissimilar across all frequencies.
Another issue with the phase frequency detector is phase noise [11]. Phase noise is a
frequency domain representation of random fluctuations in the phase of a waveform.
It is due to the time-domain instability known as “jitter” [12].
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Fig. 3 PFD succeeded by a charge pump topology in conventional PLL

5 Review of Available PFD-CP Architectures

Many architecture approaches depend on the concept of D-Flip Flop phase frequency
detector which has three steps. General phase frequency detector architecture has
developed with two Delay Flip Flop and feedback taking a NAND gate. Due to the
mismatch, DFF-PFD has a problem with dead zone [13]. D-FF-dependent design
becomes more complicated and did not get fully discharge, leading to more power
consumption. Effect of phase noise pulls down the D-Flip Flop phase frequency
detector performance.

The Gain Boosting charge pump having low jitter has been proposed to reduce
the current mismatching problem due to high output impedance. The designed phase
frequency detector gets zero dead zones [21]. True single-phase clock (TSPC) logic
brings down the complexity of conventional phase-frequency detectors. Only16
transistors are used in this new structure to achieve minimum power consumption
and delay in the reset path allows the phase-frequency detector to work at high
frequency [22]. A High-Speed Phase Frequency Detector Multi Threshold CMOS
with power gating technique has better phase noise as compared to DFF-PFD and
also it consumes low power consumption and gives high frequency. This design is
also free from dead zone (Table 1).
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6 Conclusion

This paper consists of a comparative study of the different topologies of high-speed
Charge Pump-Phase Frequency Detectors. There are various parameters to judge the
performance of the PFD. The different parameters are power consumption,maximum
operating frequency, phase noise and jitter, etc. There exists trade-off between these
parameters of phase-frequency detector and there is an uncertainty if the particular
PFD architecture is efficient or not. It all depends on the application where we are
using the architecture. However, based on our comparative study among the various
design, Gain Boosting Charge Pump (GB-CP) can be more practically useful for
different proposed designsmethodologies, and this design provides optimized values
for the application in modern wireless communication.
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Compact Printed Multiband Fractal
Antenna for C, X and Ku Band
Applications: Design and Analysis

Ruchi Kadwane and Jaikaran Singh

Abstract The objective of this paper is to design and analyze compact size multi-
band fractal patch antenna suitable for multiband applications. The proposed fractal
antenna consists of a main patch, a ground plane and a 50 � feed line. The dielec-
tric material selected for the design is Epoxy FR4, which has dielectric constant of
4.4 and height of the substrate is 1.57 mm. The antenna is occupying an area of
20× 24 mm2 for the ground plane. A parametric study of the proposed fractal patch
antenna is carried out to achieve multiband performance. The effects of addition of
self-similar shapes with smaller dimensions in step by step iterative process have
been investigated based on the antenna performance. The study also includes design
methodology, frequency setting, 3D polar plot, radiation patterns, gain and direc-
tivity parameter analysis of proposed antenna design. The geometry is simulated
using Ansoft HFSS software.

Keywords Bandwidth · Beamwidth · Directivity · Fractal · Gain ·Multiband ·
Patch · Radiation pattern · Resonant frequency · Return loss · VSWR

1 Introduction

Today, due to increase in multimedia application, several communication systems
require multiple frequency bands for various different communication services.
Conventionally, single band antenna cannot operate at all the frequency bands and
also so many mobile communication devices may be of pocket size, demands to
shrink the size of the entire device or circuits. As to fulfill the above two require-
ments of multiple frequency bands and small size of device, there is need to design a
compact size device i.e. antenna, which can cover joint bands simultaneously, known
as multiband antenna.

A multiband antenna, in telecommunication, is a communication device which
supports multiple radio frequency bands. Multiple bands in mobile device supports
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roaming between different regions where different standards are used for mobile
telephone services. Patch antenna with fractal design is one of the best choice for
this multiband application.

Fractal antenna is an antenna that uses self-similar designs which maximize the
effective length or increase the perimeter of the material, thus it can send or receive
electromagnetic radiations within a given total surface area or volume.

Fractal antenna also referred to as multilevel or space filling curves with repetition
of a motif over two or more scale sizes or iterations. They have compact size with
multiband or wideband property, which has useful applications in cellular telephone
or microwave telecommunication applications.

Fractals have been created in antennas since 1988. Fractal nature of the antenna
shrinks its size without the use of any component, such as inductor or capacitor. It
also gives good multiband performance, wide bandwidth and small area and refer-
ence shows that the gain with small size results from constructive interference with
multiple current maxima, afforded by the electrically long structure in a small area.

This paper presents compact size pentaband microstrip patch antenna design
which has a simple fractal geometry. Numerous fractal antenna design approaches
have been proposed for various wireless applications. Wide research has been made
to improve the performance parameters of a MPA (microstrip patch antenna) in the
previous years. Some research carried out by researchers in this field are summarized
in next section.

2 Literature Survey

There have been numerous design changes of antenna with thousands of published
documents relating to its design, analysis and optimization. The present study is based
on design and parametric analysis of multiband fractal patch antenna for various
wireless applications. The following designs have been useful references in our work
on fractal antennas.

Paper [1] presents microstrip patch antenna with a hexagonal fractal pattern for
ground based surveillance radar applications. In this paper multiple slots have been
added to the ground plane and a stepped pattern has been implemented to increase
the current density and the gain. In paper [2] compact dual band circular face fractal
antenna is designed and fabricated with return loss (S11) below−10 dB of 1.84 GHz
(2.2–4.07 GHz) and 2 GHz (6–8 GHz) which can be applied to wireless local area
network (WLAN) and ultra-wide band applications. In paper [3] flexible Sierpinski
carpet fractal antenna has been presented which is more tolerant to folding than its
conventional patch counterpart. In paper [4] planar multiband fractal antenna based
on Sierpinski triangle is presented, which is suitable for wireless power transmission
applications. The paper [5] focuses on design and analysis of hexagon inspired fractal
geometry and defected ground plane to evaluate the performance of patch antenna for
wireless applications. Reduced fractal UWB microstrip antenna is displayed in the
paper [6] for future versatile advancements. It is used for wide band applications like
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WiMAX,WLAN. In paper [7], a new fractal antenna has beenproposedby combining
Minkowski and Sierpinski carpet antennas with area 45 × 38.92 mm2 and exhibits
multiband characteristics. The simulated antenna covers five bands while fabricated
antenna covers four bands for wireless communication. In paper [8] two designs of
fractal antennas have been studied. 4NEC2 software is used to simulate the designs.
Simulated results present that the triangular KOCH curve design shows multiband
behavior whereas the Serpinski gaskets design resonates at single frequency.

3 Antenna Geometry

In this section design of a low-profile compact printed fractal antenna for fixed bands
is presented. The proposed fractal antenna consists of a main patch, a ground plane
and a 50 � feed line. Epoxy FR4 dielectric material is selected for the design which
has dielectric constant 4.4 and height of the substrate is 1.57 mm. The antenna is
occupying an area of 20 × 24 mm2 for the ground plane. Figure 1 shows fractal
geometry of proposed antenna.

The fractal geometry is the best suited for its self-similar structures. This iterative
geometry can be best conveyed pictorially Fig. [1], the antenna design starts with
single rectangle patch asmain radiator as shown in Fig. 2a. Further iteration is carried
out by adding smaller and smaller rectangles to the previously obtained geometry,
which produces the design of first iteration as shown in Fig. 2b. Similarly, the second
iteration is obtainedby adding further rectangles to each corner of previously obtained
design as shown in the Fig. 2 c. The third iteration is carried out by adding still more
number of rectangles to the previously obtained geometry. In the designed rectangle-
shape fractal, surface area of the radiating patch increaseswith increase in the number
of iterations.

The analysis and software simulated results of different iterations are discussed in
next section. A parametric study of the proposed patch antenna designwas carried out
to achieve multiband performance. The effects of different iterations of rectangle-
shape fractal have been investigated based on the antenna performance. The first
iteration is done by adding four rectangles in the main rectangle; second iteration

Fig. 1 Structure of proposed
antenna. Total Volume =
20 × 24 × 1.57 mm3
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Fig. 2 Iterative geometry

is done by addition of twelve rectangles again. Similarly next iteration is done by
addition of thirty six smaller size rectangles in previously obtained geometry. At
each step, copy of the initiator is added with a scaled copy of the generator. This
process is repeated to form step 5.

4 Parametric Analysis

Antennas are made for efficient radiation or reception of electromagnetic signals.
There are several parameters which describe performance of the antenna. Some of
the parameters are,

4.1 Radiation Pattern

When a signal is fed into an antenna, the antenna will emit radiation distributed in
space in a certain way. A graphical representation of the relative distribution of the
radiated power in space is called radiation pattern.
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4.2 VSWR

Full form of VSWR is Voltage Standing Wave Ratio and it is also referred to
as Standing Wave Ratio (SWR). In standing wave pattern VSWR is the ratio of
maximum voltage to minimum voltage. VSWR varies from +1 to infinite. VSWR
parameter is ameasure that numerically describes howwell the antenna is impedance
matched to the radio or transmission line it is connected to. VSWR is a function of
the reflection coefficient, which describes the power reflected from the antenna. For
antennas VSWR is always a real and positive number. Smaller the VSWR better the
antenna matched to the transmission line and more power is delivered to the antenna.
Minimumvalue of VSWR is 1.0whichmeans no power is reflected from the antenna,
it is ideal case. For practical antennas VSWR should be < 2.

4.3 Gain

Antenna gain is the ability of the antenna to radiate more or less in any direction
compared to a theoretical antenna. Gain is calculated by comparing the measured
power transmitted or received by the antenna in a specific direction to the power
transmitted or received by a hypothetical ideal antenna in the same situation.

4.4 Bandwidth

Bandwidth is defined as ‘the range of frequencies within which the performance of
the antenna, with respect to some characteristic, conforms to a specified standard’.
Bandwidth can be defined as the range of frequencies, on either side of a center
frequency, where the antenna characteristics (such as radiation pattern, VSWR, gain
etc.) are within an acceptable value of those at the center frequency.

4.5 Directivity

Directivity of an antenna is a measure of the concentration of the radiated power
in a particular direction. It may be considered as the ability of the antenna to direct
radiated power in a given direction. It is usually a ratio of radiation intensity in a
given direction to the average radiation intensity.
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4.6 Return Loss

It is a logarithmic ratio measured in dB that compares the power reflected by the
antenna to the power that is fed into the antenna from the transmission line. In other
words, it is the difference in dB between forward and reflected powermeasured at any
given point in an RF system. The parameter return loss is a measure of the reflected
energy from a transmitted signal. Larger the value of return loss less is the energy
that is reflected. For good impedance matching resonant frequency must lie below
−10 dB.

4.7 Beamwidth

The beamwidth of a pattern is defined as the angular separation between two identical
points on opposite side of the pattern maximum. There are a number of beamwidths
in an antenna pattern. In a plane containing the direction of the maximum of a beam,
the angle between the two directions in which the radiation intensity is one-half value
of the beam is known as Half-Power Beamwidth (HPBW). Another beamwidth is
the angular separation between the first nulls of the pattern and it is referred to as the
First-Null Beamwidth (FNBW). The beamwidth of an antenna is a very important
figure of merit and often used as a trade-off between it and the side lobe level; that
is, as the beamwidth decreases, the side lobe increases and vice versa.

5 Simulated Results and Discussion

In the design of multiband antennas, it is desirable to have the ability to set the
frequencybands independently fromeachother, but it is very challenging to achieving
this ability. Very often,when some parameters are adjusted to set a band to a particular
frequency, the frequencies of all other bands are affected and we have to re-design
the antenna.

Fractal is a geometric object which is similar to itself on all scales. On a fractal
object if we zoom in, it will look similar or exactly like the original shape. This
property is called self-similarity.

A parametric study of the proposed fractal patch antenna is carried out to achieve
multiband performance. To validate the above characteristics, the proposed structure
is simulated using Ansoft HFSS (High Frequency Structure Simulator) software.
The effects of addition of self-similar shapes with smaller dimensions in step by
step iterative process have been investigated based on the antenna performance. The
design steps can be described as follows:

Step 1: The main radiator is designed to generate single band and its dimensions
are optimized in terms of minimizing the reflection coefficient across the band by
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Fig. 3 S11 parameter of main patch

simulation. It appears at 9.55GHz instead ofmaximum at 10GHz that may be caused
by some resonance effect. Figure 3 shows return loss versus frequency plot for the
main radiator, at 9.55 GHz, S11 = −11.45 dB.

Step 2: In second step, we reduce size of ground plane and analyze its effect on S
parameter. It improves return loss parameter and gives two more resonant frequency
bands but, resonant frequency at 9.55 GHz gets collapse. Figure 4 shows return
loss versus frequency plot. Simulated result presents two resonant frequencies at
15.63 GHz and 19.05 GHz with S11 = −15.14 and −18.04 dB respectively.

Step 3: Now, we start design of fractal geometry with iterative process. Four sub-
patches with same shape but smaller dimensions are added to the main radiator. It
results frequency band at 19.05 GHz get shifted to 17.91 GHz and one more band
generates at 7.84 GHz frequency. This new geometry generates resonant frequency
for three bands at 7.84, 15.25 and 17.91 GHz with S11 = −28.03, −12.52 and −
21.61 dB respectively. Figure 5 shows return loss versus frequency plot for first
iteration.

Step 4: Now, twelve sub-patches with same shapes and smaller dimensions are
added to each corner of the patch geometry achieved in third step. It generates the

Fig. 4 S11 parameter of main patch with reduced ground structure



508 R. Kadwane and J. Singh

Fig. 5 S11 parameter versus frequency: I iteration

resonant frequency for four bands. Frequency bands are generated in step III shifted
from 7.84 to 7.27 GHz, 15.15 to 15.53 GHz and from 17.72 to 17.34 GHz. Fourth
band at 18.58 GHz frequency is generated with−20.77 dB return loss. Thus, in step
IV four resonant frequency bands are achieved at 7.27, 15.54, 17.34 and 18.58 GHz
with S11 = −18.56, −15.23, −16.39 and −20.77 dB respectively. Figure 6 shows
return loss versus frequency plot for second iteration.

Step 5: To continue this iterative process 36 sub-patches with same shapes and
smaller dimensions are added to the patch geometry achieved in previous step, in
similar manner. Frequency bands generated in step IV slightly detuned and new
bands are generated. It generates the resonant frequency for five bands at 6.89, 8.13,
10.03, 16.11 and 17.82 GHz with S11 = −19.69, −24.95, −25.11, −17.29 and −
19.35 dB respectively. Figure 7 shows return loss Vs frequency plot for fifth step, III
iteration.

VSWR, 3D polar plot for directivity, radiation pattern, beamwidth and gain plot
for proposed final fractal antenna geometry are shown in Figs. 8, 9, 10, 11 and 12
respectively.

Fig. 6 S11 parameter versus frequency plot: II iteration
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Fig. 7 S11 parameter versus frequency plot: III iteration

Fig. 8 VSWR curve of proposed antenna

Fig. 9 3D polar plot for
directivity of proposed
antenna
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Fig. 10 Radiation pattern
curve

Fig. 11 Beamwidth of
proposed antenna

The overall gain and directivity achieved by the antenna is 2.05 dB and 6.06 dB
respectively. VSWR curve of proposed antenna shows that VSWR obtained for all
five bands at 6.89 GHz, 8.13 GHz, 10.03 GHz, 16.11 GHz and 17.82 GHz are 1.23,
1.12, 1.12, 1.32 and 1.24 respectively; which are between 1 and 2 range. Table 1
summarizes values of Return Loss (S11) in dB and their VSWR at all resonant
frequencies.
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Fig. 12 3D polar plot for
Gain of proposed antenna

Table 1 Result summary
after simulation

Frequency
(GHz)

Return loss
(S11) (dB)

VSWR Bandwidth
(MHz)

6.89 −19.69 1.23 300

8.13 −24.95 1.12 281

10.03 −25.11 1.12 380

16.11 −17.29 1.32 855

17.82 - 19.35 1.24 1520

6 Conclusion

This paper proposes low profilemultiband fractal antenna geometry for various wire-
less applications. The proposed design has simple configurations and occupying 20×
24× 1.5mm3 volume. It has been shown that the performance of this antenna in terms
of its frequency domain characteristics is mostly dependent on fractal geometric
iterations. It is demonstrated by simulation that the proposed antenna has five bands
of operations at 6.89, 8.13, 10.03, 16.11 and 17.82 GHz resonant frequency. All
frequency bands having less than −10 dB return loss with 300, 281, 380, 855 and
1520 MHz bandwidth respectively. All five bands have VSWR less than 1.5 over
that range of frequency. This antenna geometry has 6.06 dB directivity and 2.50 dB
overall gain. Beamwidth is 70°. Proposed antenna geometry is compact in size and
highly suitable for C, X and Ku band applications.
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Enhancing Security with In-Depth
Analysis of Brute-Force Attack on Secure
Hashing Algorithms

Rajat Verma, Namrata Dhanda, and Vishal Nagar

Abstract Brute-force attack is considered one of the oldest attacks in the entire
history of cybersecurity. Amid the diverse cyberattacks, the brute-force technique or
exhaustive search has always gained its importancewhen it comes to access data in an
unauthorized manner. Slowly and gradually, a lot more variants of brute-force have
been released by the cybercriminals as they have also evolved. Alternatively, hashing
has also evolved timely as a countermeasure of various cyberattacks. All variants
of the SHA are illustrated here in this paper such as SHA-0, SHA-1, SHA-512, and
SHA-256. SHA is also very popular as a network peer-to-peer technology blockchain
also uses this for its security. The objective of the paper is to attain a measure of
enhanced security. This paper discusses the in-depth analysis of brute-force attack
on the secure hashing algorithms. Moreover, a study of diverse brute-force attacks
is also highlighted in this paper.

Keywords Brute-force · SHA · Secured communication · Privacy preservation ·
Cryptanalysis

1 Introduction

In cybersecurity, when it comes to guessing passwords by the Hit and Trial [1]
method, brute-force has already established its name in the industry many years ago.
In passive cybersecurity attacks, brute-force is an attempt of decrypting any kind of
encrypted textual matter [2]. Cybercriminals keep on trying diverse combinations
again and again to gain access to sensitive information of the user. The sensitive data
can be a password, PIN, credit/debit card-sensitive data, etc. The amount of time
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Fig. 1 Simple illustration of hashing

required to perform the cyberattack will depend on the resources that the cybercrim-
inal is having or to what extent the attacker is willing to perform. The attackers can
configure the script, code, bots to perform the attacks efficiently when compared to
a normal human being [3]. On the other side, secure hashing algorithms play a vital
role in enhancing the security of systems by tackling attacks with a huge number of
digits. For instance, SHA-256 always gives a fixed output of 64 hexadecimal digits.
The possible combinations with 64 hexadecimal digits are numerous that will be
depicted along with other variants of SHA in the next sections of the paper.

2 Material and Methods

2.1 Hashing: The One-Way Encryption

One of the constituent pillars of cryptography is hashing/hash functions along with
the symmetric and asymmetric key cryptography [4]. Hashing is a function (Math-
ematical) that condenses variable-size inputs to a fixed-size output. If the identical
input is given 100 times, the output will be the same for that number of inputs.
Hashing is sometimes referred to as “One-Way Encryption” [5]. A diagrammatic
representation of hashing is illustrated in Fig. 1.

In Fig. 1, the plain text ormessage is passed on to the hashing algorithmor function
to obtain the hashed text. Message digest is the other name of hashed text.

The hashing algorithms can be configured for a variety of operations depending
on the configuration needs and purposes such as security, speed, storing passwords,
and databases [6]. Hashed values are a result of one-way encryption and are always
original/non-duplicates [7]. A variety of software are available on the cyberspace to
perform the brute-force attack such as rainbow crack, hydra, and Ophcrack [8].

2.2 Digital Signatures

Digital signature is a technique of cryptography which is attempted to validate the
integrity as well as authenticity of the facts and figures that is digitally present [9].

Hashing is a part of the main constituents of the digital signature algorithm. With
the evolution of public-key cryptography, the digital signature algorithms became
popular around the 1970s [10].
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Fig. 2 Simple illustration of digital signature

A quick demonstration of digital signature is depicted below:
Digital signature is applied in the ecosystem of public-key cryptography. The

originator make use of his/her private key to the signing rule to perform the signature
digitally. The plain text or the message in combination with signature (Digitally) is
sent to the recipient. The receiver receives the complete signature and the original
message, and applies the public key of the sender and then applies the verification
algorithm at the complete message with the purpose of verification [11].

If the output is found to be true, it is accepted, and if not, it is rejected. Theworking
of the digital signature is shown in Fig. 2.

Figure 2 illustrates the operation of a digital signature algorithm. Here, the
messages are generally long and require the asymmetric-key architecture [12]. The
solution is to use a hashed text/message digest as its length is fixed according to the
algorithm that is applied [13].

2.3 Brute-Force Attack

Brute-force attacks are the traditional methods to obtain the sensitive or private
information of a user. This private information can contain PIN numbers, passwords,
usernames, etc. Various scripts and programs are used to achieve the motive of brute-
force attacks [14]. The next subsection illustrates the goals of brute-force measures.

2.3.1 Goals of Brute-Force Attacks

The diverse goals of brute-force attacks are highlighted below:

1. Redirecting domains to malicious Web sites [15]
2. Selling sensitive information to un-trusted third parties [16]
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3. Spreading fake/malicious content [17]
4. Theft of personal information [18]

Alternatively, there is a constructive side of brute-force attacks as well. The
network engineers or the ethical hackers working for reputed organizations use
brute-force attacks to test their network standards or encryption standards [19].

2.3.2 Types of Brute-Force Attacks

At the initial stages, only a few varieties used to happen in the market. Slowly and
gradually, a variety of brute-force attacks are evolved. Some of them are highlighted
below for easy understanding.

1. Simple Brute-Force Attacks: In this attack, the cybercriminals attempt to predict
the passwords without the help of any tools or software. [20]

2. Dictionary Attacks: In dictionary attacks, the cybercriminals select a target and
runs a script to find the possible sensitive information such as passwords against
the target [21]

3. HybridBrute-ForceAttacks:Ahybrid attack combines the features of dictionary
and brute-force attacks [22].

4. Reverse Brute-Force Attacks: It starts in reverse order with a known pass-
word/leaked password [23].

5. Credential Stuffing: If the cybercriminal has a combination of password and
username for one Web site, the same duo will be used for the other profiles as
well [24].

2.4 Secure Hashing Algorithms (SHA)

The credit of developing SHA goes to the National Institute of Standards and Tech-
nology (NIST) and the National Security Agency (NSA) in around 1993 [25]. If SHA
is depicted in one line, it would be taking variable sized inputs and converting them
into fixed-sized message digest as outputs by taking the help of a hashing algorithm
[26].

Typically, there are four series of SHA that are highlighted below:

1. SHA-0: This gave the fixed output of 160-bit or 20-bytes long. It was taken back
pre-maturely. The reason was that it was published with a major flaw and gave
birth to its successor, i.e., SHA-1 [27].

2. SHA-1: It was similar to message digest (MD)-5 and also gave a fixed output of
160-bit or 20-bytes long. It was used to support the digital signature algorithms.
[28]

3. SHA-2: This version of SHA introduced two major categories, i.e., SHA-256
and SHA-512. The former results in a 64 hexadecimal digits and the latter give
an output of 128 hexadecimal digits. [29]
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Table 1 Analysis of SHA-0 [Same will be for SHA-1]

SHA Number of bits Possible number of combinations Scientific notation of possible
combinations

SHA-0 160 2ˆ160 =
146150163733090291820368
4832716283019655932542976

1.4615016373309029182036
84832716283019655932542976
× 10ˆ48

SHA Number length Hexadecimal values Factorial value

SHA-0 49 decimal digits 40 40! = 81591528324789773434561126
9596115894272000000000

4. SHA-3: This SHA is performing very appropriately in today’s world and makes
use of the hash function called Keccak [30].

2.4.1 Analysis of Brute-Force Attacks on Secure Hashing Algorithms

The key length of diverse SHA algorithms considering brute-force algorithm is
analyzed over here in this subsection.

1. SHA-0: This SHA produced a fixed output of 160 bit or 20 bytes. This hashed
text has 40 hexadecimal digits. But, this was introduced with a flaw, so this
was taken back and not currently used. It was introduced in 1993. The detailed
analysis of SHA-0 is illustrated below in Table 1.

If considering 1 possible second for 1 combination and divide the time value
by 2.628e + 6.

Observations:

• Possible months for decoding possible combinations: 146150163733090
2918203684832716283019655932542976/2.628e + 6= 5.56126345390
802255e + 41 months.

• Possible months for decoding factorial value: 81591528324789773434
5611269596115894272000000000/2.628e
+ 6 = 3.10469706657207962e+ 41 months.

• If the decoding of possible combinations is increased by 1000 times:
5.5612635e + 38 months.

• Result: not feasible!
• If factorial interpretation is increased by 1000 times: 3.1046971e +

38 months.

2. SHA-1: The entire results of SHA-1 will be identical to SHA-0 (depicted in
Table 1) as it also produces 40 hexadecimal digits result. SHA-1 was designed
by National Security Agency (U.S.). It was introduced in 1995. [25]

3. SHA-256: This SHA-256 is a very popular algorithm of SHA-2 and produces
an output of 64 hexadecimal digits [31] and was first published in 2001. The
detailed analysis of SHA-256 is illustrated below in Table 2. This SHA-256 is
commonly used in blockchain technology [32]. It is more secured than SHA-1.
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Table 2 Analysis of SHA-256

SHA Number of bits Possible number of
combinations

Scientific notation of possible
combinations

SHA-256 256 2ˆ256 =
11579208923731619542
3570985008687907853269984
66564056403945758400
7913129639936

1.15792089237316195423
5709850086879078532699846
65640564039457… × 10ˆ77

SHA Number length Hexadecimal values Factorial value (64!)

SHA-256 78 decimal digits 64 1.268869321858841641034333893351
61480802865516174545192198801… ×
10ˆ89

It has 256 bits so provides enhanced security when compared to SHA-1. SHA-2
is more complex when compared to SHA-1. SHA-256 works better on 32-bit
processors. SHA-256 is smaller thanSHA-512 thus savingbandwidth. SHA-256
is still one of the most secured algorithms of the cryptographical world.

If considering 1 possible second for 1 combination and divide the time value
by 2.628e + 6.

Observations:

• Possible months for decoding possible combinations: 115792089237316
195423570985008687907853269984665640564039457584007913129639
936/2.628e + 6 = 4.4060868471086381e + 70 months.

• Possible months for decoding factorial value: 12688693218588416410
343338933516148080286551617454519219880189437521470423040000
0000000000/2.628e + 6 = 4.82826457883806288e + 82 Months.

• If the decoding of possible combinations is increased by 1000 times:
4.4060868e + 67 months.

• If factorial interpretation is increased by 1000 times: 4.8282646e +
79 months.

• Result: not feasible!

4. SHA-512: This SHA-512 produces a result of 128 hexadecimal digits [33]. The
detailed analysis of SHA-512 is illustrated below in Table 3. SHA-512 works
better on 64-bit processors. SHA-512 is ahead of SHA-256 with respect to
collision resistance [34]. Currently, there are a few systems or no systems that
are currently using this measure.

If considering 1 possible second for 1 combination and divide the time value
by 2.628e + 6.

Observations:

• Possible months for decoding possible combinations: 134078079299425
970995740249982058461274793658205923933777235614437217640300
7354697680187429816690342769003185818648605085375388281
1946569946433649006084096/2.628e + 6 = 5.10190001387768583e
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Table 3 Analysis of SHA-512

SHA Number of
Bits

Possible
Number of
Combina-
tions

Scientific
Notation of
Possible
Combina-
tions

Number
Length

Hexa-
Decimal
values

Factorial
Value (128!)

SHA-512 512 2ˆ512 =
1340780792
9942597099
5740249982
0584612747
9365820592
3933777235
6144372176
4030073546
9768018742
9816690342
7690031858
1864860508
5375388281
1946569946
4336490060
84096

1.34078
0792994259
7099574024
9982058461
2747936582
0592393377
723… ×
10ˆ154

155 128 3.85620
4823625804
2173567706
5923463640
6174931095
9022359027
882… ×
10ˆ215

+ 147 months.
• Possible months for decoding factorial value: 38562048236258042173

567706592346364061749310959022359027882840327637340257516554
356068616858850736153403005183305891634759217293226249885776
61149552450393577600346447092792476924955852800000000000000
00000000000000000/ 2.628e + 6 = 1.46735182559077121e +
209 months.

• If the decoding of possible combinations is increased by 1000 times: 5.1019e
+ 144 months.

• If factorial interpretation is increased by 1000 times: 1.467352e +
206 months.

• Result: not feasible!

3 Results and Discussion

The numbers obtained from the above textual matter are prodigious; from that it is
observed that all the algorithms are very much secure, but the time taken to crack
all possible combinations of different SHA algorithms are different as SHA-0 and
SHA-1 produce 160-bit result, i.e., 40 hexadecimal digits; SHA-256 produces 256-
bit result, i.e., 64 hexadecimal digits, and SHA-512 produces 512-bit result, i.e., 128
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hexadecimal digits. SHA-512 is much secured when compared to SHA-256, SHA-0,
and SHA-1 in terms of longer hashes in brute-force attack. Similarly, SHA-256 is
much secured when compared to SHA-0 and SHA-1 in terms of hash length. The
detailed analysis of SHA-0, SHA-1, SHA-256, and SHA-512 highlighted in Tables 1,
2, and 3, respectively. The term not feasible in the result of each SHA depicts that
this approach is not a good measure in attacking a system.

4 Conclusion and Future Scope

Both the aspects, i.e., brute-force attacks and SHA are evolving at a rapid speed. The
reasons to use brute-force, as well as SHA, are diverse. SHA along with brute-force
can have positive as well as negative effects as discussed in this paper. This paper
shows the in-depth analysis of diverse SHA algorithms to tackle brute-force attacks.
SHA-512 emerges as a better approach when compared to all the preceding versions
in terms of brute-force attacks.Moreover, a study of hashing, digital signature, brute-
force attacks, types of brute-force, and SHA is highlighted in this paper.

Additionally, it will work on some more techniques to get better results with the
objective of enhancing security.

References

1. Shahid M, Qadeer MA (2009) Novel scheme for securing passwords. In: 2009 3rd IEEE
international conference on digital ecosystems and technologies. IEEE, pp 223–227

2. Xu Y, Wang H, Li Y, Pei B (2014) Image encryption based on synchronization of fractional
chaotic systems. Commun Nonlinear Sci Numer Simul 19(10):3735–3744

3. Azad BA, Starov O, Laperdrix P, Nikiforakis N (2020) Web runner 2049: evaluating third-
party anti-bot services. In: International conference on detection of intrusions and malware,
and vulnerability assessment. Springer, Cham, pp 135–159

4. Bellare M, Goldreich O, Goldwasser S (1994) Incremental cryptography: the case of hashing
and signing. In: Annual international cryptology conference. Springer, Berlin, Heidelberg, pp
216–233

5. Merkle RC (1990) A fast software one-way hash function. J Cryptol 3(1):43–58
6. Archer DW, Bogdanov D, Lindell Y, Kamm L, Nielsen K, Pagter JI, Smart NP, Wright RN

(2018) From keys to databases—real-world applications of secure multi-party computation.
Comput J 61(12):1749–1771

7. Yang Y, Yu J, Zhang Q, Meng F (2015) Improved hash functions for cancelable fingerprint
encryption schemes. Wireless Pers Commun 84(1):643–669

8. Islam S (2020) Security auditing tools: a comparative study. Int J Comput Sci Res 5(1):407–425
9. Al-Haj A (2015) Providing integrity, authenticity, and confidentiality for header and pixel data

of DICOM images. J Digit Imaging 28(2):179–187
10. Furht B, Muharemagic E, Socek D (2005) An overview of modern cryptography. Multimedia

Encryption and Watermarking, pp 31–51



Enhancing Security with In-Depth Analysis … 521

11. Rivest RL, Shamir A, Adleman L (1978) A method for obtaining digital signatures and public-
key cryptosystems. Commun ACM 21(2):120–126

12. Kiah MM, Al-Bakri SH, Zaidan AA, Zaidan BB, Hussain M (2014) Design and develop a
video conferencing framework for real-time telemedicine applications using secure group-
based communication architecture. J Med Syst 38(10):1–11

13. Saraf KR, Jagtap VP, Mishra AK (2014) Text and image encryption decryption using advanced
encryption standard. Int J Emerg Trends Technol Comput Sci (IJETTCS) 3(3):118–126

14. Florêncio D, Herley C, Van Oorschot PC (2014) An administrator’s guide to internet password
research. In: 28th large installation system administration conference (LISA14), pp 44–61

15. Alzahrani BA, Reed MJ, Vassilakis VG (2015) Resistance against brute-force attacks on
stateless forwarding in information centric networking. In: 2015 ACM/IEEE symposium on
architectures for networking and communications systems (ANCS). IEEE, pp 209–210

16. Ravi S, Raghunathan A, Chakradhar S (2004) Tamper resistance mechanisms for secure
embedded systems. In: 17th international conference on VLSI design. Proceedings. IEEE,
pp 605–611

17. Alazab M, Broadhurst R (2016) Spam and criminal activity. Trends Issues in Crime and
Criminal Justice (526):1–20

18. Kim I (2012) Keypad against brute force attacks on smartphones. IET Inf Secur 6(2):71–76
19. Sharma K, Singh A, Sharma VP (2009) SMEs and cybersecurity threats in e-commerce.

EDPACS The EDP Audit, Control, and Security Newsletter 39(5–6):1–49
20. Huang Z, Ayday E, Fellay J, Hubaux JP, Juels A (2015) Genoguard: protecting genomic data

against brute-force attacks. In: 2015 IEEE symposium on security and privacy. IEEE, pp 447–
462

21. Narayanan A, Shmatikov V (2005) Fast dictionary attacks on passwords using time-space
tradeoff. In: Proceedings of the 12th ACM conference on Computer and communications
security, pp 364–372

22. DaveKT (2013) Brute-force attack seeking but distressing. Int J Innov EngTechnol Brute-force
2(3):75–78

23. Cao PM, Wu Y, Banerjee SS, Azoff J, Withers A, Kalbarczyk ZT, Iyer RK (2019) {CAUDIT}:
continuous auditing of {SSH} servers to mitigate brute-force attacks. In: 16th {USENIX}
symposiumonnetworked systems design and implementation ({NSDI} 19) (2019), pp 667–682

24. Rees-Pullman S (2020) Is credential stuffing the new phishing? Comput Fraud Secur
2020(7):16–19

25. Ghoshal S, Bandyopadhyay P, Roy S, Baneree M (2020) A journey from md5 to sha-3. Trends
in Communication, Cloud, and Big Data, pp 107–112

26. Lee J, Nikitin K, Setty S (2020) Replicated state machines without replicated execution. In:
2020 IEEE symposium on security and privacy (SP). IEEE, pp 119–134

27. Chabaud F, JouxA (1998)Differential collisions in SHA-0. In: Annual international cryptology
conference. Springer, Berlin, Heidelberg, pp 56–71

28. Wang X, Yin YL, Yu H (2005) Finding collisions in the full SHA-1. In: Annual international
cryptology conference Springer, Berlin, Heidelberg, pp 17–36

29. Chaves R, Kuzmanov G, Sousa L, Vassiliadis S (2006) Improving SHA-2 hardware imple-
mentations. In: International workshop on cryptographic hardware and embedded systems.
Springer, Berlin, Heidelberg, pp 298–310

30. Baldwin B, Byrne A, Lu L, Hamilton M, Hanley N, O’Neill M, Marnane WP (2010) FPGA
implementations of the round two SHA-3 candidates. In: 2010 international conference on field
programmable logic and applications. IEEE, pp 400–407

31. Pappala S, Niamat M, Sun W (2012) FPGA based trustworthy authentication technique
using Physically Unclonable Functions and artificial intelligence. In: 2012 IEEE international
symposium on hardware-oriented security and trust. IEEE, pp 59–62

32. Dattani J, Sheth H (2019) Overview of blockchain technology. Asian J Convergence in Technol
5(1):1–3



522 R. Verma et al.

33. Shankar TN, Sahoo G, Niranjan S (2012) Using the digital signature of a fingerprint by an
elliptic curve cryptosystem for enhanced authentication. Inf Secur JGlobal Perspect 21(5):243–
255

34. Ahmad I, Das AS (2005) Hardware implementation analysis of SHA-256 and SHA-512
algorithms on FPGAs. Comput Electr Eng 31(6):345–360



Integration of Back-Propagation Neural
Network to Classify of Cybercriminal
Entities in Blockchain

Rohit Saxena, Deepak Arora, and Vishal Nagar

Abstract Bitcoin is a decentralized, pseudonymous cryptocurrency that has become
one among the most demanded digital assets to date. Because of its uncontrolled
nature and users’ inherent anonymity, it has seen a significant surge in its use for
illegal operations. As a result, numerous systems for characterizing diversified enti-
ties across the Bitcoin network must be developed. In this work, we offer a way
for breaking Bitcoin anonymity using a revolutionary cascade machine learning
model that only utilizes a few features taken straight from Bitcoin blockchain data.
We gathered approximately 29 million samples from diverse sources and gener-
ated data for four different entities: exchanges, gambling, pools, and services. On
a dataset balanced using SMOTE and weight of the entities, the back-propagation
neural network (BPNN) model was trained and tested. Cross-validation accuracy
has been utilized to evaluate the model’s accuracy. On the dataset balanced using the
weight of the entities, the BPNN model classified the entities with 71.51%, while
with SMOTE, the accuracy of classification is 71.22%.

Keywords Bitcoin · Blockchain · Back propagation neural network

1 Introduction

Bitcoin was coined in 2008, and it has since risen to become the most successful
cryptographic money among multiple competitors, boosting the economy by the
huge sum of money within only a few years. Bitcoin is a type of cryptocurrency that
is made up of a series of computer codes that have a monetary value. All transactions
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and payments are completed over the Internet in this setting. Bitcoin differs from
traditional Internet transactions in that it is based on a peer-to-peer (P2P) network
that is not linked to a centralized third-party organization, such as an e-bank, a notary,
or any other traditional online financial service provider that supervises, monitors,
and approves electronic payment transactions. Instead, Bitcoin users have absolute
power over what theywant to dowith their ownmoney because theymay freely order
how and when to utilize digital money. Bitcoin has grown in popularity, attracting an
increasing number of customers who want to use it as a payment option in numerous
organizations. Bitcoin is frequently described as being “quick,” “convenient,” “tax-
free,” and “revolutionary.”

Bitcoin was, and still is, referred to as an anonymous currency in some contexts.
Although Bitcoin addresses, unlike traditional financial systems, has nothing to do
with any real-world identity at the protocol level, this fact does not guarantee great
anonymity. Bitcoin transactions are broadcast in cleartext over a peer-to-peer network
and then stored in a massively replicated shared database after being confirmed by
miners. A common technique to improve Bitcoin privacy is to use a different address
for each transaction.

Illegal laundering of money and financing terrorism have been linked to Bitcoin
and other cryptocurrencies [1, 2], as well as the online drug trade [3]. On the online
black marketplaces like Silk Road 3, Alpha Bay, and Valhalla, cryptocurrencies
have been linked to cybercriminal behaviors. Consumers can use Bitcoins to buy
cybercrime-as-a-service, hacking tools, malware, stolen credit card information, and
compromised login and password combinations, for example.

Bitcoin is frequently used to propagate ransomware around the world. WannaCry,
a ransomware attack that began in May 2017, spread fast around the world. In a few
hours, WannaCry labeled “the worst ransomware outbreak in history,” infected over
300,000 machines in 150 countries. This attack was extremely destructive since
it was a worm that looked for new computers and systems to infect, rather than
just a ransomware application. WannaCry encrypts all files on infected devices,
rendering them unreachable to the victim until the culprit is paid at least $300
in Bitcoin (s). The ransomware payments were received using three hardcoded
Bitcoin addresses/wallets. A total of 335 payments, totaling 51.91182371 Bitcoin
or US$144,010.54, has been sent into the three Bitcoin wallets as of June 20, 2017.

Such obstacles and challenges, unfortunately, still exist today. Due to its features,
particularly its pseudo-anonymity, Bitcoin has become the preferred payment system
for illicit activities. Bitcoin transactions are linked to public keys or addresses rather
than real-world identities, and the latter does not require any verified personal data
to create. While some enterprises openly provide their addresses when it is essen-
tial to delivering their services, others hide their spending habits by using privacy-
enhancing payment channels or mixing services. This is a regular occurrence in
entities associated with tor markets, ransom payments, frauds, and thievery.

The purpose of this study is to investigate if an uncovered cluster can be clas-
sified into one of the categories of exchange, gambling, hosted wallet, merchant
services, mining pool, mixing, ransomware, fraud, tor market, or others. This
study will increase the transparency of the ecosystem, encouraging businesses and
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consumers to utilize Bitcoin as a payment method and expand the economy without
resorting to criminal actions. This research works reviewed in this paper focus on
the classification of Bitcoin addresses based on their activity.

The remainder of the paper contributes as follows: Sect. 2 reviews the related
work, followed by a discussion of conceptual overview of the research in Sect. 3.
Section 4 gives an overview of the data preparation procedure; Sect. 5 suggests
the methodology adopted in the study. The results obtained are outlined in Sect. 6,
followed by the conclusion and future scope in Sect. 7.

2 Related Work

Several publications have attempted to disprove Bitcoin’s alleged pseudo-anonymity.
The first way of breaking down Bitcoin’s anonymity used network analytical tech-
niques over addresses mixed with open-source data from Wikileaks, demonstrating
that Bitcoin user addresses can be connected [4]. A subsequent technique required
direct interaction with the network by submitting transactions and clustering public
keys using co-spend algorithms, which led to the discovery of 1.9 million Bitcoin
addresses related to real entities or pseudo-identities [5].Using anopen-source frame-
work, the Bitcoin blockchain was processed; public keys were clustered; clusters
were tagged, and the network was shown. The systemwas able to identify an address
holding 111,114 BTC pertaining to a Silk Road cold wallet and precisely estimate
ransoms delivered to CryptoLocker using only an address provided by a victim on a
forum as a lead [6]. Another techniquewas to use statistical analysis to figure out how
its users behaved when sending, receiving, and keeping money. Unlike large portions
of transactions moving minimal quantities of coins and the specific subject of study,
countless numbers of transactions sending more than 50,000 BTC all at once, this
approach discovered that the vast majority of coins remain hidden in addresses that
haven’t been associated in outgoing transactions [7]. The k-means algorithm was
used to cluster a portion of the Bitcoin blockchain with the purpose of detecting
anomalous behavior, uncovering anomalous transactions, and detecting abnormal
behavior from some clients suspected of money laundering [8]. In [9], the authors
developed a method for correlating Bitcoin users’ pseudonyms behind NAT with
the public IP address of the host where the transaction is generated. The attack’s
goal was to use one octet of outbound connections to identify each client. Even if
they connect to the Bitcoin network via Tor, the approach outlined in [10] linked the
sessions of unreachable nodes. The authors do this by employing a novel method
that organizes block requests made by nodes in a Bitcoin session graph. The modi-
fied Bitcoin client is likewise vulnerable to this attack [10]. A transaction clustering
approach was presented and executed based on the analysis of propagation times
on four popular cryptocurrencies: Bitcoin, Zcash, Dash, and Monero [11]. Biryukov
and Tikhomirov [12] was the first to analyze the prevalence of cybercriminal entities
in the Bitcoin ecosystem. They trained unsupervised machine learning classifiers
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using the dataset provided by the data provider, which used three methods of clus-
tering Bitcoin transactions to categorize entities: co-spend, intelligence-based, and
behavior-based.Amulticlass classificationonBitcoin blockchain clusterswas carried
out with the objective of seeing if supervised machine learning algorithms could be
helpful to predict the category of an undiscovered cluster given a set of previously
recognized clusters as training data [13]. On the basis of transaction history summa-
rization, a multiclass service identification technique in Bitcoin was presented. For
improved identification, the suggested technique gets transaction history and anal-
yses the working of the retrieved transactions [14]. Transaction history summary for
Bitcoin addresses and entity classification was included as new features. To create
a model for machine learning classification for detecting abnormalities of Bitcoin
network addresses, the transaction history summarywas composed of basic statistics,
supplementary statistics, and transaction moments [15]. A cascade machine learning
model combinedwith a sufficient collection of input attributes directly extracted from
Bitcoin blockchain data was used to demonstrate a technique to challenge Bitcoin
anonymity through entity characterization [16].

3 Conceptual Overview

3.1 Cryptocurrencies

Cryptocurrency is conceivably the most secured form of digital money exchange,
as it is built on a decentralized network via the Internet and uses cryptography to
perform financial transactions. Although the conceptual theory behind the cryptocur-
rency technology was proposed in 1991 [17], it was only introduced to the world in
2009 as bitcoin [18]. Unlike traditional money exchange systems, bitcoin relies on
a dispersed network of nodes known as miners to keep track of transactions. Each
mining node maintains a list of transactions in blocks, each of which contains the
preceding block’s SHA 256 cryptographic hash. Because this process is persistent,
and transaction blocks are stored in all nodes, it is almost difficult to change it. Each
node checks all transaction history before committing any transaction to validate
that the amount to be sent is correct. Following validation, each transaction in a
block conducts repeated hashing procedures using the sender’s public key and the
preceding transaction’s hash value.

3.2 Anonymity

Anonymity is defined as a way of obtaining “freedom from identification, conceal-
ment, and lack of distinction” [19], and it can also be defined as a phenomenon
in which one can conceal one’s identity from others [20]. With the advent of the
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Internet and subsequent advancements in electronic commerce, communications,
and social media, as well as developments like Web 2.0, there is indeed a growing
discussion regarding anonymity, particularly in online environments. The proponents
of anonymity see online anonymity as an essential tool for preserving information
privacy by shielding personal data from untrustworthy platforms and parties [20].
Anonymity, on the other hand, is regularly exploited, creating a climate conducive
to hate speech and libelous remarks by those who act irresponsibly with impunity
[20, 21]. Communications over the Internet can be formed with a high degree of
certainty, hiding the identity of the communication’s source, thanks to the develop-
ment of public-key cryptography and software agents in the 1990s, such as anony-
mous remailer servers [22]. These techniques cleared the ground for the formation
of pseudonymous entities in Internet communication, which can send and receive
messages while keeping the originator’s identity hidden. Pseudonymity varies from
anonymity in that anonymity demands the complete elimination of all identification
information, whereas pseudonymity allows for the construction and maintenance
of a pseudo/alternate identity, allowing for partial concealing of the true identity
information [19, 23].

3.3 Entity Categorization

One of the most active kinds of enterprises is the exchange, which is a global digital
marketplace, wherein traders can trade cryptocurrencies using different fiat (money
made legal tender by a government edict) or other digital currencies. As stated in
[24], exchanges serve as the “front and exit doors” to the bitcoin realm and are
perfect for concealing unlawful activities. The darknet market is another option.
These are online marketplaces where users can buy narcotics, ammunition, and other
commodities and services that are prohibited in most nations. These crypto-markets
promote legal and illegal transactions among their customers by using electronic
currencies [25]. Furthermore, as described in [26], so-called mixers are services
that allow users to obfuscate processes. Mixed transactions, on the other hand, boost
user privacy and can be used to launder unlawful payments. A few more categories
are listed in [12] which are gambling, an entity that provides Bitcoin-accepting
gambling services, such as Lucky Games and Nitrogen Sports. In exchange for
a reward proportional to their contribution to a block’s solution, mining pools are
madeupof distributedminers that pool their processing power over amining network.
AntPool and BTC Top are two examples.
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4 Data Preparation

The dataset for this study was gathered from the Blockchair and WalletExplorer
repositories. Samples for three months were chosen for the study, namely December
2020, November 2020, and January 2021.

4.1 Raw Dataset

Blockchair is a blockchain explorer which has the dumps for the cryptocurren-
cies such as Bitcoin, Ethereum, Bitcoin Cash, Dogecoin, Litecoin, Bitcoin-SV, and
ZCash. The transaction dataset collected from the Blockchair comprises of block_id,
hash, time, size, weight, version, lock_time, is_coinbase, has_witness, input_count,
output_count, input_total, output_total, input_total_usd, output_total_usd, fee,
fee_used, fee_per_kb, fee_per_kb_usd, fee_kb_kwu fee_per_kwu_usd, cdd_total.
WalletExplorer is a bitcoin explorer with address grouping and wallet labeling.
The transaction dataset collected from this repository contains date, received from,
received amount, sent amount, sent to, balance, and transaction.

4.2 Data Preprocessing

When considered separately, the features in both the dataset were insufficient for both
training and testing. Tomake the best use of the collected dataset, the features of both
datasets were merged on the basis of transaction hash. After merging, 29,228,184
feature-rich samples were obtained. Out of 29,228,184 samples, 427,625 samples
were be labeled. The available labeled entities were exchange, gambling, mining
pool, mixing services.

4.3 Data Cleaning

The labeled dataset thus obtained was cleaned by performing the following tasks:

a .Handling null and infinite values: Deep learning models do not handle the null
and infinite values; therefore, such samples were dropped.

b .Encoding string values to integer: Using the encoder library of scikit-learn,
string valueswere encoded to an integer tomake themadaptable for deep learning
models.
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4.4 Selection of Features

The transaction hash is generated randomly corresponding to the transaction
performed by the Bitcoin users. Because of this random nature, they were dropped.
Moreover, few features such as block_id were of low co-relation and were not partic-
ipating in the training and testing of a classification model. Hence, they were also
removed. The features which got selected are as follows: label, size, weight, version,
lock_time, is_coinbase, has_witness, input_count, output_count, inout_total_usd,
output_total_usd, fee_usd, fee_per_kb_usd, fee_per_kwu_usd, cdd_total, rec/sent,
amount. At this step, the dataset is now ready for training and testing.

5 Methodology

To classify and predict the accuracy of the classification, the dataset obtained was
trained and tested over the back-propagation neural network (BPNN) and evaluated
on cross-validation (CV) accuracy.

5.1 Balancing of Classes/Entities

In the dataset of 427,625 samples, the entity exchanged had the majority of samples
335,847, i.e., 78.53%, while the entity gambling had merely 2254 samples which
were 0.53% of the total samples. This led to the issue of class imbalance. To handle
this issue, SMOTE [27] and the weight of the entities are employed. SMOTE stands
for syntheticminority oversampling techniquewhich produces synthetic samples for
theminority classes so that the utilization of imbalanced classes can be enhanced. The
other technique, i.e., the weight of the entities oversamples the minority classes and
under-samples majority classes so that there’s a uniform distribution of samples of
all four entities. The weight of an entity was calculated using the following formulae:

wi = n/(k ∗ ni )

where.

wi the weight of the entity i,
n number of dataset samples,
k number of dataset entities,
ni number of dataset samples of entity i

With this approach, samples of mining pool, gambling, and mixing services were
oversampled while that of exchange was under-sampled.
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5.2 Training and Testing of Model

In this study, the back-propagation neural network (BPNN) was validated using
the SMOTE and weight of entities techniques on balanced dataset samples. The
y-axis had the labels (exchange, pool, services, and gaming), whereas the X-axis
contains the remaining attributes. Samples from the training and testing datasets are
distributed 60% and 40%, respectively. Both approaches were trained and tested
using the TensorFlow libraries on Google’s colaboratory.

6 Result

The BPNNwas trained and tested to classify the entities and predict the CV accuracy.
Themodelwas trained for the dataset samples prepared using SMOTE and theweight
of the entities. The classification of entities is shown in Fig. 1, while the results
obtained on training and testing of the model are as shown in Table 1.

From Table 1, it is evident that the class balancing carried out using the weight
of the entities is giving a slightly better prediction than SMOTE strategy with the
exception that the number of samples trained using SMOTE is more than that of the
weight of the entities.

Fig. 1 Classification of
entities

Table 1 Comparison of
approaches based on CV
accuracy

Class balancing strategies CV accuracy (%)

SMOTE 71.22

Weight of entities 71.51
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7 Conclusion and Future Work

Back propagation neural networks were trained on dataset samples of Bitcoin trans-
actions obtained from the Blockchair and WalletExplorer repositories for this study.
The transaction hash was then used to merge it. The issue of class imbalance was
overcome by carrying out necessary oversampling using SMOTE and oversampling
and under-sampling as required using the weight of the entities. The model was
evaluated for both the approaches of class balancing on the basis of cross-validation
accuracy. The strategy of the weight of the entities seems to be more accurate in
comparison to SMOTE.

The accuracy of the model can be enhanced by developing a hybrid approach
employing the heuristics on the existing model. Moreover, the availability of cluster
is also the limitation of the research; therefore, available datasets can be clustered
that can widen the scope of the research.

References

1. Irwin ASM, Milad G (2016) The use of crypto-currencies in funding violent jihad. J Money
Laundering Control 19(4):407–425. https://doi.org/10.1108/JMLC-01-2016-0003

2. Pflaum I, Hateley E (2014) A bit of a problem: national and extraterritorial regulation of virtual
currency in the age of financial disintermediation. Georgetown J Int Law 45(4):1169–1215

3. Martin J (2014) Lost on the silk road: online drug distribution and the ‘cryptomarket.’ Criminol
Crim Just 14(3):351–367. https://doi.org/10.1177/1748895813505234

4. Reid F, Harrigan M (2013) An analysis of anonymity in the bitcoin system. In: Altshuler Y,
Elovici Y, Cremers A, Aharony N, Pentland A (eds) Security and privacy in social networks.
Springer, New York. https://doi.org/10.1007/978-1-4614-4139-7_10

5. Meiklejohn S, Pomarole M, Jordan G, Levchenko K, McCoy D, Voelker GM, Savage S (2016)
A fistful of bitcoins: characterizing payments among men with no names. Commun. ACM 59,
4 (April 2016):86–93. https://doi.org/10.1145/2896384

6. Spagnuolo M, Maggi F, Zanero S (2014) BitIodine: extracting intelligence from the bitcoin
network. In: Christin N, Safavi-Naini R (eds) Financial cryptography and data security. FC
2014. Lecture Notes in Computer Science, vol 8437. Springer, Berlin, Heidelberg. https://doi.
org/10.1007/978-3-662-45472-5_29

7. Ron D, Shamir A (2013) Quantitative analysis of the full bitcoin transaction graph. In: Sadeghi
AR (ed) Financial cryptography and data security. FC 2013. Lecture Notes in Computer
Science, vol 7859. Springer, Berlin, Heidelberg. https://doi.org/10.1007/978-3-642-39884-1_2

8. Hirshman J, Huang Y, Macke S (2013) Unsupervised approaches to detecting anomalous
behavior in the bitcoin transaction network, 3rd ed. Technical report, Stanford University

9. Biryukov A, Khovratovich D, Pustogarov I (2014) Deanonymisation of clients in bitcoin P2P
network. In: Proceedings of the 2014 ACM SIGSAC conference on computer and communi-
cations security (CCS ‘14). Association for Computing Machinery, New York, 15–29. https://
doi.org/10.1145/2660267.2660379

10. Mastan ID, Paul S (2017) A new approach to deanonymization of unreachable bitcoin nodes.
In: International conference on cryptology and network security. Springer, Cham, pp 277–298

11. Biryukov A, Tikhomirov S (2019) Deanonymization and linkability of cryptocurrency trans-
actions based on network analysis. 2019 IEEE European symposium on security and privacy
(EuroS&P), pp 172–184. https://doi.org/10.1109/EuroSP.2019.00022

https://doi.org/10.1108/JMLC-01-2016-0003
https://doi.org/10.1177/1748895813505234
https://doi.org/10.1007/978-1-4614-4139-7_10
https://doi.org/10.1145/2896384
https://doi.org/10.1007/978-3-662-45472-5_29
https://doi.org/10.1007/978-3-642-39884-1_2
https://doi.org/10.1145/2660267.2660379
https://doi.org/10.1109/EuroSP.2019.00022
https://doi.org/10.1109/BigData.2017.8258365
https://doi.org/10.24251/hicss.2018.443


532 R. Saxena et al.

12. Sun Yin H, Vatrapu R (2017) A first estimation of the proportion of cybercriminal entities in the
bitcoin ecosystem using supervised machine learning. In: 2017 IEEE international conference
on big data (Big Data), pp 3690–3699. https://doi.org/10.1109/BigData.2017.8258365

13. Harlev MA, Sun Yin H, Langenheldt KC, Mukkamala R, Vatrapu R (2018) Breaking bad:
de-anonymizing entity types on the bitcoin blockchain using supervised machine learning.
In: Proceedings of the 51st Hawaii international conference on system sciences. Hawaii
international conference on system sciences. https://doi.org/10.24251/hicss.2018.443

14. Toyoda K, Ohtsuki T, Mathiopoulos PT (2018) Multi-class bitcoin-enabled service identifica-
tion based on transaction history summarization. In: 2018 IEEE international conference on
internet of things (iThings) and IEEE green computing and communications (GreenCom) and
IEEE cyber, physical and social computing (CPSCom) and IEEE smart data (SmartData), pp
1153–1160. https://doi.org/10.1109/Cybermatics_2018.2018.00208.

15. Lin YJ, Wu PW, Hsu CH, Tu IP, Liao SW (2019) An evaluation of bitcoin address classifica-
tion based on transaction history summarization. In: 2019 IEEE international conference on
blockchain and cryptocurrency (ICBC). IEEE, pp 302–310

16. Zola F, Eguimendia M, Bruse JL, Urrutia RO (2019) Cascading machine learning to attack
bitcoin anonymity. In: 2019 IEEE international conference on blockchain (Blockchain). IEEE,
pp 10–17

17. Haber S, Stornetta WS (1991) How to time-stamp a digital document. J Cryptol 3:99–111.
https://doi.org/10.1007/BF0019679199111

18. Nakamoto S (2008) Bitcoin: a peer-to-peer electronic cash system. Decentralized Bus Rev
21260.

19. Scott SV, Orlikowski WJ (2014) Entanglements in practice: performing anonymity through
social media. MIS Q 38(3):873–893

20. Brazier F, Oskamp A, Prins C et al (2004) Anonymity and software agents: an interdisciplinary
challenge. Artif Intell Law 12:137–157. https://doi.org/10.1007/s10506-004-6488-5

21. Levmore S (2010) The internet’s anonymity problem. In: Lemore S, Nussbaum M (eds) The
offensive internet: speech, privacy, and reputation. Harvard University Press, Cambridge

22. Michael FA (1995) Anonymity and its enmities (1995) 1 J Online Law art. 4. Available at
SRN: https://ssrn.com/abstract=2715621

23. Michael Froomkin A (1999) legal issues in anonymity and pseudonymity. Inf Soc 15(2):113–
127. https://doi.org/10.1080/019722499128574

24. Moore T, Christin N (2013) Beware the middleman: empirical analysis of bitcoin-exchange
risk. In: Sadeghi AR (ed) Financial cryptography and data security. FC 2013. Lecture Notes in
Computer Science, vol 7859. Springer, Berlin, Heidelberg. https://doi.org/10.1007/978-3-642-
39884-1_3

25. Christin N (2013) Traveling the silk road: a measurement analysis of a large anonymous online
marketplace. In: Proceedings of the 22nd international conference onWorldWideWeb (WWW
‘13). Association for computing machinery, New York, 213–224. https://doi.org/10.1145/248
8388.2488408

26. Moser M (2013) Anonymity of bitcoin transactions
27. Chawla NV, Bowyer KW, Hall LO, Kegelmeyer WP (2002) SMOTE: synthetic minority over-

sampling technique. J Artif Intell Res 16:321–357

https://doi.org/10.1109/Cybermatics_2018.2018.00208
https://doi.org/10.1007/BF0019679199111
https://doi.org/10.1007/s10506-004-6488-5
https://ssrn.com/abstract%3D2715621
https://doi.org/10.1080/019722499128574
https://doi.org/10.1007/978-3-642-39884-1_3
https://doi.org/10.1145/2488388.2488408


On the Development of Planar Antenna
for Wireless Communication Systems

Sushil Kakkar and Shweta Rani

Abstract The work in this paper provides the detailed concept behind the develop-
ment of rectangular shape planar antenna. Special emphasis is placed on the dimen-
sional parameters, which provide greater impact on the radiation and resonant perfor-
mance of the antenna. The low priced and easily available FR4 substrate is used to
construct the antenna. The dimensions and position of the patch are obtained using
numerous simulations. The planar antenna exhibits 52.62% wider bandwidth and
reflection coefficient of −44.61 dB at 2.11 GHz.

Keywords Bandwidth · Planar antenna · Reflection coefficient

1 Introduction

Among the earliest inventions of tremendous significance to antenna, design engi-
neeringwas the invention of planar antennas [1–3]. This inventionmade it possible for
antenna engineers to develop the vast variety of planar antennas with different shapes
and sizes. So far in literature, planar antennas have been designed of numerous wire-
less applications like medical military and commercial [4, 5]. Early versions of these
antennas were relatively simple and studied for several years. However, introduc-
tion of complex structure such as inverted F antennas, fractal antennas, and antenna
with non-Euclidian geometries provides extra degree of freedom in design process
[6, 7]. These antennas have limitations of complex designs, comparatively difficult
to fabricate and tuning of dimensional parameters require complex computational
methods [8–10]. No doubt simple shapes and structures of planar antennas are miles
left behind but still there is a wide scope present to analyze them for further improve-
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ment in the system performance. In this light, a sincere and efficient effort has been
made to analyze and design small size planar antenna for wireless communication
application.

2 Antenna Design

During the past two decades, there have been tremendous advances in planar antenna
designs. The development of such antennas stems from the hard research work of
antenna design engineers. In presented work, antenna is designed using low priced
FR4 substrate which is very reliable and easily available. The electrical permittivity
of the substrate is 4.4 and height of the antenna is 1.57 mm. The novelty of the
proposed work lies in the design of small strip like radiator that has been critically
analyzed in conjunction with the comparatively large fixed size ground plane to
achieve better resonating parameters. The resonating properties of the antenna are
severely depended on its dimensional behavior. Tuning for the required frequency is
obtained by varying the dimensions of the antenna, which simultaneously tunes the
frequency and impedance matching. Construction of proposed antenna is inspired
from rectangular geometry. The length L and width W of the rectangular plane
antennas have been optimized using large number of simulations. The dimensions of
the ground plane are 47× 33mm. The geometry of the proposed antenna is presented
in Fig. 1.

3 Results and Discussion

The simulations of the antenna have been performed on the efficient electromag-
netic simulator IE3D. The obtained simulated results show that the proposed antenna
possesses wider bandwidth of 52.62% ranging from 1.909 to 3.323 GHz at 2.11 GHz
resonating frequency. Proper placement of feed and optimized location of the radi-
ator on the plane of ground is responsible for the good impedance matching and −
44.61 dB reflection coefficient at 2.11 GHz resonating frequency. The s-parameters
of the presented antenna are depicted in Fig. 2

3.1 Effect of Location of Patch

In order to finalize the location of the patch on the ground plane, a critical analysis
has been carried out by varying the position of the patch. The achieved result from
this analysis is detailed in Fig. 3. It may see that the presented patch when placed
closer to the either left or right sides of the plane of ground possess exactly similar
resonating properties and perform better than the situation in which the patch is
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Fig. 1 Geometry of the
proposed antenna, a patch
(p3) close to the left side
edge of the ground plane, b
patch (p2) element at the
center of the ground plane, c
patch (p1) close to the right
side of the ground plane

placed at the center of the ground plane. The detailed resonating parameters of the
proposed antenna with different patch locations are given in Table 1.

3.2 Effect of Variation in Patch Length

Figure 4 gives the graphical comparison of the rectangular planar antenna by varying
the patch length. It is very much clear that the patch length of 25 mm outperformed
the antennas with other patch lengths.
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Fig. 2 S-parameters of the
presented rectangular planar
antenna

Fig. 3 S-parameters of the
planar antenna with varying
position

3.3 Effect of Variation in Patch Width

The resonant ability of the proposed antenna is also analyzed by varying the width
of the planar radiating element. The effect of the varying patch width is depicted in
Fig. 5. It is noticed that the planar antenna is exhibits better resonating properties at
patchwidth of 6mm in comparison to the other patchwidths taken in to consideration
here for comparison purpose.



On the Development of Planar Antenna for Wireless Communication Systems 537

Table 1 Resonating parameters of proposed antenna with different patch location

Antenna patch Primary
resonating
frequency
(GHz)

Reflection
coefficient (dB)

Input
impedance
(ohms)

VSWR Bandwidth (%)

Patch closer to
left edge of
ground plane
(p1)

2.061 −24.85 44.70 +
j1.116

1.121 59.27

Patch at the
center of ground
plane (p2)

1.859 −17.04 62.54 +
j9.749

1.327 13.44

Patch closer to
right edge of
ground plane
(p3)

2.061 −24.85 44.70 +
j1.116

1.121 59.27

Fig. 4 S-parameters of the presented rectangular planar antenna with varying patch length

3.4 Radiation Patterns

It is here worth mentioning that the antenna radiates efficiently within its wider
bandwidth range and more specifically at resonant frequency of 2.11 GHz. The
radiation patterns in both principle planes are shown in Fig. 6. The obtained radiation
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Fig. 5 S-parameters of the presented rectangular planar antenna with varying patch width

Fig. 6 Radiation patterns of the presented rectangular planar antenna at 2.11 GHz. a E-plane, b
H-plane

patterns reveal that the planar antenna exhibits omni-directional pattern in azimuth
plane and directional pattern in elevation plane.
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Fig. 7 Gain of the presented rectangular planar antenna

3.5 Gain

Figure 7 depicted the gain versus frequency graphical representation of the proposed
antenna. The antenna possesses gain of 2.61 dB at 2.11 GHz resonant frequency. It
may also be observed that antenna exhibits almost flat gain which is above than 2
dBi over the whole frequency band of operation (1.901–3.323 GHz).

3.6 Current Distribution

The current distribution characteristics of the presented planar antenna with different
patch locations are given in Fig. 8. It is quite clear from the figures that the antenna
depicts higher current density at the edges of the antenna.

4 Conclusion

This paper provides an extensive study about the rectangular planar antenna etched
on a broader fixed ground plane. The effect of variation in the position of the patch on
ground plane and effect of variation in the length and width of the patch is critically
examined and validated. The antenna possesses wider bandwidth of 52.62% and
significant reflection coefficient of −44.61 dB at 2.11 GHz. These results confirm
the suitability of proposed antenna for wireless communication applications. The
analysis of the ground plane by implementing defects can be taken as the future
scope of this study.
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Fig. 8 Current distribution of the presented rectangular planar antenna, a patch (p3) close to the
left side edge of the ground plane, b patch (p2) element at the center of the ground plane, c patch
(p1) close to the right side of the ground plane
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Energy Efficient Clustering and Optimal
Multipath Routing Using Hybrid
Metaheuristic Protocol in Wireless
Sensor Network

Binaya Kumar Patra, Sarojananda Mishra, and Sanjay Kumar Patra

Abstract Energy Efficiency now a day’s becomes a main issues in Wireless sensor
Network. Hierarchical Clustering with multipath routing protocol technique is the
important to improve packet over head, network lifetime, QOS, and power consump-
tion. There are many such methodssuggested to Improve the Energy efficiency of
whole WSN region. Out of these protocols the ad-hoc On demand Distance Vector
(AODV) routing protocol is very suitable, as it has more scalable and less overhead.
ThisAODVprotocol has twooperations tofindandmaintain routes i.e. Path discovery
and path maintenance. By doing the Clustering approach the data packet is shared
among members of different clusters by the help of Cluster Head, which ultimately
saves energy. Hence Hierarchical clustering algorithm is used in this approach along
with Hybrid Genetic Algorithm (GA)with Particle SwarmOptimization (PSO) algo-
rithm.The GA and PSO algorithm creates a hierarchy of cluster heads. The energy
saving scheme increases with number of level increase in the Cluster presents in
WSN. Therefore Hierarchical Clustering with Hybrid GA and PSO (HC-HGAPSO)
methodology performed better Throughput, Network lifetime, and Residual Energy.

Keywords WSN · Clustering · AODV · GA · PSO · Energy efficient

1 Introduction

Wireless Sensor Network consists of sensor nodes having small in size with low-
priced and limited supply of power embedded device. Through sensing and moni-
toring the physical environment, sensor node aggregates the data. Usually node
forwards the collected data to the base station by the help of nearest neighbor node
in a multi-hop fashion. Due to limited energy supply, the WSN frequently needs a
energy efficient routing technique for data transmissions. A reliable path from source
to base station is required for efficient transmissionwhich helps in reduce retransmis-
sion, decrease congestion, and energy consumption. To survive for long-term sensing
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over a large wide area, sensor node should preserve energy because of limited battery
life. Substitution of sensor battery is impossible as they are deployed in remote and
harsh condition. For that it is very prime important to give priority for low energy
consumption so that the network lifetime will increase and the network will become
energy efficient.

In the cluster-basedWSN, many researchers focus on energy efficient and routing
protocol. In this approach the energy efficient protocol is adopted with strategy like
hierarchical clustering, data aggregation, and multipath routing to optimize network
lifetime.Here node energy level and distance between neighbor nodes are key consid-
eration. One of the approaches for optimization is application of bio-inspired algo-
rithm. In this work two bio-inspired hybridized algorithm i.e. Genetic algorithm and
Particle swarm optimization is used.

The proposed protocol brings the following input:

1. Hierarchical clustering is applied to improve the transmission distance. Thus
improve delay performance.

2. Cluster head (CH) selection method is used to increase the quality of load
balancing in different networks types. Latency reduces by using simultaneous
operating cluster.

3. Implement an intelligent hybrid bio-inspired routing (GA &PSO) methods to
obtain globally optimal chain of shortest distance for transmission of data.

2 Related Work

Ramluckun and Basoo [1] Proposed a energy efficient model by using Ant Colony
optimization and cluster chain-based routing. In that clustering method is integrated
with PEGASIS with ACO to decrease redundancy in data, distance between nodes,
transmission delay in long chain link. With the packet lost more the transmission is
stopped. Hence during fault, appropriate methods for relaying information should
be addressed further.

Wang et al. [2] have introduced a PSO-based clustering approach with mobile
sink for WSN. Cluster Head is evaluated by considering nodes remaining energy
and position of the node. The main drawback is that, selection of nodes residual
energy and position of nearest neighbor node should be achieved again by using
routing protocol.

Barekatain et al. [3] have proposed an energy aware routing technique by using
K-mean and genetic Algorithm (GA). The optimal number of CH is selected by
implementing improved GA method. K-mean balances the energy distribution and
enhances network life time in WSN. Hierachical clustering using K-mean with GA
should be used in large-scale WSN and nodes with the BS location in additional.

Gupta et al. [4] proposed genetic algorithm (GA)-based multipath routing having
energy efficiency in WSN. In this work, All nodes shared the BS in the network and
use a routing fitness function with several parameters used for multipath routing.
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Heinzelman et al. [5] have proposed Hirarchical Routing protocol that involves
cluster-based structure of the sensor nodes. A node from a cluster selected as cluster
head (CH).The CH does the data fusion and aggregation. LEACH is first clustering
routing protocol used in WSN. In this protocol a set of randomly selected sensor
node considered as CH and the CH task is to maintain consistent energy load among
the sensor. LEACH protocol has two phases: The setup and steady state phases. The
set up phase is used for cluster construction and cluster head selection. In Steady
state phase CH aggregates the information from different nodes. Then the cluster
head transmits gathered data to the BS by one hop communication. Various types of
LEACH protocol are suggested to overcome some loopholes such as LEACH-C [6],
MR-LEACH [7], and HEED [8].

Shankar et al. [9] used a hybrid approach of PSO and HSO for selection of energy
efficient CH. Elshrkawey et al. [10] described the various issues in LEACH protocol
in his research like inappropriate choice of cluster head, node sends its data in their
slot and a improved TDMA is used.

In [11] A two tier PSO protocol is introduced using PSO clustering and routing
problems are addressed. In this method encoding technique of particle and fitness
value is used for evaluation of optimal best path solution from CH to BS. This tech-
nique increases energy efficiency, good cluster quality, and best network coverage.
In [12] authors address two issues in clustering and routing by using PSO. Multiob-
jective fitness function with PSO is used in routing purpose. The network life time,
packet delivery ratio, energy used, and dead node detection approach improves by
using linear /non-linear math mathematical formulation.

Gao et al. [13] presented PSO-based clustering routing to reduce the energy used
for theWSN.The higher residual energy node is considered asCH in clustering.After
PSO clustering, the data transmission process was initialized between the nodes to
the CH and CH to the BS. The data gathering, aggregation, and allocation of CHwas
required an extra energy.

In [14], GA is used to optimize neighbor node distance for less energy consump-
tion. Here distance between sensor nodes to the CH and CH to the BS is regarded
as objective function. The node having residual energy maximum is considered as
CH and helps to minimize the transmission distance between CH and BS. The GA
reduces the route distance and hence enhances network lifetime [15]. An improved
form of GA is introduced by removing invalid node, hence increases the perfor-
mance of the system. Hierarchical clustering with bio-inspired hybrid optimization
is designed by various clustering algorithm approach [16–18]. The clustering with
cluster head selection plays key parameter to decide the optimization techniques. The
performance of GA and PSO hybridized with other bio-inspired approach resulting
very good improvement performance as compare to other traditional and some other
hybride approach.



546 B. K. Patra et al.

3 Energy Model

In this research, “n” no of nodes are deployed randomly in a (m× n)WSNarea. In this
deployment nodes are static including the sink. Sensor node energy is used for data
acquirement, data processing, and packet transmission. The energy consumption
in packet transmission is more important as compare to data processing process.
Each node is assigned with a unique ID number. Nodes sense the coverage area
and communicate with the sink. During packet transmission each node losses some
amount of energy and it depends on the distance from sink to node.

In a WSN, at the time of sending and receiving a node losses energy i.e. based
on two channel transmission model. It is called free space (d2 power loss) for direct
transmission or one hop. Formultipath fading (d4 power loss) for packet transmission
via multi-hop. The energy consumption model can be defined as below:

EnTrx(k, d) = kEn(elec) + kCfres d
2, d < d0

kEn(elec) + kCmp d
4, d ≥ d0

where, EnTrx(k, d) electrical energy for transmissions of a k-bit of message over a

route Distance d, k is the size of the data packets in bits,
Єfres

is the free space energy

loss,
Єmp

is the multipath energy loss, and En(elec) is the energy per bit for packet

transmission. Both the two
Єfres

and
Єmp

are required in the communication intensi-

fier to send a k-bit data over d2 and d4 for free space and multipath transmission.

Threshold distance is d0 which controls the state between
Єfres

and
Єmp

The equation

for computing d0 is as follows:

d0 = Cfres

Cmp

The distance between transmitting and receiving end is greater than the distance
d0. Otherwise, this free space technique is used to evaluate energy dissipation.

3.1 Cluster Head (CH) Selection

In this approach, Hierarchical clustering is used. Energy aware threshold function
is used for formation of cluster Head (CH). The node which contains more energy
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will have more probability to become cluster head. If random value is smaller than
the Threshold value (T h(i)), then it is selected as CH. T h(i) and this is calculated as
defined below:

Th(i) = Popth
1− Popth

(
r. mod

(
1/Popth

))

× Ei (r)

Eavg(r)
for each nodes if Ei (r) > 0

Here, r is the present round in theWSN lifetime,Ei (r) is the initial energy at node
i, and Eavg(r) is the remaining energy. The calculation of Eavg(r) is as follows:

Eavg = �Ei(r)

n
For each node i.

n = Total No of sensor nodes in the network.

4 Proposed HC-HGAPSO Algorithm

PSO algorithm [19] is the societal actions of birds in flocks. The Birds, here it is
regarded as particle of a cluster communicate themselves to increase the possibility
of acquiring the best position in the flock [20]. Each particle must possess best fitness
value in the search space and find the local best position. The best fitness called as
global best position obtained so far of the flock [21]. Few drawback of PSO is that
slow and less accuracy of convergence rate, which falls in to local minima. GA is
a global search algorithm developed by John Holland [22]. The GA includes GA
operators, selection, mutation, and cross over to get best solution until end of the
condition is touched. Mutation operator in GA [23] is to exclude trapping at local
minima but it slows down the convergence.

In this model, a hybrid method of GA-PSO is designed for better solution. The
proposed approach improves the convergence accuracy and increases global conver-
gence. Exploitatation and Exploration are two important characteristics in any bio-
inspired approach. The suggested approach is a hybrid optimization, having a fusion
of the perception of velocity and updating of position in the system of PSO. This
also includes the conception of selection, mutation, and crossover of GA.

The GA model is very suitable for simulation of the natural types selection. This
computaional model is biological evolution like process. This algorithms initiate a
population of some possible solutions to problems. It is a assemble of a number of
ancoded gene. This genes are considered as the basic entity of a chromosomes. The
GA algorithms obey the rules of survival for the fittest. After the generation of initial
population, The GA operator goes through the phase of crossover and mutation to
generate next generation population set. Basically the newgeneration ismore suitable
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than the previous on and ismore fittest for solution. It is expressed through the fittness
function. It is used as the optimal solution of any problem.

In a WSN,the multipath routing process can be regarded as genetic process. The
fact like energy efficiency and fault tolerance of each sensor node are taken to consid-
eration at the time of evaluation of optimal path. For this crossover and mutation
operators are used.

4.1 Genetic Algorithm Techniques Used in AODV for Local
Optimal Path Selection

GA technique is a efficient to find path optimality WSN. In this work, the basic rule
of Genetic Algorithm is included. The main idea of use of GA is to find a shortest
path. This method consumes less energy and enhances the network lifetime.

GA Rules Used

• Source to destination route considered as individual population.
• Neighbor node connecting node treated as child
• The route distance from source to destination considered as a chromosome.
• A string of adjoining nodes regarded as gene.
• All the potential route from source to the destination considered as chromosome

structure.

4.1.1 Algorithm for AODV_GA

Step-1 Assume Total no of nodes is N, as Initial Population in a WSN.
Step-2 Initialization of all nodes.
Step-3 Basing on the Fitness function, select the neighbor node.

Fitness function calculation is in Eq. (1)

FFT = FFR + FFD (1)

where

FFT Individual node Fitness function.
FFR Individual node Fitness function based on Residual energy.
FFD N nodes Fitness function based on distance.

F_D =
DN,N

DT

DN, N Euclidean distance between two neighbor node.
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DTotal Source to destination Distance.
Step-4 Fromsource to destinationAll possible set of paths are created byCrossover

and Mutation operators.
Step-5 Apply FF to GA until a complete path to find. It stops when the entire node

runs out of Battery.
Step-6 The set of all path having best P value (shortest distance) is picked out and

selected as initial solution for PSO.
Step-7 Now the PSO comes to action for further minimization of path cost.

4.2 Particle Swarm Optimization (PSO) Algorithm
Techniques for Global Best Path Selection

The PSO algorithm generally used for optimization where problem is non-linear and
continuous. The PSO algorithm based on population improves better solution for
such types of issues. To find the global optimality of a distance functions defined in
a given space. The PSO contains a swarm of a predefined size of the particles.

Each particle is responsible for storing information i.e. used for getting the opti-
mality route solution from the present best particles.ng patterns of candidate, which
is generated randomly. The GA and PSO hybridization, where “N” is a discriminate
pattern of particles. All the patterns are covered in all the dimension. Here basing
on the generation of order each patterns takes after to one grid. The particle “N”
agents are formed and extend to the search-space. Every particles agent evaluates
the Objective function and stored. Current optimum particles fitness value i.e. Pbest.
Among total populations results, the best value is measured as the global best i.e.
Gbest. In this work minimum route cost is considered as fitness function. Changes
in velocity of each particle are done by the PSO. PSO manages the information of
results i.e. global best value, objective value, and termination value.

1. Each CHs should considered as particles having two characteristics, velocity
and position of the particle.

2. Initiation of the approach starts on random distribution. Each random solution
is carried out by population size.

3. The minimum path distance is accepted as fitness function and the fitness value
will be calculated by taking the fitness function. Euclidean distance is used to
find the neighbor nodes distance and will be evaluated as:

D =
√

(x2 − x1)
2 + (y2 − y1)

2

Here, (x1, y1) and (x2, y2) are node1 and node 2 position value. Each solutions
fitness value is calculated by the aggregated distance cost. Hence the Gbest is finding
out by considering the least aggregated distance in each result.

4. Creation of new particles: new particles produce from the old one in the random
manner from old solution is considered as the creation of a new one.
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4.1 Current velocity calculation: the rate of change in the particles positions
considered as current velocity. new velocity equation can be defined as:

Vcurrent = W × Vold +W1 × ( Local Pbest−Current Pbest)

+W2 +W2(Gbest−Current Pbest)

4.2 The particles new position is evaluated as follows:

Pcurrent = Pold + Vcurrent

Now the new particle (V current and Pcurrent) comes.

5. The Pcurrent fitness value is evaluated by using the path distance.
6. The comparison ofOld andCurrent particles Fitness value results in the selection

of best one for next processing of iteration.

If FV current > FV old.
Then assign old (FV) as current (FV);
else.
Old one acts as current particle for next iteration.
Iteration Terminate.

7. Heighest fitness value of a particle in the each iteration is considered as Pbest.
8. From Each Pbest, the particle with heighest fitness value is regarded as a Gbest

solution. Finally, Gbest particle is selected for inter cluster data transmission path
(Fig. 1).

Network Establishment

Clustering

Cluster Head Selection

Meta-Heuristic Protocol 

Optimal Path Finding.

An Energy Efficient AODV-GA optimized 
Routing Protocol.

Reactive Protocol AODV

Global Optimization

Swarm Intelligence PSOComparison of result with existing 
routing protocol.

Fig. 1 Flow chart of proposed methodology
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5 Experimental Performance Evaluation and Results
Discussion

In this implementation work, the simulation tool used is MATLAB for the perfor-
mance of the planned protocol. The parameter used in simulation is provided in Table
1. In this simulation nodes have been distributed arbitrarily in 100 × 100 m2 Area.

5.1 Throughput

Figure 2 shows the networkThroughput evaluation ofHC-HGAPSOwithAODV-GA
and AODV-PSO. Throughput represents the no of packets that successfully received
by the sink. From the figure, it is clear that the Throughput of the proposed work
shows significant improvement as compare to other two. With the increase in the no
of rounds there is remarkably more changes in the Throughput than existing energy
efficient protocols.

5.2 Residual Energy

Figure 3 shows the performance results of Residual energy. Residual energy is the
timewhen the last node die in theWSN. This represents the results graph of proposed
protocol to other energy efficient protocol. TheResidual energy of this HC-HGAPSO
approach shows steady and maximized against the other two.

Table 1 Simulation
parameters

Parameter Value

Clustering approach Hierarchical

Routing method AODV

Simulation tool MATLAB

Node coverage area (x, y) in meter 100, 100 m

Base station (x, y) in meter 50, 150 m

Sensor nodes (n) 100 Nos

Initial energy in Joules 0.1

Probability 0.1

Energy (transmitter) in Joules 50 × 10−9

Energy (receiver) in Joules 50 × 10−9

Amplifier (multipath) in MHz 0.0013 × 10−13

Data packet size 4000

Maximum lifetime in second 2500
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Fig. 2 Comparison of
throughput result

Fig. 3 Comparison of
residual energy result

5.3 Network Lifetime

Figure 4 shows that the proposed work exhibits the best as against the other, relating
to network lifetime. Network life time of a WSN is the time when the first and last
node die. The figure shows a significant improvement of network lifetime of the
HC-HGAPSO proposed protocol as against the other two protocols. The network
life time of this proposed protocol is quit more than the other two protocols.
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Fig. 4 Comparison of network lifetime result

6 Conclusion

This Paper used a methodology i.e. “HC-HGAPSO” to improve energy consumption
by implementingHierarchical clustering and a hybrid protocol. The hierarchical clus-
tering process creates a number of clusters. The CH selection with optimal multipath
route is used for minimum energy consumption by taking residual energy as a key
parameter. The CH transmits data to the BS. Then the data packet of each node fused.
The transmission of data packet from one node to another is done by AODV. This
technique is optimized byHGAPSOmethods to find optimal route and hence improve
energy Efficiency. From the simulation results, this methodology found to be best
one as compare to other two protocols. From this analysis it is concluded that hybrid
protocol shows better results efficiently in case of optimal route and energy consump-
tion. The efficiency can be further enhanced with improved clustering methods by
including heterogeneity in the WSN.
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A Comparative Analysis on Blockchain
Technology Considering Security
Breeches

CH. Ravikumar , Isha Batra , and Arun Malik

Abstract Nowadays, blockchain technology become a positive pandemic by
holding the Internet by storm. Thanks to its free accessibility and safety in nature
where the technology of blockchain had emerged as a technology of revolution for
the next coming waves of a buzz industrial profile. One is Stuff’s network which
is sponsored by the company Cloud Infrastructure and Internet things (IoT). To
analyze the effect of cyber-attacks in the traditional cyber-framework and study the
blockchain cryptocurrency architecture to assess the short comings of blockchain
technology. This paper focuses on the various articles of blockchain technology and
identified the issues related to security, confidentiality, and accessibility. In this paper,
a comparison is done on various articles based on the methodology and merits.

Keywords Blockchain · Cryptocurrency · Cloud of things · Internet of things

1 Introduction

Blockchain technology offers transformative solutions in terms of centralization of
power, anonymity, and network stability to tackle cloud problems, though the Internet
of Things offers elastic properties and flexible usability to optimize the blockchain
efficiency of operations. Therefore, blockchain and the cloud with objects, called the
BCoT prototype, are viewed as a promising enabling factor for only a post-set of
specific conditions. The cryptocurrency is a secure, open, and useable blockchain.
The blockchain concept is based on a peer-to-peer database network on which no
centralized agency holds transactions. Block-chain transactions are deep sub open
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to all blockchain network members. Blockchain utilizes encryption and encryption
techniques to verify the authenticity of data transfers, ensuring protection against the
linked chains’ changes and alterations.

Besides, the blockchain enhances the exciting qualities of federalism, trans-
parency, and protection that often improve customer engagement and substantially
save operating expenses. These outstanding capabilities have promoted the use of
architecturally based blockchain technological advances. Now could be a really
good time to answer to the field of hot analysis. From a technological standpoint,
blockchain is a shared service and was first used as the nucleotide lead of the Bitcoin
cryptocurrency in commercial activities.

On the other hand, the transition in connectivity and networking has created a
variety of possibilities for digital technology, in particular the Internet of Things (IoT)
and storage systems, via new construction technology, growth, business processes,
and structures. IoT is used in many communications operations like smaller towns,
large buildings, livestock, and hospitals. However, due to the lack of IoT computers’
resources, energy, and technological capital, they often allocate IoT device operations
to cloud computing and thus follow the principle of Cloud of Things (CoT). The
Cloud of Things network offers unregulated computing and analytical capabilities to
IoT networks, supported by infrastructure. This also offers a flexible, elastic online
storage framework that enables the incorporation of allocation of a wide network
of IoT applications, demonstrating an enormous capacity to increase user interface
quality, device performance, and service delivery capabilities. But the present CoT
infrastructures appear to be ineffective due to the above-mentioned concerns. Second,
conventional solutions to CoT rely primarily on remote networking technologies,
where remote cloud servers connect, control, and maintain IoT devices.

This concept is unlikely to escalate in light of the rising proliferation of IoT
networks. Such a unit up in particular not only poses the constraint of key component
problems and failure figures that contribute to the destruction CoT network.

Second, deeper integrated CoT capabilities will require a third provider—for
example, a cloud provider, to manage IoT devices which raises concerns about data
security. Yeah, Internet of Things (IoT) sincerely does the cloud severe, but until
then sensitive details can be activated without consumer approval, due to massive
disclosure of identity and channel security problems.

Third, IoT users of contemporaryCoTprocessors are losing outcomes. IoTowners
do not influence their customer information within modern CoT architectures and
consider it challenging to handle data access through cloud IoT universes. Central-
ized communication network research inevitably results in strong moving image as
well as power use it for IoT applications leading to extensive data transmission,
which in severe circumstances hamstrings broad-scale CoT formation. A centralized
arrangement is not a feasible choice for highly central power, and a decentralizedCoT
environment with a wide variety of districts, besides. Developing a more open atmo-
sphere is seen as a possible avenue for ensuring economic development and CoT’s
sin large applications. Centralized code systems are centralized to cloud environ-
ments integrating the concepts of closed security that are widely found in graphical
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interfaces. Nonetheless, with the help of ground-breaking blockchain technologies,
the latest phase of IT creation is envisaged to be open and autonomous IoT software
ideologies.

Currently, crypto has emerged as a dynamic, secure, but instead, transparent
channel to address core issues related to the current central service providers and
needs to drive the next step of technologies for CoT technology. The mix of
blockchain and CoT particularly contributes significantly to a novel framework
that we label as the BCoT framework. Integrating these modern technologies gives
all societies immense advantages, drawing expanded interest from academics and
industry. The implementation of blockchain will offer significant benefits for the
CoT networks that arise.

Benefits of a Blockchain
Asoneof thefirst cryptographic keys,RSA (Rivest–Shamir–Adleman) iswidely used
to store records. In a very cryptographic algorithm, there is the key to encryption that
is distinct from either the private secret decryption key. Inside RSA, this asymmetry
centered on either the difficulty of computer technology to take into account two of
the slightly positive product quality integers, the “factoring issue” [1].

Configurable assistance to cryptocurrencies with blockchain: For broad
blockchain networks, the amount of information in the different blockchains may be
massive. Therefore, it would be very important to include powerful statistical services
to increase the speed procedure of making, so that scalable blockchain services can
be made available. The blockchain, along with its dielectric and scalability capabil-
ities, would provide on-demand computing resources for blockchain organizational
culture in the maximum context. For instance, the public clouds offer a broader
footprint in a federated cloud scenario for blockchain network operators. Besides
capturing blockchains across the mesh network and using the urgent virtual machine
skills and strategies within each cloud, cloud programs help in these contexts. And
cloud computing and blockchain integration make the deployed application highly
scalable. Some the benefits which are related to blockchain are listed below.

1. Decentralization: Blockchain is a potential solution given its independence,
by growing the use of a trustworthy external group within the CoT network to
deal effectively with cluster and single-particle failures. Blockchain node instability
does not completely affect the BCoT networks. However, blockchain’s peer-to-peer
approach enables all platform users to verify IoT data validity and maintain the
interconnectedness of fair access rights.

2. Security measures: The BCoT network can acquire reliable safety by using
understanding-enabled technologies to allow both providers and IoT network
processes to obtain mandatory consent in business IoT environments. This system
should prevent potential risks to computing resources and boost superior IoT data
access, thus ensuring strong network security.

3.Data privacy: Cryptocurrency application networks are a widely enticing solu-
tion to protect adjustments in IoT record keeping, due to the lasting and secure
advanced features by blockchain. The constructed using decryption key chains and
key exchange of blockchain is to document evidence and sharing of information
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instances matters that ensure the integrity and ensures validity which enables us to
track their channel connection payments and retain computing and cell phone control.

4. Corporation: Without shared confidence, blockchain enables a decentral-
ized system with infinite power for information sharing among distinct entities.
Removing external things builds open networks where all IoT users and network
service providers can work and collaborate in the BCoT team to achieve the goals.
Thus, it allows for the introduction of highly scalable BCoT networks.

5. Safety Blockchain: Blockchain algorithm can boost the blockchain platform’s
safeguard itself by using cloud storage.

6. Fault tolerance: Network that helps duplicate blockchain’s knowledge via a
network of database servers that are closely linked through the software platform.
This avoids the standard-failure risks associated with any interruptions in the cloud
service and therefore maintains reliable infrastructure. Additionally, the Lazio-cloud
environment may allow the blockchain programs to operate simultaneously on that
user’s device in the event of a disaster (Fig. 1).

On the (in) sustainability of contemporary authentication protocols based on PKI,
all available community methodology is based on a public key infrastructure (PKI)
where user licenses are provided by a reasonably authority trustworthy, and the
auditor will have to handle customer certificates to locate the appropriate strong
authentication key. However, authentication company including granting, transporta-
tion, distribution, or authorization is quite expensive and tedious. Removing the
credentials management problem can also be competitive and, in fact, advantageous
[2].

EoS is a block one-built open blockchain network. EoS aims to build a blockchain
network that facilitates features and operating system-like applications. EoS uses
an efficient feature block with DPoS contract to facilitate a stronger blockchain
especially compared to the drawbacks of low availability and lack of traditional
blockchain performance. The DPoS nodes must participate in the witness voting,

Fig. 1 Importance of blockchain [1]
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Fig. 2 Digital signature used in blockchain [2]

as opposed to PoW and PoS compromise schemes. Only those nodes winning the
general poll (minimum 21 votes) qualify for block generation. Likewise, there are
another 100 candidate nodes named as witness jurors. Whether there are issues with
the 21 points of the complainant, otherwise they would be treated as substitutions.
This EoS block length is approx. 0.5 s [3].

A more effective way of proving a file’s existence is to cryptographically encrypt
text queries with a time-stamp (Fig. 2).

The symbol uses a trusted provider (TSP) to assist users in trying to stamp their
information at night, where a file is sent to TSP after it has been created, and TSP
delays it and posts it to the owner of the file with the time-stamp. Incorporate a time-
stamp in cloud storage systems to easily outsource results. The blockchain crypto-
mechanism and data storage security was employed to determine the data privacy
factors. Besides, the summary presents still what are cloud security and privacy
breaches, how the performance was carried with the adoption of the blockchain
security framework analyze the blockchain concept and base technologies and to
review the pattern of studies to date to explore fields to be explored, taking into
account cloud storage environments.

2 Related Work

The study analyzes research papers based on various authors’ reviews; the authors
have clearly described the blockchain into the cloud and described the importance
of blockchain technology in the cloud platform and how privacy was achieved in
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cloud applications. These papers summarized the security mechanism in the cloud
platform and how security was evaluated for ensuring privacy mechanism.

In this paper [4], Lin Zhong, Qianhong expanding participates severe network
bandwidth and lower entry speeds hinder their widespread use of existing blockchain
networks. And to alleviate that illness, he indicated a reliable, ergonomic light
payment system (SVLP). Billing and offering refunds approaches are versatile. This
is because the division within our arrangement lacks computational complexity, so
users do not have to find each week for pre-images mostly in the long chain.

In this paper [5], Satoshi Nakamoto carried out an electronic sales transaction,
without any reliance on trust.Organizationswith the traditional coin framemade from
an electronic signature that provides equal protection of ownership but is incomplete
even without an order to reduce double costs. To counter this, we have introduced a
peer-to-peer framework that uses proof-of-work to document a common functional
context that enables an attacker to alter computationally as faith governs a plurality
of computing power.

In this paper [6], Doriane Perard, Lucas Jacque, et al., defined the use of
blockchains to build a new, decentralized computer network that has been deemed.
The methodology of blockhouses focuses on a method that contains three compo-
nents: initialization of the storage device, day-audits, and conclusion of the device. It
focuses on proofs of retrievability for authenticated messages, allowing contracts to
check the data is securely preserved by the server. The main problem that happens in
the network may be that the scale of the blockchain is too drastically it is impossible
to store. By canceling production, the erasure codes are used to rectify the problem.

In this paper [7], Jin Ho Park, Jong Hyuk Park presented the transaction of P2P
network technology. Basic measures such as production proof, but stack proof was
introduced to strengthen the credibility of the blockchains. The 51% state of attack
that includes problems just of infringed credibility and transaction lack of avail-
ability after a violation that concerns 51% of the transaction ledger. Residual iden-
tity, however, does not have security, because it does not ensure that the payment
information will be completely deleted.

In this paper [8], HuaqunWang et al. suggested a private PDP program focused on
blockchain. The method may even recognize the security of the customer according
to a discussion on anonymity. There is also a need to remove the certificate authen-
tication mechanism to further boost efficiency. Hence, the blockchain-based PDP
scheme focused on identification is essential for research. Analyzing the keys-
evolving blockchain-based PDP system is essential if more strengthening of the
private key is necessary.

In this paper [9] Simanta Shekhar Sarmah designed blockchain applications to
store their data in their P2P networks, so that efficient utilization of the computing
resources is feasible. The two key algorithms, including concrete evidence-of-job
and proof-of-stake, blockchain transactions are used primarily to ensure stability.
Cloud-storage applications of blockchain are now under study.

In this paper [10] Ivan Damg˚ard, Chaya Ganesh, et al., proposed a unique
approach that comes to mind: that is, we might also exchange a trapdoor (say, an
RSA key) with such a user party and let them work together again to decide the
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encoding using the protected trapdoor technology. We should take note of the large
body of RSA key generation and distributed signature publications for the coding
protocol. Future work is left with the best approach for the mechanism.

In this paper [11], Yong Yu, Yanqi Zhao, et al., proposed a blockchain-based
selective disqualification anonymous identity verification for smart processes in the
industry (BASS) that endorses data retention personality traits, specific revoke, certi-
fication rightness, and tri-speed unlinkability for smart international orders. Point
cheval and Hillary recommend a targeted form of revoking that focuses on complex
inverters and the signing algorithm as the BASS overlay.

In this paper [12], according to the Sunoo Park, Albert Kwon, et.al, Bitcoin is
perhaps the most widely known cryptocurrency ever mobilized, and its more distinc-
tive attribute is its centrally managed nature. This is reached through all of the
intrinsic protocol (Nakamoto Consensus) using objective evidence that has the flaw
of preventing huge sums of cash spent on the ledger. As a side effect, coal mines in
the cryptocurrency are spreading less over time. Applied orbital proof to make use
of digital currency, explore future attacks on such a blockchain-like network using
spatial proof, and construct a new economic model of router and bank transfer forms
to overcome such attacks.

In this paper [13], Ben Fisch, created a functional proof-of-space (PoS), with
continually tight safety graphs centered on rigid graphs layered in-depth and constant
expander. Real evidence-of- space (PoS) is an engaging balanced choice to make in
which a prover displays a particular location used to store the data. PoRep, publicly
reliable confirmation of the prover dedicating special buildings to saving one or more
replicas of reclaimable data, compliance proofing.

In this paper [14], GuowenXu, Hongwei Li, scope query was used in a variety of
ways as a simple database tool, including SQL handovers, location-based tools, and
computational geometry. Employees are gradually inclined to save costs for local
information storage through cloud services due to the increasing amount of data.
In concept, we demonstrate the reliability of our suggested technique as regards
spatial data anonymity, indexing and trapdoor secrecy, and trapdoor data unlink-
ability. Indeed, detailed analyses reveal that our latest model is highly efficient
compared to existing schemes.

3 Research Analysis

According to the various authors’ contributions and research, the blockchain still
has different security breaches due to the lack of trust. Generally, the cloud system
is organized with various auditing and assessment tools to audit the various kinds
of data, but still the unauthorized users are stealing data. The role-based access
control system defined an attribute-based hierarchical system to define accessibility
by combining the cryptography techniques, the computation of cryptography hash
function needs a different attribute set, which leads to a more computation problem.
“They break down exclusively crude data, or, in other words, data should be dissected
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at a few layers. The data broke down at the lowest layer overburdens cloud security
frameworks, overpowers human chiefs, and may not contain enough proof about the
expectations of an aggressor. Existing security systems cannot socially dissect data.
Fundamentally, data about the connections of occasions is not accessible at prediction
time”. The authorization case is unclear, since it has the issue of disclosing the keys
to attack the blockchain by splitting the private keys; it does not include security for
actively supported, because it does not verify the digital signature has been removed
completely. The cases of information security do not provide compatibility either
owing to malicious interference, the system is inaccessible It does not have data
protection, since it does not ensure the deletion of the digital wallet.

As per the blockchain, cloud-based frameworks have problems with both the
violated credibility and lack of availability of digital currency after an attack that
changes your transaction ledger. The improved blockchain scenario neither ensures
confidentiality nor offers accessibility. Subsequently, it does not offer the security
of residual details as it does not verify that perhaps the digital asset is completely
removed.

4 Comparison Between Different Methods

The following table demonstrates the complete comparison between the different
methods of blockchain technology. This comparison is made on the methodology
and merits as shown in Table1.

Based on various authors’ reviews, the authors have clearly described the
blockchain into the cloud and described the importance of blockchain technology in
the cloud platform and how privacy was achieved in cloud applications. The above
papers summarized the security mechanism in the cloud platform and how security
was evaluated for ensuring privacy mechanism.

The blockchain crypto-mechanism and data storage security was employed to
determine the data privacy factors. Besides, the summary presents still what are
cloud security and privacy breaches and how the performance was carried with the
adoption of the blockchain security framework. I analyze the blockchain concept and
base technologies and to review the pattern of studies to date to explore fields to be
explored, taking into account cloud storage environments.

5 Conclusion

This paper focuses on the different methods used in blockchain technology. It shows
analysis of results of state-of-the-art algorithms. The comparison has been done on
the basis of the research methodology and merits. The comparison reveals that there
is a need to improve the existing methods in terms of confidentiality, accessibility,
security, and can be used as a future directions.
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Table 1 Comparison between methods of blockchain technology

Author Methodology Merit

Yuan et al. [15] CPVPA They proposed a certificate less
public authentication system

Zehui et al. [16] Interactions between the miners
and edge providers are an
algorithm for producing the best
output for both miners and
providers in a centralized fashion

This is to add, miners purchase
and lease quantities of computing
capacity from edge providers
without any network management
difficulties

Mona Taghavi et al. [17] Proposed a multi-agent process
improvement platform based on
blockchain to overcome the
federations of conventional cloud
services, and corrupted QoS

This paper proposes a new,
blockchain- based, cooperative
collaboration model embodying
quality guarantee for cloud
service providers leasing each
other’s computing services

Xiaojun et al. [18] Introduced an innovative
conditional ethnicity-preserving
the cloud-based WBAN public
audit program

Ethnicity-preserving the
cloud-based WBAN public audit
program, enabling TPA to
monitor external provider validity
with diagnostic knowledge

Yuan et al. [19] An effective and secure PEKS
scheme called SEPSE

This paper provides to prevent
inaccessible KGA, as other main
servers have been used to support
encrypt keys and alleviate SEPSE
from the issue of any point of
failure

Yuan et al. [20] Chronos+ Chronos+ is a stable
time-stamping framework built
on blockchains for cloud storage
services in which Chronos+ log
archive open to cloud service
providers allows both data and
time-stamping services

Yinghu et al. [21] Introduced BPay, a
blockchain-based payment
service network for the
procurement

In cloud computing, we to be
exact, researchers, recommended
goals in terms of machine
architecture, theory, adversarial
paradigm, concept, and model
data For BPay specified

Huang et al. [22] New BaaS bottleneck model According to their analysis, the
majority in previous
cryptocurrencies is the
bottleneck, such as bitcoin.
Protocol has changed
significantly in recent years

(continued)
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Table 1 (continued)

Author Methodology Merit

Wang et al. [23] Blockchain Blockchain-based PDP scheme
based on identity is important for
analysis. Analysis of
key-evolving blockchain-based
PDP scheme is important to
further enhance security of the
private key

Yu et al. [11] Blockchain anonymous
authentication

Anonymous authentication with
selective revocation for smart
industrial applications (BASS),
which supports privacy attributes,
selective revocation, credential
soundness, and multispeed
unlinkability
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Compact Tapered Shape Wide Slot UWB
Antenna with 5. 6 GHz Band-Notched
Characteristics

Gaurav Sahu, Vivek Kumar, and Abhishek Singh Rathour

Abstract Aprinted antennawith a tapered shapewide slot with single band-notched
characteristic has been proposed in this paper. Simulation studies show that the
proposed antenna has a relative bandwidth of 134% (3.125–15.750 GHz) for S11
≤−10 dB which covers the entire UWB. A C-shaped slot has been cut on the
conducting patch in order to get single band-notched characteristics in the 5.15–
5.825 GHz band. The overall size of the antenna is 22× 20 mm2; an FR4 substrate is
used with a dielectric constant of 4.3 (for operating frequencies greater than 1 GHz)
and loss tangent 0.025.

Keywords Ultra-wide band (UWB) · Microstrip slot antenna · Single
band-notched · EIRP

1 Introduction

In the year 2002, Federal Communication Commission (FCC) has issued a frequency
band from 3.1 to 10.6 GHz which is known as Ultra-Wideband (UWB) [1] and it
is free to use. Due to a draught of bandwidth, such a step taken by FCC has been
welcomed by the industry as well as by the scientific community. An ultra-wideband
system transmits very short-duration pulses with relatively very low energy to mini-
mize EM interference with the available present networkWLAN (5.15–5.825 GHz),
WIMAX, and IEEE 802.16 (3.4–3.69 GHz). If an ultra-wideband system utilizes
the all UWB band, then the EIRP cannot exceed −41.3 dBm/MHz for both indoor
and outdoor applications both. Due to the limited available power UWB systems are
more popular for indoor applications such as short-range data and voice communi-
cation between electronic devices for WPAN/WBAN positioning and tracking for
the indoor location.
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An antenna is an impedance transformer that couples the input or line impedance
with the free space impedance. In UWB systems, impedance transformation has a
significant impact due to the large available bandwidth. For various applications,
a UWB antenna must have a small size (physically and electronically both), be
inexpensive, gain flatness, and radiation pattern must be omnidirectional without
lowering the antenna performance. Designing a compact antenna with the above
necessity is a quite challenging task. Various planar UWB antenna’s prototypes
have been already produced for wideband applications among which slot antennas
are attractive candidates due to their simple structure, ease of design, and good
performance, also awide slot antenna possessesmuch higher bandwidth as compared
to the narrow-slot antenna having less bandwidth.

Recently, various UWB antennas either fed by a coplanar waveguide or by
different microstrip tuning stubs have been studied [2–10]. A wide slot antenna with
a CPW rectangular excitation stub was introduced in [3].With proper selection of the
size/location of the excitation stub, the bandwidth of an antenna can be increased up
to 60%. An E-shaped slot has been introduced on the top side of the material (ground
plane) [6] and an E-shaped microstrip tuning stub at the opposite side. This antenna
has a bandwidth of 120%. In [8–10] an antenna with a swastika slot with a U slot in
a ground plane was developed. This prototype has the highest bandwidth of 138%.
To avoid interference with available communication networks/systems various wide
bandwidth antenna’s prototypes including band-notched characteristics have been
proposed. To achieve band-notched properties C-shaped slot, Swastika shape slot,
and U-shaped slot [5–14] have been etched while in [14] defected ground structure
has been employed. The problem with above-mentioned antennas is their size which
varies from 30× 46 to 26× 30 mm2. In [10–14] a small size UWB antenna has been
proposed. The dimensions of the proposed prototype were 30 × 30 mm2. Also, the
authors, in [10], did not introduce any properties related to band notch.

In this paper, we have been introducing a tapered shape wide slot antenna fed by a
rectangular tuning stub.Moreover, the proposed antenna includes a single band-notch
property. The overall size specification of the developed antenna’s prototype is 22mm
(width) × 20 mm (length) which is significantly compact than the several antennas
as in [2–14]. The proposed antenna also has a relative bandwidth of 134% which is
much larger than antennas proposed in [2–6]. We have designed and optimized our
antenna using CST-MWS.

2 Antenna Design

The complete antenna’s specification has been provided in Fig. 1. We have utilized
a less thick substrate FR-4 substrate to design the antenna which has the following
specification: thickness–1.6 mm, dielectric constant–4.3, and loss tangent 0.025. To
improve the impedance matching, a rectangular slot has been cut on the ground plane
under themicrostrip feed line. Also, a tapered shape wide slot is etched on the ground
plane of the antenna. Studies show that for good mutual coupling between, patch and
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Fig. 1 Rear view of antenna

Table 1 Proposed antenna’s specification for optimization

W1 W2 W3 W4 W5 W6 W7 W8

20 1 10 3 11 8 4.2 3

L1 L2 L3 L4 L5 L6 L7 g

22 4.4 10.6 6 0.5 6 4 0.5

the slot, the radiating patch should have an area of at least one-third that of the slot
area, and its shape should also be similar to the slot shape which in result provides a
wide impedance bandwidth. Also, a rectangular radiation patch is used for excitation
on the other side of ground plane. A 50 � microstrip line is employed to feed the
radiation patch. The parametric specifications of the proposed antenna are shown in
Table 1 All values are in millimeters.

To get a single notched centered at a frequency of 5.6 GHz, a C-shaped slot of
length λc/2 is etched on the rectangular radiation patch where λc is the wavelength
at the center frequency. The length of the antenna is,

L = λc

2

(√
εr+1
2

)

where L = 2*(W6 + L7) –W7) for C-shaped slot, which is 16.5 mm when obtained
using (1) but practically obtained length is 19.8 mm.

The surface current density of our antenna at the frequency of 5.6 GHz has been
shown in Fig. 2. From the figure, we can clearly visualize that most of the surface
current concentrates itself in close proximity of the etched slot.
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Fig. 2 Simulated surface current density at notched frequency

3 Parametric Study

For the proposed design, numerical studies of some vital parameters have been done
to investigate their effect on the performance of antenna.

1. Effect of Slot Shape: Studies show that a wide slot antenna is capable of
providing large impedance bandwidth. In a slot antenna current mainly flows at
the edge of the slot and numerical studies show that this current increases the
cross-polarization component in the yz-plane. So by reducing the width of the
surrounding ground strips, this current can be reduced, and as a result, cross-
polarization reduces. The proposed antenna has smaller ground strips which
help in making the antenna smaller. Figure 3 shows the VSWR comparison for
different slot shapes. It can be seen that with the introduction of a wide slot
the bandwidth of the antenna increases significantly. It is because now there are
two resonators one is a patch and the other is a slot. These two works together
as a coupled resonator. Wide slot also helps in impedance matching at lower
frequencies.

Fig. 3 Simulated VSWR for different slot shape
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Fig. 4 Simulated return losses for different feed gap values

2. Effect of feed gap: It is a key parameter because it providesmatching between the
wide tapered slot and the feed line. In [5] and [8] effect of the feedgapon antenna,
performance has been thoroughly studied. By increasing the coupling between
the feed line and wide slot impedance bandwidth can also be increased. For an
ideal value of coupling, an ideal impedance bandwidth can also be achieved. But
if the coupling further increases from this ideal value it yields poor impedance
matching because of over coupling. In Fig. 4, the simulated return losses for
different values of the feed gap have been shown.

The influence of the gap ‘g’ on the frequency referring to lower part of bandwidth is
negligible but on the upper side of bandwidth, it has significant effects. The optimum
value g = 0.5 mm results largest bandwidth.

4 Result and Discussion

The design, characterization, and optimization of various parameters of this antenna
have been done with CST-MWS. It has been fabricated and is under test so we will
discuss only simulation-based results. Figure 5 outlined the antenna’s bandwidth

Fig. 5 Simulated VSWR of the proposed antenna
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Fig. 6 S11 (Return loss) curve of given antenna

from 3.125 to 15.875 GHz (for VSWR ≤ 2) except for 5.3–6 GHz. The center
frequency for this notched band is 5.6 GHz and the maximum value of VSWR is
5.61. Figure 6 shows the S11 curve of the proposed antenna. It gives awide bandwidth
of 3.125–15.750 GHz for S11 ≤ −10 dB except for 5.3–6 GHz. The f c = 5.6 GHz
with the maximum value of S11 is −3.1 dB has been achieved for the notched band.

Figure 7 shows the simulated co and cross polar-radiation pattern at reso-
nant frequencies of 3.414, 4.86, and 8 GHz. The observed radiation patterns are
omnidirectional with very low cross-polarization components.

5 Conclusion

A compact tapered shape wide slot antenna with single band-notched is outlined in
this paper. The proposed antenna’s prototype has a less complex design with small
dimensions of 22 × 20 mm2. Simulation results show that the proposed antenna has
a frequency span from 3.125 to 15.750 GHz. Also’ it has omnidirectional radiation
patterns for UWB frequency band. This antenna’s prototype has a return loss of −
3.1 dB at the center frequency of the notched band which helps to avoid interference
withWLAN. Therefore, this antenna can be a good candidate for UWB applications.
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Fig. 7 Co and cross radiation pattern at different frequencies (i) 3.414 GHz (ii) 4.86 GHz (iii)
8 GHz
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Isolation Enhancement Using PRSR
Technique for Wireless Applications

Manish Deshmukh, Sumit Kumar Gupta , and Akansha Chandravanshi

Abstract This work presents the implementation of parallel rectangular strip
resonator (PRSR) in microstrip patch two-element multiple input multiple output
(MIMO) antenna for isolation enhancement. PRSR consists of three rectangular
strips which are parallel to each other and separated by small distances. The proposed
design implemented on FR-4material provides lesser edge-to-edge distance (EtEd)
of 3 mm at resonating frequency of 5.14 GHz, and the proposed decoupling structure
provides a band stop characteristic over the operating band of 5.05–5.23 GHz. The
proposedmethod helps to improve the antenna parameters. Improved reflection coef-
ficient and isolation obtained is−57.2 dB and−29.4 dB, respectively. Low envelope
correlation coefficient (ECC) of less than 0.0005 and diversity gain is of about 10 dB
over the operating range. The proposed design is good enough for WIFI, WLAN
application.

Keywords Isolation · Edge-to-edge distance (EtEd) · Envelope correlation
coefficient (ECC) · Parallel rectangular strip resonator (PRSR) · Multiple input
multiple output (MIMO) · Diversity gain (DG)

1 Introduction

Point-to-point communication is considered as the backbone for antennas since they
are expected to provide the wireless transmission between devices. Besides being
able to achieve good signal to noise ratio and immunity to noise, they should have
a compact structure and can be easily constructed and mounted on various devices.
Some point- to-point applications that require high performance the weight, size,
shape, unit cost, ease of installation are constraints; any antenna is verymuch required
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to meet these needs, so microstrip antenna is preferred [1]. For the requirement of
high speedwith high quality without any outage issue, it explores the field ofmultiple
input multiple output. MIMO is one of the latest forms of smart antenna technology
to improve communication performance [2]. The MIMO antenna system enhance
diversity performance while suffers mutual coupling. In the previously published
literatures, various technique were explored to enhance the isolation. In the MIMO
antenna system [3–9] SierpinskiKnopp fractal geometry loadedwith complementary
split ring resonator (CSRR) as the radiator, concentric square ring as the radiating
patch with CSRR loaded in its ground plane, electromagnetic band gap structure,
decoupling array, neutralization line parasitic elements, metamaterials, and defected
ground structure (DGS). In order to reduce themutual coupling normally, the antenna
elements are placed farther apart fromeachother. In paper [10], edge-to-edge distance
(EtEd)(mm) is 25 mm to keep isolation performance high by using two port CDRA
technique with DGS. In [11], EtEd is 23 mm by adopting parasitic element and DGS.
As a result, the size of the structure increased. When working in the compactness of
size of the structure, it affects the cost, structure, and fabrication complexity. In paper
[12], the decoupling method used neutralization line-based technique by applying
metamaterial Rogors RO-4350. Here, the EtEd between the antenna elements is 6mm
and isolation is -27 dB at a resonant frequency of 5.15 GHz that increases the cost
of manufacturing. In paper [13], metamaterial-based superstrate toward the isolation
enhancement of MIMO antenna is initiated, where EtEd is 3.5 mm and isolation
is −28 dB at frequency 5.75 GHz, and as we can observe, the cost and structural
complexity of the antenna increases.

The proposed ‘two-element planer structure antennas’ serves additional advan-
tages over the previous studies. This advantage includes

1. This resonator manipulates the current distribution in such a way that it will
help to reduce the mutual coupling.

2. Two-elements antenna array is placed in such a way that it aids in achieving
high isolation, high diversity gain, low return loss, and low ECC.

3. The unique placement of two-element antennas assists in avoiding the structural
complexity.

4. Its uniplanar structure is simple in design, compact in size, and inexpensive.
In the present work, the parallel rectangular strip resonator antenna is designed
and operated at 4.9–5.25 GHz. For its application in WLAN, WiMAX, Wi-Fi,
the parallel rectangular strip resonator is placed between the patches. The place-
ment led to its improved isolation and significantly improved its aforementioned
drawbacks.

The research paper presented is structured by introducing MIMO antenna and
research areas to improve its performance. Then we discuss the detailed work of
proposed MIMO antenna design. In Sect. 2, different stages of antenna design
methodology are contributed in the subsequent section. In Sect. 3, the result and
discussion of the proposed MIMO antenna is discussed with the various antenna
parameters. Section 4 concludes the paper citing the advantages over the similar
works that have already been carried out.
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2 Antenna Design Methodology

The proposed two-element MIMO antenna is designed in three stages. In the first
stage, planarmicrostrip patch antenna consists of a radiating patch, and the parametric
studies have been carried out and optimized to observe better antenna performance.
In the next stage, the design is modified tomultiple input multiple output (MIMO) for
improving the performance of the antenna in termsof antenna diversity performances.
Further, 2 × 1 microstrip patch antennas are taken and placed on a uniquely shaped
FR-4 substrate in order to get best isolation between the antenna elements. In the final
stage, the technique named PRSR is introduced to improve the antenna performance.
In the following subsection, all the stages are discussed in detail.

2.1 Single Input Single Output Antenna Design

Amicrostrip patch antenna is one of most promising antennas nowadays, because of
its simplicity in structure. This is a type of printed antenna, inwhich the antenna patch
is printed on an acquired substrate. Microstrip patch antennas find several applica-
tions in wireless communication, for example, satellite communication, global posi-
tioning satellite (GPS), RFID, mobile communication, etc. The patch is normally
made of conducting material such as copper or gold and can take any possible
shape. The radiating patch and the feed lines are usually photo etched on the dielec-
tric substrate [14]. For a rectangular patch, the length of the patch Lp is usually
0.3333λo < Lp < 0.5 λo, where λo is the free-space wavelength. The patch is selected
to be very thin such that t � λo (where t is the patch thickness). The height Hs of
the dielectric substrate is usually 1.6 mm. The dielectric constant of the substrate
(εr) is 4.3. Microstrip patch antennas radiate primarily because of the fringing fields
between the patch edge and the ground plane [14]. For good antenna performance,
a thick dielectric substrate having a low dielectric constant is necessary since it
provides larger bandwidth, better radiation and better efficiency. However, such a
typical configuration leads to a larger antenna size. In order to reduce the size of the
microstrip patch antenna, substrates with higher dielectric constants must be used
which are less efficient and result in narrow bandwidth.

In order to enhance the impedance matching, well below |S11|<−25 dB at 5 GHz
small variations is initiated in the feed width (W f) and length of inset (Li) illustrated
in Fig. 1. This technique is based on the paper [15] in which feed width is varied
for impedance matching and the variation in the length of inset affects the S1, 1.
The introduced antenna now exhibits |S11<−10 dB| bandwidth ranging from 4.8 to
5.0 GHz. With the center frequency of 5 GHz, the |S11| achieved is −59.01 dB. In
Fig. 1b, the detailed design dimensions are shown. The optimized dimensions in mm
are: Ls = 27.84, W s = 36.85, Lp = 13.92, Wp=18.42, W f = 2.9, Li = 4, W i = 1.
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Fig. 1 Single-element
microstrip patch antenna

[Note—Here the optimized dimensions means that the antenna is properly
designed and analyzed by means of numerical sweeps so the desired S parameter
could be achieved].

The resonance frequency of the final microstrip patch antenna having patch
dimension is calculated using Eqs. (1), (2), (3), (4) given below
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where Wp = width of patch, Lp = length of patch, f = resonating frequency, εr =
dielectric constant (Fig. 2).

2.2 Array Antenna (Concept of MIMO)

The concept of MIMO presents a brief introduction to multiple antenna techniques
for increasing channel capacity. The MIMO system has some clear benefits over
the single-element microstrip patch antenna system and has attracted attention in
modern wireless communication systems. The proposed work initiated to improve
isolation enhancement and has focused on low cost, low profile, low volume, light
in weight and ease to fabrication with maintaining good electrical properties such



Isolation Enhancement Using PRSR Technique … 579

Fig. 2 S1, 1 Parameter

Fig. 3 MIMO antenna
without PRSR

as return loss and isolation [16]. High power is transmitted by deploying multiple
antennas to achieve an improved mutual coupling, scattering parameter, ECC, and
reliability. MIMO antenna systems prefer better isolation between antenna elements
and a compact size for application in portable devices [16].

The 20× 20mm2 microstrip patch antenna is duplicated and placed on a substrate
of 55.3 × 27.8 mm2 with a separation of 3 mm (0.05λo) between both antenna
elements. The reflection coefficient and isolation between the elements of this struc-
ture is observed. Both the antennas have a good reflection coefficient of about −
26.84 dB but increased mutual coupling of about −12 dB at resonant frequency of
5 GHz. The optimized design and its |S-parameters| are depicted in Figs. 3 and 4

2.3 Parallel Rectangular Strip Resonator (PRSR)

The parallel rectangular strip resonator (PRSR) technique is introduced in Fig. 5 in
order to provide a compact size, high isolation, and ease of integration to the designed
antenna with wireless modules. Parallel rectangular strip resonator (PRSR) is imple-
mented between the patches for isolation enhancement. It consists of three parallel
rectangular strips separated by a small distance of 0.5mm.The individual dimensions
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Fig. 4 S parameter

Fig. 5 MIMO antenna with
PRSR

of the following rectangular strips are 19.84 × 0.5 mm. The attempted configura-
tion provides an improved isolation graph depicted in Fig. 6 having return loss of −
57.7 dB and isolation of −29.22 dB at the resonating frequency of 5.144 GHz.

Fig. 6 S parameter of
MIMO with PRSR
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3 Results and Discussions

The reported MIMO antenna system was designed using substrate material FR-
4 lossy, and measurements were carried out to validate the antenna efficiency for
practical utilization.The simulatedS parameters of proposeddesignPRSRMIMOare
shown inFig. 7. ThePRSRMIMOantenna has return loss of−57.7 dBwith improved
isolation of−29.6 dB at the resonating frequency of 5.144 GHz. TheMIMO antenna
without PRSR produces a poor return loss of −26.84 and isolation of −12 dB at
a resonating frequency of 4.999 GHz. Apart from this, the detailed discussion of
evaluated results of the important MIMO parameters like surface current, ECC, DG
is discussed in the subsequent section.

3.1 Surface Current

The surface current of MIMO antenna with and without PRSR is shown in Fig. 8.
The surface current maximum (A/m) magnitude at ports 1 and 2 is 45.5 dB. The
phase of the pattern is 45°.

Fig. 7 S parameter with PRSR and without PRSR

Fig. 8 Surface current of MIMO antenna with PRSR and without PRSR
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Fig. 9 Envelope correlation
constant (ECC)

3.2 Envelope Correlation Coefficient (ECC)

ECC is an important diversity performance parameter that describes the isolation
and correlation between different antenna elements and how much the radiation
pattern in multi antenna systems affect each other when all the ports are working
simultaneously [17]. In the presented work, ECC is obtained using S parameters; i.e.;
ECC is <0.0005 in the whole frequency band from 5.05 to 5.23 GHz, as shown in
Fig. 9. The value obtained of ECC is 0.0005 which is very less than its standard value
(<0.5). Very low value of ECC shows that there is a very low correlation between
the antenna radiators.

In case of ECC computation using far-field parameters, only minute differences
are observed [18].

3.3 Diversity Gain (DG)

To have good quality and reliability in wireless systems, the DG of the MIMO
design has to be high, nearly 10 dB in the operating bandwidth ranging from 5.05 to
5.23 GHz. The DG is calculated from the ECC value using the Eq. (5) [19]. The DG
of the discussed MIMO structure is elucidated in Fig. 10b. It can be observed that
the DG of the antenna in the entire operating range is around 10 dB.

DG = 10 × (1 − |ECC|) (5)



Isolation Enhancement Using PRSR Technique … 583

Fig. 10 Diversity gain

4 Conclusion

In this proposed work, analysis and design of two-element MIMO antennas is taken
into consideration and comparison with previously published work is shown in the
Table 1which represent the improvement in isolationwith other parameters. Themain
purpose of using PRSR technique is to obtain high mutual coupling reduction and
makes the extension of the antenna elements much easier by keepingminimum edge-
to-edge distance. It can be easily extended to have a four- and eight-element MIMO
design. TheMIMO antenna is developed from analyzing a single-element microstrip
patch antenna to two-element designs. Considering the ECC and measured isolation
between the antenna elements, it can be concluded that the MIMO design has a
good separation between the antenna elements as the ECC is well below 0.0005, and
the final outcome obtained in peak enhanced isolation is −29.22 dB. Its operating
bandwidth ranging from 5.05 to 5.23 GHz increases the data rate which further
benefits the MIMO system. The obtained result with isolation enhancement shows
that the proposed MIMO antenna system can work well in WLAN applications with
high data rate and also shows good diversity performance.
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Review on a Full-Duplex Cognitive Radio
Network Based on Energy Harvesting

Vikas Srivastava and Parulpreet Singh

Abstract Full-duplex (FD) interaction gets anticipated to double spectrum effi-
ciency (SE) with either the growth of self-interference repression methods. The
secondary users (sus) may concurrently carry out range signaling and data transfer
in cognitive radio (CR) which is FD-based, to attain better detecting quality and
higher SU utilization. Recently, another primary performance metric in wireless
devices of fifth-generation (5G), excellent efficiency toward energy (EE), may have
fascinated increasing attention. An RF energy harvesting (EH) method is planned
to extend the battery life of small-power communications appliances. All over the
paper, the energy planting complete duplex CR is being talked about.

Keywords Full duplex · Cognitive radio · IoT · Spectrum sensing · Energy
harvesting · Spectrum sensing

1 Introduction

A spectrum efficiency (SE) requires to get enhanced in future 5G Wi-Fi networks
to achieve sharply increasing data rates [1]. The Time division duplex (TDD) or
Frequency division duplex (FDD)methods are using the process of half-duplex (HD),
which has intrinsic low. Full-duplex (FD) procedure, in which intelligent devices can
convey or receive data that use frequency resources and the identical timeframe, has
enormous potential that would twofold the system’s capability, in turn enhancing the
Wi-Fi network’s available SE [2].

Energy efficiency (EE), a further essential quality metric in 5G Wi-Fi networks,
has drawn considerable attention over the last few years [3]. Various other researches
were dedicated to enhancing the EE, like researching energy-efficient methods, using
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renewable energy sources, designing the network procedures, making it energy-
aware, and so on [4]. Frequent newbattery for one device is always expensive inmany
commercial applications. Wireless transmission systems to the future, the technique
of energy harvesting (EH) is used to power communications devices using green
energy like polar, wind, etc. [5]. Radiofrequency (RF) electricity harvested could be
utilized for small-power communications devices.

An efficient way is a Cognitive radio (CR) to increase the SE [6]. In a CR scheme,
unauthorized users, often known as secondary users (sus), may opportunistically
use the licensed spectrum underneath the constraint of intervention with primary
users (PU’s) are limited to a manageable level. Spectrum signaling is key to CR
[7]. In interface mode, data could be transmitted by the sus to the pus identified
to be unavailable. FD spectrum sensing can be seen as an efficient method for
improving a cognitive radio station system [4]. The tertiary users may simultane-
ously perform spectrum sensing or data transfer throughout the CR network based on
FD. However, the efficiency gets degraded through which it senses self-interference
(SI) because all its data transmission can interfere with the received transmitter from
the PU of the SU. Digital Interference Cancelation or Antenna Cancelation methods
could decrease interference to a signal obtained from PU by the SU. Throughout,
the researchers considered the “LAT (listen-and-talk)” protocol to CR and exam-
ined LAT-based cooperative range sensing efficiency. Secondary power transmitting
becomes optimum to increase the LAT-based CR channel efficiency. The FD spec-
trum sensing scheme has been proposed in [4] to SU in a multichannel CR system.
A protocol for FD cognitive gets examined by media access control (MAC).

The SU’s can use either yield energy with the help of the primary signal or just by
utilizing the PU’s range for data. Cognitive radio related to energy harvesting should
enhance EE and SE. In [8], secondary consumers can collect power to the ambient
environment from either the PU’s natural resources or RF transmissions. The effect
of the allocation strategy of power investigated PU’s latency and SU’s throughput.
A 2-D range or strategy of power sensing becomes planned in [9] to enhance the
tracking performance and the primary communication power level, which may also
get estimated. The quality gain for either the energy harvesting CR network has
been achieved through considering the control dimension. Authors regarded a multi-
channel situation in [9]. The channel choice probability gets designed to optimize the
SU throughput through harvesting enough energy or finding adequate opportunities
for access to a spectrum.

Since the birth of first-generation (1G) digital communication system, work,
lifestyle, or growth trends of different sectors have also been deeply affected. This
generation has brought a drastic change in the lifestyle of the people. A fifth-
generation (5G) digital communication system is created to cope more efficiently
with rapid growth formobile data traffic,massive connection for devices, the constant
development of a novel trade, or even a new future for the application. The main
driving force for 5G growth becomes the mobile Internet and also the Internet of
Things (IoT). Future 5G not only meets a person’s diverse needs in different regions.
A true interdependence, like residence, function, leisure, or transportation, with
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IoT, can permeate and meet various academic fields like industry, pharmaceutical,
transport, and other industries.

With the rapid growth of wireless broadband exposure or terminal tech, the public
gets curious about the details or facilities from theWeb. In the process of switching at
any time, the mobile Internet has also been rapidly created. The main objective was
toward public-centric communication, which focuses on offering a great experience.
It is forecasted that the demand for communication applications like remote locations,
crowded stadiums, or high-speed rail can also be increasingly higher shortly. Thus
to meet such kinds of demands, 5G plays an important role.

As one of themost promising innovations, the IoT is obtaining increasing publicity
from either the academic or manufacturing circles [9, 10, but get regarded as the
essential technology which leads to significant network evolution [11]. The concept
for IoT was first proposed by the MIT teacher Kevin Ashton and his friends in 1999.
They advocated a successful combination of radiofrequency identification (RFID)
tech of Communications technology and afterward identifying or managing product
details via the Internet. Its main trick is to create object recognition, sensor systems,
interactions among the people, and the Internet, one channel that connects both those
objects [11], which are into interactions with the people and get varied details about
them all over the place. IoT can communicate almost everything to the Internet. It’s
excellent for the fast developmentwith reasonable tiny sensors, omnipresent network,
well-organized computes, or data management. According to Approach Analytics
[10], almost 12 billion web-connected appliances were used internationally until
2014. That is for each person comparable to 1.7 devices. As seen, through 2020, 33
billion systems, such asmachine-to-machine (M2M), valuable objects, smartphones,
computers, intelligent grids, intelligent home tablets, or wearable devices, are in use
[11]. The IoT can penetrate all levels of an economy with the growth of informa-
tion systems, such as intelligent transportation, protecting the environment, public
security, home automation, smart firefighting, manufacturing monitoring, long-term
care, health, water system tracking, food traceability, recognition, and intelligent
collecting. It makes the work easier and sufficient [12] (Fig. 1).

Mobile Internet may have subverted a traditional telecommunication service
model and given users unparalleled knowledge. IoT integrates a physical world
and the digital world, and via better connectivity or functionality impacts people’s
behavior or lifestyle. Due to the fast expansion of portable IoT, a 5G scheme can face
newcriteria or challenges throughout the four application situations for high coverage
areas with great capacity and efficient connectivity, as described throughout the table
below.Moreover, these newnecessities are not available in 4Gor pre-generation tech-
nologies. The systemwill dramatically happen to look for the challenges which arose
due to extraordinary performance measures in various situations, like new spectrum
discovery, use of dynamic spectrum, or higher energy efficiency (Fig. 2).
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Fig. 1 The IoT and connected devices in 2020 [8]

Fig. 2 The network changes
radically in 5G

1.1 New Spectrum Exploration

There needs to be a considerable volume for intelligent terminal internet access all
over the future. Hence, a data level gathered by IoT is comparatively larger compared
to the collected data by mobile interaction to people-to-people communication [12].
Additionally, information about device/user, forwarding, or control gets conducted
through bands of a mobile communication network [13] and the Industrial Scientific
Medical (ISM). Although the non-licensed signal bands were the band’s ISM (such
as RFID, Zigbee, NFC, Wireless, Bluetooth, or UWB, etc.), devices may need them
for free. Also, ISM bands are more congested as IoT apps rise. For the mobile
technology bands (such as 2G, 3G, or 4G networks), the spectrum prerequisite or
allocation depends on the objectives of people-to-people interaction. It does not



Review on a Full-Duplex Cognitive Radio Network Based … 591

consider the trafficmodel for human-to-human communication or interaction around
things [14]. The result could lead to congestion in the network or unequal allocation
of resources. Consequently, a mechanism for variable allocation of the spectrum
could not satisfy the increasing demand for the resources from different appliances.
When less significance is given to such problems, the shortage of a range would, in
the future, be an insurmountable bottleneck to 5G growth.

1.2 Dynamic Spectrum Usage

With the rapid development of IoT customers and connectors, significant challenges
face infrastructure and the network framework. Additionally, the device’s operating
systems conduct the tasks of receiving, processing, and forwarding data throughout
the current TCP/IP protocol [15].

1.3 Higher Energy Efficiency

As IoT continues to evolve, there has to be a vast network that links the various
aspects of people’s lives. Generally speaking, IoT devices were battery-powered, or
battery configuration, maintenance, or replacement was complex and costly [16].
Moreover, these systems are sometimes placed in regions challenging to reach or
unavailable in some industrial machinery. Energy efficiency is indeed crucial in the
face of such unique apps. The optimal electricity leadership algorithm should get
intended to understand the lengthy-running or regular operation for devices with a
view of the characteristic of IoT devices. With the advancements of the CR, tech-
nology has viewed a very effective way of coping with spectrum scarcity or common
usage issues, which get dynamically re-using frequencies allocated to get registered
users and appear to become the best output for both the difficulties and necessi-
ties 5G system. The research community has given a great deal of attention to CR
themes. Many aspects from various conventional sensing techniques and collabora-
tive sensingways are outlined in [17],with the basis for giving space and transmission
opportunities to multi-dimensional radio subsets. To meet the requirements of cogni-
tive customers to find the spectrum opportunities over a vast range of frequencies
efficiently [18], summed up multiple spectra of wideband sensing procedures or
discussed the merits and demerits for every algorithm or their various other issues.
[19] A survey was done of the same art of allotment of resources algorithms to
underlie the arms (cognitive radio networks) onto the criteria of the procedures,
methods, or network interfaces adopted. Based on the optimization criteria, [20]
given an overview for recent developments in the allocation for radio resources
in CRNS; such allocation schemes were summarized onto the basis for perfor-
mance optimization criteria such as power consumption, maximization all over, QoS
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certainty, interference minimization, fairness as well as a priority concern and reduc-
tion of hand-offs. Reference [21] provided an updated spectrum judgment survey
predicated on spectrum characterization or CR reconfiguration in CRNS. In [21],
overlay spectrum access programs get reviewed throughout the cooperative CRNS
and the overlay-based CRNS non-cooperative or cooperative game template. The
idea for dynamic spectrum exchanging was studied, or other spectrum giving out
scenarios investigated of distinct topologies of network, characteristics, or likely
use cases. Thus IoT serves many objectives for the industries and proves to be a
successful technology.

A paper pattern is as follows: Sect. 2 gives information about RF energy
harvesting, Sect. 3 describes half duplex cognitive radio network with energy
harvesting. Section 4 describes a full duplex cognitive radio network with energy
harvesting. Section 5 gives information about related work. Section 6 is conclusion.

2 RF Energy Harvesting

Energy is one of the fundamental elements in the twenty-first century. Energy cannot
be created nor destroyed. It is always converted. But wasted energy is everywhere.
We need to find them, convert them (harvesting), transfer them into electrical energy,
store them when not used, and recall them when needed. Gathering energy from the
natural ambient environment and converting it into usable electrical energy is called
energy harvesting. Energy harvesting is essential in reducing dependency on batteries
or cells, the need for an energy source for the electronic system, and the self-powered
remotely operated sensor network. There are different energy harvesting sources
like light/solar, kinetic mechanical, thermal and RF electromagnetic with 60 mW,
20 mW, 0.52 mW and 0.0015 mW harvesting power, respectively. RF energy can
be broadcast by billions of equipment, including mobile phones, handheld radios,
mobile base stations, Wi-Fi, Wi-Max, and television broadcast stations. With these
RF sources, there is a lot of RF energy existing in the environment. Since RF energy
is available all time and everywhere, the RF energy harvesting technique would
be a good point for a cognitive radio network. Nikol Tesla said, “RF energy is
free energy and broadcasts electrical energy without wires. The frequency range of
radiofrequency electromagnetic waves is 0.088 GHz to 29.5 GHz. So, an RF energy
harvesting system is a system that converts RF energy into electrical energy [22].

The formula for receiving power is found in the FRIIS equation:

Pr = PtGtGrλ
2

4πR2

where Pr is power at receiving antenna, Pt is output power of transmitting antenna,Gt

is a gain of transmitting antenna, Gr is a gain of receiving antenna, λ is wavelength,
and R is the distance between 2 antennas (Fig. 3).
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Fig. 3 RF energy harvesting module

The RF energy harvesting system comprises an antenna, RF filter, matched
network, rectifier circuit, and storage device. The antenna is a front end element used
to capture RF energy from the surrounding atmosphere. Amatching circuit is used to
transport the maximum receiver power from the antenna to the rectifier circuit, and
rectifier circuits convert received RF energy into direct current. The advantage of RF
energy harvesting is that it utilizes freely available energy, increases the battery life-
time, predicts input power at the receiver terminal, and harvests power over distance.
The disadvantage is that free space path loss is high and has low power density.

3 Half-Duplex Cognitive Radio Network with Energy
Harvesting

Owing to the need for higher bandwidth rates for wireless communications caused
by the lack of frequency space, the quality of spectrum use needs to be somehow
increased [23]. As a result, the wireless technology group plans to develop full-
duplex (F-D) communications to enable simultaneous broadcasting and transmis-
sion in a single time/range of frequencies, which is projected to increase spatial use
performance by a factor of two relatives to H-D communication. Nonetheless, one
of the main problems for F-D transmission is minimizing the heavy impact of self-
interference and the signal-to-noise ratio (SNR) on both antennas. Therefore, various
literature studies have been performed that rely on creating a self-interference cance-
lation strategy, as shown by Zhang et al. [23], Kim et al. [24], and the references
therein. Several researchers have already shown the effectiveness of F-D connec-
tivity in practical applications. Practically, the effect of self-interference on hardware
imperfections cannot be fully suppressed; thus, the efficiency of F-D communica-
tions depends directly on the suppression factor of self-interference, the channel gain
between the communication systems, and the transmitting capacity of both transmit-
ters. Even before working in pseudo-line-of-sight (non-LOS) dwindling networks,
the F-D transmitting code of conduct can surpass its H-D counterpart whenever
the channel obtains between the communications devices is significant. Unless the
channel boost exacerbates, the signals transmitted from the self-interference link
overtake transmitted signal of value that has a crucial impact on the F-D link power
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[25]. In these cases, the F-D transmitting protocol can not necessarily be the suit-
able alternative, and hence the H-D protocols must also be considered. Therefore, a
switching pattern in both theH-Dprotocol and the F-Dprotocol should be established
to dynamically leverage themaximumbenefits of bothH-D and F-D communications
by changing the transmitting process [26].

Moreover, in the meantime, the need for wireless communications has grown
exponentially, opening up the capacity for modern and effective radio communica-
tions networks focused on complex spectrum connectivity and contributing to the
idea of cognitive radio (CR) [27]. CR was deemed a feasible solution to spectrum
depletion by giving cognitive consumers (CU) timely access to empty approved chan-
nels (or main channels). In addition, this is from a study published in the journal,
C R-powered energy-harvesting networks (CRN)s have been extensively researched
and deployed at various implementation rates. Notwithstanding various attempts to
increase energy-production efficiency, the production rate is currently low, and more
effort needs to be done in the future [28].

4 Full-Duplex Cognitive Radio Network in Energy
Harvesting

Zhang, along with others (2017) had designed a new specification for mutual spec-
trum allocation for the program under consideration. With its F-D functionality, the
proposed protocol would allow the hybrid access protocol (HAP) to receive a signal
from the PT and transmit bearings of energy, either to load simultaneous ST or to
forward signal from the PT and receive signals from the ST simultaneously. Numer-
ical findings are provided to verify our theoretical study and prove its non-cooperative
portion of the proposed protocol [29].

A sub lay of a CRN, which involves a pair of primary nodes, a few secondary
nodes, and awave giver, is considered byLei andQaraqe (2016), where the secondary
transmitter is powered by renewable energy obtained from the primary transmitter
to increase both energy efficiency and spectral quality. The closed-form definitions
for correct and asymptotic confidentiality are obtained. Simulations of Monte-Carlo
are conducted to show the exactness of the performance. The study reveals that the
OAS system is above the SAS system. However, the asymptotic results show that the
OAS and SAS schemes may be in the same order of secrecy complexity regardless
of which scheme is called. This paper explores the application of the methodology
for energy collection (EH) [30].

Chatterjee, Bhowmick, andVerma (2019) have a systematic duplex (FD) cognitive
radio network. DF relay technology enables information to flow through a primary
user channel (PU), which has been activated by the cognitive radio (CR), the source
to the completion node (destination). The efficiency of other parameters has been
studied, such as energy transfer configuration, power stream time variable, time
monitoring, etc. [31].
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A new wireless networking paradigm that boosts spectrum efficiency (SE) and
energy efficiency (EE) will be built in Aldhabhani & Alhatmi (2019) with Full-
Duplex Energy Harvesting Cognitive Radio Networks (FD EHCRNs). This is
a mixture of Full-Duplex Technologies, CR, and RF (Radio Frequency) energy
harvesting. FD helps cognitive users to conduct spectrum detection, data transfer, and
energy extraction concurrently with the energy harvesting cognitive radio networks
(EH-CRN) devices. Consequently, full duplexes in EH CRNs can overcome conven-
tional CRNs’ spectrum loss and discontinuing transmission problems. Throughout
this publication, a new FD EHCRN proposal model focuses on designing thresholds
for identification and the energy harvest model to improve device performance. This
journal aims to update the current EHCRN, introducing a new paradigm for spectrum
sensing with only two antennas, using full-duplex [32].

5 Related Work

Recently, significant studies have been carried out in FD communications; here, we
review the critical articles. To our suggested framework, the first and most important
research in the literature focuses on the study of wireless F-D communication’s
efficiency in comparison with HD counterparts.

In terms [33] of achievable efficiency, they are contrasting the performance of
the F-D and H-D transmission protocol. The efficiency for F-D/HD-D2D hybrid
communications is studied, and an empirical structure for a [34] D2D-active hybrid
duplex network can be monitored. The two devices are often presumed to be the
same. The spectrum output goal, expressed as a per-square unit normalized feasible
rate. The authors proposed and addressed the issue based on the POMDP Model,
emphasizing secondary output, and then analyzed the improvement in efficiencywith
specific framework parameters. However, in this work, no consideration was given
to F-D transmission mode and non-LOS fading interface [35].

Author suggests a scheme for allocating resources to support unmanned aerial
vehicles (UAV) networks. The main objective is only to optimize the average UAV
network performance. Eventually, the researchers provide a view of the UAV-funded
ultra-dense networks (UDNs), demonstrate the broad applications and effective
power management in UAV-funded UDNs in networking, cache, and energy transfer.
The writers often speak about the prevailing technological problems and available
problems in the future [36].

Briefly, works in literature have focused on networks and applications driven by
energy harvesting. The latter schemes should then use the greedy algorithm in which
transmitter devices attempt to optimize transmitting capacity and determine their
associated transmission protocols (H-D or F-D) to increase the imminent output of
the current transmission only,without any possible gain being taken into account. The
suggested regime would investigate whether the F-D/H-D mode switching schedule
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can be mutually balanced and the transmission energy assignment for each trans-
mission protocol is upheld [37]. Nasser et al. [38] developed OFDM-based full-
duplex CRNs. OFDM-based Full-Duplex Cognitive Radio (FD-CR) was suggested
in this paper for Transmitting-Receiving-Sensing (TRS). Subhankar et al. [39]. In
an energy harvesting (EH) cooperative cognitive radio network (CCRN), this paper
addresses Energy Efficiency (EE) and SpectrumEfficiency (SE) trade-off. Pranabesh
et al. [40] performed spectrum sensing in CRN-based on the secrecy and throughput
performance.

6 Conclusion

This paper explores the full-duplex cerebral radiowithRF energy recovery. Spectrum
detection and data transfer can be carried out simultaneously by the secondary trans-
mitter using F-D technologies. There are two types of energy extraction: primary
signal RF energy and self-recycled energy from SU. The FD-based CR device has
been studied to improve energy efficiency. Both sensing speeds and the transmission
capacity of the ST are designed together to increase the EE to ensure sufficient safety
of the PU. Furthermore, the balance between energy conservation and bandwidth
quality remains.
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Performance Analysis and Power
Allocation with Joint Sharing in Hybrid
Multicarrier-Based Cognitive Radio
Network

Sandeep Kumar Jain and Baljeet Kaur

Abstract Limited resources and improper utilization of frequency force us to think
about an appropriate approach to frequency and power allocation. In order to provide
efficient utilization of available frequency resources, cognitive radio (CR) plays
a significant role. Spectrum-sharing capabilities and better adaptability of OFDM
which involves multicarrier are measured as potential candidates for the CR system.
Reduced capacity due to suppressed subcarriers in OFDM-based CR can be recov-
ered while engaging a greater number of antennas at both ends of the communication
system. In this paper, we have proposed a system model and derived mathematical
expression for transmit power allocation and ergodic capacity with joint sharing as
underlay, overlay, and interweave scenario in hybrid multicarrier-based CR system.
Performance analysis for the same is shown in simulation results.

Keywords Ergodic capacity · Spectrum sharing · Multicarrier · Power allocation ·
Waterfilling

1 Introduction

Mandate of present spectrum band for enhanced data rate, excellent throughput, and
higher QoS rising quickly which creates spectrum scarcity problem. Simultaneously,
it is also observed that most of the registered allocated bands are not fully utilized
and are known as underutilized [1]. In order to resolve issues related to scarcity
and utilization of spectrum, Federal Communication Commission (FCC) instigate a
smart radio system known as CR system [2, 3], which can be applied to understand
Dynamic Spectrum Allocation (DSA) [4] and spectrum sharing in an opportunistic
manner. CR is proficient to be alert of the external world inwhich it is functioning and
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can fiddle with its parameters of transmitter accordingly. In this direction, the fore-
most essential but rendered complicated task of CR is to detect spectrum holes with
the help of various spectrum sensing techniques such as detection of primary trans-
mitter, cooperative detection, and detection of interference [5]. In order to manage
the simultaneous existence of Primary Users (PU) and Secondary Users (SU), it is
recommended that SU should have knowledge about the operating environment and
working parameters. Based on assembled information that is requisite for SU for
proper functioning in a network, where PU exists and is already being used, hence
interference constraint exists.

There are a different number of approaches are available for sharing of spec-
trum that can be categorized as underlay, overlay, and interweave approach [6, 7].
Following approaches will play an important role to exploit spectrum-related issues
like the underutilized and unused spectrum in a DSA mechanism. One of the spec-
trums sharing approach known as underlay approach worn to overcome spectrum
under-utilization, with concurrent existence of PUs and SUs in such a way that inter-
ference bound at primary receiver remain tolerable and does not exceed beyond a
threshold limit. When PU and SU users subsist in similar spectral regions, although
transmission by SU is below the threshold, still there may be a chance of interfer-
ences arising due to coexistence [8]. Underlay approach is a much better choice as
it allows low power transmission so that interference limits at primary do not cross
predefined range. Due to transmission at low power, shorter range and lower data
rate applications get good support.

Another sharing approach is overlay which utilizes unused spectrum [9]. Here the
existence of PUs and SUs in a side-by-side band in a supportive manner. So, SU gets
required information from PU and used it to prevail over interference and provide
improvement in the overall performance at PU by relaying. On behalf of that, PU
may extend the interference limit. Improved performance achieved in overlay as it
contains better collaboration among both types of users. Due to the existence of a
side-by-side band, non-orthogonality results in interference [10]. Literatures shows
that under certain interference constraints, large amount of power can be transmitted
by SU in overlay compared to underlay approach [11, 12].

Interweave approach of spectrum sharing where SUs have to oversee and discover
underutilized spectrum bands to use proficiently and establish communications in
an opportunistic manner. Only in absence of PUs, vacant slots of spectrum can be
accessed by SUs. Under dynamic behavior of PUs, detection of spectrum holes
becomes a more vital task that demands agile in switching of frequency band by
SUs.

In the overlay approach of spectrum sharing, complete power is allocated to
subcarriers lying inunusedPUband, due to this rate of transmissionmayget improved
with possibilities of poor channel quality [9]. On the other side in the case of underlay
spectrum sharing approach [6], allocation of power to the subcarriers falls in the
underutilized spectrum band of PU [13, 14], although it experiences more interfer-
ence to PU band with better quality of channel. Whereas access of spectrum for SUs
will be allowed in interweave approach only when PUs is not working. Following
mentioned approaches of spectrum sharing can be used to tackle separate issues
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related to either unused or underutilized spectrum bands. Now in order to resolve
both issues together and provide efficient utilization of resources with optimal power
while maximizing capacity and allocation of subcarrier, too much research is going
on with a joint or hybrid approach [15, 16].

AsOFDMprovides reliable broadband communication in longer interval symbols
and separates high data rate streams into abundant low data rate streams [17, 18].
With the help of FFT/IFFT, strictly spaced narrowband orthogonal subcarriers, flex-
ibility, and adaptability offered by OFDM to reduce ISI on time-varying Rayleigh
fading channel as well as dynamic allocation of spectrum holes efficiently [19].
As subcarrier cancellation reduces capacity in case OFDM-based CR which can be
recovered with the use ofMIMO [20]. Greater antennas at transmit and receiver offer
enhanced beamforming and superior directivity respectively [21]. Such hybrid tech-
niques MIMO-OFDM-based CR [22] shows significant improvement in the overall
capacity of system and diversity gains with flat fading channel [23]. As if we want to
attain the same capacity, MIMO system required a comparatively lesser amount of
transmission power than SISO. Aswewant the complete advantage of the capacity of
CR system in downlink while considering constraint on interference of PU as well as
maximum transmit power of SU, in this paper power controlling technique have been
put into process with CSI. As channel information attained through training sequence
or pilot from PU, for known CSI, waterfilling approach can improve system capacity
[24]. Because it allows proper power allocation to each subchannel.While in absence
of CSI, power will be allocated equally among each subchannel [25, 26]. In [27],
active interference cancellation (ACI)-based spectrum shaping optimal and subop-
timal schemes have been presented which allow enhanced transmission rates. In our
paper, a systemmodel has been proposed and also derived amathematical expression
for transmitting power allocation and ergodic capacity with joint sharing as underlay,
overlay, and interweave scenario in a hybrid multicarrier-based CR system.

The paper is prepared as follows: Sect. 2 describes the proposed systemmodel for
hybrid multicarrier-based CR system. Mathematical expression for ergodic capacity
and power allocation is obtained in Sect. 3. In Sect. 4, performance analysis has been
completed using MATLAB simulation results and finally the conclusions are drawn
in Sect. 5.

2 Proposed System Model for Hybrid Multicarrier-Based
CR System

As shown in Fig. 1, for the proposed system model we have assumed downlink
scenario for SU with concurrent existence of both types of users as PU and SU. We
know CSI between secondary users as well as secondary and primary transmitters
through user and sensing channels, respectively.
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Fig. 1 Proposed system model for hybrid multicarrier-based CR system

Following parameters used in the illustration:

Sp No. of subcarriers between primary users.
Ss No. of subcarriers between secondary users.
T No. of antennas for each subcarrier at transmitter of SU.
R No. of antennas for each subcarrier at receiver of SU.
I threshold Interference threshold.
pi, j Transmission power at jth antenna of ith subcarrier at transmitter of SU.
σi, j Singular value of MIMO channel matrix of secondary users.
σ0 AWGN variance.
hi, r, t User channel gain between rth receive antenna and tth transmit antenna

at SU.
gi, j,t Interference channel gain between tth transmit antenna of SU and jth PU

Rx corresponding to ith subcarrier of SU.
Ts Symbol duration for OFDM.
dik Spectral separation between ith subcarrier at transmitter of SU and kth

subcarrier at transmitter of PU.
� f Separation among adjacent subcarriers in spectral domain.

3 Expression for Ergodic Capacity and Power Allocation

Maximumchannel capacity permits optimal spreading of total transmit power among
various number of channels.

General capacity of MIMO system is given as [20]:

C =
NumberofChannel∑

1

log2

(
1 + H∗

[{
Total Transmit Power + Inverse Overall Channel Gain

Sum of Channel

}
− Individual Inverse Channel Gain

])

(1)
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General steps of waterfilling algorithm [25]:

(1) Assign total amount of transmit power for subcarriers and noise power to each
channel corresponding to individual subcarrier.

(2) Calculate water filling area while summing total amount of power and
reciprocal of combined channel gain.

(3) Calculate average power allocation to get initial water level.
(4) To get the allocated amount of power as Power = max (0, Power) to each

subchannel, perform subtraction of step 2 from step 3.
(5) Under the power and resource constraint for maximizing capacity use the

Lagrange function to get a solution of optimization.

MIMO user channel matrix among secondary users given as:

H = [H1, H2, H3 . . . Hi ] (2)

where,

Hi =
⎡

⎢⎣
hi,1,1 · · · hi,1,t

...
. . .

...

hi,r,1 · · · hi,r,t

⎤

⎥⎦

Each of the subcarriers has a dimension of R × T. Interference channel matrix
between the transmitter of SU and receiver of PU given as:

Gi, j = [gi, j,1, gi, j,2, gi, j,3 . . . . . . .gi, j,t
]

(3)

With known CSI at transmitter of SU, individual subcarrier channels may be
decomposed into parallel self-determining subchannel with the help of singular
value decomposition (SVD)method. Singular values of channel matrix on individual
subcarriers are assigned as channel gain to individual subchannel.

HR×T = UεV H (4)

where,

UR×T = [U1,U2,U3 . . .UT ]

εT×T =
⎡

⎢⎣
σ1 · · · 0
...

. . .
...

0 · · · σT

⎤

⎥⎦
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V H
T×T =

⎡

⎢⎣
V H
1
...

V H
T

⎤

⎥⎦

Property of singular values such that

σ1 ≥ σ2 ≥ σ3 . . . σT ≥ 0

Capacity of ith subcarrier of SU Tx [24, 25]:

Ci =
min(T,R)∑

j=1

log2

(
1 +

(
pi, j
)(

σi, j
)2/

σ0

)
(5)

Due to orthogonality among subcarriers at transmitter of SU, OFDM data trans-
mission is ISI free. But it may be interfering with PU, as PU is not bound to use
OFDM. This interference on PU depends on transmit power of transmitter of SU as
well as distance between SU subcarrier with PU.

Interference on PU by SU is given as:

Ii, j
(
di , pi, j

) = pi. j Ts
dik+� f∫
dik−� f

(
sin πTs f

πTs f

)2

d f

For conventional OFDM, allocated optimal power to individual subcarrier given
as [28, 29]:

pi =
{(

PT +
Ss∑

i=1

σ 2
0

σi

)
− σ 2

0

σi

}+
(6)

For conventional MIMO-OFDM, where initially total transmit power has been
estimated using uniform allocation under certain threshold. Then equal amount of
power will be allocated to individual subcarrier as [24]:

pi = Ithreshold

Ss
∑Ss

i=1

∑Sp
k=1

∂ I ki
∂pi

(7)

where pi is power allocated to each subcarrier under a known interference threshold.

PT =
Ss∑

i=1

pi



Performance Analysis and Power Allocation with Joint Sharing … 605

With the help of power allocated to each subcarrier, power for individual MIMO
antenna is assigned in the way to maximize capacity of individual subcarrier as
well as overall capacity. In order to maximize the capacity of individual subcarriers
following optimization problem would be solved.

Cmax =
Ss∑

i=1

min(T,R)∑

j=1

log2

(
1 +

(
pi, j
)(

σi, j
)2/

σ0

)
(8)

Subject to constraint,

Ss∑

i=1

min(T,R)∑

j=1

pi, j ≤ PT

pi, j ≥ 0

Water filling solution for the problem mentioned above as:

pi, j = max

{
0, γ − σ0

σ 2
i, j

}+
(9)

where γ is Lagrange’s multiplier and can be computed as,

PT =
Ss∑

i=1

min(T,R)∑

j=1

max

{
0, γ − σ0

σ 2
i, j

}

To get our objective as assigned power in a way that maximizes the capacity of SU
under a constraint on interference forced by PU and constraint on maximum transmit
power at SU in MIMO-OFDM-based CR system. In order to achieve maximum
system capacity of SU, the objective function can be written as [24, 25]:

Cmax =
Ss∑

i=1

min(T,R)∑

j=1

log2

(
1 +

(
pi, j
)(

σi, j
)2/

σ0

)
(10)

Subject to following interference and power constraint:

Sp∑

k=1

Ss∑

i=1

min(T,R)∑

j=1

I 2i, j
(
di, j , pi, j

) ≤ Ithreshold (11)

Ss∑

i=1

min(T,R)∑

j=1

pi, j ≤ PT (12)
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pi, j ≥ 0 (13)

In order to achieve optimal power allocation solution, apply Lrange multiplier
with KKT method in (10) that will provide the result as [30, 31]:

pi, j =
⎧
⎨

⎩
1

α
∑Sp

k=1
∂ I ki, j
∂pi, j

+ βi, j

− σ0

σ 2
i, j

⎫
⎬

⎭

+

(14)

where, {Z}+ = max(0, Z) and α, β and γ are Lagrange constant multipliers, can be
obtained using above mentioned different constraints in (11), (12) and (13) as:

α

Sp∑

k=1

∂ I ki, j
∂pi, j

+ βi, j = 1
σ0

σ 2
i, j

+ pi, j
+ γi, j (15)

βi, j

⎛

⎝
Ss∑

i=1

min(T,R)∑

j=1

pi, j − PT

⎞

⎠ ≥ 0 (16)

γi, j pi, j = 0 (17)

Due to the high level of complexity involved in optimal power control, now in
this section we are deriving mathematical expressions for suboptimal power control
approach under interference on PU and transmitting maximum amount of power
level. Again, convex optimization problem will be solved and will give us two-level
water filling approach [24, 25]

pi, j = max

⎧
⎨

⎩0,
1

α
∑Sp

k=1
∂ I ki, j
∂pi, j

− σ0

σ 2
i, j

⎫
⎬

⎭

+

(18)

where α is Lagrange’s multiplier and obtained using with

Ithreshold =
Sp∑

k=1

Ss∑

i=1

min(T,R)∑

j=1

∂ I ki, j
∂pi, j

max

⎧
⎨

⎩0,
1

α
∑Sp

k=1
∂ I ki, j
∂pi, j

− σ0

σ 2
i, j

⎫
⎬

⎭ (19)

So, with these expressions allocation of suboptimal power may be obtained so
that transmission capacity of cognitive user can be maximized while keeping of
interference constraint of PU below threshold level here there is no constraint on
transmitting power.
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4 Simulation Results and Discussion

To perceive the performance and usefulness of the proposed approach, we used
MATLAB software and simulation parameters as given in Table 1. With perfect CSI
whichwill be used for subcarrier and power allocation at transmitter of SU.AMIMO-
OFDM-based CR system with Ss is number of subcarriers at SU and Sp is number of
subcarriers at PU respectively. MIMO with R × T channel matrix dimension, where
number of antennas at transmitter and receiver denoted by T and R, respectively.

Figure 2 shows conventional waterfilling approach for OFDM where subcarriers
that have good quality of channel will be assigned with larger amount power and
subcarrier with poor channel quality will not be allotted any power.

Joint spectrum sharing will be considered to overcome spectrum-related issues as
unused and underutilized spectrum. Figure 3 shows the result for simulation of joint
sharing scenario. Here the total number of SU’s subcarriers have been presented in
four zones such as restricted zone which will not allow transmission from SU in any
case. Next one is the interweaving zone, where detection of underutilized spectrum
band performed by SU for effective utilization of available resources and establish
communications in opportunistic manner. As PU and SU exist simultaneously in
side-by-side band but vacant spectrum may be accessed by SU only when PUs is not
operating.

Next zone is cooperative zone which allows coexistence of PUs and SUs in alter-
nate bands in a supportive manner. Here SU gets CSI from PU that applied to prevail
over interference and provides performance improvement at PU by relaying. On
behalf of that, PU may offer a new level of interference threshold comparatively
greater than earlier defined interference threshold. Due to high cooperation among
primary and secondary users, better performance was achieved in overlay approach.

Table 1 Parameters for
simulation

Sr. No Parameters Value

1. Number of sub carrier (16, 32)

2. Total power budget 1e−3

3. Total bandwidth 1 MHz

4. Density of noise − 80 dBm, − 90 dBm

5. OFDM symbol
duration

1e−6 s

6. No. of SU users 4

7. AWGN noise variance 1e−3

8. Number of underlay
subcarriers

8

9. Number of overlay
subcarriers

8

10. SNR (dB) − 20 to 40 dB

11. Number of iterations 1000
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Fig. 3 Water filling for hybrid scenario

Fourth zone is a non-cooperative zone for underlay approach, where both types of
users can operate simultaneously till tolerable interference at PU Rx and not exceed
a certain threshold limit of interference.

For maximum channel capacity, it provides optimal distribution of total transmit
power among various numbers of channels in all cases. To achieve our objective
as power allocation in such a way that maximizes SU capacity under constraint on
interference level forced by PU and constraint on maximum transmit power at SU
expression used for simulation result.

Let us consider deterministic nature of MIMO channel when CSI is unknown at
transmitter end, although this channel changes randomly as its channel matrix is not
a deterministic matrix which means channel capacity shows random time-varying
characteristics. We have considered that time-varying random channel is an ergodic
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process. Figure 4, shows improvement in channel capacity with respect to SNR and
as number of antennas are getting increase at transmitter and receiver end.

In Fig. 5, we have compared ergodic channel capacity for MIMO systemwith 4×
4 channel matrix. It shows that closed-loop, when CSI is known, gives us enhanced
capacity with respect to SNR due to cooperation and coordination in comparison to
open loop when CSI is unknown and we have to go for estimation to get information.

Figure 6 represents the capacity of hybrid multicarrier-based CR systems with
underlay, overlay, and joint underlay-overlay spectrum-sharing approaches. So, from
simulation, we can say that joint sharing scheme outperforms with individual sharing
scheme. In comparison of optimal and suboptimal power allocation techniques,
optimal gives better capacity than suboptimal. But due to the high computational
complexity involved in optimal power allocation scenario alternative suboptimal
power allocation approach can be used.

When we consider conventional OFDM-based CR with and without waterfilling
techniques and compare with MIMO-OFDM-based CR with and without water-
filling. In both cases, along with waterfilling techniques, we get better capacity. As
shown in Fig. 7, reduced capacity due to suppressed subcarriers in OFDM-based CR
can be improved while employing a greater number of antennas at transmitter and
receiver sides.
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5 Conclusion

It has been shown that the following mentioned approaches of spectrum sharing can
be used to tackle separate issues related to either unused or underutilized spectrum
bands. Here in order to resolve both issues together and provide efficient utilization of
resourceswith optimal powerwhilemaximizing capacity and allocation of subcarrier,
joint or hybrid approach taken into consideration. Proposed hybrid spectrum sharing
and optimal power allocation for hybrid multicarrier-based CR network have been
illustrated using waterfilling approach accordingly. Through the simulation results,
waterfilling techniques for MIMO-OFDM-based CR network with spectral distance
between SU to PU subcarriers and other one with joint sharing scheme, have been
estimated. It may be extended for a greater number of underlay and overlay subcarrier
along with more PUs and SUs in the upcoming paper for better spectrum sharing
with efficient and optimal power allocation for massive MIMO-OFDM-based CR
system using various techniques.
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Abstract Agriculture, being an important industry, needs the use of contemporary
technologies in order to increase production. Wireless sensor networks (WSN) can
be used to monitor meteorological factors in an agricultural area in this case. This
article offers a safe communication system forWSNwhere each communication step
is encrypted using appropriate cryptographic algorithm. Because a WSN consists of
a variety of devices with some constraints, conventional encryption methods are
ineffective. MUMAP, an ultra-lightweight mutual authentication protocol, is used in
the initial phase of a WSN’s connection, when the sensor nodes’ collected data are
transmitted to the base node, to verify that the data have been obtained from valid
sources. The sink nodes then transmit all of the data obtained from the sensor nodes
to the main station or base station. TWINE, a lightweight symmetric encryption
method, is used to secure the data package at this step. Both of these methods are
very safe against a variety of cyber-attacks. As a result, this framework guarantees
the WSN’s security in two critical communication areas. Because MUMAP and
TWINE are both lightweight methods, they may be deployed economically with
limited resources.
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1 Introduction

Wireless sensor networks (WSNs) are one of the most powerful new technologies,
and they, together with the Internet of Things (IoT) [1], are changing the world.
The WSN is, in fact, a critical component of the IoT paradigm. WSN was created
to provide information to the agricultural industry and therefore enable smart IoT-
based farming. Different environmental factors like temperature, humidity, weather
station data, leaf wetness, soil temperature/humidity, and many more are relevant
in such an application. Monitoring these indicators automatically provides time and
cost savings and increased agricultural production (Fig. 1).

WSNs are made up of physically tiny sensor nodes that communicate primar-
ily with the surroundings [2]. The structured network comprises sensing devices
connected by a single integrated circuit that contains all of the necessary electrical
components. The network’s life relies heavily on the energy interface point to the rest
of the world since the whole sensor is powered by a tiny battery. However, energy
consumption remains one of the significant roadblocks to the widespread use of this
technology, particularly in situations where a long network lifespan and excellent
service quality are required. WSNs are becoming more popular as a research sub-
ject, including their energy consumption, routing algorithms, and sensor placement
selection based on a particular premise, resilience, efficiency, and so on. Tracking,
transportation, monitoring, surveillance, building automation, military applications,
intelligent applications, and agriculture are just a few examples ofWSN’s application
areas [3]. Agriculture production and yields are falling day by day due to a variety
of factors. Unpredictable climatic changes, such as temperature, humidity, light, car-
bon dioxide, soil moisture, acidity, and so on, are the primary causes. Agriculture
modernization and environmental protection are required to address the issue of crop
failure. With all of the aforementioned problems in mind, we need a new and pro-
ductive technology that can boost the agricultural system’s production, profitability,
and sustainability [4]. WSNs are made up of sensor nodes such as temperature sen-
sors, soil sensors, humidity sensors, light sensors, and soil pH sensors, which are all
low power, low cost, small volume, and multi-functional. Figure2a shows the block
diagram of a sensor node used in WSN. These sensor nodes are manually installed
in the agricultural farm, and they gather climate data before transmitting it to the
gateway/sink node. The sink node then transmits this data via the public channel to
the user or agricultural expert. The farmer makes a choice and takes necessary action
on the agricultural property based on the acquired environmental facts. However,
the primary concern for continuous operation is to deliver high-quality service and
real-time data securely at the appropriate moment. As a result, while developing
a protocol, the first priority should be security. Due to their broadcast nature and
hazardous surroundings, WSNs are very vulnerable [5]. As a result, there are many
security solutions available, including routing security, key management, and cryp-
tography. The security architecture of WSNs relies heavily on cryptographic meth-
ods. WSNs have a number of limitations, including a short battery life and limited
memory. WSN is unable to cope with conventional encryption methods due to these
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Fig. 1 Application of WSN in agriculture

Fig. 2 a Block diagram of a sensor node and b Block diagram of cryptography

constraints. Another method dubbed lightweight cryptography (LWC) [6] has been
devised to provide more acceptable security with less equipment use and improved
results. Although there is no specific criteria to be fit in lightweight algorithms, they
often consider lower key sizes, smaller block sizes, smaller code sizes, fewer clock
cycles, and so on. There are three types of lightweight cryptographic calculations:
block cipher, stream cipher, and hash function. Each lightweight cryptography archi-
tect must deal with three important aspects: security, cost, and performance [7]. It is
very difficult to accomplish all three main design objectives of security, affordability,
and performance at the same time, while any one of these may be easily optimized.
Figure2b presents a block diagram of cryptography.
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In this manuscript, a safe WSN communication framework is developed which
uses an ultra-lightweight authentication mechanism, modified ultra-lightweight
mutual authentication protocol (MUMAP) [8] for sensor node to sink node authenti-
cation and a lightweight cryptographic algorithm, TWINE-128 [9] for securing sink
nodes to base station communication.

The remainder of the manuscript is laid out as follows: Sect. 2 provides a literature
review that includes studies onWSN security, lightweight cryptography, lightweight
authentication schemes, andWSNs used in agriculture, among other topics. We have
presented an ultra-lightweight authentication method and a lightweight encryption
approach for security in WSN in Sect. 3. Section4 provides features and security
measures of these method. Finally, conclusion is drawn in Sect. 5.

2 Literature Review

Despite the fact that numerous research efforts have focused on developing network
security protocols and cryptographic solutions for WSN, many problems remain,
particularly in terms of data integrity and service trustworthiness. Due to the wide
variety of potential cyber and physical security risks, these issues are difficult to
address successfully. Many cryptographic algorithms have been suggested to date;
however, they are not well suited for WSNs, particularly in agricultural applications.
In agriculture, WSNs are becoming increasingly prevalent. Environmental monitor-
ing, precision agriculture [10], and monitoring systems are some of the applications
of WSNs in agriculture [11]. As a kind of distributed system, WSNs should sat-
isfy security requirements such as authentication, authorization, data integrity, data
trustworthiness, availability, non-repudiation, trust, and privacy [12]. The Internet
of Things (IoT) is the backbone of the Fourth Industrial Revolution, contributing to
long-term growth and development, especially in the agricultural sectors of devel-
oping countries [13]. Potential cyber-physical attacks on different smart agricultural
systems may cause serious security issues in today’s dynamic and dispersed cyber-
physical environment [14]. Threats and attacks of this kind have the potential to cause
considerable disruption to connected businesses. The most frequent concerns are
cyber security, data integrity, and data loss [15]. A data breach may cause substantial
financial and personal damage to farmers as data privacy and ownership are a major
security issue in the agriculture sector [16]. Ali et al. [17] investigated the issue of
authentication in order to prevent illegal access to theWSN for agriculture. Amin and
Biswas [18] suggested a system for user authentication and a key agreement scheme
for the WSN environment, based on which a proposed method for user authentica-
tion and a key agreement scheme was provided. Naoui et al. [19] published a report
that introduced a new security method for LoRaWAN. Shiravale et al. [20] proposed
a WSN that has been implemented for precision agriculture, and security measures
have also been discussed. Thework byKatagi et al.[21] gave an overview of the state-
of-the-art technology and standardization status of lightweight cryptography, which
could be implemented efficiently in constrained devices. Shah et al. [22] provided
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a survey on lightweight cryptography for implementation in IoT devices with low
resources. A review on implementation of lightweight cryptography was provided
by Eisenbarth et al. [23]. Cyber security challenges in the field of Smart farming
were investigated by Barreto et al. [24]. Baranwal et al. [25] conducted research on
development of IoT-based smart security and monitoring devices for agriculture. It
provided very resourceful information to implement a secure WSN for agriculture.
IoT in agriculture, recent advances, and future challenges were explored in [26].
Survey on security threats in agricultural IoT and smart farming was conducted by
Demestichas et al. [27].

3 Methodology

The main target here is to create a secure communication scheme from sensor nodes
to sink nodes and then from sink nodes to the base station, as wireless communication
takes place heavily in this part, and it is very vulnerable to various types of cyber-
attacks. For our work, we are considering that there are a total n number of clusters,
where each cluster has one primary sink node and the number of sensor nodes is m.
Each cluster also has an alternative sink node which will act as the primary sink node
if for any reason the primary one becomes inactive.

So, here we have an array of clusters of length, n. Then we have two arrays for
primary sink nodes and alternative sink nodes, respectively.

1. Clusters, Ci = C1,C2,C3...,Cn

2. Primary sink nodes, SPi = SP1, SP2, SP3, ... , SPn
3. Alternative sink nodes, SAi = SA1, SA2, SA3, ... ,SAn

Each cluster has m number of sensor nodes. So, each sensor nodes will be uniquely
identified through their numbers.

Sensor nodes under cluster Ci will be, CSij = CSi1, CSi2 , CSi3 , ... , CSim
Our first task is to create an authentication scheme through which each sink node will
authenticate the sensor nodes before accepting or sending any data. Then before send-
ing the data to the base station, the sink node will encrypt the data using lightweight
symmetric cryptography to ensure security.
Phase—1 (Authentication Scheme) The sensor nodes in a WSN are the whole
structure’s leaf nodes. They gather information from the sensors and transmit it to
the sink node. In the structure, a sink node may have an arbitrary number of leaf
nodes underneath it.

The communication link is vulnerable to any kind of attacks. It enables any
intruder to interrupt connection with the sink node or alter the data of the sen-
sors while interacting with it. As a result, several authentication methods have been
proposed with the goal of safeguarding the communications channel. The authenti-
cationmechanismmust be extremely lightweight since the sensor nodes have limited
computing power, memory, and battery.
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Fig. 3 a Sensor node to sink node communication and b Sink node to base station communication

Many authors have offered authentication methods, which we have evaluated. We
have chosen to adopt MUMAP: modified ultra-lightweight mutual authentication
protocol, an authenticationmechanismdevelopedbyRaju et al., after studying several
protocols. MUMAP is a very light protocol with a high level of security. It just needs
a little amount of computing power and uses very little energy. Figure3a shows the
sensor node to sink node communication. It has been cryptanalyzed using the Juel-
Weis challenge and shown to be resistant to modular operations. Nodes’s identity
(ID), pseudonym (IDS), and key (Kr for sink node, Kt for sensor node) are stored in
both sink node and sensor node. Kr and Kt are expected to be the same. Algorithm
1 represents the steps of authentication.

I DS′ = I D ⊕ I DS;
A = I DS ⊕ R;
B = Rot (Rot (Kr, A), Kr ⊕ R;
B ′ = Rot (Rot (Kt, A), Kt ⊕ R;
C ′ = Rot (Rot (I DS), R, Kt), Kt ⊕ B ′;
C = Rot (Rot (I DS), R, Kr), Kr ⊕ B;
Update
I DS = Rot (I D ⊕ R, K );
K = Rot (K ⊕ R, I DS);

Algorithm 1: MUMAP authentication algorithm

Phase—2 (Encryption Scheme) Our second phase starts after receiving the data
packets from the sensor nodes. When all the data packets are received, the sink node
has to send all the data together to the base station. So, from the individual sink nodes
of each cluster, data will be gathered at the base station. The sink node, unlike the sen-
sor nodes, is a small device. Sink nodes have limited computational power and battery
life. So, traditional cryptographic algorithms cannot be used here. Researchers have
proposed many lightweight cryptographic techniques for these types of applications.
Among them, we have selected TWINE-128 for securing this part of communica-
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tion. Figure3b shows the sensor node to sink node communication. TWINE has three
distinct features: (1) no bit permutation, (2) Feistel-based generalization, and (3) no
Galois field matrix. Only one 4-bit S-box and a 4-bit XOR are used. It is the first time
these three characteristics have been combined in a method. The steps for TWINE
encryption can be written as follows:

1. Take a block of 64-bit data (P).
2. Provide the secret key (K) (for TWINE-128, key length is 128 bit).
3. Iterate the rotation function. It consists of 4-bit S-boxes and a diffusion layer,

which permutes the 16 blocks.
4. Rotation function is iterated 36 times to derive the round key (RK).
5. Encrypt the data using the key.
6. Generate cipher text (C).

Using the TWINE encryption scheme, the whole data package is encrypted. And
after the encryption, the encrypted data package is sent to the base station. After the
package is reached to the base station, it is decrypted. The decrypted file is obtained
using the reverse process of encryption.

4 Result Analysis and Discussion

FromSect. 3,we can see that our proposed technique uses two different cryptographic
schemes in the most vulnerable communication links to create a secure network.
The proposed system provides several functions. Another notable fact is that our
system can protect data against various cyber-attacks. An important fact to note here
is that the proposed system is a combination of two already proven methods. We
have already described them in the previous section. Thus, in this section, we have
analyzed the security of the system through the functionality and the security against
attacks provided by each algorithms individually.
Functionality The proposed system can provide several key functions, which can
be enlisted as follows:
Integrity: Data will be transmitted from sensor nodes to sink nodes based on authen-
tication, so an attacker cannot inject fake data posing as a sensor node beneath that
sink node. Furthermore, since the connection between the sink node and the base
station is secured by safe, lightweight TWINE, an attacker cannot alter the data.

Mutual authentication: Both the valid sensor node and the sink node should com-
municate and test each other. The communications conveyed are centered on shared
IDs. Specific values are only stored by the actual sensor node and the sink node. As
a result, when communicating, the sink node only authenticates the actual sensor
nodes.

Confidentiality: The sink nodes’ aggregate data packets are encrypted.An attacker
must first decrypt the data in order to get it. The encryption method in use is impen-
etrable to cyber-attacks.



622 A. Singha et al.

Forward security: If the sensor node is compromised, forward authentication is
required to safeguard the sink nodes’s previous communication with the sensor node.
Suppose the attacker knows the key and ID, but he would not be able to decrypt the
previous communication, as the key changes with the random number every time.
Security against Attacks The system provides security against various types of
cyber-attacks.They can be enlisted as follows:
Desynchronization attack: To keep the sensor node and sink node synchronized, the
protocol changes both the pseudonym and the key in both the sensor node and sink
node after each authentication session.
Disclosure attack: To perform complicated computations, every measured value in
our method depends on two or more other variables. To compute the swapped values,
we utilize the ROT function twice. As a result, even if the attack could compromise
A and B (in Algorithm 1), it would not acquire any data.
Replay attack: Different random numbers will be produced for each authentication
session in our protocol, and different A, B, and C as mentioned in algorithm 1 will be
chosen based on the random value and the local variables. As a result, if an intruder
attempts to manipulate R, A, B, or C, communication will be stopped, and replays
will not affect our protocol.
Impossible differential attack: In general, one of the most effective attacks against
Feistel and generalized Feistel structure-based ciphers is the differential attack.
TWINE was built in such a manner that it is impervious to differential attacks [9].
Saturation attack: A strong attack against generalized Feistel structure-based ciphers
is the saturation attack. TWINE was put to the test using 4-bit saturations, and it has
been proved invulnerable against it [9].
Differential/linear cryptanalysis: Any cryptographic algorithm faces significant dan-
ger from differential/linear cryptanalysis. TWINEwas tested using differential/linear
cryptanalysis to determine whether it could be cracked, but it proved to be unbreak-
able [9].

5 Conclusions

In this paper, we have proposed an implementation of an ultra-lightweight authen-
tication protocol known as MUMAP in sensor node to sink node communication
phase and a lightweight cryptographic algorithm named TWINE in sink node to
base station communication phase to create a secure WSN network for the purpose
of using in smart agriculture. Use of WSNs in agriculture is becoming popular day
by day for its provided advantages. But security is a major issue in this case as if the
data gets stolen or modified, the impact or loss can be of huge amount. Thus, we have
created a model where the most vulnerable communication parts are being secured.
In the first part where the sensor node communicates with the sink node, an authen-
tication scheme is used to ensure that the data is coming from valid nodes under that
network. And secondly, while the sink nodes communicate with the base station to
send the data package, a lightweight cryptography is used to ensure data security.
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The cryptographic techniques used here are very less energy consuming and require
less computational power and memory which make them feasible to implement in
this case.
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ASER Performance Analysis of Decision
Threshold-Based Hybrid FSO-RF
Turbulent Link

Deepak Kumar Singh and B. B. Tiwari

Abstract In this paper a novel hybrid Free Space Optical (FSO)-Radio Frequency
(RF) model is proposed which is based on the single decision threshold feedback bit
technique. The FSO and proposed hybrid FSO-RF link performance is investigated
under strong turbulence and misalignment aperture error or pointing error in terms
of the average symbol error rate (ASER) and outage probability. Atmospheric turbu-
lence and misalignment aperture are foremost factors that affect the performance of
FSO link which entails the requirement of an RF link as a backup to enhance the
system performance. The FSO-RF link is preferred in this work over the normal FSO
link due to ease in switching among the link established with the help of decision
threshold during failure of FSO link. In this proposed hybridmodel, Gamma-Gamma
distribution is considered as free-space optical turbulence channel and Nakagami-m
model is for RF link. The analytical expressions for outage probability, ASER have
been derived and results are given for various Subcarrier Intensity Modulation—M-
Phase Shift Keying (PSK) schemes. A performance comparative study is reported
for FSO link and hybrid FSO-RF link. The obtained result indicates the enhanced
system performance whereas the obtained results are validated throughMonte-Carlo
simulations and results are found in good agreement.

Keywords Average symbol error rate (ASER) · Decision threshold · Free-space
optical (FSO) communication · Misalignment error · Subcarrier intensity
modulation (SIM)

1 Introduction

The authorized bodies are incapable to handle the growing traffic demands due to
existing policy of fixed spectrum allocation strategies. The continuous growth in
data traffic originated by mobile users will be witnessed very serious problem in
future. By 2021, the number of mobile users connected to the networks is expected
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to exceed 28.3 billion. This explosive growth of global mobile data traffic attracts
global research on cognitive radio networks and OWC technologies [1].

To mitigate the technical challenges like higher bandwidth services where wire-
line (fiber/copper cable) solutions and last-mile connectivity problems are difficult
to deploy and fulfill the requirement of high speed and large bandwidth applica-
tions, Optical Wireless Communication (OWC) is the most suited. Optical wireless
communication technologies (OWC) systems (indoor and outdoor) covering a wide
unlicensed spectral rangeof 700–10,000nmhave the potential to offer a cost-effective
protocol-free link at data rates exceeding 2.5 Gbps per wavelength up to 5 km range.
OWC is a more sensible solution because of its multiple user-sized cells, reduced
interference, and improved carrier reuse capabilities due to its intrinsically abrupt
boundary [2]. OWC is broadly categorizedmainly in four forms, i.e. free space optics
(FSO), visible light communication (VLC), optical camera communication (OCC),
and light fidelity (Li-Fi), are considered which have potential to fulfill the increasing
demands of 5G/6G and Internet of things (IoT) networks for their special features,
[3]. Figure 1 shows brief architectures of these technologies. These technologies
vary in the type of transmitter (Tx), receiver (Rx), and communication media. Table
1 shows the various technological aspects of OWC technologies.

The visible light communication (VLC) for indoor applications, OCC is Ultra-
violet non-line of sight (UV-NLOS) operating at UV frequency for outdoor appli-
cations, and FSO normally uses IR for communication but it can also be operated

Fig. 1 Concept of Optical Wireless Communication (OWC)

Table 1 Various OWC technologies

OWC technologies Tx Rx Communication media

VLC LEDs, LDs PDs Visible light (VL)

Li-Fi LEDs, defuse LDs PDs VL for forward path and
Infra-red (IR) for
backward path

OCC Light or LED array, Camera or image sensor VL, IR, and
Ultraviolet(UV)

FSO LDs PDs or
HD

IR, VL, and UV
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using VL and UV. It is a short distance and LOS communication operating above
100 GHz near Infra-red (IR) frequency range in EM spectrum.

In the case of FSO Communication, the transmitter aperture and receiver aperture
must be aligned, i.e. point to point communication link, mainly for outdoor applica-
tions. Since the FSO wavelength range is 700–1600 nm, so bandwidth will be from
100 GHz to a few THz [4].

FSO communication has recently gained a growing interest for both commer-
cial and military applications. Similar to fiber, FSO transmits data in the form of
a small conical-shaped beam by means of a low-powered laser or light-emitting
diode (LED) in the THz spectrum. Instead of enclosing the data stream in a glass
fiber, it is transmitted through the air and operates in a near-infrared (IR) band. FSO
becomes attractive technology where fiber installation and RF wireless and wireline
solutions are expensive. FSO addresses applications like higher bandwidth services
where wireline solutions are difficult, metropolitan networks, inter-building commu-
nication, backhaul wireless systems, indoor links, fiber backup, service acceleration,
higher security, military purpose, smaller size of transmitting and receiving antennas,
higher transmission efficiency, satellite communications, etc. FSO communication
is also an emerging alternative to RF communication due to its worldwide compat-
ibility, wide bandwidth, higher capacity in Gbps (data rate), low-cost deployment,
low power per bit, high security, and unlicensed optical spectrum [5, 6].

The prominent factors that deteriorate the FSO transmission efficiency perfor-
mance are atmospheric turbulence and misaligned aperture in clear weather condi-
tions and fog, haze, snow, sandstorms in adverse weather conditions [7]. To over-
come the losses and improve the transmission efficiency the RF link is required as a
backup in FSO, a hybrid FSO-RF scheme can be used to meet the requirement [8].
So a Hybrid FSO-RF transmission is complementary to the FSO system that is one
possible solution for ensuring the availability of links in different weather conditions.
FSO is restricted to only Line of Sight (LOS) communication unlike RF communica-
tion means the transmitter aperture and receiver aperture should be perfectly aligned
that restricted to only a short distance communication over few Km [9, 10]. Since it
is operating in the IR range so we can easily go with the bandwidth of a few GHz
without much of a problem. In the case of a hybrid FSO-RF link, if the FSO link
fails due to NLOS and atmospheric effect then a backup RF link will be utilized.

The earlier work on hybrid FSO/RF systemmainly focuses on merging the design
of coding and various schemes of FSO and RF link to achieve a soft-switching
between two links. In reference [11] hybrid FSO/RF system uses hybrid channel
codes. In reference [12] for hybrid FSO/RF system a rate less coded automatic repeat
request (ARQA) has been proposed. Reference [13] proposes a bit-interleaved coded
modulation scheme for such hybrid systems. The use of short length raptor codes has
been proposed in [14]. The link availability of hybrid FSO/RF was investigated in
[15] from information theory perspectives. On another front, [16] introduces diver-
sity combining to parallel FSO and RF channels, while assuming both links transmit
identical information simultaneously. The performance of a similar hybrid FSO/RF
system with non-Gaussian noise has been analyzed in [17]. These hard-switching
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schemes typically lead to some rate loss compared to soft-switching schemes. Mean-
while, both classes of transmission schemes discussed above require the FSO and
RF links to be active continuously, even when experiencing poor quality, which
will lead to wasted transmission power and generate unnecessary interference to the
environment.

In other investigation [18], the author proposes and implements the hybrid free-
space optical (FSO)/radio frequency (RF) wireless communication system without
requiring channel state information and hybrid system transmits the same data with
the same data rate over both links simultaneously using diversity selection combining
scheme.

In this work, the effect of strong turbulence and misaligned aperture error on
FSO and proposed hybrid FSO-RF is analyzed and performances are compared for
various M-PSK schemes. For the proposed hybrid model Gamma-Gamma distribu-
tion is considered for the free-space-optical channel that helps to model strong-to-
moderate turbulence and Nakagami-m model is for RF link. The switching among
links depends on the decision threshold technique. The system performance is
analyzed on the basis of outage probability and average symbol error rate under
atmospheric turbulence andmisaligned aperture. Closed-form expressions for outage
probability and ASER have been derived with/without Pointing Errors and validated
using Monte-Carlo Simulations Results are plotted for various SIM/HD—M-PSK
schemes and the results indicate an enhanced system performance with hybrid FSO-
RF systemwhich means the hybrid FSO-RF system performs better in contrast to the
single FSO link due to backup RF link in different fading and weather conditions.

2 System and Channel Models

FSO link performance degrades because of strong attenuation due to fog, snow,
pointing error, and atmospheric turbulence. Use of RF link to backup FSO in case
of failure, hybrid FSO-RF system is more suited. RF link ensures connectivity thus
improves the system reliability. FSO is unstirred by rain while RF is less affected by
fog, haze, snow, and pointing errors [19]. Thus FSO and RF will assist each other in
different weather conditions.

As given in Fig. 2 the proposed hybrid FSO-RF both FSO and RF links will
be available in parallel and only one of them will be active at a particular point of
time. Activation of the link will be decided on the basis of decision threshold value.
The instantaneous SNR of the FSO link falls below certain threshold SNR, the RF
link will be active otherwise FSO link will be active. In this model, the FSO link
is the primary link for transmission and the RF link will play the role of secondary
link. The outage is defined when the SNR of both FSO and RF links fall below
the threshold SNR. For this hybrid FSO-RF system modeling the assumptions are
made that receiver has the perfect CSI and feedback bits are received without any
error. At the transmitter of the proposed hybrid FSO-RF system, SIM-MPSK digital
modulation schemes are used to modulate the bit streams; then modulated signal is
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Fig. 2 Proposed hybrid
FSO-RF model [7]

fed with a hybrid FSO-RF subsystem and the FSO subsystem used the SIM/HD at
the receiver.

2.1 FSO Subsystem Model

The probability distribution function (PDF) of Gamma-Gamma FSO channel
turbulence Ia is [20]:

f Ia (I ) = 2(αβ)
α+β

2

�(α)�(β)
I

α+β

2 −1κα−β

(
2
√

αβ I
)

(1)

where α and β are small-scale (shape) and large-scale parameters of the scattering
environment respectively, κv(.) is the modified Bessel function of the second kind
of order (α–β) and �(.) is the Gamma function �(z) = ∫ ∞

0 xz−1exdx , α and β are
closely related to atmospheric conditions through the following relationship:

α =
[
exp

(
0.49δ2(

1 + 0.18d2 + 0.56δ12/5
)7/6

)
− 1

]−1

β =
[
exp

(
0.51δ2

(
1 + 0.69δ12/5

)−5/6

(
1 + 0.9d2 + 0.62d2δ12/5

)5/6
)

− 1

]−1
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Table 2 Values of α, β, and

δ2 for different turbulence
regimes [2]

Regimes\parameters α β δ2

Weak turbulence 11.6 10.1 0.2

Moderate turbulence 4 1.9 1.6

Strong turbulence 4.2 1.4 3.5

where d = √
kD2/4L , K is optical wave number (k = 2π /λ) and D is optical

receiver’s aperture diameter,λ is optical wavelength, and L is distance between trans-
mitter and receiver of optical link. The Rytov variance with atmospheric turbulence
strength (C2

n ) that is altitude-dependent, is defined as δ2 = 0.5C2
nk

7/6L11/6.
Gamma-Gamma distribution parameters of large-scale eddies (α) and small-scale

eddies (β) are characterized by received irradiance (I) fluctuations for different atmo-
spheric turbulence conditions such asweak,moderate, and strong turbulence regimes.
The value of α and β is less and δ2 is larger than strong turbulence while the value
of α and β is large and δ2 is lesser than weak turbulence regimes (Table 2).

In this work, we have considered the FSO link under strong turbulence regimes.
The received signal γ FSO of the FSO subsystem is [21]:

yFSO = PFηIa + n

then the instantaneous signal to noise ratio (SNR) of the FSO channel is:

γFSO = (PFηIa)
2

N0

where PF is transmitted optical power, N0/2 is additive white Gaussian noise
(AWGN) noise variance, and η is responsivity of the detector.

The PDF of the instantaneous SNR γFSO of the FSO channel without pointing
error is:

fγFSO(γ ) = 1

2�(α)�(β)
γ −1G2,0

0,2

(
αβ

√
γ√

γ FSO

∣∣∣−α,β

)
(2)

Here G3,0
1,3

(
z/

ap

bq

)
is Meijer G-function [22].

Then the cumulative distribution function (CDF) of the instantaneous SNR γFSO
of the FSO channel without pointing error is:

FγFSO(x) = 1

�(α)�(β)
G2,1

1,3

(
αβ

√
x√

γ FSO

∣∣1
α,β,0

)
(3)
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2.2 Combination of Irradiance, Misalignment Aperture
Error/Pointing Error, and Atmospheric Loss in FSO
Subsystem

Misalignment aperture or pointing errors are due to misalignment of detector and
laser beam hence the attenuation due to geometric spread with pointing error is [23,
24]: The PDF of pointing error Ip is given by random variable transformation:

f Ip
(
Ip

) = g2

Ag2

0

(
Ip

)g2−1
, 0 ≤ Ip ≤ A0 (4)

where g = wLeq

2σs
is called as pointing error coefficient and σs is the jitter standard

deviation.
The signal loss of a link is defined B-lammbert’ law Il = exp(−α1L) where α1

(dB/Km) is attenuation coefficient due to fog, haze, etc. and L is the link distance.
Hence the composite channel irradiance is IFSO = Ia .Ip.Il .
The CDF of instantaneous SNRof FSO linkwith hetero-detection (HD) technique

is:

FγHD(x) = g2

�(α)�(β)
G3,1

2,4

(
D

x

γ HD

∣∣∣1,g2+1
g2,α,β,0

)
(5)

2.3 RF Subsystem

The PDF of the small-scale fading of RF channel with Nakagami-m distribution is
[25]:

f‖h‖(t) = 2mmt2m−1

�(m)�m
p

e− m
�p

t2

where �p = E
[‖h‖2], ‖h‖ ≥ 0.

The CDF of instantaneous SNR of RF link using Gamma distribution is [26, 27]:

FγRF(x) = x

�(m)
γ

(
m,

mx

γ RF

)
(6)

where γ (a, b) is a lower incomplete Gamma function.
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3 Performance Analysis

3.1 Outage Probability

Outage Probability for FSOwithout pointing error, when instantaneous SNR of FSO
link becomes lesser than the decision threshold SNR, γ F

th :

PFSO
out = Pr

(
γ ≤ γ F

th

) = FγFSO

(
γ F
th

)

PFSO
out = 1

�(α)�(β)
G2,1

1,3

⎛
⎝αβ

√
γ F
th

γ FSO

∣∣1
α,β,0

⎞
⎠ (7)

Outage Probability for RF, when the instantaneous SNRof RF link becomes lesser
than the decision threshold SNR, γ R

th :

PRF
out = Pr

(
γ ≤ γ R

th

) = FγRF

(
γ R
th

)

PRF
out = γ R

th

�(m)
γ

(
m,

mγ R
th

γ RF

)
(8)

Outage Probability for hybrid FSO-RF, if the instantaneous SNR of both FSO and
RF links falls below the decision threshold γth, then outage is declared:

Phybrid
out = FγFSO

(
γ F
th

) × FγRF

(
γ R
th

)
(9)

Outage Probability for the FSO channel with pointing error is:

PFSOpe

out = Pr
(
γ ≤ γ F

th

) = F pe
γFSO

(
γ F
th

)

⇒ Fpe
γFSO

(
γ F
th

) = g2

�(α)�(β)
G3,1

2,4

⎛
⎝D

√
γ F
th√

γ FSO

∣∣∣1,g2+1
g2,α,β,0

⎞
⎠ (10)

Similarly, the outage probability for hybrid FSO-RF with pointing error is:

Phybridpe

out = Fpe
γFSO

(
γ F
th

) × FγRF

(
γ R
th

)
(11)

where FγRF

(
γ R
th

)
is the (CDF) outage probability of RF channel.
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3.2 Average Symbol Error Rate (ASER)

Using general formula for calculating ASER of FSO system without PE is:

PFSO
e =

∞∫

0

p(e/γ ) fγFSO(γ )dγ (12)

After evaluating the integral in Eq. (13) we get:

PFSO
e = A2α+β−3

π3/2�(α)�(β)
G4,2

2,5

(
(αβ)2

16B2γ FSO

∣∣∣1,
1
2

α
2 , α+1

2 ,
β

2 ,
β+1
2 ,0

)
(13)

Average symbol error rate (ASER) of RF system is:

PRF
e = A

2
− AB

2
√

π

m−1∑
l=0

Cl�
(
l + 1

2

)
(
B2 + C

)l+ 1
2

(14)

where C = m
γ RF

.
ASER for FSO system with pointing error is:

PFSOpe

e =
∫ ∞

0
p(e/γ ) f peγFSO

(γ )dγ

After evaluating above integral the final expression for ASER of FSO with PE is:

PFSOpe

e = Ag22α+β−3

π3/2�(α)�(β)
G6,2

4,7

(
D2

16B2γ FSO

∣∣∣∣
1, 12 ,

g2+1
2 ,

g2+2
2

g2

2 ,
g2+1
2 , α

2 , α+1
2 ,

β

2 ,
β+1
2 ,0

)
(15)

ASER for hybrid FSO-RF system including pointing error is:

Phybridpe
e = Bpe

FSO(γth) + Fpe
γFSO

(γth)P
RF
e (16)

where Bpe
FSO(γth) is the ASER of FSO with pointing error during non-outage period

and Bpe
FSO(γth) = ∫ ∞

γth
p(e/γ ) f peγFSO(γ )dγ .

4 Results and Discussion

The closed-expressions obtained in Sect. 2 and 3 are taking here in this section for
the analysis of the performance of FSO and hybrid FSO-RF links such as outage
probability and ASER under various SIM—M-PSK.
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The novel Gamma–Gamma distribution model to quantitatively describe strong
atmospheric turbulence, the interference caused by misalignment aperture error or
pointing error. The receiver employs SIM/HD to obtain the performance of the FSO
and hybrid FSO-RF transmission links.

In Figs. 3 and 4 the outage probability is presented using analytical expression
found from the Eq. (7) and (8) for the FSO system over Gamma-Gamma fading chan-
nels without pointing errors and for RF system over Nakagami-mmodel respectively.
It is seen that for different outage thresholds of 5 dB, 10 dB, and 15 dB as shown, the
outage probability is reduced respectively for an average SNR of 40 dB for various
M-PSK schemes.

The comparative average SER performance of RF and FSO systems is showed
in Figs. 5 and 6 respectively. These Figs. 5 and 6 are representing the Eqs. (13) and
(14) simultaneously. Whereas these RF and FSO systems are associated with BPSK,
4-PSK, 8-PSK, and 16-PSK modulation schemes.

The FSO system is considered under strong turbulence conditions (Cn
2 = 5 ×

10−14 m−2/3). Both systems with the BPSK modulation scheme perform better than
the system with the 4-PSK, 8-PSK, and 16-PSK modulation schemes. The degrada-
tion of the SER performance of RF and FSO system with an increase in modulation
order. This is because of the increase in phase errors in higher-order modulation
schemes under the similar channel conditions. The BPSK schemes show better SER
over the 4-PSK, 8-PSK, and 16-PSK modulation schemes.

The analytical and simulation results with various PSK schemes are shown in
Figs. 7 and 8 which follow the Eqs. (13) and (16) respectively. The comparative
analysis for average SER performance of proposed hybrid RF-FSO system with and
without misaligned aperture error or pointing error.

The FSO link is considered under strong turbulence condition with BPSK, 4-
PSK, 8-PSK, and 16-PSK modulation schemes. The analytical and simulation study

0 5 10 15 20 25 30 35 40
FSO average SNR (Es/No) / dB

10 -2

10 -1

10 0

 O
ut

ag
e 

pr
ob

ab
ilit

y

FSO link avg  snr = 5 dB- Analytical

FSO link avg  snr = 10 dB- Analytical

FSO link avg  snr = 15 dB- Analytical

FSO link avg  snr = 5 dB- Simulation

FSO link avg  snr = 10 dB- Simulation

FSO link avg  snr = 15 dB- Simulation

Fig. 3 Outage probability of FSO system without PE
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Fig. 8 Average SER of hybrid FSO-RF system with PE

depicted that the results obtained in Figs. 5, 6, 7, and 8 are in good agreement and
performance of the system is enhanced as compared to single FSO link and hybrid
FSO-RF link without pointing error.

5 Conclusion

The performance of FSO and hybrid FSO links with decision threshold-based
switching and various M-PSK modulation schemes has been investigated. Using
the precise Meijer’s G function, the closed mathematical expressions are derived.
Observations show that the proposed hybrid FSO-RF system under pointing error is
outperforming compared to single FSO link under said channel conditions.

The performance results showed the superiority of the hybrid system over the
FSO system in both cases with pointing error and without pointing error. The results
of our investigations prove that the average SER performance could be enhanced by
adopting proposed hybrid FSO-RF system in place of single FSO system.

Further, this work will be extended in the investigations using some more gener-
alized channel models for FSO such as Malaga, K-distribution, etc. with spatial
diversity techniques such as MIMO, SIMO, etc. The further study may be carried on
to evaluate other performance parameters such as ergodic capacity, secrecy outage
probability, power allocation strategies for FSO and hybrid FSO-RF using some
novel modulation techniques.
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The V-Band SIW Slot Antenna for
Millimeter Wave Application

Shailendra Kumar Sinha and Raghvendra Singh

Abstract Substrate integrated waveguide (SIW) technology can be used to design
high-speed 5Gwireless communication system for 3–300 GHzmillimeter frequency
range. Nowadays, 5G technology is a promising technology for Internet of things.
In millimeter wave communication, substrate integrated waveguide (SIW) has vari-
ous advantages over the conventional waveguide due to its characteristics and ease
of design. In this article, substrate integrated waveguide slot antenna is created in
RT/duroid 5870 having permittivity 2.33 and dielectric loss tangent 0.0012. The
operating frequencies are 51 and 43 GHz. Antenna resonates at 43 and 51 GHz with
peak directivity 4.4126 and peak gain 4.2395 with radiation efficiency 96%.

Keywords SIW cavity · Resonant frequency · Bandwidth · Dual frequency · Slot
antenna

1 Introduction

A substrate integrated waveguide (SIW) is a manufactured rectangular waveguide
formed in a dielectric by closely arranging metallized ports or via holes which com-
bine upper and lower metal plates. The substrate integrated waveguide (SIW) is a
good contender for millimeter wave and terahertz application. It was first introduced
in 1994 [1]. Various SIW components like oscillator, coupler, power divider, antenna,
and filters have already studied [2]. There are three main components for a substrate
integrated waveguide (SIW) slot antenna to operate at a given frequency, width of
SIW antenna (w), diameter of SIW antenna (d) and distance between two metallic
vias(s). Width of substrate integrated waveguide (SIW) antenna control cutoff fre-
quencies of substrate integrated waveguide (SIW) transmission. The value of d, s
shows the similarity of substrate integrated waveguide(SIW) antenna with rectan-
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gular waveguide. The substrate integrated waveguide (SIW) V-band slot antenna is
one of the strong contenders to design dual-band antenna. There have been num-
ber of substrate integrated waveguide (SIW) slot antenna designs proposed recently
that show dual-band application. This type of substrate integrated waveguide (SIW)
antenna has a built-in disadvantage of producing multidirectional radiation features
that restrict its application. Above 10 GHz, the microstrip and coplanar technologies
have high losses, so they are not useful at these frequencies [3]. Substrate integrated
waveguide(SIW) technology is reliable, low cost, compact and compatible with high
frequencies. Over the last few years, dual-band antenna has attracted considerable
attention to satisfy the need of wireless technology [4, 5]. In this paper, to overcome
the difficulty of impedance matching in a wide frequency range at millimeter wave
bands, the tapered profile and substrate integrated waveguide (SIW) technology is
combined [6–11]. The ease in the design of an substrate integrated waveguide (SIW)
structure makes the addition of a tapering profile cost effective and reliable [12,
13]. The conventional rectangular waveguide and substrate integrated waveguide
(SIW) antenna have similar characteristics except modes of propagation. Substrate
integrated waveguide (SIW) supports only TE mode while conventional rectangular
waveguide supports TE and TM mode both. The approximate relation of frequency
and substrate integrated waveguide (SIW) width (w) is given by Eqs. 1 and 2 for
TE10 [14–20]

fc(TE10) = Co/2
√

ε(w − d2/0.95s) (1)

weff = w − d2/0.95 s (2)

In this Paper, we have designed V-band SIW slot antenna that works in frequency
range of 40–50 GHz which used in millimeter wave radar research and other kind
of scientific research. Proposed V-band SIW slot antenna is based on rectangular
waveguide structure. In rectangular waveguide, radiation losses are negligible if wall
thickness is much thicker than skin depth of the signal. The losses are dominated by
dielectric behavior of substrate.

2 Design of Proposed V-Band SIW Slot Antenna

The substrate integratedwaveguide antenna is described by its basic criterion like vias
diameter (d), vias separation distance and vias neighboring distance (s). The distance
between two vias depends on waveguide structure and substrate characteristics. In
this paper, substrate integrated waveguide (SIW) antenna is formed by replacing
the metallic side wall by vias. Figure 1 consists the geometry of proposed V-band
SIW slot antenna. To overcome the impedance matching, the tapering profile is used.
The structure of antenna is inspired from [6]. Substrate integrated waveguide (SIW)
antennas can either single band or multiband as given . The slots that are etched on
metallic plate are radiating elements in the plane of substrate integrated waveguide
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Fig. 1 a 2D view of V-band SIW slot antenna, b 3D view of V-band SIW slot antenna

Table 1 Dimensions of proposed structure at V-band

Definitions Value (mm)

Substrate width 6.1925

Substrate length 23

Width of the slot 2

Length of the slot 4

Diameter of vias 0.65

Height of vias 0.508

Separation between two vias 1

(SIW) cavity. The resonant frequency can be changed by location of slot within the
substrate integrated waveguide (SIW).

Figure 1a, b shows 2D and 3Dmodels ofV-band SIWslot antenna. The parameters
such as substrate length, width and height are shown in Table 1. In Table 1, the
separation between two vias (s) is greater than diameter of vias. To reduce radiation
losses, s is taken smaller than 2 times of diameter of vias. To avoid over performance,
the ratio of s and cutoff wavelength should be greater than 0.05.
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3 Results and Discussion

3.1 Reflection Coefficient of V-Band SIW Slot Antenna

The design is simulated and analyzed using HFSS software. The minima in Fig. 2
is at 51 and 43 GHz representing the dual-band frequency of SIW cavity [12]. The
introduction of slot reduces the reflection coefficient [3]. The reflection coefficient
of antenna is shown in Fig. 1. The proposed antenna resonates at 51 and 43 GHz.
The reflection coefficient obtained at 51 GHz is −31 dB. The radiation efficiency of
proposed antenna is 96%.

Figure 2 shows variation of reflection coefficient with respect to frequency. The
proposed V-band SIW slot antenna shows good performance at two frequencies 43
and 51 GHz. The bandwidth of antenna is around 1.5 GHz.

3.2 Directivity of V-Band SIW Slot Antenna

The denticity of an antenna shows field strength in specified direction. The V-band
SIW slot antenna is a dual-band antenna. Figure 3 shows directivity of V-band SIW
slot antenna. The directivity of antenna is maximum at θ = +30◦,−30◦ (Fig. 4).

Fig. 2 Reflection coefficient
of V-band SIW slot antenna
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Fig. 3 Directivity of V-band
SIW slot antenna

Fig. 4 Gain of V-band SIW
slot antenna

3.3 Radiation Pattern of V-Band SIW Slot Antenna

The radiation pattern describes how strongly an antenna radiates in any direction.
The shape of radiation determines the application of antenna. Figure 5 shows that
the proposed V-band SIW slot antenna radiates maximum field at two directions. It
shows the dual-band nature of antenna.
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Fig. 5 E-plane radiation
pattern of V-band SIW slot
antenna

4 Conclusion

The V-band SIW slot antenna, introduced in this paper, is a dual-band antenna oper-
ating at millimeter wave frequency 40-60 GHz. To achieve dual-band characteristics,
the slot antenna technology is used. The reflection coefficient of −31 and −22 dB
is achieved at 51 and 43 GHz, respectively, with high radiation efficiency of 96%.
The peak directivity and peak gain of V-band SIW slot antenna are 4.44126 and
4.2396 dB. The gain and directivity can be enhanced by changing the position of
metallic vias. This proposed V-band SIW slot antenna is a promising candidate at
V-band for 5G and millimeter wave technology.
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Performance Analysis
of MC-CDMA-Based Cognitive Radio
Network Under Rayleigh Fading Channel

Md. Alomgir Kabir and M. Shamim Kaiser

Abstract Higher rate of mobile data traffic demand is increased with the advent of
the Internet of things (IoT) and advanced network services (ANS) operators that have
begun to develop fifth generation (5G) cellular networks in order to overcome the
limitations of the current fourth generation (4G) cellular network. In order to solve the
bandwidth scarcity and effective allocation of spectrum resources and also provide
higher demand of bandwidth, a multi-carrier code division multiple access (MC-
CDMA)-based cognitive radio network (CRN) is proposed and the performance
of this system is investigated in this research. MC-CDMA-based CRN improves
the channel capacity of the cognitive cooperative network (CCN). Moreover, CCN
enhances the spectrum utilization efficiency. Signal to noise plus interference ratio
(SNIR) and the bit error rate (BER) are explored, as well as analytical derivations are
investigated for performance analysis of our proposed model under Rayleigh fading
channels. The comparison between our proposed model and conventional decode
and forward (DAF) relaying is also included in the research and MC-CDMA-based
cooperative relaying system with multiple receiving antenna schemes to show that
the recommended approach is effective. The simulation as well as the numerical
results are presented to demonstrate that the suggested cooperative relaying spectrum
sharing technique is efficient.
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1 Introduction

The presents of limitation in number of spectrum allocation policies establishing a
wireless spectrum for a new network are extremely difficult because the majority
of the bandwidth has already been allotted. [1, 2] To solve the problem of spec-
trum scarcity, cognitive radio (CR) is a novel paradigm that allows users to share or
utilize spectrum in a flexible and opportunistic manner as well as utilize the spec-
trum efficiency. Cognitive radio network (CRN) consists of primary user (PU) as
well as secondary user (SU) where PUs use a fix or specified licensed bandwidth
provided by Government policy. Those who are use unlicensed bandwidth or share
the PUs spectrum are called SU [3]. Establishing high data rate over traditional
wireless communication, transmission cause interference due to multipath fading.
To achieve the target data rate, the best choice is multi-carrier (MC)-based systems.
As a consequence, MC code division multiple access (MC-CDMA) is spreading
the original data stream in different subcarrier by different code in the frequency
domain. Every network hole consists of MC-CDMA-based primary transmitter (PT)
or primary receiver (PR) as well as secondary transmitter (ST) or secondary receiver
(SR), respectively.

In wireless communication systems, the proper measure of channel capacity for a
slowly varying fading channel is outage capacity and it is alsomore practical systems
performance metric. Furthermore, as a result of multipath fading or shadowing,
the link gain between PT and PR over the direct link transmission decreases or
the interference gain between ST (active) to PR and ST (active) to ST (inactive)
increases then the PUs chance of going outage. As a result, we take outage capacity
into account.

As a result, interferencemanagement is amajor concern forCRNs in the context of
spectrum sharing technology and several interference avoidance methods have been
suggested in the context of CRNs due to their spectrum sensing or sharing features [4,
5]. If the data rate in between PT-PR does not satisfy the achievable data rate, then the
primary systems (PS) use inactive SU for relay to transmit data PT-PR. As a result,
cooperative relays have been used in CRNs to improve system performance and
spectrum efficiency [6, 7]. In [7–9], a dual-hop DAF relaying network is introduced
into PS using spectrum sharingmethods. However, a closed form outage capacity and
outage probability are investigated forMC-CDMA-based CRN [10]. Performance of
a cognitive cooperative relay aided downlink MC-CDMA system is analyzed [11].

As a more general situation is considered, we offer an interference-limited spec-
trum sharing protocol in which PR is equipped with multiple antennas and MC-
CDMA is used at all nodes (e.g., PT, ST, SR, and PR). The performance of PR is
examined in terms of outage probability, outage capacity, and BER over Rayleigh
fading environment. We compare our suggested systemmodel to conventional coop-
erative spectrum sharing approach to demonstrate its effectiveness [7] and in an
MC-CDMA-based CRN wireless communication, it has been shown that there is a
considerable improvement owing to receive diversity, higher order code length, and
OFDM subcarrier.
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The remainder of this paper is structured as follows. Section II introduces theMC-
CDMA cooperative relay-based system and channel models. Sections III provides
the suggested system’s theoretical analysis and performance assessment. Section IV
presents the numerical results in terms of outage probability, SNIR, outage capacity,
and BER, and Section V concludes this study.

2 System and Channel Model

We consider a cooperative relay-based CRN is shown in below Fig. 1 where a similar
approach for sharing the radio frequency spectrum was also suggested in [10]. The
scenario of the system consists of MC-CDMA-based CRN. There are two systems
in this network as PS and SS. Primary network contains a source and destination for
transmitting their data are called PT and PR, respectively. It is assumed NN number
of SU can communicate with each other by sharing PUs spectrum under interference-
limited environment. In this study, all nodes are equipped with a multiple antenna
and operated in a half-duplex mode. Because of poor channel conditions and/or
channel shadowing, the direct link between PT and PR is presumed to be weak
for data transfer. As a result, the link is improper for communication and has been
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αPT-STj

STj

PR
PT
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Fig. 1 Proposed system model
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neglected as a result. However, to study the performance of such system, we consider
different coordinates for fixing the user’s location (both PU and SU) environment
where wireless network channels experience Rayleigh fading.

The medium that connects between the transmitting and receiving antennas is
referred to as the channel. For this communication channel, aRayleigh fading channel
is considered, in which the magnitude of a signal flowing through this medium varies
randomly or fades according to Rayleigh distribution. Fading parameters over the
link PT−ST j , ST j−PRχ , STi−ST j , and STi−PRχ areαPT−ST j ,αST j−PRχ

,αSTi−STj ,
and αSTi−PRχ

, respectively, which is shown in Fig. 1. All of them are distributed as
random variables, having mean values of λPT−ST j , λST j−PRχ

, λSTi−ST j , and λSTi−PRχ

sequentially where λi− j,P = 1

(di− j,P)
� and di− j,P are the distance between PT −

STi, j − PRχ , therefore, the path loss components between different link � = 2 are
considered for our proposed model [12].

3 Problem Formulation

Suppose that the proposed systems contain k number of cognitive links. The trans-
mission bits of ak(n), where n is the number of time sequence and the corresponding
spreading code sequence, are given below:

Ck(t) = [
C1,C2, ...CNC

]
(1)

Let, PT be the normalized transmitted power, then the transmitted symbol on the
kth link can be expressed as [10],

SMC−CDMA(t) =
Nc∑

i,k=1

∞∑

n=−∞

√
2PT ak(n)Ck(t)rect(t − nT ) cos{(ωi t + ϕn(t)} (2)

where Nc denotes the subcarrier and assumes that ϕn(t) is the instantaneous phase
angles of all subcarriers are within a uniform distribution throughout [0, 2π].

When there is no SU, the received signal at the base station, can be characterized
by

r(t) =
K∑

k=1

N∑

l=1

∞∑

n=−∞

√
2Pr αn,l(t) hl,n(t − nTC)ak(t − nTC)

Ck,l(t − lTc) cos{ωl t + ϕn(t)} + ζn(t) (3)
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where Pr is the signal power that was received at PR, ζn(t) is the component of
additive white Gaussian noise (AWGN), TC is the time period between one slot of
the chip, and whereas considering this cognitive situation, the fading parameter is
αn,l(t).

Due to fading, the data rate between PT − PR is considered to be lower than
the target data rate. As a result, the data transmission is processed with the help
of cooperative relay. The transmission of PUs data is accomplished via two phases
PT−ST j and ST j −PR. The received power PST j at inactive ST (cooperative relay)
and the received power strength PPRχ

at PR are expressed as [12],

PST j = αPT−ST j PPT
(
dPT−ST j

)L (4)

PPRχ
= αST j−PRχ

PST j
(
dST j−PRχ

)L (5)

where χ = [1, 2, . . . P], P is the number of receiving antenna at PR, PPT, and 0ST j

are the transmitted power by PT and ST j sequentially. Also, the interference power
P ′ caused by active SUs at STi at as well as PRχ , it can be determined as follows,

P ′
STi−ST j

= αSTi−ST jPSTi
(
dSTi−ST j

)L (6)

P ′
STi−PRχ

= αSTi−PRχ
PSTi

(
dSTi−PRχ

)L (7)

So, in terms of signal power, interference power, and noise power, the SNIR may
be expressed for two phases PT − ST j and ST j − PRχ ,

SNIR = Ps
σ 2
MAI + σ 2

n

(8)

SNIRPT−ST j =
∑N

k=1|αk |2P2
ST j

∑N
k=1|αk |2MAI + ∑N

k=1|βk |2P ′
STi−ST j

+ σ 2
(9)

SNIRST j−PRχ
=

∑N
k=1|αk |2P2

PRχ

∑N
k=1|αk |2MAI + ∑N

k=1|βk |2P ′
STi−PRχ

+ σ 2
(10)

Hence, finally, the SNIR equation in closed form can be written as follows,

SNIR = γ (α) =
∑N

k=1|αk |2P2
PRχ

∑N
k=1|αk |2MAI + ∑N

k=1|βk |2P ′
STi−ST j−PRχ

+ σ 2
(11)
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Now, the conditional BER for a binary phase shift keying (BPSK) modulated
signal may be calculated using the formula,

Ber(α) = 1

2
erfc

[√
γ (α)

2

]

(12)

The joint probability density function (PDF) for the Rayleigh distribution consid-
ering two random variables with expected mean value λp and λs for PS as well as
the secondary system (SS), respectively, is given,

f (α) = 4λ2
sλ

2
p

(
λ2
s + λ2

pα
)2 (13)

In this way, the average BER may be calculated as shown below,

BER =
∞∫

0

Ber(α) f (α)dα (14)

BER =
∞∫

0

1

2
erfc

[√
γ (α)

2

]
4λ2

sλ
2
p

(
λ2
s + λ2

pα
)2 dα (15)

BER =
∞∫

0

1

2
erfc

⎡

⎢⎢⎢⎢
⎣

√√√√
√

∑N
k=1|αk |2P2

PRχ∑N
k=1|αk |2MAI+∑N

k=1|βk |2P ′
STi−ST j−PRχ

+σ 2

2

⎤

⎥⎥⎥⎥
⎦

4λ2
sλ

2
p

(
λ2
s + λ2

pα
)2 dα (16)

So, the outage capacity [10] correlated with particular outage probability is
represented by the expression

CDAF
ε = log2(1 + γ (α))(1 − ε) (17)

where the given outage probability [10] can be expressed mathematically as follows.

ε′ = N
√

ε = 1 −
(

1 − 4αPT−ST j−PRPλ
2
STi−ST j

λ2
PT−ST j

+ αPT−ST j−PRPλ
2
STi−ST j

)

(

1 − 4αPT−ST j−PRPλ
2
ST j−STP

λ2
ST j−PRP

+ αPT−ST j−PRPλ
2
STi−PRP

)

(18)
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4 Results and Discussion

This paper presents the numerical findings of the outage capacity, outage probability,
and BER for evaluating the performance of a cooperative relaying wireless network
architecture. In this case, let us assume that PT and PR are situated at the coordinates
(0, 40) and (100, 40), respectively, as well as active ST and inactive ST are situated
at (20, 20) and (60, 40), respectively, in between PT to PR. Furthermore, in accor-
dance with the CRN design concept, we must know where the PT is located and its
transmission range. The simulation results are used to establish the best values for
system parameters including the number of OFDM subcarriers, spreading code, code
length, modulation scheme, and outage probability. Table 1 shows the parameters
that were used in the numerical simulations, which are summarized below.

4.1 Systems Performance Metric

Figure 2 shows that the outage probability reduces as the SNIR and the number of
cooperating relays rise. It can be observed that, the suggested cooperative relaying
system has a lower outage probability than the direct link transmission method.
Moreover, the theoretical analysis and simulation outcomes clearly demonstrate that
the suggested transmission scenario improves as the number of cooperating relays
increase.

Increasing the SNIR and the number of cooperative relays improves the outage
capacity, as shown in Fig. 3 of this work. It is also observed that the overall system
performance is improved.

Figure 4 compares the performance with and without received diversity in terms
of BER curves where number of received antenna P = 4, it is found that when
the number of receiving antenna P increases, the BER decreases significantly. Also
noticed is that the BER decreases enormously with an increase in the number of
cooperative relays.

Table 1 Parameters of the
system

Parameters Attributes

The total number of subcarriers,Nc 16

Number of users, K 100, 200, 300, 400

Code length, L 16, 32, 64, 128

Number of receiving antenna, p 4

Outage probability, ε 0.1, 0.01, 0.001
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Fig. 2 SNIR versus outage probability of the proposed network scenario considering receives
diversity

4.2 Comparison with the Previous Research

The outage capacity has been observed considering SNIR from 2 to 18 dB and
varying the given probability ∈ = 0.1, 0.01, 0.001 for N = 4 relays. However, the
outage capacity of the proposed system with the existing system is also analyzed
considering the same number of relays for same SNIR shown in Fig. 5. Comparing
this figure, it is noticed that at 12 dB SNIR in Fig. 5 shows outage capacity of the
proposed system is 1, 0.6, 0.25 while these values are about 0.9, 0.54, 0.23 in referred
research for ∈ = 0.1, 0.01, 0.001, respectively. Hence, it is concluded that the new
proposed scheme shows with increasing SNIR improves the outage capacity.

On the contrary, Fig. 6 depicts the outage capacity for a given outage probability
as the active ST position changes. It is found from Fig. 6 when the position of active
ST is far away from the PR, then outage capacity increases as interference effect
decreases with the increase of distance between ST and PR. For the nearest location
of ST (20, 20) to PR, the outage capacity of a research [7] has been found almost 0.9
at 10 dB SNIR while for new proposed system, it has been evaluated to be about 1
for the same location and same SNIR. Hence, proposed designed model shows better
performance in terms of outage capacity compared to [7].
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Fig. 3 SNIR versus outage capacity, when active STs are situated at (20, 20) while inactive STs
serve as a relay between PT and PR at (60, 40)

Observing the simulation results, it is found that better outage probability has
been investigated in the new proposed system shown in Fig. 7. For instance, at 8 dB
SNIR, [7] outage probability of the previous research is approximately 0.013 for four
relays while for the same condition, the outage probability is 0.004 in the proposed
network shown in Fig. 7. Hence, the proposed scheme can be considered as improved
version in terms of outage probability.

5 Conclusion

The expressions of SNIR and BER ofMC-CDMA-based CRNwireless communica-
tion systems with OFDM subcarriers over Rayleigh fading channels are analyzed in
this article as well as the multiple receivers are included in the study. This system’s
performance has been examined of proposed cognitive systems in terms of BER,
outage probability, and outage capacity. Therefore, BER performance is assessed for
a variety of systems parameters.
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Fig. 5 SNIR versus outage
capacity for different values
of ε and with N = 4 number
of STs (cooperative relays)
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Fig. 6 SNIR versus outage
capacity when the ST is
moved around but the relay
location remains constant

Fig. 7 SNIR vs Outage
probability for different
values of nodes (cooperative
relays)
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