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Preface

The 1st International Conference on Trends in Electronics and Health Informatics,
TEHI 2021, was held from December 16 to 17, 2021. The conference was hosted
by Pranveer Singh Institute of Technology, Kanpur, Uttar Pradesh, India. The TEHI
conference series has established itself as the world’s premier research forum on elec-
tronics and health informatics, which is an emerging interdisciplinary and multidisci-
plinary research field with joint efforts from artificial intelligence and soft computing,
healthcare informatics, IoT and data analytics, electronics and communication tech-
nologies. The conference’s objective is to bring together researchers, educators, and
business professionals involved in related fields of research and development. This
volume compiles the peer-reviewed papers presented at the meeting.

The conference on TEHI 2021 attracted 133 full papers from 10 countries in five
tracks. These tracks include—artificial intelligence and soft computing, healthcare
informatics, IoT and data analytics, electronics and communication. The submitted
papers underwent a single-blind review process, soliciting expert opinion from at
least two experts: at least two independent reviewers, the track co-chair, and the
respective track chair. Following rigorous review reports from the reviewers and
the track chairs, the technical program committee has selected 63 high-quality full
papers from 09 countries that were accepted for presentation at the conference. Due
to the COVID-19 pandemic, the organizing committee decided to host the event in
hybrid mode. The research community reacted amazingly in this challenging time.

The volume is insightful and fascinating for those interested in learning about elec-
tronics and health informatics that explores the dynamics of exponentially increasing
knowledge in core and related fields. We are thankful to the authors who have made a
significant contribution to the conference and have developed relevant research and
literature in artificial intelligence and soft computing, healthcare informatics, IoT
and data analytics, electronics and communication.

We would like to express our gratitude to the organizing committee and the tech-
nical committee members for their unconditional support, particularly the chair, the
co-chair, and the reviewers. Special thanks to the Prof. Vinay Kumar Pathak, Hon’ble
Vice Chancellor, Dr. A. P. J. Abdul Kalam Technical University, Lucknow; Pranveer
Singh, Hon’ble Chairman, PSIT, Kanpur; and Dr. Sanjeev Kumar Bhalla, Director,

Xiii



Xiv Preface

PSIT, Kanpur, for their thorough support. TCCE 2021 could not have taken place
without the tremendous work of the team and the gracious assistance. We would
like to thank IEEE UTHM Student Branch. We are grateful to Aninda Bose, Ms.
Sharmila Mary Panner Selvam, and other team members of Springer Nature for their
continuous support in coordinating this volume publication. We would also like to
thank Mr. Md. Mahfuzur Rahman of DIU and Milon Biswas of BUBT for continuous
support. Last but not least, we thank all of our contributors and volunteers for their
support during this challenging time to make TEHI 2021 a success.

Dhaka, Bangladesh M. Shamim Kaiser
Jaipur, India Kanad Ray
Tsukuba, Japan Anirban Bandyopadhyay
Kanpur, India Raghvendra Singh
Kanpur, India Vishal Nagar

October 2021
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A Heuristic Approach for Analyzing m
Some Reading Behaviors of Online News | @i
Viewers Using RF and KNN

Shahadat Hossain, Md. Manzurul Hasan, and Mimun Barid

Abstract This paper focuses on the factors that motivate readers to get their news
online by analyzing readers’ reading behaviors. It sheds light on the variety of elec-
tronic press media, especially on various online news hubs. We have gathered several
opinions regarding reading news online. We use the K-nearest neighbor (KNN) algo-
rithm and the random forest (RF) algorithm for the analysis [1, 13]. In addition, a
heuristic approach is hereby unveiled to analyze the activities of online news viewers.
As aresult, we find some factors that influenced the readers most to read news online,
which assist the news agencies in understanding how newsreaders are behaving on
online news platforms. Furthermore, we have results on the relative contributions,
which show that these models are more accurate in predicting the factors inspiring
the readers to surf news online than that of no existing one to the best of our knowl-
edge. Additionally, as far as observed in previous literature, our paper have directed
a new path on the subject matter besides some mentionable results.

Keywords Electronic media - Random forest (RF) - Newspaper - K-nearest
neighbor (KNN)
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4 S. Hossain et al.

1 Introduction

The dramatic advancement of technology in the last few decades has changed the
world significantly. The digital world is now the primary source of knowledge of
all kinds, whether personal, national, or international. In contrast, some days back,
physical newspapers were thought to be storehouses of knowledge. Electronic media
are gradually replacing the traditional ways of getting news from all regions. As a
result, the degree of reliance issue on online news agencies is increasing day by day.
We live in a society where all things are interconnected using the Internet. Most of the
whats we read is now available online, which was not true at actual a few decades ago.
The newspaper serves as a global knowledge center. So, newspaper publishers are
acutely conscious of the importance of serving their readers. They can conduct daily
reviews of the viewers’ perceptions on reading online news. According to Zickuhr
et al. [21], 43% of news audiences in America read news online.

Along with the printed newspapers, online news portals are being launched. For
daily news viewers, this is the most followed source of information. An online news
source must have certain features and attributes to attract viewers. Some news orga-
nizations have methods for transmitting or publishing online versions [18]. There is
dissatisfaction with these news portals among readers and viewers, impacting news
viewers’ reading habits. This study focuses on the factors that influence newsread-
ers’ behavior. Pertaining to social media, a significant number of people follow these
online news portals. These people have some prior experience in reading online con-
tent. They make decisions to follow the news portals based on that. In this analysis,
the perceptions of 264 people are analyzed and observed using machine learning
approaches. We are using a relevant machine learning approach on a small dataset,
which results in better outcomes. This paper’s relative contribution is to explore a
field of data analysis concerning online news reading habits. The objectives of this
study are the following.

e To evaluate the impacts of supervised learnings on online news reading habits.

e To observe the performances of the RF models and KNN classifiers.

e To explain how the online news media have effects over readers’ news reading
habits.

The remaining paper is accordingly arranged. Section 2 includes related papers on
reading habits for news. Next, the methodologies are presented in Sect. 3. In Sect. 4,
the experiments, along with our models, are finally demonstrated. Finally, Sect.5
shows the results and observations, while Sect.6 shows the future directions and
conclusion.

2 Related Work

Richard et al. [7] illustrated the impacts of individual trust on news media and how
various levels of trust influence news viewers’ participatory activities. They also
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looked at how different levels of trust could impact the mainstream or unconven-
tional news media. Jonathan et al. [9] studied the possibility of topic-based innovator
detection in social media and tested their built model on large-scale Twitter data.
Their model outperformed other models that had previously been used. Finally, a
broad-based analysis has been completed by Qihao et al. [12] to find the contents
of inspiring online news. They found that some forms of expression can predict
inspiring news. Furthermore, they showed how long you could see an article on the
most-shared list.

Min-lind et al. [20] developed the first multi-label lazy learning algorithm,
ML-KNN, which is based on the well-known K-nearest neighbor algorithm. They
improved their approach by evaluating it on three different multi-label learning prob-
lems. Next, Isabelle et al. [14] conducted a survey and discovered that although read-
ing comments do not impact the news brands, negative comments can be disruptive.
Finally, Annika et al. [4] surveyed data from a common type of news media in Swe-
den, and the findings indicate that socioeconomic statuses have significant impacts
on news readings.

Leeetal. [5] conducted an article review and discovered that user inputs have huge
influences on news outputs as well as on changing users’ sensitivities and responses
against the news. Furthermore, the effects of accidental exposures have significant
impacts on users so that they can recall the news contents [16]. Sanne et al. [15]
carried out an experimental study in which they used an eye-tracking experiment to
determine the impacts of readers’ visual attention to the news (printed or online).
The results revealed that printed news contributes to diverse learnings, while Web
sites only contribute to introductory learning. Anja et al. [19] performed a study on
European readers and discovered that automated and combined journalism are trust-
worthy and dependable alternatives to human-created materials. Finally, Manuel et
al. [8] demonstrated the influences of authorships by experimenting on Spanish adults
and found differences among authorships and exclusive media-depending news. For
various dimensions of contemporary research on big data, machine learning, etc.,
some papers may be recommended like [11, 17].

3 Methodology

This section depicts the essential aspect of the analysis. The description of the dataset
and its preprocessing have been completed and recorded. In this analysis, machine
learning models and algorithms are being used.

3.1 Sample Collection and Data Preprocessing

We survey 264 people from different backgrounds using the online platform Google
form. The question set has been chosen based on the author-reader impact model



6 S. Hossain et al.

Table 1 Participants’ profile sample (N = 264)

Question ‘ Count Percentage
Age

<30 254 96.22

>30 10 3.78
Gender

Male 222 84.10
Female 42 15.90
Regularity of reading news

Regular reader 201 76.14
Irregular reader 63 23.86

[9] and on research regarding consumers’ behaviors analysis in F-commerce [11].
Table 1 shows a key description of the participants. After collecting the raw data
from the survey, we use data preprocessing techniques such as converting nominal
data to numerical data, shortening attribute names, and removing missing data. The
evaluation of machine learning algorithms has a lot to do with why a specific machine
learning algorithm does not perform unbalanced data. When using machine learning,
dataset imbalance may cause unbalanced learning. Therefore, we use the synthetic
minoring oversampling approach (SMOTE) from the Python imbalanced learning
package to balance the dataset.

3.2 Random Forest Algorithm

Random forest algorithm is used for supervised learning since it reduces dataset from
over-fitting, developed by Ho [ 10]. Itis used for classification as well as for regression.
This algorithm selects the features and row samples from the dataset. Presume we
have a dataset D, and RF chooses d(d,, d, ds, ..., d,) training data samples from D
where d < D. Individual decision tree model exists for each sample set d which is
MM, My, M5, ...M,,). From these M, the average model is created for predictions
for the testing dataset.

3.3 K-nearest Neighbor

Fix [6] developed the KNN algorithm in 1952, and Altman [3] improved it later on.
It is a method of nonparametric classification. The training samples are the input to
KNN, and the output depends on the method (classification or regression) that we
use. These types are specified when we use KNN. The new member is classified in the
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—

X[11]==0.5 X[6]==0.5
gini=0.479 gini=0.312
samples=45 samples=165
value=[25, 38] value=[51, 213]
X[8]==0.5 gini=0.0
gini=0.393 samples=10
samples=35 value=[11, 0] i i
value=[14, 38] value={Za, 212
— ‘/
gini=0.0 X[4]==0.5
samples=3 gini=0.336
value=[03, 0] samples=77
value=[25, 92]
gini=0.0
samples=08
value=[11, 0]

Fig. 1 Proposed random forest decision tree model.

KNN classifier by maximization vote of neighbor, where k(k = 1,2, 3,4,5,...) is
a positive integer. This k represents the nearest neighbor’s number. KNN regression
returns the average value of k nearest neighbors for each new member. The Euclidean
distance of the current class value of samples is used to fit the training samples into
the model. It uses the nearest distance from the training sample points to predict the
class of the testing dataset.

4 Experiment with Models

On our dataset, we use a data cleaning process. The nominal data is converted into
numerical data and shuffled the dataset 150 times in data preprocessing before imple-
menting the random forest algorithm. We have scaled our data for KNN using the
StandardScaler method from Scikit-learn library.

We have then split the shuffled dataset into two sub-datasets using the
train_test_split method from the sklearn library. They are training (63%) and testing
(37%) datasets. We fit the training dataset into the RF model after splitting. The
result metrices are developed and observed using the sklearn library. The RF algo-
rithm has created a total number of 20 identical decision trees. We represent one of
those trees in Fig. 1. A node in our RF model tree contains some details. In the node,
gini displays the likelihood of a random sample which is gradually reducing up to
the leaf node [2]. The number of observations in a node is measured by the sample.

The class specifies the highest classification for nodes which is simplified to leaf
nodes for the final prediction. We have applied the KNN to the scaled dataset for
classification and observed its results. Similarly to RF, we have divided the dataset
into testing (63%) and training (37%) datasets. The training data is being fitted in
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Fig. 2 Accuracy rate versus K-values

the classifier with k = 1. Then, using testing data, we make predictions based on our
class attribute.

To generate the KNN classifier’s performance metrices, we use the Scikit-learn
library. The classifier is trained by varying the value of £(1-40), and the error rate is
calculated. The error rates are then plotted into a graph for comparison concerning
the various values of k. Though the analyses are not for a massive dataset, we have
empirical assumptions on what the news audiences perceive. According to Fig.2,
our KNN model performed robustly (99%) when the value of k is between 4 and 20.
After that range, the accuracy decreases and then increases when k = 30. In k = 40,
the accuracy of this classifier decreased by up to 84%.

5 Results and Observations

We identify some relevant results based on our model’s performance and data analy-
sis. This section records all of the model’s performance parameters. For example, we
utilize several figures and tables. For the measurements in both models, we utilize
the Scikit-learn package. Values from the data are presented in Fig. 3. True positive
(TP) is shown by 00 and for false positive (FP) is 01, false negative (FN) indicates
00, and true negative (TN) is indicated by 10 in Fig. 3.

Both models have shown outstanding results. In terms of accuracy, random forest
and KNN achieved 93% and 99%, respectively. However, RF has outperformed KNN
in terms of sensitivity. The sensitivity for RF is 99% and for KNN is 96% (Table 2).

We also find out the features’ importance that may influence our model for pre-
dictions, and some features impact our RF model. For example, from Fig. 4, a feature
named fake news in an online news portal has the highest importance in the RF model.
This information indicates that the RF model is using this feature as an important
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Fig. 3 Confusion matrix of random forest and KNN
Table 2 Result table
Random forest decision tree K-nearest neighbor (%)
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Accuracy 93 99
Precision 89 99
Sensitivity 99 96
Specificity 90 99
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Fig. 4 Importance of features
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Fig. 5 Different bar chart analyses of predicted data

for predictions. The rest of the features’ importance is shown gradually in the bar
chart (Fig.4). Although our dataset contains various factors, we have demonstrated
the effects of few critical factors on the frequencies with which respondents read the
news. In Fig. 5, we show the outcomes of the class that have been chosen and com-
pared to the other variables using matplotlib, a Python plotting library. In this case,
the X-axis represents the factor, while the Y-axis represents the total count based
on our class attribute. Figure 5a represents the participants who read the news daily
without concern for the news heading. On the other hand, a small group of respon-
dents considers attractive news headlines while reading the news. The participants
are being driven to the news by the pictures, whereas others are not (Fig. 5b).
Figure Sc indicates that traditional printed newspapers have no impact on regu-
larity behind the reading habits of our participants. Figure 5d reveals that almost all
daily news viewers read news from online news portals. We can illustrate any of the
similar figures shown in Fig.5. In all figures, orange bars indicate regular readings,
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whereas blue bars indicate the counts of inconsistent readings. Irregular news view-
ers are unconcerned regardless of the sources and attractions toward components.
That is why there is no response against this issue. Hence, the blue color bar is 0
beside the orange color bar for 1 in X-axis, which can easily be observed in all the
figures of Fig.5.

6 Future Research Directions and Conclusion

We have introduced a novel concept along with a new dimension to research. This
research reveals the wide-ranging environments in which researchers can explore
different machine learning methods on larger datasets. The study’s potential direction
is to forecast news coverage features that might influence the readers most.

The reading patterns of newsreaders should be studied so that news publishers
would recognize the readers’ behaviors and publish their news contents accordingly.
We have studied various machine learning models on the dataset of online news
viewers and have found it to be robust. This study may encourage fellow researchers
to walk along with the new era. Lastly, in our electronic age, we would like to
emphasize that further more research works on online news reading habits must be
attentioned by the researchers in the same community with a view to keen decision-
making.
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Automatic Image Classification )
and Abnormality Identification Using L
Machine Learning

Ravendra Singh and Bharat Bhushan Agarwal

Abstract Magnetic resonance imaging (MRI) is a non-invasive technology for
examining, diagnosing, and treating tumor regions in the medical field. An early
detection of a brain tumor can save a patient’s life if appropriate therapy is given.
The correct detection of tumors in MRI slices is a difficult problem, and this suggested
approach can effectively classify and segment the tumor region. In the field of
computer vision, machine learning has played a critical role. It has numerous uses
in the realm of illness detection, particularly in the diagnosis of brain tumors. Rele-
vant features are extracted from each segmented tissue to improve the accuracy and
quality rate of the support vector machine (SVM)-based classifier in brain tumor
identification. The experimental results of the recommended technique on magnetic
resonance brain imaging have been examined and validated for performance and
quality analysis. An SVM classifier was used to identify brain tumors.

Keywords Support vector machine (SVM) - Radial basis function (RBF) -
Magnetic resonance imaging

1 Introduction

Inrecent years, the medical industry has benefited from the development of informa-
tion technology and e-health care systems, which allows clinical experts to give better
health care to patients. The challenge of segmenting sick brain tissues and normal
brain tissues such as gray matter (GM), white matter (WM), and cerebrospinal fluid
(CSF) from magnetic resonance (MR) images is solved in this study using a feature
extraction technique and a support vector machine (SVM) classifier. Tumors are
divided into two categories: benign and malignant. The benign tumor, which begins
in the membranes surrounding the brain and spinal cord, is the most common form.
Benign tumors do not spread throughout the brain and are simple to cure. Tumors that
are malignant are cancerous and can spread to other parts of the body. The patient has
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a better chance of survival if the tumor is detected early. The most common imaging
procedure for diagnosing brain cancers is magnetic resonance imaging (MRI). The
magnetic field principle underpins MRI. The input data in an MRI system is multidi-
mensional. In the diagnosis of brain cancers, segmentation is crucial. It distinguishes
the suspicious (tumor) region from the MR image background. Tumors are described
as the uncontrolled proliferation of cancerous cells in any part of the body, but a brain
tumor is defined as cancerous cells growing uncontrollably in the brain. There are two
types of brain tumors: benign and malignant. The structure of a benign brain tumor is
uniform, and it does not contain active (cancer) cells, whereas the structure of a malig-
nant brain tumor is non-uniform (heterogeneous), and it contains active (cancer) cells.
Cells that are active low-grade tumors, such as gliomas and meningiomas, are classed
as a benign tumor, but high-grade tumors, such as glioblastomas and astrocytoma’s,
are classified as malignant tumors. Different magnetic resonance imaging (MRI)
sequence pictures, such as T1-weighted MRI, T2-weighted MRI, fluid-attenuated
inversion recovery (FLAIR) weighted MRI, and proton density-weighted MRI, are
used in this study for diagnosis. A benign brain tumor has a uniform structure and
does not contain active (cancer) cells, whereas a malignant brain tumor has a non-
uniform (heterogeneous) structure and does contain active (cancer) cells. These are
active cells. Low-grade tumors like gliomas and meningiomas are benign, whereas
high-grade tumors like glioblastomas and astrocytoma’s are malignant. This study
uses a variety of magnetic resonance imaging (MRI) sequence photographs for diag-
nosis, including T1-weighted MRI, T2-weighted MRI, fluid-attenuated inversion
recovery (FLAIR) weighted MRI, and proton density-weighted MRI ability to diag-
nose a brain tumor at an early stage is critical for better therapy. Once a brain tumor
is detected clinically, a radiological examination is required to determine its location,
size, and influence on the surrounding areas. The optimal treatment, whether surgery,
radiation, or chemotherapy, is chosen based on this information.

2 Background Study

Medical image segmentation for brain tumor detection using magnetic resonance
(MR) images or other medical imaging modalities is a critical step in determining
the best treatment option at the correct time. Many techniques have been proposed for
classifying a brain tumor in MR images, including fuzzy clustering means (FCM),
support vector machine (SVM), artificial neural network (ANN), knowledge-based
techniques, and the expectation—-maximization (EM) algorithm technique, which are
some of the most popular techniques used for region-based segmentation and thus to
extract the important information from medical imaging modalities. In our suggested
method, we use two pixel-based segmentation methods. Histogram statistics and k-
means clustering are two examples. The histogram approach uses single or many
thresholds to pixel-by-pixel classify an image. Analyzing the histogram for peak
values and identifying the lowest point, which is often located between two successive
peak values of the histogram, is a simple way to establish the gray value threshold t.
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The histogram statistics method can produce good results if a histogram is bi-modal.
The k-means clustering algorithm divides data into k groupings and is commonly
utilized. Clustering is the process of putting data points with comparable feature
vectors in one cluster and data points with dissimilar feature vectors in another.
Fusion-based: Detecting the tumor by superimposing the victim’s train image over
a test image of the same age group. (1) Due to the varying proportions of both
photographs, the overlapping produces complication. (2) The procedure is time-
consuming. Canny-based edge detection: A better technique to tackle the challenge
of detecting edges is to employ Canny-based edge detection. (1) Color photographs
are not supported. (2) As a result, the time it takes to find the best answer increases.

3 Methodology

The proposed method has used an image processing technique to detect and classify
brain tumors. The proposed method consists of various steps to get the final results.
MRI image has been acquired in the first step and preprocessing the image for the
next step. In the second step, segmentation of the image is done by k-mean clustering.
In a final step, for the prediction of accuracy, support vector machine is applied. All
these steps are discussed in the next sections.

3.1 Phase 1: Preprocessing

In initial consideration, an MRI image is taken for making it ready to act as an input
for the algorithm. After completing this step, the resizing [1] of the two-dimensional
image is done. The purpose of the reshaping of an image is to make it uniform by
converting it into a dimension of the same size. The next process which is involved
here is a conversion of a two-dimensional image into a grayscale format [2]. The
purpose of this conversion is to lessen the complexity of a typical RGB image. The
flowchart of brain tumor detection (proposed) is illustrated in Fig. 1.

3.2 Phase 2: Feature Extraction

The extraction of the brain tumor requires the separation of the brain MR images
into two regions [3]. One region contains the tumor cells of the brain, and the second
contains the normal brain cells [4]. The MR image contains a large amount of infor-
mation that is required, so the feature extraction has been applied to the MR image
and relevant features have been retrieved from an image that described an image
completely. The proposed method uses discrete wavelet transform (DWT) proce-
dure for retrieving the features from an image. DWT reveals both time and frequency
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information. For MR images, 2D-DWT [5, 6] is used as MR images which are of
two dimensions. The DWT works on the filters of high and low passes. In the first
step, both the filters have been used along with the columns of the MR image after
downsampling. Once downsampling has been done, the bandwidth of the MR image
is half and the redundant features are left. MR image characteristics have not been
lost as Nyquist criteria reproduces the full signal from the half information. After
downsampling, the low and high pass filters are implemented along with rows of the
MRI. In the DWT [7], high pass filters provide an edge of MR image and low pass
filters provide an approximation of MR image. The first obtained band is the LL
sub-band that provides the approximation of MR images. The horizontal features of
the MR image are retrieved from the LH sub-band, and the vertical features of an
image are extracted from the HL sub-band. The diagonal features of the MR image
are extracted from HH.
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3.3 Phase 3: Classification

After evaluating its classification accuracy with KNN, the classification phase divides
the input test image into normal and abnormal classes. Kernel support vector
machines (KSVMs) are used for classification. The resultant normal and abnormal
images of the categorized image are displayed.

The support vector machine (SVM) is a recently introduced powerful supervised
classifier and accurate learning tool. Over neural networks and RBF classifiers, SVM
has proven to be more efficient. To separate two sets of data in feature space, SVM
employs an optimal linear separating hyperplane. The lowest margin between the two
sets is maximized to get this ideal hyperplane. As aresult, the hyperplane that emerges
will rely solely on boundary training patterns known as support vectors. SVM works
by performing a nonlinear mapping of an input vector into a high-dimensional feature
space that is hidden from both the input and output. Figure 2 depicts the construction
of an ideal hyperplane for separating the features [8]. An SVM’s output is a linear
combination of training samples projected onto a high-dimensional feature space
using the kernel function [5].

SVM is based on the statistical learning theory’s structured risk minimization
principle. Its core goal is to reduce the margins between classes and the true cost by
controlling empirical risk and classification capacity [9] (Fig. 3).

SVM with linear kernel function and radial basis function (RBF) is used in this
study to classify images into two categories: “normal” and “abnormal.” The labels for
these classes are “1” and “2,” respectively, meaning “normal” and “abnormal.” Deci-
sions about pattern recognition or classification made in the context of medical diag-
nosis have consequences that go beyond statistical metrics of accuracy and validity.
We need to provide a clinical or diagnostic interpretation of pattern vector-based
statistical or rule-based decisions [10-17]. The alternatives are as follows: When a
test results in a true positive (TP) or a “hit,” it means the patient has the condition.
When a test is negative for a subject who does not have the condition, it is referred to
as a true negative (TN). When a test is negative for a patient who has the disease of

Fig. 2 Hyperplanes (A, B,
and C) s
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Fig. 3 Hyperplanes in 2D and 3D feature space

concern, it is considered to be a false negative (FN) or a “miss,” implying that the test
has missed the case. A false positive (FP) or false alarm occurs when a test results in
apositive result even when the person being tested does not have the disease [18-22].

4 Result Discussion

The KSM classifier is used to classify the test input image. The ROI detection in an
anomalous class image is shown in Fig. 4. A confusion matrix was used to calculate
the classification accuracy. The confusion matrix for SVM (Linear) and SVM (RBF)
is given in Tables 1 and 2.

K= I

a) Original b) Gray Miatter
Abnormal Removal

Fig. 4 Abnormality detection

Table 1 Confusion matrix of
SVM classifier with linear
kernel Normal 21 7 28

Abnormal 12 15 27

Normal Abnormal Total
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Table 2 Confusion matrix of

SVM classifier with RBF Normal Abnormal Total

kernel Normal 22 4 26
Abnormal 4 21 25

5 Conclusion

This work provides an object identification prototype based on SVMs that can achieve
real-time performance while maintaining excellent detection accuracy. The research
proposed an accurate method for automatically classifying and detecting abnormal-
ities in MRI images. The KSVM classifier with a 90% classification rate is used to
classify the input MRI picture as normal or abnormal. This system will be improved
by extending it to detect abnormalities in multimodal brain pictures and increasing
the classification rate. Furthermore, regardless of the window size, amount of support
vectors, or image size, the same prototype can be utilized for multiple applications.
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Abstract Over recent decades, sentiment analysis has been progressive. A lot of
effort focused on text analysis using techniques of text mining. However, audio
sentiment analysis is still in the developing phase in the academic community. In
this recommended study, we examine different transcripts of speech sentiment also
with speaker recognition to assess speakers’ emotions. The study of the sentiment
of speech in many businesses, such as customer service, health care, and education,
represents a major issue.

Keywords Emotion detection - Machine learning - Sentiment analysis -
Speech recognition - Text analysis

1 Introduction

Sentiment analysis is an analysis of the individual’s mood or attitude to an event, a
debate on issues, or in general. In various applications, sentiment analysis is used, in
which human thoughts based on their conversation are understood. A computer has to
know who interacts and what is being said to understand the mind/mood of individuals
in the discussion so that we develop a system for voice and speech recognition first
and conduct a sentimental analysis of data acquired from previous procedures. Audio
content like songs, discussions, political disputes was transformed into text by the
research community. And, the community has also been researching audio analysis
[15-17], which included more than one speaker, to investigate customer service
calls. Since the conversation involves more than one speaker, analyzing the audio
recordings becomes tedious (Fig. 1).
Speech sentiment analysis generally has four main phases:

1. Speech recognition: Speech recognition is a computer or program’s capacity to
detect words and phrases in people’s language and convert them to a machine-
readable format, which may be used to further process them. Tools like Sphinx-4
[9, 10, 20], Bing Speech, Google Speech Recognition can also be used.
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2. Speaker recognition: Speaker recognition is the identification of a person based

on the variations and uniqueness of the voice. For nearly eight decades, it has
received considerable attention from the scholarly community [18]. The signal
speech comprises many aspects that can provide linguistic, emotional, speaking
data [3]. The recognition of the speaker uses the voice signal’s special properties.

. Feature extraction: To obtain greater accuracy, the extraction of the unique

discriminating feature of the speaker is crucial. In the following step, the cor-
rectness of this phase is crucial since it provides the input for the next phase.
Some feature extraction approaches are the MFCC, LPC, LSF, PLP, and DWT,
which have been utilized to extract relevant voice-recognizing information from
signals [11, 12].

. Feature matching: Speech recognition engines match the word identified by one

of the following methods to any known word. Hidden Markov model (HMM),
dynamic time warping (DTW), deep belief network are some feature matching
methods.
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2 Recent Works on Speech Sentiment Analysis

In the last several years, many academics have created speech sentiment analysis
frameworks and tools. Some recent novel techniques and advancements in these
techniques are presented in this section. Lu Zhiyun et al. proposed in a study [6] that
pre-trained ASR model characteristics be used to solve the downstream analysis of the
sentiments of speech. The end-to-end ASR features were shown to include acoustic
and textual speech information and to provide improved results. They utilized RNN as
a sentiment classifier with self-attention that also facilitates straightforward display
using weights to understand model predictions. They utilized an IEMOCAP dataset
and a new, large-scale SWBD-sentiment dataset to analyze. This technique increases
the state-of-the-art accuracy of IEMOCAP from 66.6 to 71.7% and achieves an
accuracy of 70.10% on SWBD-sentiment.

In research [7], J. Luo et al. suggested enhancing the accurate analysis of sen-
timent when a dataset already has a specific quantity of data and long sentences,
a novel data augmentation method based on sequence generative adversarial net-
works (SeqGAN) may be used. SeqGAN is a penalty-based tool for high-quality
and versatile text data generation. For the conduct of sentencing compression in the
SeqGAN training data, long short-term memory (LSTM) networks with attention
mechanisms are utilized. The words of feeling for compressed data are kept in a
sentiment dictionary. In addition, they suggested a technique of data screening to
provide precise information from the data collected. Usability is increased by 24.6%
after applying the recommended sentence reduction, and originality on average is
improved by 4.8%. In comparison with the standard EDA process, the diversity of
data generated by the framework is improved by an average of 58.4%. In some of
the benchmark sentiment analysis data, the data provided by the suggested system
enhance the classification precision of 1%.

Al-Azani et al. [1] analyze the possible contribution to video analysis in the mor-
phologically rich Arabic language by the various modes and how they are linked to
video analysis. In addition, video analytics have an improved technique to anticipate
the speaker’s feelings in multi-dialect Arabic by combining textual, auditive, and
visual modalities. Various characteristics are retrieved to represent each modality,
including prosodic and spectral acoustic features that describe audio, neural word
insertion for transcript audio, and the rich visual flow descriptors. Two machine
learning classifiers are being trained with the retrieved features to provide a baseline.
Then, multi-level fusion checks the efficacy of different combinations of modalities
(feature, score, and decision). The testing findings show that the suggested combi-
nation technique can lead to a precise prediction of speech with a precise feeling of
more than 94%.

In a study, Seo et al. [19] proposed heterogeneous modality transfer learning
(HMTL) for the use of the knowledge of aligned text data to transfer learning
to improve the performance of the audio-visual sentimental analysis. To decrease
the gap between the target modalities and the source in the embedded area for
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multi-modal representation, the strategy utilizes decoder and opposite methods. This
approach experimentally outperforms recent audio-visual analysis of unimodal and
bimodal performance.

The tree-structured regional model of CNN-LSTM consisting of two sections:
regional CNN and LSTM to foresee valence-arousal (VA) text ratings for dimen-
sional sentiment analysis is proposed in this work by Wang et al. [21]. In contrast
to traditional CNN, the regional CNN suggested employs a section of the text as a
region, splitting the input text into multiple areas to extract, weigh, and evaluate valu-
able information in each region according to its contribution to VA. Such regional
information is incorporated progressively across LSTM regions for VA prediction.
By bringing together regional CNN and LSTM, the prediction method may incor-
porate both local (regional) information inside sentences and long-range sentence
reliance. A technique for a regional division to find task-related words and sentences
to include structured information into VA prediction is presented to further enhance
performance [4]. Experimental findings on different firms demonstrate that the sug-
gested technique exceeds the methods presented in the earlier studies of lexicon,
regression, conventional NN, and other structured NN.

Zhang et al. [23] presented a WIS (KGCapsAN) network, knowledge-guided
capsule attention network, which is developed for aspect-based sentiment analysis.
This is a two-part approach: a Bi-LSTM network and a capsule payload system. By
attention mechanism, the capsule care network implements the routing technique. In
addition, the capsule was guided by two previous information: syntactic structures
and n-gram structures. Extensive trials on six datasets are done, and the findings
demonstrate that this technique produces the latest.

T. Manshu et al., in a paper [13], suggest a prior-knowledge information hierar-
chical attention network (HANP) for the CDSC project. Unlike other current tech-
niques, by incorporating prior information, HANP may simultaneously get both
domain-independent and domain-specific properties. Further, the HANP also has a
hierarchical layer of representation with a care mechanism to allow the HANP to
record keywords and phrases in connection to feeling. In addition, a direct view of
previous sentimental knowledge may be provided in the suggested paradigm. Exper-
iments of the datasets of the Amazon review show that the suggested HANP can
exceed state-of-the-art techniques substantially.

In a study by Kaushik et al. [5], they indicate that the baseline approach is inef-
fective to extract audio feelings. Alternatively, a novel architecture is suggested for
sentiment detection utilizing keyword spotting (KWS). A text-based sentiment clas-
sifier will automatically be employed in the new architecture to identify the most
helpful and discriminatory keyword words that carry feelings and then serve as a
KWS term list. In addition, iterative feature optimization is presented to minimize
the model complexity while retaining an effective classification accuracy to get a
compact yet discriminative sentiment term [14]. In a unique integrated wording, a
novel hybrid ME-KWS joint measuring process is designed to model text and audio-
based characteristics. Two new datasets for audio-based sentiment identification are
being built for assessment, notably a database for YouTube sentiment, and an updated
corpus dubbed the UT Opinion audio archive. These datasets feature audio that is



A Review of Speech Sentiment Analysis Using ... 25

captured in real-world circumstances with real opinions. Audio taken from videos
on youtube.com and UT Opinion corpus are analyzed for the suggested approach.
Experimental findings demonstrate that the proposed system based on KWS exceeds
the standard architecture of ASR substantially to detect sentiments for difficult jobs.

The work by Maghilnan et al. [8] provides a generalized approach, which uses
an audio conveying two persons as input and examines the content and identity of
the speaker by translating the audios automatically into text and recognizing the
speaker. In this study, they suggested an easy approach for carrying out the activity
specified. The system works well with the artificially produced dataset, collects a
bigger dataset, and increases the system’s scalability.

Due to the restricted textual properties of short messages, short text character-
istics that should be extracted from several viewpoints and many combinations of
sentiments are needed to gain information about hidden feelings. A new sentiment
analysis model based on a multi-channel convolutionary neural network (MCNN-
MA) is proposed by Feng et al. [2]. This model combines word characteristics with
part of the speech, location characteristics, and syntactic dependence characteristics
into three new combined properties independently, instilling them in the convolution-
ary multi-channel neural network. Finally, two Chinese short text datasets have been
experimented with. The findings from the experiments indicate that the MCNN-MA
model has a greater classification precision and comparatively cheap time-to-train
costs compared to others.

The sentiment lexicon that gives word feeling information plays a vital part in
the process of sentiment analysis. Most lexicons of emotion now only contain one
feeling of polarity per word and neglect the ambiguity of sentiments. In paper, Yin
et al. [22] have suggested the construction of a vocabulary of feelings based on POS
chunks, specifically CP-chunks, which would solve the ambiguity of lexical feel-
ings. Their objective is to develop the lexicon of feeling. Because the context POS
affects the word polarity and intensity, CP-chunks is used as a device for the compu-
tation of sentiments. The classification job of text sentiment evaluates this approach.
The results of the experiments show that the applicability for both the positive and
negative polarity corpora is more steady and balancing, and the precision for the sen-
timent classification of a field-specific corpus approaches 82% in comparison with
the previous methods.

3 Results

Many innovative models are available. Here are the results of several reasonable
models. Lu Zhiyun et al. suggested the use of pre-trained features from end-to-end
ASR models in the solution of SWBD-sentiment, improved state-of-the-art IEMO-
CAP accuracy from 66.6 to 71.7%, and achieved an accuracy of 70.10% with over
49,500 statements. J Luo et al. developed a new data augmentation framework based
on sequential generative adversarial networks (SeqGAN), which increased usability
by 24.6% and improved the novelty by 4.8% on average following the use of the sug-
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gested sentence compression. S. Al-Azani et al. proposed an enhanced video analysis
approach to predict the multi-dialect of speaker sentiment in Arabic language in three
dimensions, i.e., text, speech and video, and findings show that the approach pro-
posed to combine different ways of prediction of the speaker’s feelings may lead to
more accurate prediction with over 94% accuracy. J. Yu et al. proposed the ESAFN,
and the findings demonstrate that ESAFN can outperform various unimodal and
multi-modal highly competitive techniques.

4 Research Gap

The thorough literature survey states that a lot of research is already in progress in
the categorization of speech into various classes. Furthermore, numerous tools and
techniques are proposed by researchers for sentiment analysis of the speech in the
English language, whereas the case is very restrictive in regional and local languages
like Hindi. This research intends to work on speech sentiment and emotion analysis,
particularly for the Hindi language. The analysis will be done on all three dimensions
of media, i.e., text, speech, and video. The study will be very useful for analyzing
sentiments in podcasts, speeches, and videos that are available in the Hindi language.

5 Conclusion and Future Scope

The sentiments analysis is based on text or audio sensations. The key focus of this
work is a review of the sentimental analysis paradigm comprising. Analytics of the
sentiment is an emerging subject of textual, audio, and computer language studies and
has attracted significant interest in recent years. Future work should explore improved
opinion approaches and product attributes extraction and new classification models
capable of handling the property of the ordered labels in the grading of inferences.
In the future, applications should also be created utilizing the sentiment analysis
findings.
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Abstract The digital cameras have played the crucial role for the revolutionary
growth of digital platform. The digital cameras capture the high-resolution images.
Butstill, itis prone to the noise that might be due to improper acquisition settings, light
conditions or any other noise artifacts. In this paper, our work was focused to improve
the contrast and preserving the brightness in digital images. Firstly, the illumination
was estimation through 2D-discrete wavelet transform. From the obtained value,
logarithmic scale was calculated. The logarithmic scale is used to expand the dark
scales in the image. With the obtained scale parameter, adaptive gamma correction
was implemented. The nature of gamma was automated through logarithmic scale
for each input image. The experiments were conducted on the TID2008 database.
In comparison to the published algorithms, our proposed method had proved to be
effective. The performance of the proposed method was measured from peak SNR,
absolute mean brightness error, image quality index and entropy.

Keywords Contrast enhancement - Gamma correction - Discrete wavelet
transform

1 Introduction

With great demand of mobile phones and social media platforms, the digital images
have been extensively used both at personal and professional applications, for
example, the usage of images in medical field to monitor health, in forensics and
many other allied platform. Due to imperfection in acquisition settings of digital
cameras, the quality of image deteriorated. Also, the limited exposure to light condi-
tions decreases the dynamic range of intensity scale. Hence, it is necessary to enhance
the contrast for better visual quality of the image. By enhancement, it is the process of
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Fig.1 Image with varying dynamic range, a boat, b tower

stretching the contrast to improve dynamic range. The two types of the enhancement,
viz., visual and the machine interpretation are used for processing [1]. Mostly, the
various techniques on visual properties had been developed for image enhancement.
It could be clearly observed from Fig. 1 that dynamic range of tower is better as
compared to boat. Because the pixel distribution of boat is narrow and lies at the
middle range of intensity scale. Mostly, if the dynamic range is inclined to right,
left or in middle like in boat is said to have low contrast. Similarly, tower has the
better dynamic range than the boat. Due to this variability in the dynamic range,
the contrast enhancement become the challenging task in image processing. Such
variation produces nonlinearity in the pixel distribution. It is required to maintain the
equilibrium between contrast and brightness in the image.

2 Related Work

The most of the digital images are low in dynamic range. Such conditions may be
the result of low light conditions or incorrect aperture settings of digital camera.
This rises the nonlinearity and causes the loss of relevant information content in the
images. To address the challenge of nonlinearity, researchers had proposed different
techniques to improve the quality of image. Traditionally, histogram equalization
(HE) is popular technique due to its ease of use. But the limitation of HE is either it
transforms the image to over or under enhancement. To overcome, many researchers
proposed the modified HE [2-5] by preserving its brightness and thus improving
the contrast of the image. The purpose of modification was to widen the dynamic
range of the images. However, the HE does not provide sufficient information on the
composition of fine details and edges.

The illustration of Figs. 2 and 3 showed the results obtained from conventional
histogram equalization and the median-mean-based HE proposed by Singh and
Kapoor [6]. The author proposed a median—mean-based clipped histogram for auto-
matically improvement in the contrast. As seen from Figs. 2 and 3, the approach
of HE had widened the dynamic range of intensity scale. But, the insignificant
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contrast enhancement degraded the visual quality of picture. The effect of color
saturation is clearly observed from Figs.2 and 3. Similarly, with the approach of
MMSICHE, the significant improvement was observed in contrast. But uneven illu-
mination resulted in the loss of information content in the image. Similarly, Naushad
Ali and Abdullah-Al-Wadud [7] have proposed the boosting algorithm for correction
in over-enhancement. With the boost of minor regions obtained after applying HE,
clipping of the values was implemented to suppress the quantum jumps.

Another approach is the global and local HE methods. In the global HE, the overall
picture is enhanced, whereas in local HE, with the utilization of small windows,
the quality of picture is improved. Tian and Cohen [8] proposed the combination of
global and local HE to preserve the naturalness in the image. Saruchi [9] proposed an
overall enhancement using a sigmoid mapping function. The sigmoid is an S-shaped
non-linear transformation function for compressing the dynamic range. Therefore,
it is effective for contrast enhancement. Additionally, fast quadratic HE [10] was the
extension suggested by Saurabh Patel.

The author claimed that the method was computationally faster as compared to
global HE and local HE. Other than HE, discrete wavelet transform is also useful tool
to improve the overall quality of image. Muslim et al. [11] had proposed the noise
reduction using discrete wavelet transform (DWT) and Gaussian low-pass filter. The
DWT was used to filter the high frequency content and for the other part, Gaussian
low-pass filter was implemented. The algorithm was designed for medical images.

In the recent times, the implementation of gamma has been extensively used for
contrast improvement. It is a nonlinear approach to enhance the quality of image.
Due to over-enhancement, the increase in noise level becomes the major drawback
of this approach. However, Huang [12] proposed a weighted distribution mapping of
the histogram to improve the contrast. The algorithm designed is limited in approach
and mostly over-enhanced the low contrast images. Cao et al. [13] had proposed
the effective way to handle the exaggerated enhancement due to gamma correction.
Rather than correlating with cumulative density function, gamma was used for nega-
tive portion of the images. The modulated value of gamma alleviated the contrast
for better quality of image. For effectiveness of gamma correction, scale parameter
is required to computed such that along with the contrast improvement, brightness
is to preserved in the image.

The motivation for this paper is to design an adaptive scale parameter for gamma
that could effectively manipulate the contrast in the image. Moreover, the robust
algorithm is required to preserve the mean brightness in the image. The conse-
quent sections of the paper are organized to deal the problems mentioned above. In
Sect. 3, a proposed method will be discussed. In Sect. 4, experimental results will be
demonstrated. Lastly, conclusion of the proposed algorithm will be interpreted.
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3 Proposed Method

The proposed algorithm, performance evaluation of enhancement algorithm for
contrast distorted images (PEAC), is categorized into three steps: preprocessing,
discrete wavelet transform and estimation of scale parameter. The flow diagram of the
proposed method is shown in Fig. 4. Firstly, the linear contrast stretching of available
raw (RGB) image was obtained. Then, the image was transformed to hue, saturation
and value (HSV) scale. Secondly, the multiscale partition was implemented using
discrete wavelet transform. From this, the estimation of illumination was computed
using logarithmic scale. Lastly, the gamma correction was implemented for contrast
improvement in the images.

3.1 Channel Stretching

Let us assume, F(u,v) = [R(u,v),G(u,v),B(u,v)] where R is the red, G is the green
and B is the blue component of the original color image. For individual channel,
the minimum and maximum values of pixel are computed. Such values defined the
limits of contrast stretch in preprocessing stage.

Hence, the contrast was stretched to provide uniform distribution in color space.
The magnitude of scaling function was obtained as follows:

R(u,v) — min[R(u,v)]

R(u,v) = (1)

max [R(uyv)]—min[R(u,v)]

With individual channel stretching, our approach of contrast stretched images
(Fig. 5) showed better results. Since, it was difficult to process the information for
individual colors. Hence, we converted the RGB space to HSV channel (H—hue,
S—saturation and V—value). The value ‘V’ has the brightness content in the image.

hann Multiscale Contrast
Raw Image Channel RGB to : Enhancement | HSV to | Resultant
107 = : » Decomy m  —» " 4
(TID2008) Stretching | HSV scale ing 2 r using gamma RGB scald Image

using 2D-DWT f

correction
Estimation of
lllumination

Fig. 4 Flow diagram of the proposed method
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Fig. 5 Resultant images from contrast stretch boat

3.2 Multiscale Decomposition

The main motivation of the PEAC was to obtain the scale parameter for gamma
correction. At the beginning stage, we focused on estimating the illumination content
by downscaling the information content in the image. The reason was to estimate
the brightness content in the image. Many researchers proposed the techniques like
histogram splitting, based on mean intensity [14] or through the median intensity
[15] or the combination of both like proposed by Singh and Kapoor [6].

With the profound studies [16, 17], our work was implemented on multiscale
discrete wavelet transform (2D-DWT). The 2D-discrete wavelet transform was
implemented at a scale level of 2 with mother wavelet as ‘symlet.” The choice of
decomposition and mother wavelet was based on intensive hit and trial method on
various images.

Figure 6 illustrated the decomposition of original image into low-pass and
high-pass filter coefficients. At a scale level of ‘2, the low-pass coefficients
is further decomposed into low-pass—low-pass (LL), low-pass—high-pass (LH),
high-pass—low-pass (HL) and high-pass—high-pass (HH) coefficients.

3.3 Estimation of Scale Parameter

The maximum likelihood estimation of illumination was calculated from low-pass
coefficients obtained from 2D-discrete wavelet transform. Since, for the scale value
of gamma less than ‘0.5, yield the non-uniform brightness and greater than ‘1’
will decrease the contrast. The estimation of gamma scale is calculated. Hence, to
automate using the relation as mentioned below:

J—n

= logo( + 1)

@)
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Fig. 6 Two-level decomposition of original image using 2D-DWT

Table 1 Step-by-step
procedure of proposed
technique

Stepwise Procedure of implementation of PEAC algorithm
(i) Preprocessing the original image using contrast stretch as
mentioned in Eq. (1)

(ii) Conversion of original RGB into HSV transformation
(iii) Keeping the hue and saturation constant, decompose the
‘V’ component using 2D-DWT at a scale level of ‘2’

(iv) Compute the scale parameter from the LL coefficients
obtained at a scale level of 2’ using Eq. (2)

(V) Further, obtain the final gamma scale value using &©-009
(vi) At final stage, obtain the enhanced image while converting
back to RGB image

where ‘£’ denotes the scale parameter, and ‘J” is the maximum intensity scale.

However, the value ‘£’ was not sufficient enough to scale the contrast in the image.
Hence, a constant value of steepness was chosen as 0.005. Any value less than or
greater the steepness bounced the output to a contrast distorted image. Lastly, the
image was converted back to its original channel space, viz., RGB scale (Table 1).

4 Performance Evaluation

The quantitative performance was evaluated through peak SNR [18], absolute mean
brightness error [19], entropy and perceptual-based quality index [20]. The database
used for evaluation is TID 2008 [21]. Figure 7a illustrated the preservation of infor-
mation through entropy. If the resultant entropy is closer to original entropy, more
will be the preservation of information. The proposed method entropy is obtained as
7.36, which is more close to the original (7.29), as compared to other methods (CHE
is 5.86, and for MMBSIC, 7.17).
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Fig. 8 Comparison of AMBE with conventional HE, median-mean-based HE and proposed
method

The another metric, AMBE, is evaluated to estimate the preservation of mean
brightness. Lower the value of AMBE, better will be the brightness preservation.
As shown in Fig. 8, the proposed method calculated the average AMBE of 0.827.
In case of MMBSIC, it was 7.07 and that of conventional HE 16.09. The AMBE
calculated is irrespective of noise content in the image. Hence, the peak SNR is used
to estimate the suppression of noise in the image. More is the value of PSNR, lesser
will be the noise content in the enhanced image. The PSNR is computed from original
and enhanced image. From Fig. 7b, compared to MMBSIC of 26 db, the proposed
method had 25.1 db. In our case, with improvement of contrast, brightness was to be
well preserved. Hence, it could be observed that for the rare lesser value of PSNR,
the brightness (AMBE) preserved in the enhanced image is far better in comparison
to the HE-based methods.

Additionally, the visual comparison of the enhanced image is Fig. 9 for better
insight of the PEAC. The proposed method is further compared with state-of-the-
art techniques developed by Arriaga-Garcia et al. [22] and Veluchamy and Subra-
mani [23]. Arriaga-Garcia et al. [22] developed the contrast stretching algorithm
using a sigmoid function, whereas Veluchamy and Subramani [23] implemented the
improved HE computed from other nonlinear transformation as gamma correction.
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Original Tmage ACS[22] AGCHE [23]

MMBSIC [6] Proposed Method

Fig. 9 Comparison of enhanced images obtained from recent and proposed method

Table 2 Comparison of methods for different metrics

Method\Metrics Entropy PSNR AMBE Image Quality
CS 5.83 16.09 24.1 0.43
MMBSIC [6] 7.16 26.11 7.02 0.93
ACS [22] 6.28 19.37 113.67 0.78
Proposed method 7.37 25.11 0.82 0.97

With over-enhancement in CHE, poor contrast in ACS, AGCHE (adaptive gamma-
based CHE), and MMBSIC, the PEAC had shown the optimal balance in contrast
and mean brightness in the enhanced images.

Moreover, quality of image is also measured to quantify the degradation. Higher
the value of perception-based quality index, more consistent would be the quality
of image. In our method, the average quality index of 0.978 was observed. Table 2
showed the comparison of different methods with proposed technique. Except PSNR,
measure of information, AMBE and perception-based quality index is better in the
PEAC.

5 Conclusion and Future Scope

The enhancement method (PEAC) proposed is a combination of discrete wavelet
transform and nonlinear transformation (gamma) function to effectively improve
the contrast and preserved the mean brightness in the image. The uniformity in
distribution of pixel across intensity scale measures the better contrast in the images.
The uniformity of pixel distribution (Fig. 2), obtained from CHE and MMBSIC, had
degraded the quality of the image. But from Fig. 10, with high contrast, PEAC had
shown the improvement in detail and better visual quality in the image. Most of the
work is focused on modification of conventional HE. In our work, while preserving
the simplicity, the approach of implementing gamma had shown better results in both
qualitative and quantitative measures.
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Original Histugram PEAC Histogram Original Histogram PEAC Histogram

Fig. 10 Resultant images obtained from proposed method

Due to its minimum AMBE and better PSNR, the proposed method can found

its suitability in restoration of contrast and brightness distorted images. In future
studies, the method will be implemented to dark images. Moreover, the approach
will be modified to automatically select the gamma scale for individual images.
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Abstract Feature selection (FS) is one of the crucial pre-processing tasks in many
data mining, machine learning, and pattern recognition applications. It facilitates
limiting the feature count, dimensionality of datasets, and overfitting. Feature selec-
tion methods are developed to explore the benefits with good accuracy outcomes.
This paper proposes a novel modification to the conventional Hunger Games Search
optimization using the concept of opposition-based learning (OBL) to solve the FS
problem. Here, the opposition-based learning enables the searching ability of HGSO
to determine the optimal solution by looking in random directions and in the opposite
directions as well, simultaneously. Moreover, three binarization approaches, namely
transfer function (TF), great value priority (GVP), and angle modulation (AM), have
been incorporated with modified HGSO and investigated to study the effective feature
selection ability of the modified optimizer. The simulation results have been obtained
using standard datasets for accuracy, fitness value, and a number of features, along
with a convergence curve for each dataset. The obtained results demonstrate better
performance compared to the Support Vector Machine (SVM) approach over most
of the datasets for effective feature selection.
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1 Introduction

Due to the advancement of data on the internet, the dimension of the datasets has
grown tremendously, thus increasing the complexity of machine learning models
and making data analysis difficult. Feature selection (FS) is one way of reducing
the dimensions of the datasets. FS is a process of selecting a subset of features
without compromising the original sense of data. There are two main categories into
which feature selection algorithms can be divided, namely filter-based and wrapper-
based approaches. The filter-based approach to feature selection is independent of
the learning algorithm, while the wrapper-based approach to feature selection is tied
to the learning algorithm [1]. An optimization algorithm or a learning algorithm
is used to decide whether a feature subset is suitable or not in the wrapper-based
approach for feature selection. A problem having N features has a complexity of
O (2V), making feature selection a non-polynomial hard problem [2]. Traditional
optimization algorithms are incapable of solving complex optimization problems.
To tackle these complex optimization problems, many meta-heuristic algorithms
have been developed. In Ref. [3], the authors try to solve binary problems using
particle swarm optimization (PSO) based on angle modulation. A binary coded ant
colony optimization (ACO) has been used in Ref. [2] for feature selection. The
authors suggested a grey wolf optimization algorithm (GWO) based feature selection
approach to classifying coronary artery disease in Ref. [4]. The authors of Ref. [5]
proposed a correlation-based feature selection technique using the PSO algorithm.
In Ref. [6], the authors suggested feature selection using PSO in intrusion detection.
The feature selection model based on the PSO algorithm and SVM classification to
diagnose erythemato-squamous disease has been suggested in Ref. [7].

In Ref. [8], the use of deep learning for mining biological data has attracted
several researchers due to their efficiency in terms of classification and significant
extracted features. Whereas Ref. [9] investigates a feature selection model based
on the artificial bee colony (ABC) algorithm and SVM classification for disease
identification. In Ref. [10], the authors proposed a minimum redundancy, maximum
relevance feature selection approach based on the PSO algorithm and SVM classifi-
cation. Hunger Games Search Optimization has recently been proposed as a means of
solving a global optimization problem. So, the majority of swarm algorithms suffer
from failing to converge to local optima. With the theory of “No free lunch”, we
attempt to solve the problem of feature selection using a modified Hunger Games
Search optimization (MHGSO) algorithm. This algorithm is proposed to solve the
feature selection problem. The major contributions of this paper are focused on the
following:

e The proposed MHGSO is a novel variant of the binary wrapper feature selection
algorithm.

e Several binarization techniques are applied to obtain the optimal solution more
rapidly and with better accuracy.
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e A novel operator is integrated into basic HGSO based on opposition-based
learning (OBL).

e Testing high dimensional datasets using MHGSO and realizing a comparative
study with the state for FS problem.

The structure of our paper is organized as follows: Sect. 2 explains basic HGSO,
the Opposition-based learning operator, some techniques of binarization, and the
modified version of HGSO. Section 3 depicts the obtained results in terms of fitness,
accuracy, and the selected number of features.

2 Proposed Modified Hunger Games Search Using OBL

Hunger Games Search is an optimization algorithm recently developed by Yang
etal. in 2021 [11]. It is inspired by the social behavior of animals, and hunger is the
strong motivating force behind their behavior and decisions. The following section
demonstrates the mathematical model of the HGSO algorithm. The way an animal
approaches food is mathematically modeled by the given equation. The equation is
divided into two categories. The first part stimulates the movement of animals that are
self-dependent and do not cooperate with other animals. The second part stimulates
those animals which move in cooperation with other animals and follows Eq. (1)
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— —
where, X (¢) is the individual’s location, X}, is the position of the best individual, and

WE are weights of hunger, r| and r, are random numbers ranging between 0 and 1,
t is the current iteration, randn(1) generates normally distributed random number.
[ is a parameter of the HGSO algorithm designed to improve the algorithm. E is a
variation control parameter, which is defined as Eq. (2):

E = Sech(|F (i) — BF|) 2)

where F (i) denotes the fitness value (cost function value) of each individual, i €
1,2,3...n is the best fitness value of the current iteration. Sech is a hyperbolic
function defined in Eq. (3).

2
Sech(x) = m (3)

R is a random vector between [—a, a] and is applied to restrict the activity range
as given in Egs. (4, 5).

R=2xaxrand —a 4)

t
a=2x (1 - ) (5)
maXiter

where max;, is the total number of iterations and rand is a random number between
[0,1]. The starvation characteristics of each individual are simulated by the given

equations. The formulas for W] and Wz are expressed in Egs. (6) and (7), respectively.

m)) _ hungry(i) - 5H+ngry Xryry <l ©)
1 r3 > 1
—_—
W, (i) = (1 — exp(—|hungry(i) — SHungry|)) x rs x 2 @)

where hungry (i) denotes the hunger value for each population, SHungry is the sum
of the hunger of all individuals, N is the total number of individuals, r3, r4, and rs
are independent random numbers between 0 and 1. The hunger of each individual is
simulated by the Eq. (8)

0 AllFitness(i) == BF

8
hungry(i) + H AllFitness(i)! = BF ®)

hungry(i) = {

where AllFitness(i) is the fitness value of each individual. The hunger of the best
individual is set to 0 in every iteration, while a new hunger factor H is added to other
individuals’ hunger. The formula for H is given below in Egs. (9), (10).
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_ F(i) — BF

TH= ——
WF — BF

X rg x 2 x (UB — LB) 9

H={LH><(1+r)TH<LH (10)

TH TH > LH

where F (i) denotes the fitness value, BF and WF and denotes the best and worst
fitness values in the current iteration, respectively, UB and LB represents the upper
and lower bound of the feature space respectively, rg is a random number between
[0, 1]. LH is the lower limit of H.

2.1 Proposed MHGSO

In this paper, an opposition-based learning (OBL) modification is added to the HGSO
algorithm. As for any population-based optimization algorithm, the first step is to
randomly initialize the population. This random population can be far or close to
the optimal solution, which can therefore increase or decrease the optimization time.
The idea of opposition-based learning is to calculate the position opposite to the
initial random position and pick the one closer to the optimal solution [12]. The
opposite positions are calculated using the mathematical model of the OBL operator
in Eq. (11).

X(t)=UB+ LB —X(t) (11)

After getting the initial population, we move toward the feature selection part. For
feature selection, a wrapper-based method has been applied in which a classification
algorithm is used for training and validating at each iteration, and then the MHGSO
algorithm is applied to select the best set of features. The MHGSO algorithm is
used to pick the best set of features and, in turn, increase the classification accuracy.
The feature selection problem is a binary problem. Either a feature is selected or
ignored. A selected feature is represented by 1 and the feature that is not selected
is represented by 0. As the MHGSO algorithm works in continuous search space,
three different binarization techniques have been applied to the MHGSO algorithm
to map continuous values into corresponding binary values.

2.1.1 Transfer Function (MGHSO-TF)

This technique was introduced by Kennedy [13] for the binary version of the PSO
algorithm. A transfer function (TF) is used to map the continuous values to the
probabilities of changing a bit into a binary number. The most common transfer
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functions are S-shaped and V-shaped functions. The sigmoidal function is used in
our study. These probabilities are then converted to binary vectors using the formula
in Eq. (12).

(12)

P 1 if rand < T'(x)
few 0 otherwise

2.1.2 Great Value Priority (MGHSO-GVP)

The technique of great value priority (GVP) was introduced in Ref. [14], where
a particle swarm optimization algorithm is used to solve a quadratic assignment
problem. In this technique, a permutation vector is calculated using an initial solution.
The first element of this permutation vector will store the position of the heaviest
element. The second element will store the position of the second heaviest element
and so on. Then the permutation vector is mapped to a binary vector using the formula
in Eq. (13) (Fig. 2).

Proposed MHGSO using OBL
Initialize the parameters N, Max_iter, 1, Dand SHungry.
Initialize the positions of individuals X;(i=1,2,...,N)
While (t < Max_iter)
fori=1to N
Apply OBL operator on the population X using Eq. (11)
Calculate the fitness of all indivisuals t < Max_iter
Determine the best N solutions
Endfor
. Update BF,WF,X,,B
10. Calculate the Hungry by Eq. (8)
11. Calculate the W, by Eq. (6)
12. Calculate the W, by Eq. (7)
13. for each individual
14. Calculate E by Eq. (2)
15. Update R by Eq. (4)
16. Update position by Eq. (1)
17. End for
18. t=t+1
19. End while
20. Return BF& X,

CRNAANBE W=

Fig. 2 Proposed modified HGSO algorithm using opposition-based learning
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Lpj>pjn
new — . 13
e { 0 otherwise (13)

2.1.3 Angle Modulation MHGSO-AM)

This method was first introduced by Franken [15]. This technique uses a trigono-
metric function having four parameters (a, b, ¢, d) used in the telecommunication
industry [16] and governed as Eq. (14).

g(x) =sinr(x —a) x b xcos(2wr x ¢ X (x —a))) +d (14)

In this approach, the four-dimensional vector (a, b, ¢, d) is optimized using the opti-
mization algorithm. The parameters are substituted back after each iteration and then
the function is sampled at equal intervals using the value x to generate a corresponding
binary vector.

3 Results and Discussions

Five datasets from the UCI data source and three datasets from the Scikit-learn (SKT)
package listed in Table 1 have been selected for experimentation. 80% of the dataset
is used for training the classification algorithm, and 20% of the dataset is used for
validation. As a classification algorithm, a Support Vector Machine is used.

Table 1 Datasets selected for study

Name Sample size Number of features Number of classes Source
Wine 178 13 3 SKT-L
Handwritten 1797 64 10 SKT-L
Spambase 4601 57 2 ucCl
Image 2100 19 7 UCI
Cardiotocography 2126 24 2 ucCl
Biodegradation 1055 41 2 ucCl
Steel 1941 33 2 UCI
Breast Cancer 569 30 2 SKT-L
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3.1 Evaluation Criterions

‘We have selected some parameters for MHGSO as the number of iterations (Max_iter
= 100), the size of the population (N = 10, L = 0.08, LH = 10,000). The classification
accuracy is calculated using the given formula in Eq. (15).

T, +T,
T, +T,+F,+ F,

Accuracy = (15)

where, T, (True Positive) denotes test sample which belongs to positive class and is
correctly identified as positive by the classification model; 7, (True Negative) denotes
test sample which belongs to negative class and is correctly identified as negative; F),
(False Positive) denotes test sample which belongs to negative class and is incorrectly
identified as positive by the classification model; and F,, (False Negative) denotes
test sample which belongs to positive class and is incorrectly identified as negative.
The main aim of the feature selection problem is to use a smaller number of features
and attain higher accuracy. Therefore, the objective function used for optimization
is given as Eq. (16).

. . number of feature selected
F(@@) =(0.99 x (1 — accuracy(i))) + (0.01 X ( >>

total number of features
(16)

3.2 Simulation Results

The proposed algorithm is implemented in Python on a personal computer that runs
on an Intel (R) Core (TM) i5-8250U CPU @ 1.60 GHz with 8 GB RAM under
the Windows 10 operating system. Tables 2, 3 and 4 presents the results from our
MHGSO for classification, fitness value, and the selected number of features of
different algorithms. It is evident from the data in Table 2, that the proposed algo-
rithms show better accuracy than simple SVM for most of the dataset. MHGSO-TF
shows the highest accuracy for seven out of eight datasets. MHGSO-AM shows the
highest accuracy for a breast cancer dataset. MHGSO-GVP shows less accuracy
as compared to the other two algorithms for most of the datasets. For the hand-
written dataset, MHGSO-TF shows 99.17% accuracy as compared to 97.5% accu-
racy by SVM. For the breast cancer dataset, the classification accuracy exceeded
99% using MHGSO-AM. Table 3 shows satisfactory fitness values for all datasets
by the different algorithms of our MHGSO.

Itis also clear from Table 4 that MGHSO-GVP selects the least number of features
as compared to the other two algorithms for most of the datasets. But, it shows less
classification accuracy as compared to the other two and thus has a higher fitness
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Table 2 Classification accuracy of different algorithms
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Dataset SVM MHGSO-TF MHGSO-GVP MHGSO-AM
Wine 1.00000 1.00000 1.00000 1.00000
Handwritten 0.97500 0.99167 0.98333 0.98889
Spambase 0.93160 0.94137 0.92834 0.93594
Image 0.93095 0.95238 0.95000 0.93809
Cardiotocography 0.95070 0.96244 0.94836 0.96244
Biodegradation 0.88625 0.90521 0.89099 0.90047
Steel 1.00000 1.00000 0.96658 1.00000
Breast Cancer 0.98245 0.98245 0.98245 0.99123
Average 0.95712 0.96694 0.95626 0.96463
Bold values showing higher and better accuracies
Table 3 Fitness value of different algorithms
Dataset SVM MHGSO-TF MHGSO-GVP MHGSO-AM
Wine 0.0100 0.00308 0.00308 0.00385
Handwritten 0.07398 0.01559 0.02072 0.01850
Spambase 0.07772 0.06576 0.07568 0.07149
Image 0.07836 0.05293 0.05371 0.06655
Cardiotocography 0.05880 0.04426 0.05571 0.04551
Biodegradation 0.12261 0.09945 0.11182 0.10438
Steel 0.01000 0.00454 0.03763 0.00182
Breast Cancer 0.02737 0.02070 0.02104 0.01202
Average 0.05735 0.03828 0.04742 0.04052
Bold values showing higher and better accuracies
Table 4 Selected feature number of different algorithms
Dataset SVM MHGSO-TF MHGSO-GVP MHGSO-AM
Wine 13 4 4 5
Handwritten 64 47 27 48
Spambase 57 44 27 46
Image 19 11 8 10
Cardiotocography 24 17 11 20
Biodegradation 41 23 16 24
Steel 33 15 15 6
Breast Cancer 30 10 11 10
Average 35.13 21.38 14.87 21.12

Bold values showing higher and better accuracies
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Fig. 3 Comparative study with some algorithms of state-of-the-art

value. For the wine and breast cancer datasets, the number of features selected by
all three algorithms is less than one-third of the original number of features. For
the breast cancer and steel datasets, the MGHSO-AM algorithm selected the least
number of features along with the highest classification accuracy, resulting in the
least fitness value. MGHSO-TF shows the least fitness value as compared to the
other two because of higher classification accuracy and a smaller number of selected
features.

4 Comparative Study with Some Techniques
from Literature

In order to access the performance of the different variants of MHGSO, we compare
the performance in terms of accuracy with some works from literature including
improved HHO (IHHO) [17], basic HHO [17], S and V MRFO [18], and SCGOA.
Figure 3 illustrates the comparative results. It is clear that MHGSO provides a
competitive result, especially for Wine dataset, Spambase, and Breast Cancer.

5 Conclusion

This paper presented a modification of the recent Hunger Games Search optimiza-
tion algorithm using the concept of opposition-based learning. The opposition-based
learning technique allows you to search for a solution near to optimal by using
random solutions as well as opposite-direction solutions simultaneously. The OBL
technique helps HGSO to search for the optimal solution in less time. The modi-
fied HGSO using OBL is also incorporated with various binarization techniques to
solve the feature selection problem. The simulations have been done using the eight
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standard datasets to evaluate the performance of the modified HGSO algorithm for
solving the FS problem. It has been found that the performance outcomes of the
modified algorithm are pretty good and better than the SVM technique in terms of
classification accuracy, fitness values, and a number of features. Hence, the modi-
fied algorithm can be applied to several problems, like task scheduling, knapsack
problems, traveling salesman problems, etc.
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Analysis of Hyperspectral Image )
Denoising Using Deep Neural Network oo
(DNN) Models

Vaibhav J. Babrekar and Shirish M. Deshmukh

Abstract Image denoising is considered a common preprocessing step in the anal-
ysis and interpretation of hyperspectral images. Nevertheless, most of the methods
developed and used previously was adopted for HSI denoising exploit architectures
originally developed for grayscale and RGB images which limit the processing of
high-dimensional HSI data cubes. As rich spectral information is present in HSI
which is to be fully exploited considering the high degree of spectral correlation
between adjacent bands in HSIs which gives in resulting poor image denoising, HSI
denoising is the most important preprocessing step before the image is being clas-
sified. End to end mapping is needed between the clean and noisy images for the
dataset by the deep learning method. Conventional low-rank methods lack flexibility
for considering the correlation between different HSI which results to loss of infor-
mation. This paper gives a brief review and analysis of the state-of-the-art available
methods for hyperspectral image de-noising with the major advancements, benefits
and obstacles in denoising an HSI. Due to limited availability of real time dataset
of HSI and equipment expenses, researchers rely on the freely available hyperspec-
tral datasets. This research proposes Hyperspectral image denoising for efficient
classification of objects on the earth surface.

Keywords Hyperspectral image denoising -+ Remote sensing - Deep neural
networks + HSI classification - Feature extraction

1 Introduction

HSI is extensively used in numerous applications such as agriculture planning, urban
locality planning, monitoring the changes occurring in environment, anomaly detec-
tion. Because of some factors, these images are usually tarnished with noise which
are type casted in regions of salt and pepper, stripes, Gaussian or dead-line noise,
which is primary cause of the degradation of HSIs [1, 2]. Hyperspectral imaging
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spectrometers are specially used for collecting the information among the electro-
magnetic spectrum in many of the contiguous and narrow bands which produces
high-dimensional images with more than hundreds of spectral bands. Spectral vari-
ations in an HSI are to be focused more compared to spatial variations. By enlarging
spectral dimension of a pixel, objects on the earth surface can be underlined because
it contains a unique and characteristic spectral signature. In the process of image
acquisition, a substantial amount of noise gets usually introduced in the data which
gives resulting interclass variability and interclass similarity. This noise degradation
is primarily due to instrumental acquisition limitations and atmospheric distortions
[3]. To overcome these issues, denoising of images must be used as a preprocessing
step for the removal of noise before the analysis of HSI. Many techniques adopted
for HSI denoising were originally developed for the gray scale and RGB images
which do not guarantee accurate results which can lead to the loss of rich spectral
information contained in HSI.

1.1 Convolutional Neural Network for HSI Denoising

The growth in publishing the research articles over the years shows how much atten-
tion grabbing this subject is. HSI-SDeCNN is a method that was advantageous in
some ways like providing the fast solution to the HSI denoising problem which
exploits a down sampling kernel that allows the network to perform faster without
losing performance. This method is also beneficial allowing to control the back-
and-forth between denoising performance and details preservation. This makes the
network more flexible and more adaptive to multilevel noise in which avoiding the
need to train a different model for different noise levels [3]. Making denoising of
the image at only one band can be said as disadvantageous because noise generally
differs from band to band. Hyperspectral images belong to the remote sensing domain
in which these images are used in applications such as classification, detection of
target and spectral unmixing [4]. Due to instrumental malfunctioning and atmo-
spheric effects, HSIs often get corrupted by various noises such as random noise,
strip noise and dead pixels. For improving the degraded quality of HSI, it is critical to
reducing the noise. Hence, there is a need of taking the spectral and spatial constraints
for image denoising. A deep residual network which is a combined spatial-spectral
features and multiscale features is used to recover the HSI from noise or called noise-
free HSI approach. This approach uses nonlinear end-to-end mapping between the
corrupted noisy image and the clean reference image with two-dimensional spatial
and three-dimensional spatial-spectral combination training network [4].



Analysis of Hyperspectral Image Denoising Using Deep Neural Network ... 55

1.2 Total Variation and Block Matching

For improving the peak signal to noise ratio (PSNR), BM3D is combined with CNN
which also improves the denoising performance and has the feature learning ability.
When this hyperspectral data is transmitted in the medium, due to the factors involved
in acquisition, this data is contaminated by various noises, i.e., impulse noise, stripes
and deadlines which is unavoidable and degrades the image quality. Because of
the complexity, the analysis of HSI such as target detection, image classification
and compressive sensing got effected and disturbed. Therefore, hyperspectral image
restoration is a challenging but necessary preprocessing step in remote sensing [5].
The image denoising method based on two-dimensional band by band denoising is
the most fundamental among the various methods of denoising [4].

1.3 Deep Learning Methods

Hyperspectral images (HSIs) are ordinarily corrupted by various sorts of noises and
their mixture leading to the degradation in acquired image standard which further
restricts the applications deployment. The generation of noise is consequential from
many aspects, including sensor noise and the atmospheric effect [6]. The HSIs also
are termed hyperspectral data cubes as given in Fig. 1; plots on the highest right-
hand side show the fields of pixels containing parameters of soil, vegetation, and
water. A schematic overview of the spectral characteristics of hyperspectral data is
given in Fig. 2 [7]. Large data sets are appropriate for signifying the performance of
learning systems. Nevertheless, for hyperspectral images, it is often tough to obtain

e

— eg

Water

—_—— ——  —

Vegetation Water

Soil

(b)

Fig. 1 a Hyperspectral imaging concept, b hyperspectral vectors represented in a low-dimensional
manifold [2]
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Fig. 2 Spectral characterization of hyperspectral data [2]

such a large data set [8]. Deep learning not only provides great potential in regards to
removal of complex spectral cum spatial noise but also thrives for greater contribution
toward HSI. From the requirements of HSI, the context information needs to be
extracted in regards to provide for pixel information surrounding the pixel under test
in HSI and this is denoted a crucial step. Hence, when there is a challenge of image
denoising, effective receptive field is of great importance. When HSI denoising model
preserves the correlation of adjacent spectral bands, it is proven to be achieving better
performance and extracts more features in spatial domain [9]. One method for HSI
denoising available in literature is non-local low-rank tensor approximation. While
considering its denoising performance in terms of more spectral bands then benefits
less and the time period significantly increases [10].

1.4 Spectral Characteristics

The need for recovering denoising techniques has brought about the natural introduc-
tion of different image denoising algorithms, with having its unique characteristics.
Total variation denoising (TVD) is a beginning for noise removal developed to hold
sharp edges in the underlying signal. It is characterized as an optimization problem
[3]. One of the key techniques that has provided success in hyperspectral dimen-
sionality to reduce data embed nonlinear and nonconvex manifolds noise is that of
local manifold. This technique is composite of matrix construction based on affinity
rules. Affinity knowledge is based on two backbones which are selection of neighbor
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as well its weight composite. Each step comes with a challenge, where in the first
step of neighbor selection is restricted to spectral variability in terms of uneven data
distribution in regards to original image followed by illumination noise that is again
uneven in regards to sensor placement inducing angular noise. The second step of
weight definition not only is limited by singular spectral correlation prejudice with
the first step definition [4]. It is difficult to preserve both spectral and spatial struc-
tures as well as there is a requirement of removing mixed type of noises in HSI
denoising which is a challenging task [11]. One of the methods for HSI denoising
which is recently attracting the considerable attention because of its performance is
discriminative model learning [5].

HSI denoising is important and fundamental task for improving the performance
of classification, spectral unmixing, and hence, it is a preprocessing step before
subsequent application. In hyperspectral image data, there is local and global redun-
dancy in spatial domain which generally preserves the details and texture of image.
Another valuable property is correlation of spectral domain which can be utilized for
obtaining good results [6]. Image can be recovered from noisy image with dictionary
and sparse codes corresponding to it. The process of HSI denoising is shown in Fig. 3
[10]. In this study article, our contribution is mentioned as:

1. Collection of different HSI datasets and analysis of image denoising models.
2. The commonly used HSI denoising methods are evaluated on objectives.
3. The main challenges and flow of HSI denoising.

In Sect. 2, the literature survey of available denoising methods. In Sect. 3, compar-
ative analysis of over the decade available denoising methods and research gap iden-
tified. In Sect. 4, the performance parameters included. In last section, we concluded
the paper.

Speetral
Expand by dictionary
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N | ] = B i Ix cl.m_nar)f
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Denoised pixel spectral matrix
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Fig. 3 HSI denoising based on spectral dictionary learning and sparse coding [10]
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Fig. 4 Degradation of HSI and prior steps for obtaining clean HIS [12]

2 Literature Review

2.1 Total Variation and Deep Learning-Based Approaches

Many researchers have worked for the development of algorithms or techniques
for HSI denoising to get the precise noise-free images for classification. The detail
literature review of the existing systems is discussed below. Figure 4 shows how
observed HSI get degrades and what prior steps are involved for clean HSI.

An HSI single denoising CNN (HSI-SDeCNN) model resourcefully takes into
consideration both the spatial and spectral information which is primary source
contained in HSIs [13]. An innovative deep learning-based method for HSI denoising
is anticipated by Qiangqgiang Yuan et al. which includes learning a nonlinear end-to-
end mapping between the noisy image and the clean one with a combined spectral-
spatial DCNN. The proposed network is assigned with both spatial and spectral
information simultaneously. Additionally, for capturing both multiscale spatial and
spectral feature and to fuse diverse feature representations for recovering the image,
multiscale feature extraction and multilevel feature representation are used [14].

2.2 Denoising Algorithms Using CNN

In regards to novel methodology, learning algorithm needs to utilize linear and
robust data representation which primarily needs to provide hierarchical selection.
This method makes sure that variation in complex spectral data representation can
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be eliminated which provides normalization in regards to weights reconstructing
neighbor selection [4]. The aim of non-LRMA method is to decompose the HSI
which is degraded by not only noise but also the representation of ranked-based
matrix weights. This method takes support of Lagrangian multipliers which provides
improvements in terms of nonconvex surrogate function [11]. The feed-forward
denoising convolutional neural network (DnCNN) can hold the improvement in
very deep manner, learning set of rules and regularization method resulting into
image denoising. For boosting-up, the process and performance of image denoising
residual learning and batch normalization are used. Gaussian noise can be dealt by
CNN models without knowing the noise level. By using residual learning strategy,
DnCNN is able to remove latent clean image in hidden layers [5]. Among the HSI
denoising algorithms presented in past decades, one can have classification in terms of
natural images having either band or pixel characterization yet it remains restricted for
spectral correlation. Overcoming this restriction is desired for having good quality of
denoised image. Some methods also destroy the spectral correlation which produces
extra distortion. Hence, there is a need to consider spectral and spatial dimensions
simultaneously [6].

3 Research Analysis and Researchgap Identification
Table 1 shows the state-of-the-art HIS denoising methods over the decade with
technology used, their applications and required improvement according to us.

4 HSI Denoising Performance Parameters

Performance of HSI denoising methods is most important indices in denoising.
Researchers focused in evaluation of different objectives over the years. For HIS
denoising few prominent methods that are adopted are.

4.1 The Mean Square Error

The difference in regards to original and captured image in context of average is
defined as the mean square error (MSE). Lower the value of MSE, better the quality
of image.

1
MSE = —||1 — L||
N



V. J. Babrekar and S. M. Deshmukh

60

(panunuoo)

Ied je oewn
9y} USYJOOUIS }, USIOP

saInjea ay) Sururejar

Inq $[NS3I 19132q SAALD pue Sursiouap oSew] | SIO)Y IO[OABM JUAIIYI yoeoirdde arenbs 1seo7 | 2107 [€] e 10 A9Q
a8ewr oy SoZBWIT 90UQIQJOX
ur 9s1ou Yy JoSIe[ udym | uea[d indur ay) pue soSewt

sagejueApe JuedyTuIS As1ou ogroads jo31e) (NISS) d1maur xapur
SMOUS POUIW SIYT, | 9U) UdIMIOq UONE[ALIO) Ay-Te[ruars [ernjonng NND-Ad | 6102 [81] [e 30 ueyS

uonejuasardar oInjes] S[SH Uea[o pue £stou

UOTIOISIP [enoads | [oAS[I[NW PUB UOTORIIXD 9y} usamieq Surures]

PUE [BAOWIAI 9SIOU PIXTW amgea) ofeosnnut | doap uo paseq Surddewr
JO SWLId) UT JUSIOYJO SS9 YIIM UOTeIOISaI 9Few] PUQ-0-pUS JEAUIUON NND-AISH | 6102 [#1] [e 10 Suo

wnnoads

jos881Ep Suore uoryeo1109 [eqor3

Aue 10J pazifeIouas opew pue [e00] J0J UOnOUNy

9q ued ‘ATuo seouanbas oum uoneindwod pue | Surjood JuarmoaI-Isenb
9Zewr M3J UO pasno0] | AdeINddE UONEIOISAl STH pUB UOIIN[OAUOD (J€ NNIOAsE | 0202 [c1] JLREREIYN

Papaau ST A LSS JIOSUQ) YUBI-MO[

JO wIou J] pue JoSud) 9)eINdOE AI0UI Y

AT payipow ‘A[o3o[dwiod [AOWIAI | 2JBWNSI 0} WLIOU Jed[onu
9STOU QUI| PEAP QAOWAI O, astou oul| peap [SH | PaySiom uonezire[nSoy ALSS-ITN | 1202 [L1] Ie 10 Suem

pasoxdwr oq 0y paads uonewiojur Joud | ‘[e20[-UOU PISB]-IOSUI],
Suruuns pue papnjour aseds ‘uonrsodwooop uo paseq [opowr
uoneuwojur Jord sso] ISH Jo Sursiouaq J10SU9) YUBI-MO] Sursiouap Yuel-moT | 20T [o1] Ie 10 Suepm
Q10U J1q [N ST oWIN

pue uonendwos jo 150D [eaowal asiou [SH AL renoads-feneds ALSS-Y1ISS | 1202 [s1] [e 30 Suex
paynuapr ded yoreasay uoneorddy pasn A3o[ouyoay, pasn PO | Jeax | Q0udIJoYy oyny

uoneoynuapt des yoreasar pue sISA[eue YoIeasay | IqeL



61

Analysis of Hyperspectral Image Denoising Using Deep Neural Network ...

(panunuoo)
BIlRp Surppaquuo 1eaur] A[[eo0]
9reos [rews o3 Afuo parjdde |  wononpar Ajeuorsuawp uo paseq A3o[opoyjow
SI SUTUIB] P[OJIUBIA [enoadsiodAy | Surures| pjojruew[eo0| Surured[ ploJiue|N | L10T [¥] e 30 Suoyg
SIOQUIQWIPU
Jo 1oquinu Y} Surpuy K1a3ewr
“oFewrt ndur oy 103 10308 [enoadsiadAy pasuas
Kyisxeds [eopI Jo uoRWIISS | A[9IOWAI WOIJ SAdUBPUNGR
‘o Teuonenduwod puE IoqUISWPUD
JO SuLId) Ul SUoneIIwI] oy yoq Sunewnsy | 2anddydIe ydop-renq vs1daa | 810z [¢2]| Te 19 uen[og-ZopueuIo
s1ojowreredrod Ay uonewrxoidde uonezue[n3ax Surstouap
u99M19q AJLIB[IWIS | JOSUQ) JURI-MO[ [BO0[-UOU |  QATIEIN pue SUISIouap ISH 103 wSipered
[e20[-UoU puy jouue)) uo paseq Sursiouap [SH Yuel-mo] [ed0[-UoN |  [enoads-reneds payiun | 6102 [ca] [e 19 oH
9SIOU pOXIW | 9SIOU [ewIdYy) pue uojoyd pIoy aandodar
jou Jnq 9siou [eudy) | jo odK) paxtw Aq oFewil | SUISIB[US PUB UOTIOBIIXD
pue uojoyd o) payrwr] A[uQ | paidniiod oy 9stoudp of, | 2Injedy fenoads-reneds NNDAVAE | 610C [12] eI nry
uorjezure[ngor
s)ySrom UOTJBLIEA [)0)
oy SuruJisse senIsuiul | pue uonIsodwrodsp I0su) wpLodre (NINAVY)
pueq Sulkrea yiim s)nsal | Y [IO[-UOU SUTUIQUIOD s1ardnnu jo poyjow
101199 9p1aoid 3 useoq £q uone1o)sar [SH uonoAIp Juneuraly ALIIN-AL| 020C [oz] [ 10 Sueyy
so[eos Arejuowro[dwod
PUE 9AIIO?JJO UuonBOYISSE[o XOpUl UOT)BUTWILIOSIP suonejuowgos
9S00UD 0) pIey S1J[ | PueB UONEBIUAWFIS o] J[eos-IuUI-eNuU] oreosnnuw 2andepy | 020T [61] [e 19 Suo
paynuapr ded yoreasay uoneorddy pasn A3o[ouyoay, pasn PO | Jeax | Q0udIJoYy oyny

(ponunuod) 1 AqeL,



V. J. Babrekar and S. M. Deshmukh

62

(penunuoo)

SySe) UOT)BI0)SaI
a3ewr [eIOUT IAY10

pue astou xo[dwoo [eax
ym sogewt Jo 3ulsioudp

Sunyoo[qep oFewr
DHAJ[ pue oFewr o[3urs
Jo uonnjosal-1adns ‘asiou

pazinn
2Je uonezZijeuLiou yaneq

NND

uo 9[qeorjdde joN uerssnen) jo SuIsioud( pue Surured] fenpisoy | doop jo Surtures] [enpisay | L10T [11] Sueyy
[exouad ur oqeorjdde
jou Jnq Sursiouap
09pIA pue uonnjosar radns Surstouap dew yydop
‘Furunjqop 93ewr 10[00 | Yim os[e Suisiouap dFewt anbruyo) Sureyy
ur suonjedrdde pajrwry 10[0D pue A[eds-Aein) dg Sumyoyewt 001D PN-ASING | 810C [L2] [e 30 Suex
sorgouid 1eor3ojoydion
I0J eJep SnouagoIaay ININAV PUe Iomawel,]
Jeaurjuou ATy3ry Suroey UOIBOYISSE[O |  SUTUIBI[ AJI[EPOW-SSOID
o[y AJIqe PAIIWIIT | SN PUEB[ pUE JOAOD puUeT] pasiazedns rwog VINOT| 810T [92] Ie 30 Suoy
Surazesard
93pa ATUO 10J 9AT}ORJJ ST
SIY) OS[e ‘Papaau ST Jum)as
191owrered pojsnfpe-asiou e
90UQY SpULQ JOAO JUIJIP Sursiouop paxmu (AL) uonezirengar
QIE S[OAQ] 9SIOU Y], oSewn [enoadsrodAyg uoneLIeA [610], IWNNML | 9102 [s2] e 30 A\
vOdd £q
[eAowal JAITINO JO $sad01d
oy} 03 SuIMo JOMOTS
st 1estouap pasodord Surddepy [eroury dcng pue vOJId SOMAAH | LI10T [+c] [e 10 08D
Ioz1re[n3ox
Sursiouap X9AUOD-uOU 3uIsn
JO poyjau 9jeIndoe Surstousp | wepqoxd uonewrxoidde
$S9[ pue FUrUNSUoo ALy, ISHP2SBqQ-VINI'T oy SunE[NULIOJOY VINITUON | L10C [11] [B 39 Uay)
paynuapr ded yoreasay uoneorddy pasn A3o[ouyoay, pasn PO | Jeax | Q0udIJoYy oyny

(ponunuod) 1 AqeL,



63

Analysis of Hyperspectral Image Denoising Using Deep Neural Network ...

uononpal asiou S[SH I0f
spoylouw urensuod-yuer g
oy 210[dxs 0} WI0J J0SU)
) 0} PAPUAXI 9q UBD)

uoneLeA [e10) drdonosiue
dg yna Sutstouap [SH

JUTBT)SUOD YUBI
paseq-yojed [BO0[-UON

ALVIIN

610¢

[82]

[e 19 Suon

paynuapr ded yoreasay

uoneorddy

pasn A3o[ouyoay,

pasn POy

IB9x

QIURIRJIY

loyny

(ponunuod) 1 AqeL,



64 V. J. Babrekar and S. M. Deshmukh

4.2 Peak Signal to Noise Ratio (PSNR)

Itis determined through MSE keeping in mind that a ratio between maximum original
signal and MSE is to be maintained in terms of engineering aspiration. Higher the
value of PSNR, better is the quality of image.

l 2
PSNR = 10 * loglo(m)

MSE

4.3 Structural Similarity Index Matrix (SSIM)

This quantity measures the perceptual difference of two similar images. This percep-
tual difference depends upon parameters such as contrast and luminance. Higher the
value of SSIM, better the quality of image.

Cuiur + Q1) 2o1r + Q2)

SSIM ) =
“O T G2+ 12+ 0) (02 + 0 + 0d)

where average gray values and variance patches are represented by I and L. Covari-
ance is provided by IL, and finally, positive constant representation is provided by
Q1 and Q2 typically around 0.01.

4.4 Root Mean Square Error (RMSE)

The change between predictions expected and observed is defined by RMSE which
is of square scale of MSE. In terms of equation, it is realized in regards of two of the
prominent image metrics (P, Q) is:

RMSE = \/MSE(P, Q) = | > " (Ppy — Qpy)?

p=1g=1
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4.5 Feature Similarity (FSIM and FSIMCc)

The evaluation that covers gray scaling in images along with color luminance in
images is covered by FSIM. As the first step, it calculates the local similarity and
categories them in based on similarity scores.

Y req SL(x) - PCm(x)

FSIM = SN T
FSIMc — e SO - [Sc(x)]* - PCm(x)
Z){GQ PCm(x)

4.6 The Signal to Noise Ratio (SNR)

Relation of noise in ratio and proportion to original image is defined as SNR which
is formulated as:

LIl
SNR = 1010g10 m

A paper that provides a spectral angle mapper (SAM) along with Erreur Rela-
tive Globale Adimensionnelle de Synthese (ERGAS) [26] for the provisions that
PSNR and SSIM calculations is achieved easily. As utilization of SSIm and PSNR is
prima facial for CNN-based image denoising, these two methods make them popular
because of their ease, and these are considered to be tested and valid [29].

5 Discussion

A total of 45 reference papers included in this review article, out of that 30 research
papers belong to the HSI denoising. In this review article, sensible efforts were
made including all research articles which belong to HSI denoising but it is obvious
that some papers might have been skipped. Some sample pictures and methods of
remote sensing and HSI are shown in Fig. 5. A graph shown in figure indicates
the number of papers and publication year for the articles belong to HSI denoising
available in Fig. 6. It can be perceived from figure that researchers have recently
adopted neural networks and machine learning for research in HSI denoising. This
article covers generalized research that needs to adopt a practical experimentation
to enhance exploration of HSI by denoising. This research can be better understood
by graph indicating the types of images that have well-known dataset adopted by the
HSI denoising systems which is available in Fig. 7.
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Fig. 5 Few of sample images in famous datasets used by the researchers

30

25
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wv

Fig. 6 Number of papers published yearly on HSI denoising (Papers from Google)

6 Conclusion

Recently, the CNN, DNN and ANN are becoming very useful in HSI denoising. The
survey of different neural network-based hyperspectral image denoising methods is
proposed in this study. Few of these methods made use of the originator and discrim-
inator for mining and clean image creation. The inventive step implemented by the
researchers was to try diverse noise which contains impulse Gaussian noise. This
noise can be made to reduce by using several careful deep convolutional networks
which are commonly used in most of the HSI denoising performing articles. The
reason behind the worldwide acceptance of these methods is because of their popu-
larity and effective denoising results. The concluding remarks for this review can be
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Fig. 7 Dataset used by the researchers over the years (According to references)

concise as below: From the reported literature, till then it can be said that the neural
networks can remove most types of noise from HSI and advance the capability in
image denoising. Some of the reported literature showed higher performance of
neural networks architecture for HSI denoising. The architecture of neural networks
is customizable for removal of noise creating patterns which can remove the blockage
of vanishing gradients. Most of the studies used the pretraining of neural networks;
however, properties of noise are continuous in nature and require a denoising model
which is built from graze. For this, task of building model from beginning requires
high computation cost in terms of space and time.
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Significance of Source Information )
in Hypernasality Detection L

Akhilesh Kumar Dubey, Deepak Kumar Singh, and B. B. Tiwari

Abstract This work analyzes the peak to side-lobe ratio (PSR) around each glottal
closure instant (GCI) in the Hilbert envelope (HE) of linear prediction (LP) residual
as an excitation source-based cue for the hypernasality detection. PSR is defined
as the ratio of peak value around GCI to the mean of sample values around GCI
in the 3 ms range of HE of LP residual. The coupling between nasal and oral tract
occurs during the production of voiced sound in hypernasal speech. The air leakage
from nasal tract affects the abruptness of glottal closure, which in turn affects the
peak strength around the GClIs. The nasal tract adds zeros in the spectrum of voiced
sound. Since the LP model is poor in modeling the zeros in the spectrum, the zeros
get filtered in the LP residual signal. This increases the side-lobe strength around the
peak in the HE of LP residual. Hence, the PSR gets affected in hypernasal speech.
Classification between pre-known normal and hypernasal sound based on a threshold
value of PSR gives the accuracy of 70.49, 78.19, 63.15, 60.67, and 67.27% for high
vowel, low vowel, glides, liquids, and voicebar sounds, respectively.

Keywords Hypernasality - Peak to side-lobe ratio - Glottal closure instants
(GCls) -+ Hilbert envelope (HE) of LP residual

1 Introduction

The cleft lip and palate (CLP) is a facial and oral birth defect in children. The
velopharyngeal insufficiency causes the coupling of the nasal tract with the oral tract,
which nasalizes the CLP speech. The excesses nasality heard during the production
of voice sounds is called hypernasality [8]. Hypernasality reduces the intelligibility
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of the CLP speech [7]. The detection and severity rating of hypernasal speech helps
the plastic surgeons and speech pathologists in the diagnosis of individuals with
CLP. Mostly, the subjective evaluation of hypernasality is done by experience speech
pathologists. The objective evaluation is done by the device called nasometer, which
determines the percentage of nasalance in speech. The subjective judgment may be
biased, and the nasometer device may be inconvenience for children and does not
work for stored speech data [1]. Hence, the acoustic analysis cues based on the speech
processing have been proposed for the objective evaluation of hypernasal speech.

In the literature, hypernasality is detected by the acoustic analysis of nasalized
vowels present in hypernasal speech. The most important cues for the nasalized vow-
els are: the presence of extra pole-zero in the first formant region and broadening of
first formant [19]. Based on these cues, many researchers attempted for the hyper-
nasality detection in CLP speech. In [2], the difference between the low-pass and
band-pass profiles of the Teager energy operator is used for hypernasality detection.
The distance between the low- and high-order linear prediction cepstral coefficients
is used as a parameter to estimate hypernasality in [15]. The voice low tone to high
tone ratio in [9] and the detection of extra nasal formant with the help of high spectra
resolution group delay method are used in [19] for the hypernasality detection. In
[10], the combination of frame-based feature MFCC plus Teager energy operator
profile is used for detection. In [13, 17], two set of features, one based on acoustic,
noise, and cepstral analysis and other based on nonlinear dynamic features, is used
for the hypernasality detection in CLP. The combination of nonlinear dynamic fea-
tures plus entropy measurements is used as a feature in [14]. The energy distribution
ratio and GMM-based classification of hypernasality severity are proposed in [6].
In [5], the raising and falling slope amplitude reductions are proposed as a cue for
hypernasal speech. In [3], a high-resolution spectro-temporal method called zero
time windowing is used to detect the extra nasal peak and for the severity analysis
of hypernasal speech in [4].

All the above attempts for hypernasality detection are based on the analysis of
vowel spectrum, to capture the changes in vocal tract response in CLP speech com-
pared to normal speech. Some attempts have been done to capture the change in
excitation source response in CLP speech. In hypernasal speech, the loudness of
sound reduces. This happens due to acoustic damping in the nasal tract. Analog
model studies in [5] have demonstrated that the overall sound energy of the vowels
is reduced as a consequence of nasal coupling. An effective representation of the
excitation source response can be derived from the linear prediction (LP) residual
signal. The peak around the glottal closure instant (GCI) in Hilbert envelope (HE)
of LP residual may, hence, get affected in the hypernasal speech. As the coupling
of nasal cavity introduces the extra zeros in the spectrum and the LP model is poor
in modeling the zeros in the spectrum, the extra zeros get filtered in the residual
signal of hypernasal speech. The extra zeros in residual will enhance the side-lobes
around the peak, making it more noisy. Figures 1a, b show the normal vowel speech
waveform and its HE of LP residual signal, respectively, and (c), (d) show the hyper-
nasal vowel speech waveform and its HE of LP residual signal, respectively. The
peak strength in case of normal vowel is more compared to the hypernasal vowel,
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Fig. 1 Illustration of peak and side-lobe in HE of LP residual signal of normal and hypernasal
vowel. a, b Normal vowel speech waveform and its HE of LP residual signal, respectively and ¢, d
Hypernasal vowel speech waveform and its HE of LP residual signal, respectively

whereas the side-lobe strength is more in case of hypernasal vowel. This observa-
tion motivates us to analyze the PSR around each GCI in the HE of LP residual
signal as an excitation source-based acoustic cue for the hypernasality detection.
The analysis is done not only for the vowels, but also for the semivowels (glides
and liquids) and voicebar. It is expected that the glottal closure will be more abrupt
in normal vowels compared to hypernasal vowels which has nasal leakage. Hence,
the peak strength will decrease in hypernasal vowels. Since the side-lobe strength
will increase in hypernasal vowels due to extra zeros, the PSR should decrease in
hypernasal speech. In the case of semivowels and voicebar, the decrease in pressure
inside the mouth due to nasal leakage may increase the trans-glottal pressure; hence,
the more abrupt glottal closure may happen. This will increase in peak strength in
hypernasal speech. Here also, the side-lobe strength will increase due to extra zeros.
Since the both the quantity in PSR is increasing, the net effect will depend on which
quantity increases more. Since the PSR gives the distinctive characteristics for the
normal and hypernasal speech, it can be proposed as a excitation source-based cue
for the hypernasality detection.

The rest of the paper is organized as follows. In Sect. 2, excitation source analysis
in hypernasal speech is done. Section3 gives the excitation source-based cue for
hypernasality. Section4 gives the experimental result, and finally, Sect.5 contains
the summary and conclusion of the work.
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2 Excitation Source Analysis in Hypernasal Speech

The excitation source information can be derived from a given speech segment of a
particular sound unit (vowels, semivowels, or voicebar) using the inverse LP filtering.
The inverse filtering using the LP coefficients suppresses the vocal tract information
and mostly contains information about the excitation source in the form of residual
signal. The large amplitude fluctuations, either in positive or negative polarity, in the
LP residual are the location of GClIs. The difficulty due to polarity change can be
overcome by using the HE of LP residual. The HE &, (n) of LP residual signal e(n) is

defined as h.(n) = ,/e2(n) + e,zl(n) where ¢, (n) is the Hilbert transform of the e(n)
and computed as e, (n) = IDFT {E; (k)} where

—JjE k), k=01, ( )—1
Entl) = { JE®, k=), )+ 1, (V= 1) M
E (k) is the DFT of the residual signal e(n), and N is the number of points for
computing DFT.
Normal speech segments of 20 ms and its HE of LP residual for vowel, semivowel,
and voicebar are shown in Figs.2a—c and d-f, respectively. Similarly, hypernasal
speech segments of 20 ms and its HE of LP residual for vowel, semivowel, and
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Fig. 2 TIllustration of difference in nature of excitation source in vowels, semivowels, and voicebar
for the normal and hypernasal speech. a—¢ show 20 ms normal vowel, semivowel, and voicebar
signal and g-i show its HE of LP residual, respectively. Similarly, d—f show 20 ms hypernasal
vowel, semivowel, and voicebar signal, and j—1 show its HE of LP residual, respectively
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voicebar are shown in (g—i) and (j—k), respectively. Here, the LP residual is derived
by performing LP analysis on speech signal of frame size 20 ms with the frame shift of
10 ms. The sampling frequency of 16 kHz and LP order of 18 is used in this analysis.
It can be observed that the peak strength is low in the HE of the residual signal for
hypernasal vowel compared to normal vowel. This is due to sharp glottal closure in
normal vowel compared to hypernasal vowel. In case of semivowels and voicebar,
the glottal closure is more sharp in hypernasal speech, so the peak strength is more
in the corresponding HE of residual signal. We can also observe that the hypernasal
speech sounds are more noisy in nature due to the addition of extra zeros; hence,
the side-lobes in corresponding HE of the residual signal have the more strength
compared to normal speech. Hence, the PSR may give the cue for hypernasality
detection.

3 Excitation Source-based Cue for Hypernasality

For the excitation source-based cue for hypernasality, we analyzed the PSR around
each GClI location of normal as well as the hypernasal speech. The HE of LP residual
signal for high vowel, low vowel, glides, liquids, and voicebar is obtained. The peak
locations in HE of LP residual signal are detected by searching the maximum peak
around the GClIs, obtained from ZFF signal [12]. A frame of size 3 ms is then selected
from HE of LP residual centered around each peak. Each frame is normalized by
dividing the each sample value by the maximum value in that frame. The equal
number of such frames of all type of the sounds of normal and hypernasal speech is
superimposed and plotted in Fig. 3. Figs. 3a—e show the 3 ms frame of superimposed
HE of LP residual signal of different sounds of normal speech and (f—j) for the
hypernasal speech. We can observe that the central window height in the hypernasal
speech is small compared to the normal speech for the case of high vowel and low
vowel and large for the glides, liquids, and voicebar. The central window height
represents the peak strength in the HE of LP residual. We can also observe the
increase in the side-lobe strength in all types of hypernasal sounds compared to
normal sound. Since the peak strength and the side-lobes, both get modified in case
of hypernasal speech, their ratio, peak to side-lobe ratio (PSR), which is used for
the different task in the speech analysis [16, 18], can be used as the cue for the
hypernasality detection.

3.1 Peak to Side-lobe Ratio

The coupling of the nasal cavity with the oral cavity during the production of hyper-
nasal speech may change the peak strength as well as the side-lobe strength in the
HE of LP residual of the signal. The peak strength gets modified due to the change
in intra-oral pressure inside the mouth and the side-lobe strength, due to the addition
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Amplitude

Time (samples)

Fig.3 3 ms duration of superimposed segments of HE of LP residual in the vicinity of impulse-like
excitations for a High vowels, b Low vowels, ¢ Glides, d Liquids, e Voicebar in normal speech. f
High vowels, g Low vowels, h Glides, i Liquids, j Voicebar in hypernasal speech

of nasal zeros in the spectrum which gets filtered in HE of LP residual signal. Hence,
we can analyze the peak to side-lobe ratio around the epoch location as an excitation
source-based cue for the hypernasality detection. The peak strength is the maximum
value in the HE of LP residual around each GClIs, whereas the side-lobe strength is
taken as the mean of the all the values from 2 to 3 ms in the 3 ms frame centered
around the peak of the HE. The ratio of these two quantities is defined as the peak to
side-lobe ratio (PSR) at particular GCI. The PSR for the whole voiced sound is the
mean of all PSR at all GCI locations.

4 Experiments

4.1 Database

The database used in this analysis consists of 10 normal and 10 CLP recorded chil-
dren speech. All the children belong to the 7-13 years of the age. Both boys and
girls children participated in the recording. The severity rating of hypernasality in
CLP children is moderate to severe. Table 1 shows the voiced sound type and cor-
responding words used for the recording. The utterances are repeated three times
in three different sessions by each children. The recording is done in sound-treated
room. The sampling frequency was 44.1 kHz, 16 bits in WAV format. The manual
annotation of vowels, glides, liquids, and voicebar from the words is done using the
Wavesurfer tool [11]. The speech is down-sampled at 16 kHz for the further analysis.
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Table 1 Voiced sound and corresponding words used for recording

Voiced sound Word
Hi
igh Yowel /kiki/
i/
L
ow vowel /kaka/
la/
Glides
ides /wawal/, lyaya/
wl, Iyl
Liquids /lala/, /rara/
N, It/
Voiceb:
oicebar /babal/, /dada/, /gaga/
/bl [dl, Ig/

4.2 Peak to Side-lobe Ratio Analysis in Hypernasal Speech

To analyze the nature of peak to side-lobe ratio in hypernasal speech compared to
the normal speech, we first analyzed the individual nature of both peak strength
and side-lobe separately. The analysis is done for high vowel, low vowel, glides,
liquids, and voicebar sounds. This analysis is done to find the dominant nature of the
individual quantities. Figures 4a—e show the box plot comparing the peak strength
at each GCI in all high vowel, low vowel, glides, liquids, and voicebar sounds,
respectively, in normal and hypernasal speech present in the database. From Figs. 4a,
b, we can observe that the peak strength decreases in both the vowels of the hypernasal
speech compared to normal speech, as we have hypothesized. The reason for the
decrement may be the abrupt glottal closure in normal vowels and smooth closure
in hypernasal speech due to the nasal tract leakage path. We can also observe from
Figs.4c—e, the increase in the peak strength in the hypernasal speech compared to
the normal speech in the case of glides, liquids, and voicebar sounds. The vocal
fold vibration in the semivowels, (glides and liquids), and voicebar sounds is not
that much strong as in the case of vowel sounds. This is due to more intra-oral
pressure inside the mouth and, hence, less trans-glottal pressure. In case of hypernasal
semivowels and voicebars, the intra-oral pressure reduces and, hence, the trans-glottal
pressure increases, which increases the vocal folds vibration. Now, the glottal closure
in hypernasal semivowels and voicebars is more abrupt comparable to the normal
semivowels and voicebars. This may be the reason for the increase in the peak strength
in hypernasal semivowels and voicebars. Figures 4f—j show the box plot comparing
the side-lobe strength around each GCI in high vowel, low vowel, glides, liquids,
and voicebar, respectively, in normal and hypernasal speech present in the database.
The side-lobe strength increases in all cases for the hypernasal speech. The reason
for the increment is the filtering of extra zeros in the residual signal, due to poor
modeling of the LP model for the zeros in the spectrum. The nature of PSR will
depend on the nature of the both the peak strength as well as the side-lobe strength.
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Fig. 4 Comparison of peak strength and mean of side-lobe in normal and hypernasal speech. a—e
show the comparison of peak strength, f—j show the comparison of side-lobe strength, and k—o show
the comparison of PSR value in normal and hypernasal high vowel, low vowel, glides, liquids, and
voicebar respectively

Figures 4k—o show the box plot comparing the PSR in high vowel, low vowel, glides,
liquids, and voicebar, respectively, in normal and hypernasal speech present in the
database. Since the peak strength decreases and the side-lobe strength increases in
case of hypernasal high and low vowel, so their PSR value also decreases as shown in
Figs. 4k-1, respectively. In the case of glides, both the peak strength and the side-lobe
strength increase, but the side-lobe strength increases more compared to the peak
strength. Hence, the PSR value decreases in hypernasal glides case also, as shown in
Fig.4m. Similarly, for the case of liquids and voicebar also, both the peak strength
and the side-lobe strength increase, but the peak strength increases more compared to
side-lobe strength. Hence, the peak to side-lobe ratio increases in hypernasal liquids
and voicebar as shown in Figs.4n-o, respectively. Since PSR value is showing a
distinct nature for normal and hypernasal speech, this excitation-based source cue
can be used further for the classification between normal and hypernasal speech.

4.3 Classification Between Normal and Hypernasal Speech

The classification between pre-known normal and hypernasal class of high vowel,
low vowel, glides, liquids, and voicebar can be done based on a fixed threshold
value of PSR in each case. We conducted the classification between normal and
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Table 2 Result of classification based on PSR cue, formant-based cue, and combination of two

cues
Voiced sound type Accuracy (%)
PSR Formant-based Combined
High vowel 70.49 75.41 717.05
Low vowel 78.19 83.46 72.18
Glides 63.15 66.32 77.89
Liquids 60.67 64.04 69.66
Voicebar 67.27 68.48 67.88
Average 67.27 71.54 72.93

hypernasal speech for the same database for which we have plotted the peak to side-
lobe ratio. The threshold for each case of voiced speech can be set by looking the
median value of PSR in normal or hypernasal speech. Based on the threshold value,
the condition for the classification can be set. Table 2 Column 2 shows the result
for the classification. The best accuracy for each type of voiced sound is shown
in the table. In case of normal and hypernasal high vowel, low vowel, and glides
classification, the best accuracy is 70.49%, 78.195%, and 63.15%, respectively. The
condition for the classification in all the above cases is if the value for the PSR value
is greater than the threshold value, the corresponding voiced sound is classified as
the normal sound; otherwise, it is classified as hypernasal sound. Similarly, in case of
normal and hypernasal liquids and voicebar, the best accuracy for the classification
is 60.67% and 67.27%, respectively. Since the peak to side-lobe ratio for the case
of liquids and voicebar is higher in hypernasal speech than the normal speech, the
condition for the classification is if the value of PSR is lesser than the threshold
value, the corresponding sound is classified as the normal sound; otherwise, it is
classified as hypernasal sound. So, the PSR cue classifies the normal and hypernasal
speech’s highest accuracy of 78.195% for low vowel sounds and the lowest accuracy
of 60.67% for liquids with an average accuracy of 67.27%.

To improve the accuracy of the detection, we combined our previous work on
the vocal tract response cue with this excitation-based cue [4]. The presence of two
formant peaks below 1000 Hz is considered as the cue for hypernasality detection.
This is applicable for glides and liquids also, since their characteristics are similar
to high vowels. Based on this cue, the sum of the strength of those formants which
are below the 1000 Hz is calculated as a feature for hypernasality detection. This
sum will be high for hypernasal sound because it contains two formants below 1000
Hz and will be low for normal speech because of only one formant. Table2 Column
3 shows the threshold-based classification result for each type of voiced sound. It
gives the best accuracy of 75.41%, 83.46%, 66.32%, 64.04%, and 68.48% for the
high vowel, low vowel, glides, liquids, and voicebar, respectively, with an average
accuracy of 71.54%. We combined the excitation source-based cue and vocal tract-
based formant cue in equal weight. Table2 Column 4 shows the threshold-based
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classification result for each type of voiced sound. The best accuracy of 77.05%,
72.18%, 77.89%, 69.66%, and 67.88% is achieved for the high vowel, low vowel,
glides, liquids, and voicebar, respectively, with an average accuracy of 72.93%.

5 Summary and Future Scope

In this work, we analyzed the PSR at each GClIs in HE of LP residual cue for the
hyernasality detection in CLP speech. PSR value gets affected in hypernasal speech
due to change in intra-oral pressure in the mouth and addition of zeros in the residual
of the signal. The analysis shows that PSR value is low in hypernasal speech in
the case of high vowel, low vowel, and glides and high for the case of liquids and
voicebar. The classification between normal and hypernasal voiced sound gives an
average accuracy of 67.27% using PSR value as a feature. To improve the accuracy,
we used the formant-based feature, which gives the average accuracy of 71.54%.
The combination of two features gives the improvement in the accuracy with an
average accuracy of 72.93%. As a future work, we will combine the suprasegmental
features to further improve the result. Also, the automatic annotation of vowels,
glides, liquids, and voicebar from the words will be done as a future work.
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Abstract In software development, agile methods are becoming more popular, and
in many situations, software development teams are even mandated to use some
agile methods in their projects. It is basic to give as exact a gauge as could really be
expected. Today, in the data innovation business, for assessment in spry programming
advancement, most of the part is dependent on heuristic methodologies like master
judgment and arranging poker. It is very hard to gauge coordinated programming
advancement without nimble mastery. Various studies have been done throughout
the years to evaluate software effort estimating methodologies, but because of the
rise of new software development processes, the reviews have not been caught up
with them. This article gives an intensive assessment of cost assessment in agile
software development, which will help the clients in understanding current expense
assessment drifts in ASD. Most agile teams estimate software development effort
using expert estimating methodologies, according to a thorough literature analysis
and survey. This work includes a thorough literature review that has been updated
by examining data from 73 new studies. The majority of the data comes from single-
company databases; however, cross-company data is extremely popular. Estimates
of effort and cost are typically based on the findings of a study using models or
historical data applied to size, activities, and other planning characteristics.
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1 Introduction

Planning is done iteratively in agile software development (ASD), and project scope
is constantly modified and prioritized. In ASD, the most critical considerations to
prioritize needs and features are effort and cost. The absolute most popular advance-
ment techniques in ASD are scrum, extreme programming, feature-driven develop-
ment, lean software development, adaptive software development, crystal methodolo-
gies, and the dynamic systems. Development method is probably the most notable
improvement procedures in ASD. Exertion assessment assumes a significant and
basic part in any product advancement project. Exertion assessment can be as the
cycle by which exertion can be assessed, and the assessment is completed as far as the
measure of assets needed to end project action to convey an item or administration
that meets the given useful and non-practical prerequisites to a client [1].

Cost assessment for ASD strategies is a difficult undertaking. It is so in light of
the fact that the dexterous strategy depends on eccentric ideas that are not appro-
priate for any of the conventional assessment techniques. The utilization of such
assessment techniques to nimble advancement instruments brings about significant
mistakes, because of the shortfall of basic components like well-qualified assess-
ment and recorded information. Since the coordinated interaction is a lot less diffi-
cult and requires quicker work alongside more client inclusion, this adjustment of
approach additionally requires an adjustment of the expense assessment measure.
Thus, ongoing examination has zeroed in on creating assessment strategies (ETs)
that are viable with nimble techniques [2].

Prior to the adoption of agile approaches, lightweight methodologies were used
to describe small collocated teams producing software in an iterative, incremental
fashion. Agile methodology, on the other hand, may be used for massive projects with
the right modeling techniques. Iterative development with changing requirements
is the core of agile software development processes [3]. They build on that base
with a lighter, more people-centric perspective that mainly relies on users’ tacit
knowledge. Agile procedures are less document-oriented, with a smaller amount of
documentation for a specific task being the norm.

Software engineering is a broad term that refers to the standard practices that apply
to all areas of software development, from conception to post-release maintenance.
These guidelines ensure that a project is completed in a timely and efficient manner
while keeping the greatest level of quality. Certain advantages should be provided by
an effective cost estimation process. To begin with, it should support the investigation
and reuse of stockroom information to abbreviate assessing time. Second, it is ought
to be not difficult to utilize and grasp for end clients. It ought to likewise represent
insufficient and vague information. At last, it should list the numerous angles that
decide the task’s last expense [4].
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Estimating software expenses is tough by nature, and humans are notoriously
lousy at predicting absolute outcomes. In contrast to traditional acquisition projects,
estimating costs in an agile setting demands a more iterative, integrated, and collab-
orative approach. Cost estimation is a vital activity in agile programs, contrary to
popular belief that agile is an undisciplined methodology that ignores cost consider-
ations [5, 6]. There is a widespread misperception that agile software development
entails the absence of a long-term strategy. Long-term planning is required in agile
development, and cost estimation is a vital task in agile programs. It necessitates
early, upfront analysis that indicates a high-level comprehension of the program, as
well as the costs and benefits connected with it.

Consistency, broad arranging, systematized measures, and thorough reuse are key
components for the proficient advancement of programming. Lithe software devel-
opment (ASD) is frequently introduced as an option in contrast to more conventional
methodologies, like cascade, gradual, or transformative, in which consistency, broad
arranging, systematized measures, and thorough reuse are key components for the
effective advancement of programming [1]. In any product advancement project,
exertion assessment is pivotal and basic. Exertion assessment might be characterized
as the method involved with assessing exertion and assessing the measure of assets
needed to finish project action to convey an item or administration to a customer that
meets the given practical and non-utilitarian necessities [2]. One of the main parts of
programming project on the board is assessing exertion. Wrong advancement exer-
tion assessments have brought about significant issues. It is crucial for programming
firms to fabricate great items inside spending plan and timetable limitations in the
present serious business scene.

Organizations have utilized nimble programming advancement (ASD) strategies
[7] in internationally disseminated tasks to lighten a portion of the issues related with
creating programming all around the world; light-footed techniques are viewed as
being more appropriate to manage projects that present muddled and questionable
necessities. Estimating the cost of ASD techniques is a difficult undertaking. Because
agile is founded on unorthodox principles that are not compatible with standard
estimation methodologies. Due to the absence of crucial components such as expert
opinion and historical data, the application of such estimating approaches to agile
development procedures results in significant mistakes.

2 Literature Review

The goal of the exact review was to find sensible works that presented methods
and estimations answers for deft programming improvement frameworks to recog-
nize: Common undertaking estimation and control rehearses; size measurements
utilized; agile advancement research patterns; and open inquiries and examination
subjects identified with further developing light-footed improvement project gauges.
Research method used in the review is shown in Fig. 1.
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Fig. 1 Research method in systematic literature review

The research incorporates a precise writing survey that was completed by specific
standards to gather and handle information from numerous sources. The following
are the guidelines, which are based on some standard current research on the subject.

2.1 Planning Phase

Proper planning is essential for the effective implementation of a systematic literature
review. The research questions are derived from the planning phase of the systematic
literature review. A systematic review’s most important step is to confirm the research
questions.

2.2 Research Issues

1. In ASD, what methods were utilized to estimate effort?
2. What are the appropriate situations in which different estimating approaches can
be used, and what issues can arise when using different estimation techniques?

3 Conducting Phase

3.1 Search Strategy

Three tasks make up the conducting phase: search strategy, study selection, and data
synthesis. Unlike independent data synthesis, the search strategy and study selection
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Table 1 Search string-based data gathering

S. No. Search string Paper from journals Paper from conference

1 Software cost estimation in [8-11] [12, 13]
agile software development

2 Framework based for effort [14-17] [18, 5, 6, 18-21]
estimation in agile software
development

3 Effort estimation in agile [22] [23]
software development: case
study

Data sources Springer link, IEEE explore, ACM digital library, Elsevier science direct, and research
gate were the digital databases utilized to search for keywords

Table 2 List of resources

S. No. Source name URL

1 IEEE explore www.ieeeexplore.org

2 ACM digital library http://dl.acm.org/

3 Google Scholar Scholar.google.com

4 Science direct www.sciencedirect.com
5 Springer www.springerlink

are both created by two separate operations. Search strings are a term that is used in
search strategy. This phase also identifies the resources that will be used to conduct
the search. After the search strings and resources have been determined, this method

can be carried out. Search string and list of resources are shown in Table 1 and Table
2.

3.2 Criteria for Inclusion and Exclusion

The current study comprised a number of studies, the majority of which focused
on cost estimation utilizing ASD. There are a couple of extra investigations that are
arranged with exertion and cost assessment using elective advancement approaches,
with a definitive objective of quicker and more precise assessment. The examination
considers an assortment of distributions from different diaries and meetings. We did
not analyze papers that did not serve the expressed point or did not depend on real
and exact proof. Criteria for inclusion and exclusion is shown in Table 3.
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Table 3 Ceriteria for inclusion and exclusion
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Criteria Rationale

Inclusion The article must address agile and The study focused cost and estimation
software development in the domain of | of agile and software development
software engineering and information
system

Exclusion Other than English language Paper in English language

Article must in the form of keywords,
abstract, short paper or thesis

The study does not give sensible
measure of data to a target choice

The article discuss only agile and
software development

The study integrates cost and effort
estimation of agile and software

development

4 Cost Estimation Method

Software cost estimating is a difficult assignment since it necessitates the estimator’s
precise cost prediction throughout the project’s planning phase. Over time, certain
software cost estimation methodologies have been presented. [24] To improve the
estimation of the software project effort, machine learning techniques were utilized
[25]. The historical data set of ninety-three projects was subjected to Naive Bayes,
logistic regression, and random forests approaches. It was put up against the construc-
tive cost model (COCOMO). COCOMO drivers and multipliers can be improved to
produce more accurate results in the effort estimating process.

The agile software development process is extensively utilized. Agile cost projec-
tions are based on a number of project factors, such as prior project data or expert
opinion. Principal component analysis (PCA) was used to create a new model. One
of the problems for software professionals is to optimize software cost estimation
(SCE) with accuracy. To improve SCE, a hybrid technique combining a genetic algo-
rithm and a Tabu search algorithm was devised. As input data, the NASA project data
set was used. Summary of cost estimation method and comparative study are shown
in Table 4 and Table 5 [24].

Table 4 Summary of cost estimation method

Paper Limitation

PCA-based cost estimation model for agile
software development projects

To generalize the proposed approach, it is
suggested that it can be used for a variety of
agile software development projects

Improving the COCOMO drivers and
multipliers can help the estimating effort
process produce more accurate results

Predicting software effort estimation using
machine learning techniques

A learning-based adjustment model with
genetic algorithm of function point estimation

Alternative strategies for selecting KIFs
require more research
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Table 5 Comparative study of various papers
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S. Title of the paper Techniques Dataset | Experimental | Limitations
No. implemented results
1 A method to estimate | Product readiness | Normal | More Some
software strategic SSI estimation dataset | flexibility and | post-deployment
indicators in software | model adaptive part
development: an
industrial application
2 A hybrid software AGOPLAN Normal | Model for Developing a
processes management | method dataset | little and bunch of
support model medium-size | strategies
mixture supporting the
projects administration of
crossover IT
projects
3 Better late than never: | Mixed-effects Normal | Time-saving | Inaccurate project
Bias and its alleviation | logistic dataset | bias management
in efficient regression model
4 A systematic review Neural network, |Normal |Computation | Did not play out
on software cost expert judgment, |dataset |of the genuine | any test to assess
estimation in agile planning poker, expense of a | the between rater
software development | disaggregation, project understanding
use case point, and
modified use case commentators in
point the audit action
5 Agile capabilities as Agile approaches | Normal | Critical Less accuracy
necessary conditions dataset | connection
for maximizing between
sustainable supply supportable
chain performance: an store network
empirical investigation rehearses and
coordinated
practices
6 Time pressure in Inclusion and Normal | Quality Combining
software engineering: | exclusion criteria | dataset | reduction different data
a systematic review becomes sources less
effective
7 Risk managementin | SLR Normal | Widely used | Harmonization of
the software life cycle: dataset |in the field of | numerous models
a systematic literature risk of hazard the
review board
8 DECIDE: an Agile Decisional big Normal | A flexible and | Designed for big
event-and-data-driven | data methodology | dataset | adaptable data systems with
design methodology methodology | Big Data
for decisional big data for governing, | technologies

projects

managing and
applying data

(continued)
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S. Title of the paper Techniques Dataset | Experimental | Limitations

No. implemented results

9 Agile supply chain Co-citation Normal | Better Less performance
management: where network dataset | integrated in

did it come from and
where will it go in the
era of digital
transformation

the
measurement
and metrics of
ASC

5 Results and Discussions

5.1 Answers to the Research Questions

The results produced from the data retrieved from the essential examinations are
introduced in this part. These discoveries empowered us to react to the examination’s
exploration questions (RQ). Information extraction was done by similar gathering
of specialists who utilized similar way to deal with and distinguish the essential

investigations.

1. In ASD, what methods were utilized to estimate effort?
For assessing the most important work is to potentially the measure of

the product to be created, ASD project administrators that favor strategies
which permit coordinated effort and agreement. Other than the aforementioned
commonly used estimating methods, several regression strategies have been
identified in studies. Algorithmic approaches, in addition to regressions, are
employed in studies. The distribution of papers in diaries and gathering is shown

in Fig. 2.
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Table 6 Comparison table of the existing works
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S. No. Title Paper and year Method

1 Effort estimation of agile IEEE 2018 Fuzzy logic
development using fuzzy
logic

2 A review on software cost Journal paper 2018 Machine learning
and effort estimation
techniques for agile
development process

3 Effort, duration and cost IEEE 2016 Simple logarithmic
estimation in agile software estimation method
development

4 Support vector regression IEEE 2018 Grid-based SVR
based on grid-search method
for agile software effort
prediction

5 An ensemble-based model Springer 2018 Ensemble-based
for predicting agile software model
development effort

6 Effort estimation in agile International journal 2018 Artificial intelligence
software development an
updated review

7 An enhanced framework for | Research gate 2018 Constructive cost

effort estimation of agile
projects

model

2. What are the appropriate situations in which different estimating
approaches can be used, and what issues can arise when using different
estimation techniques?

For getting an ideal scope of exactness, certain conditions are most appro-

priate for a particular gauge method. In addition, researchers encounter some
challenges when dealing with such circumstances. The comparison table of
the existing works is shown in Table 6.

6 Conclusion

This paper presents a purposeful study of programming effort and cost evaluation in
quick programming improvement. It shows that light-footed programming improve-
ment has become one of the oftentimes utilized programming advancement devices,
which is generally embraced by various analysts just as programming improvement
associations. Precise assessment of cost and exertion for a product project assumes a
significant part in the accomplishment of that undertaking. The level of programming
improvement projects that depend on deft methodologies are quickly expanding. As
a result, it is critical to investigate additional methodologies for estimating such
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model-based projects. A huge expansion in the achievement pace of the various
kinds of programming projects are accomplished by the progress in the exactness of
the assessment climate. Until this point in time, very little work is done in the field
of cost and exertion assessment for nimble programming improvement. As far as
future work, the scientists intend to investigate extra late related examinations and
give them as a definite review.

References

10.

11.

12.

13.

14.

15.

16.

. Fernandez-Diego M, Méndez ER, Gonzailez-Ladrén-De-Guevara F, Abrahdo S, Insfran E

(2020) An update on effort estimation in agile software development: a systematic literature
review. IEEE Access 8:166768—166800

Trendowicz A, Jeffery R (2014) Software project effort estimation: foundations and best
practice guidelines for success. Springer, Berlin, Germany

Garg S, Gupta D (2015) PCA based cost estimation model for agile software develop-
ment projects. In: 2015 International conference on industrial engineering and operations
management (IEOM). IEEE, pp 1-7

Bilgaiyan S, Sagnika S, Mishra S, Das M (2017) A systematic review on software cost
estimation in agile software development. J Eng Sci Technol Rev 10(4)

Yadav A, Sharma A (2018) Function point based estimation of effort and cost in agile soft-
ware development. In: Proceedings of 3rd international conference on internet of things and
connected technologies (ICIoTCT), pp 26-27

Saini A, Ahuja L, Khatri SK (2018) Effort estimation of agile development using fuzzy logic.
In: 2018 7th international conference on reliability, Infocom technologies and optimization
(trends and future directions)(ICRITO). IEEE, pp 779-783

Usman M, Britto R (2016) Effort estimation in co-located and globally distributed agile software
development: a comparative study. In: 2016 joint conference of the international workshop
on software measurement and the international conference on software process and product
measurement IWSM-MENSURA). IEEE, pp 219-224

Usman M, Borstler J, Petersen K (2017) An effort estimation taxonomy for agile software
development. Int J Software Eng Knowl Eng 27(04):641-674

Vyas M, Bohra A, Lamba CS, Vyas A (2018) A review on software cost and effort estimation
techniques for agile development process. Int J Recent Res Aspects 5(1):1-5

Anooja A, Rajawat S (2017) Comparative analysis of software cost-effort estimation and agile
in perspective of software development. Int J] Adv Res Comput Sci 8(8)

Osman HH, Musa ME (2016) A survey of agile software estimation methods. Int J Comput
Sci Telecommun 7(3):38—42

Owais M, Ramakishore R (2016) Effort, duration and cost estimation in agile software devel-
opment. In: 2016 Ninth international conference on contemporary computing (IC3). IEEE, pp
1-5

Usman M, Mendes E, Borstler J (2015) Effort estimation in agile software development: a
survey on the state of the practice. In: Proceedings of the 19th international conference on
evaluation and assessment in software engineering, pp 1-10

Dragicevic S, Celar S, Turic M (2017) Bayesian network model for task effort estimation in
agile software development. J Syst Softw 127:109-119

Raslan AT, Darwish NR, Hefny HA (2015) Towards a fuzzy based framework for effort
estimation in agile software development. Int J Comput Sci Inf Secur 13(1):37

Satapathy SM, Rath SK (2017) Empirical assessment of machine learning models for agile
software development effort estimation using story points. Innov Syst Softw Eng 13(2):191-200



Estimation in Agile Software Development Using Artificial ... 93

17.

18.

19.

20.

21.

22.

23.

24.

25.

Raslan AT, Darwish NR (2018) An enhanced framework for effort estimation of agile projects.
Int J Intell Engi Syst 11(3):205-214

Bilgaiyan S, Mishra S, Das M (2016) A review of software cost estimation in agile soft-
ware development using soft computing techniques. In: 2016 2nd international conference on
computational intelligence and networks (CINE). IEEE, pp 112-117

Britto R, Mendes E, Borstler J (2015) An empirical investigation on effort estimation in agile
global software development. In: 2015 IEEE 10th international conference on global software
engineering. IEEE, pp 38-45

Tanveer B (2016) Hybrid effort estimation of changes in agile software development. In:
International conference on agile software development. Springer, Cham, pp 316-320
Moharreri K, Sapre AV, Ramanathan J, Ramnath R (2016) Cost-effective supervised learning
models for software effort estimation in agile environments. In: 2016 IEEE 40th Annual
computer software and applications conference (COMPSAC), vol 2. IEEE, pp 135-140
Tanveer B, Guzmén L, Engel UM (2017) Effort estimation in agile software development: case
study and improvement framework. J Softw: Evol Process 29(11): e1862

Tanveer B, Guzman L, Engel UM (2016) Understanding and improving effort estimation in agile
software development: an industrial case study. In: Proceedings of the international conference
on software and systems process, pp 41-50

LiuJ,DuQ, XuJ (2018) A learning-based adjustment model with genetic algorithm of function
point estimation. In: 2018 IEEE 20th International conference on high performance computing
and communications; IEEE 16th International conference on smart city; IEEE 4th International
conference on data science and systems (HPCC/SmartCity/DSS). IEEE, pp 51-58
BaniMustafa A (2018) Predicting software effort estimation using machine learning techniques.
In: 2018 8th International conference on computer science and information technology (CSIT).
IEEE, pp 249-256



Human Fall Detection Analysis )
with Image Recognition Using L
Convolutional Neural Network Approach

Kuldeep Chouhan @, Ashish Kumar, Ashish Kumar Chakraverti,
and Ravindra Raman Cholla

Abstract Human falling may cause injuries and sometimes may lead to deadly
conditions. Therefore, in recent decade, the systems used for monitoring of human
falling and non-falling are receiving attention among research community for its
diversified features and social benefits. These systems solve the problem of falling
and gets activated to avert the likely incident with an alarm message, and uses fall
recognition classifiers. System helps to identify the human in the intended regions,
and classifiers are trained using the information available in the images. The lack of
massive scale datasets and human errors limits the generalization of models in terms
of robustness and efficiency to invisible regions. In the proposed work, an automatic
fall detection using deep learning is modeled using dataset of falling and non-falling
images. The sensitive information available in the original images is kept secure and
private to maintain the safety and protection by the presented work. The experiments
were conducted using real-world fall datasets having both types of human images, i.e.,
falling and non-falling, and the results obtained clearly indicate system enhancement
for falling and non-falling image recognition using convolutional neural network
(CNN) algorithm and achieving higher accuracy and reduced loss with a trained
dataset which finds the optimal performance from real-time environments.
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1 Introduction

In recent years, the detection of human falls has been a significant global worry for
severe injuries which limit comfort and self-sufficiency [1]. The protection of the
elderly from injuries is essential and is increasing in current times. The frequency of
fall injuries is a significant issue and must be dealt with. In this scenario, an intelligent
fall detection and prevention system may assist. For object identification tasks, deep
learning models are employed [2]. The model comprises many layers that convert
data received from the earlier layer and provide output for the following layer. Many
fall detection systems were suggested in the literature, depending on the working
techniques, performance, efficiency, and restriction [3]. Different methods are also
utilized to enhance the accuracy, sensitivity, specificity, and reaction time [4]. Four
generalized stages are followed by fall detection systems: sensing, data processing,
fall identification, and alarm system (see Fig. 1).

1.1 Deep Learning Based Fall Detection

The CNN-based fall detection devices reflect fall-related data in the picture dataset
collected through sensors. In fall detection systems, CNN architectures identify
patterns and forms in a particular picture collection that use different CNN-based
image detection architectures. Some have employed a mix of LSTM and CNN to
reduce image vision problems [6]. LSTM and CNN are supervised techniques of
learning; however, unattended approaches, such as autoencoders, exist that identify
data irregularities [7, 8].

1.2 Human Fall Detection

The human fall detection attracts more attention due to its wide range of applications
that uses surveillance video or image with low resolution [9]. The majority of scenes

Camera CNN
€/ Pd
J Accelerometer > LSTM —- \f ‘
Fall Event = :
Fall Detection
Radar Autoencoder
Sensing Object Data
Environment Processing

Fig. 1 Generalized view of fall detection systems [5]
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taken by a static camera have negligible background alterations. For detecting specific
behaviors in a real-time video scene, any item in outdoor surveillance relies on human
observers. However, the human capacity to watch several events in surveillance
screens has limitations [10]. For accurate object classification and tracking for high-
level analysis, an intelligent system recognizes and collects gesture information of
moving targets. The aim of this research is on detecting persons without taking
into account picture recognition of their complicated actions. From the standpoint
of machine vision, human detection is a tough problem since it is influenced by a
vast variety of possible appearances; yet prior information may help to improve it.
Usually, detection process includes the following steps [11, 12, 29, 30]:

(i)  The object detection method uses a pixel-by-pixel filtering procedure to detect
moving objects between the current frame and a background frame, resulting
in the best possible performance.

(i) The optical flow-based object detection technique [13] detects an image
sequence by analyzing the flow vectors of moving objects [14].

(iii) The spatiotemporal filter approaches that characterize the data volume
spanned by the moving person in an image sequence are used to detect movable
images [7].

2 Related Work

Ming and Yang [15] have developed a new indoor video surveillance system that
can detect human falls and assess the posture of people using the frame ratio and
the picture height displacement. Adhikari et al. [16] developed a method of fall
detection based on video pictures utilizing the dataset acquired by recording activities
of individual populations in various settings. Li et al. [14] presented and developed a
method for an individual scenario using CNN for fall detection on each frame picture
in the video surveillance environment. H. Yhdego [6] created a pretrained kinematics-
based ML method in annotated accelerometry datasets converted into pictures using
continuous wavelet transformation and trained deep CNNs. To generalize resource
optimization constraints, Tasoulis et al. [17] have developed a CNN method and
an efficient algorithm for detecting changes. Zhang and Zhu [18] have shown the
gadget used to detect human actions in real time and define deep CNNs for raw
data streams. E. Casilari et al. [19] have developed a method of CNN fall detection
that utilizes a multi-modal fall detection dataset and a vision and several cameras.
Arifa Sultana et al. [20] suggested architecture to differentiate between falls by
collecting frames from video records and other indoor natural human activity. Tsai
and Hsu [21] presented a one-dimensional CNN technique to convert depth image
information into skeleton information and extract feature points through a skeleton
extraction algorithm. Illuri and Satyanarayana [2] have an emotional recognition
system and is utilized for a CNN-classified video-based recognition system. Min et al.
[22] introduced vision-based and deep learning algorithms to train when the system
runs smoothly. Ma et al. [23] introduced a fall prevention system predicting fall by
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utilizing the posture and physical analysis of a person likely to fall and prevented
by notifying the person concerned. Wang et al. [24] introduced the CNN algorithm
that needs different parameters to deploy facials so as to prevent unpredictability in
real-time systems. Seredin et al. [25] suggested a reduction in the description of the
skeleton based on the human body’s anthropometric features Reddy and Kalaiselvi
[4] suggested that the system increases the awareness of fall recognition and obtains
a high F-score by carrying out a high-precision fall detection. Zhang et al. [7] have
developed a vision-based fall detection method in which visual input is collected and
supplied to a fall identification ML classifier. Harrow et al. [26] focus on identifying
and classifying falls based on changes in human shape, which remain reliable in fall
detection. According to Shu and Shu [9], when left unreported and untreated, human
falls are the primary cause of accidental injury and fatality.

3 Methodology of Human Fall Detection

An example falls detection system with picture or video extraction and analysis that
includes input data and acquired data using fall detection algorithms and predicts that
the data obtained will be taken into consideration. This procedure is illustrated (see
Fig. 2), where the fall detection system, i.e., the video analysis and the categorization
of human objects, is suggested.

There are environmental changes and adequate sensitivity in a human fall detec-
tion picture, and this utilizes medium and mean to define all pixels in the image
and is categorized from the video. Kalman filters help eliminate the noise that may

Fig. 2 General process of
fall detection system Input Data
Collection

L Feature Extraction

and Analysis

L Algorithm

Classification

L Decision Evaluation

and Analysis
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Fig. 3 Human fall detection
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analyze the video (frame to frame) and identify events produced (see Fig. 3) for better
concentrate on the picture.

3.1 Detection of Human and Activities

DL-based architecture uses images to detect a fall and integrates numerous human
identifications to correct pose and segmentation errors in the image. It uses various
techniques to find and detect a human such as:

(i)  To identify a human region using background removal techniques with a low
true-positive rate.

(i) The visual representations protect people’s privacy and are unaffected by
changes in look.

(iii) Allow the framework to generalize unobserved real-world situations with
more effectiveness than approaches for detecting drops using appearance data.

(iv)  Significant changes in picture appearance attributes have only a shaky
generality.

3.2 Convolutional Neural Network Approach

CNN can extract key features from images to differentiate between one object and
another by applying learning weights and biases [27]. For a pixel convolution to
produce a convoluted picture, a low-level preprocessing includes an input layer, an
output layer, and hidden layers with a stack of coevolutionary layers. The activation
function is using a rectified linear unit (ReLU) layer with pooling layers and fully
connected layers [5]. CNN uses a series of coevolutionary layers, followed by various
pooling layers, a flattening layer, and a fully connected layer, to extract information
from images where each layer utilizes several functions for activation [28].
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4 Implementation of Human Fall Detection Analysis
and Identification

Initialize weights of the nodes in the network model consisting of weights initialized
in the next embedding layer for the convolutions layer, which has a null-average
Gaussian distribution [2]. For example, in 20 periods, the trained coevolutionary
layer and embedding layers are transferred from one end to the next (there are just
a few epochs to be shown in work), while the learning rate is set to 0.01, and total
weights and amendments are modified. The experimented work is as follows:

INFO: tensorflow: Retraining the models...

Model: “sequential”.

Layer (type) Output Shape Param #
hub_keras layer v1v2 (HubKer (None, 1280) 2257984
dropout (Dropout) (None, 1280) 0

dense (Dense) (None, 2) 2562

Total params: 2,260,546
Trainable params: 2,226,434
Non-trainable params: 34,112

None

Epoch 1/5

99/99 [ ] - 940s 9s/step - loss: 0.5008 - accuracy:
0.8681

Epoch 2/5

99/99 [ 1 - 1656s 17s/step - loss: 0.3032 - accuracy:
0.9958

Epoch 3/5

99/99 [ 1-941s 10s/step - loss: 0.2924 - accuracy:
0.9995

Epoch 4/5

99/99 [ 1-925s 9s/step - loss: 0.2892 - accuracy:
0.9995

Epoch 5/5

99/99 [ 1 - 1036s 10s/step - loss: 0.2868 - accuracy:
1.0000

loss, accuracy = model. evaluate(test data)

12/12 [ 1 - 19s 909ms/step - loss: 0.2848 - accuracy:
1.0000

The model prediction accuracy values are calculated based on the learning rate
and run number of epochs that measured or simulated the appropriate accuracy and
loss as shown below.
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[0.9469696879386902,

0.9968434572219849, < Model accuracy values
0.9996843338012695,

0.9996843338012695,

1.0]

[0.3905821442604065, Model loss values
0.30057528614997864, <+

0.29170241951942444,

0.28913652896881104,

0.2868884205818176]

5 Results and Discussion

5.1 Datasets

The dataset contains fall and non-falling photos for analytical purposes, and the
proposed data samples include diverse activities such as walking, sitting, squatting,
and fall images of forward, backward, and sideways motion. The following activities
must be taken in order to establish fall detection training and testing are as follow:

(i) Human detection and extraction are carried out, as well as
(i) Extracted pictures are reframed and scaled to a size of 64 x 64 pixels.

It normally contains varying performances where each performance is acquired
via variety of perceptions, and some instances use the reallocation of some objects
(Table 1).

We have performed a number of tests utilizing the falling and non-falling picture
datasets to verify our fall detection system. We have given particular attention to four
kinds of experiments that includes:

(i)  Analysis of network design with the goal of determining the best configuration
for the problem;
(i) Compare techniques to state-of-the-art fall detection approaches;

Table 1 Number of frames of each dataset, distribution of frames (falling and non-falling)

Dataset Total images | Falling images | Non-falling images | Unpredictable
images

Fall images dataset | 6580 2247 3253 1080

Multiple cameras 11,544 3753 5650 2141

with images dataset
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(iii) Evaluate the system under various illumination situations; and
(iv) Demonstrate the system’s universality by merging all datasets.

5.2 Experimental Results

The experiment setup is done based on the basis of experimental images for the
frequency of the falling images and predicted the falling image. The findings are
shown based on falling and unsuccessful human pictures, which provide the predic-
tion system output displayed in different epochs in Jupyter along with learning rate
of 0.01 accuracy assessed (see Fig. 4).

The human falling and non-falling detection study (see Fig. 5) gives aresult shown
in different epochs and 0.01 learning rates measuring the loss prevision.

Fig. 4 Optimal accuracy learning rate :- 0.01
prediction with learning rate 100 1
using several epochs
0.99 4
> 0.98 1
fd
8
g 097 1
0.96 1
0.95 A
00 05 10 15 20 25 30 35 40
number of epochs
Fig. 5 Loss prediction with learning rate :- 0.01
learning rate using several
epochs 038
036

loss prediction
(=]
w
F

00 05 10 15 20 25 30 i5 40
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Fig. 6 Total accuracy and learning rate :- 0.01
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Figure 6 represents the accuracy, and loss shows an optimal performance, and
there is no overfitting in prediction because accuracy is very close to 1.0; parallel,
loss is also measured in stable circumstances till completion of all epochs.

As earlier supposed, we carried out the standardization and the normalization of
the data process in this experimental model to promote quicker convergence during
falling and non-falling dataset training to assess performance using standardized and
un-normalized information as given in Table 2.

The effects of batch normalization for performance measurement are shown in
generated error bars (see Fig. 7), used number of epochs along with learning rates
(see Fig. 4 and Fig. 5), where losses signify errors only. The error bars represent

Table 2 Effects of batch normalization for performance measurement

Training accuracy (%) | Validation accuracy (%) | Test accuracy (%)

Normalized data 99.85 99.32 99
Un-normalized data | 93.68 84.33 82
Fig.7 Error bar generated Data Performance with Error bar in Batch
with normalization data Normalization

Average data

2 3

Standard Deviation Dataset
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the graphical representations of the variability of data that indicates the errors or
uncertainty in measured data.

It depicts that normalized data achieve a high accuracy rate and reduced error bars
within a lower number of epochs than un-normalized data which is experimented
with Python code and found that a greater number of data frames can achieve optimal
accuracy and less during training and validation of accuracy procedure and reduction
in loss due to large number of learning and retested models.

6 Conclusion

This research work presents a human fall dataset consisting of synthetically created
human posture and segmentation data under multiple camera perspectives using a
CNN model with highly discriminative embedding characteristics for fall identifica-
tion. In this research work, detecting human beings accurately in a surveillance image
or video is a major research work in the area of computer vision despite the challenges
to process low-resolution images. This work uses object detection techniques which
are categorized according to data shape-based, motion-based, and image texture-
based methods that benchmark human detection datasets. In the future study, lever-
aging a multi-view approach and adopting better models based on restricted sections
of the picture will be discussed as ways to improve the human detection process in
surveillance photos. The experimental work represents an optimal accuracy and loss
prediction that analyses the output, which is demonstrated along with learning rate
using several epochs in falling and non-falling images and also eliminate overfitting
issues and measure stability in data objects.
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Satarupa Chakrabarti, Aleena Swetapadma, and Prasant Kumar Pattnaik

Abstract Epilepsy the disorder of the central nervous system has its worldwide
presence in roughly 50 million people as estimated by WHO. The most common
non-invasive tool for studying the brain activity of epileptic patient is the electroen-
cephalogram (EEG). Determining the onset of seizures accurately is still elusive,
and over the years, developing effective techniques to monitor epilepsy is progres-
sive. In this work, pediatric patients with history of intractable epilepsy have been
studied. The EEG signals used here belong to the scalp EEG database of Chil-
dren’s Hospital Boston-Massachusetts Institute of Technology (CHB-MIT). For
determining between seizure and non-seizure signals, discrete Fourier transform
(DFT) has been used as the feature extraction techniques. The features extracted are
then given to the artificial neural network (ANN) to identify the presence of epileptic
behavior in the signals. After designing the epileptic seizure detector, a setup has
been developed using MATALB/Simulink for real-time applications that recorded
an accuracy of 98.6% with specificity and sensitivity of 98.1% and 99.2%, respec-
tively. In this work, an improved method is proposed to provide better solution and
enhance the quality of living of the pediatric epilepsy patients.

Keywords Epilepsy * Seizure - Pediatric - Signal processing + DFT - ANN

1 Introduction

Machine learning, in the recent few decades, has become one of the most widely
used and sought-after tools for the purpose of prediction and analysis in the medical
domain. Researchers all over the world are working to build efficient and cost-
effective systems that can single handedly diagnose as well as predict disease. Among
the wide array of tools and techniques in machine learning, neural network and its
application in the field of neuroscience have been highly benefited with its use and
implementation [1]. To understand the underlying brain activities during epilepsy,
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the reliable way is by using electroencephalogram (EEG) that captures the electrical
activity of the brain using electrodes over a certain period of time. As EEG provides
huge amount of data about the brain, this information needs pre-processing so that
relevant and useful features can be extracted for classification. For automatic detec-
tion of epileptic seizure and its prediction, signal processing and machine learning
play the pivotal role.

In the recent years, various promising signal processing techniques for EEG
signals as well as feature extraction methods useful for detection of seizures have
been proposed by researchers [2]. It is generally seen, because of the complex nature
of EEG signals, application of any single method for studying its characteristics and
features is not very effective. The other most common issue with EEG signals for
epileptic patients is the adaptability. From patient to patient, the neuronal activity
varies. Therefore, automatic detection mechanism of EEG signals should be able to
adapt and distinguish between the different conditions and handle them according
to their pre-requisite. Adaptive algorithm that would be capable of learning different
subtle features and conditions irrespective of patients is required. Finally, the main
issue which needs to be addressed is compliance with long and continuous EEG
data rather than recordings comprising of few minutes. The paper is organized as
follows. Section 2 addresses the literature review. Section 3 describes the methods
used along with the proposed methodology. Results are discussed in Sect. 4, followed
by discussion in Sect. 5, and finally conclusion in the last section.

2 Literature Review

Researchers have and are still working on EEG recordings to present newer processes
that would help in providing better understanding of brain activity and its antics with
respect to epilepsy. Arun Kumar et al. [3] described a novel method using moving
window approximate entropy (ApEn) to recognize seizure onset automatically. The
average delay recorded was 0.2 s over 200 segments of EEG recordings. Lin [4]
presented his work on multivariate analysis for the detection of significant patterns
and was based on the combination of principal component analysis—support vector
machine for a multisensory system. Ibrahim and Majzoub [5] in their research work
used discrete wavelet transform (DWT) along with Shannon’s entropy and standard
deviation for developing an adaptive seizure detection method from EEG records.
Feng et al. [6] brought forward an on-chip portable seizure detection system. An
automated seizure detection system [7] would pave way for easier and faster diagnosis
of seizure events with minimal misjudgment and error. Although a study dedicated
to providing critical facets of preictal duration [8] and its morphology still lacks
substantial evidence, yet advancement in developing seizure detection systems would
transform patient treatment and management. Devising detection strategies are a
challenging task as seizures are patient-specific with distinct characteristic features
of each seizure [9].
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The onset of an epileptic seizure attack is a widespread manifestation of abnormal
electrical activity and spike as well as slow waveforms mark these changes and is
considered as the trademark signature of epileptic seizure [10]. Hameed et al. [11]
tried to classify and bring distinction between ictal and inter ictal stages with the
help of new indices (diagnostic). They implemented the Ggobal PDM or principal
dynamic modes for studying the functional activity and connections between the
different lobes of the brain. Ke et al. [12] spoke at length about the problem of
seizure detection following a shallow-dense network approach. They used maximal
information coefficient (MIC) to bring parity among the channels and data. The
interesting factor about global MIC was all the coefficients got organized depending
on the sequence of time and the way in which the pattern evolved. Thodoroff et al.
[13] explored the use of deep neural networks in order to utilize them to learn the
different significant characteristics of an EEG recording such that it would be able
to distinguish and detect seizure activity from normal condition.

After studying all the above-mentioned techniques and applications, to improve
the performance of seizure detection unit and raising an alarm during an epileptic
seizure, discrete Fourier transformation has been used. This helped in analyzing the
spectral content of the EEG signal and changes in frequency during a seizure attack.
As presence of any distortion in signal is best understood in the frequency domain,
hence, in this work, discrete Fourier transform to find appropriate features from raw
EEG signals. The features are then given to classifier for detecting the epileptic
period. The proposed system is implemented so that it can be used in real situations.
The performance of the designed system is analyzed in terms of accuracy, sensitivity,
and specificity which seem convincing to be implemented in hospitals.

3 Material and Methods

3.1 Dataset Details

The dataset used in this particular work is taken from pediatric database belonging
to Children’s Hospital Boston (CHB) [14], Massachusetts. The database contained
EEG recordings (scalp) of patients with history of intractable seizure and the age
group is between 1.5 and 15 years (pediatric). The recordings obtained have specific
annotations based on the seizure onset and the duration of the seizure. The number
of seizures varied for different patients from minimum of one to a maximum of four
seizures. The electrode placement is at par to 10-20 international system and the
data are sampled at 256 Hz with 16-bit resolution. There was presence of artifacts
such as head, body, and eye movements.
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3.2 Methods

Signal processing is done using discrete Fourier transform in this work and the
supervised classifier used for classifying the epileptic seizures is ANN. The details
have been mentioned in the following subsections.

Discrete Fourier Transform (DFT) The family of Fourier transform and analysis
comprises of mathematical procedures whose main principle is centered on signal
decomposition into sinusoids. Fourier analysis is one of the most suitable method
for analysis of data as this helps in breaking down any signal into its components of
various frequencies [15]. DFT or discrete Fourier transform is capable of changing
an input signal with N points to output signal with N/2 + 1 points. Usually, the input
signal is considered to be in the time domain as most of the signals in DFT are in a
particular time interval. If the frequency domain is known, then from that the time
domain calculation is possible. DFT coefficient (kth) of a sequence {x(n)} of length
N can be defined as in Eq. (1)

N-1
X(k) =Y xmW k=0,....N—1 1)
n=0

where

. 2 2
Wy = e /2/N = cos idd — jsin midd
N N

is known as principal root of unity (N-th) since W,’\‘,k is taken as the function of k that
has N period and the coefficients obtained from DFT have periodic in accordance
to N period. The original sequence {x(n)} can be reclaimed back again using the
inverse DFT or inverse discrete Fourier transform (IDFT).

N-1
1 —k
X(n)=ﬁkZ=;X(k)WN”,n:O,...,N—l @)

This can be verified for the principal N-th root of unity Wy

N—-1
Y Wi =N-8(k).k=0,....N—1 )
n=0

where §(k) is known as the Kronecker delta function.

Artificial Neural Network Artificial neural network is a representation of a model
that closely resembles the human nervous system but stands on the foundation of
mathematical equations and derivations. The key element in the neural network
architecture is the neurons or specifically the artificial neurons, sometimes called
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Fig. 1 Feedforward neural network

nodes. The synapses present in the actual nervous system is represented as effect
of the different input signals with connection weights, transfer function presents the
non-linear features of the neurons [16]. The impulse of the neuron is calculated as
the sum of input (weighted) that gets modified with the help of the transfer function.
The effectiveness of the learning of neurons is reached by changing and modifying
the weights in accordance to the specific learning algorithm that is selected. In Fig. 1,
a feedforward multilayer perceptron neural network has been shown. In this work,
a neural network has been used as classifier to detect the presence of seizure during
epileptic attack.

3.3 Proposed Methodology

The proposed method includes different steps associated with seizure detection as
shown in Fig. 2. The elementary step consists of EEG signal collection which is
here related to pediatric patients with history of intractable epilepsy. This is followed
by the subsequent stage of feature extraction with discrete Fourier transform using
an overlapping moving window of 1 s. The extracted features are then given to the
artificial neural network for classification. The trained module is tested and validated
with data other than the trained data in order to analyze the performance and accuracy.

Multichannel EEG Signals The dataset considered contained EEG signals
collected from 23 multiple channels to study the pediatric epileptic seizure. Figure 3
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Fig. 3 Signal processing and feature extraction

shows the EEG signals obtained from a patient from 23 channels. The first 80,000
samples are of normal EEG signals and next 80,000 samples of epileptic EEG signals.
It can be observed that the amplitude of signals during epilepsy is more than during
normal condition. These raw EEG signals are used in signal processing to obtain
appropriate features.

Feature Extraction from EEG Signals In this work, DFT has been used as the
signal processing technique for extracting appropriate features. Figure 4 shows the
feature extraction from EEG signal using DFT in moving window of 256 samples.
The first 256 samples of the signal are of zero magnitude as it takes 256 samples to
generate one sample. The 257th sample has amplitude which is generated by taking
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Fig. 4 a Original EEG signal of one channel, b DFT of the EEG signal, ¢ output of the proposed
method

the moving window of 1-256 samples. The 258th sample has amplitude which is
generated by taking the moving window of 2-257 samples. And the 259th sample
has amplitude which is generated by taking the moving window of 3-258 samples.
The moving window slides over the length of the signal, and the rest of the designated
features are obtained from each window. Figure 3 shows the features obtained from
EEG signal used various feature extraction techniques. Figure 3a shows the original
signal from one EEG channel. Figure 3b shows the features obtained using DFT
from the raw signals.

ANN Classifier Modules In this work, an ANN module has been designed for
epileptic seizure detection. Output of the module is set to “0” for normal and “1” for
epileptic seizure. Various trials are carried out by changing number of neurons, layers,
transfer function, error goal, etc., and after many trials and errors, optimal ANN
configuration is chosen for the training module. Table 1 shows the performance of
the ANN module. The optimal network architecture obtained is a 3-layered structure
with 20 neurons in the hidden layer and having tan-sig as the transfer function. After
designing of the ANN module, it is tested and realized using MATLAB/Simulink
for easy monitoring of epileptic patients.
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Table 1 Performance of patient-specific signal using DFT

Patient | Neural Transfer | Error goal | Accuracy Specificity Sensitivity
network function (%) (%) (%)
architecture

1 10-10-1 Tan-sig 0.01 99.9 100.0 99.8

2 100.0 100.0 100.0

3 100.0 99.9 100.0

4 99.8 99.9 99.7

5 100.0 100.0 100.0

6 100.0 99.9 100.0

7 99.8 99.7 99.8

8 99.8 99.7 99.9

9 99.9 99.7 100.0

10 99.1 98.4 99.8

4 Results

The proposed method is trained and tested on pediatric patients, and the performance
is based on the features that are extracted after transformation. tenfold cross validation
has been used to quantity the accuracy, specificity, and sensitivity of the proposed
method. In this work, 10 pediatric patients are considered, and using moving window,
the features are extracted. Based on features extracted using DFT, the results have
been studied for individual subject as well as for the combined dataset of 10 patients.
The results in Tables 1 and 2 present the performance of EEG signals after using
DFT. Table 1 shows detailed results of each patient while Table 2 shows the different
measures for the combined dataset. The highest overall accuracy achieved in DFT is
98.6% (20-20-1). The sensitivity and specificity for the complete dataset are seen to
be 99.2% and 98.1%, respectively. In individual patient, the sensitivity is recorded
between 98 and 100% while the classifier achieved specificity above 99%. Hence,
it can be ascertained that DFT can be used as signal processing tool for effective
extraction of features for pediatric epileptic seizure detection.

One of the test results of proposed method using DFT as signal processing has
been shown in Fig. 4. Figure 4a shows the original EEG signals of one channel out
of 23 channels. The first 40,000 samples are taken from normal condition, and next
40,000 samples are for epileptic condition. Figure 4b shows the DFT value obtained

Table 2 Performance of overall signal using DFT

Neural network | Transfer | Error goal | Accuracy (%) | Specificity (%) | Sensitivity (%)
architecture function

10-10-1 Tan-sig | 0.01 95.6 94.0 97.3

20-20-1 0.001 98.6 98.1 99.2




A Method for Detecting Epileptic Seizure in Pediatrics ... 115

from the original EEG signals. Figure 4c represents the output of the proposed method
for the samples taken for analysis. It can be observed that the output is “0” for up
to 40,000 samples which show there is no requirement for raising an alarm. After
that the output becomes “1” denoting presence of seizure and hence, there will be
generation of an alarm.

5 Discussion

The performance of the proposed work has been enhanced using the feature extraction
techniques which included discrete Fourier transform. Signal processing technique
has been used to study the EEG signals in the frequency domain using DFT. The sole
reason of using DFT even though knowing that the signals are analyzed in one domain
was to have a more elaborate understanding of the different changes in the signals
in the frequency domain. DFT provides better frequency resolution and fast Fourier
transformation helped in reducing the noise present in the signals, no other filters
were used for processing the signals. In order to extract features from the signals,
the standard deviation was used to study the variation among the signals using the
frequency components. It was seen from the results that for DFT, the classifier has
given the highest accuracy of 98.6% with the least number of misclassified data which
is necessary for designing a module for accurate detection of epileptic seizures.

Different literatures bring forward works of authors and researchers related to
the domain of detection and prediction of epilepsy. A vast array of methods and
techniques has been applied ranging from wavelet decomposition to empirical mode
decomposition. Some authors have used shallow networks and maximal informa-
tion coefficients while others have applied deep neural networks and hybrid [17]
methods. The choice of classifiers also varied from k nearest neighbor to support
vector machine, artificial neural networks, and many more. Table 3 presents a compar-
ative study exclusively based on the works of different authors on the dataset of
CHB-MIT using different techniques. Figure 5 shows the comparison of accuracy of
some of the methods suggested for detection of pediatric epilepsy. It can be observed
that the proposed method works better and is easy and robust.

Table 3 A comparison of few existing studies with the proposed method

Authors Dataset used | Methods Accuracy (%)
Ibrahim et al. [5] CHB-MIT DWT, Shannon’s entropy 94.5
Hameed et al. [11] CHB-MIT Global principal dynamic mode 95.0
Ke et al. [12] CHB-MIT Shallow dense network, MIC 97.2
Thodoroff et al. [13] | CHB-MIT Convolutional neural network 85.0
Proposed method CHB-MIT Discrete Fourier transform and ANN | 98.6
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6 Conclusion

Over the years, different works have brought forth a clear picture regarding pediatric
epilepsy seizure detection and prediction and the drawbacks associated with it. In
this work, an improved method has been suggested to distinguish between pediatric
seizure and non-seizure EEG signals for patient-specific approach as well as for
overall analysis. Various signal processing techniques have been used, and different
features extracted are used in the classifier for accurate determination of pediatric
seizure. The highlights of the proposed method and the future work can be outlined
as follows:

e The accuracy achieved for pediatric epileptic seizure detection is found to be
98.6% which seems promising for monitoring of patients.

e The proposed method is not patient-specific hence can be used for monitoring of
any pediatric epileptic seizure patient.

e Better results have been achieved when compared with respect to sensitivity and
accuracy.

e There is no requirement of parameter optimization or temporal feature extraction.

e When DFT is used for feature extraction, the number of computations required is
reduced.

The future scope of work is to minimize false detection that can be implemented
in hospitals for accurate determination of seizure and providing a chance for patients
to a better life.
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Detection of Brain Tumors in MRI )
Images Through Deep Learning i

Roshan Jahan and Manish Madhav Tripathi

Abstract Brain tumors are abnormal cells that grow within the brain, some of which
can cause malignant growth. The standard method for distinguishing between cancer
and the mind is magnetic resonance imaging (MRI). Magnetic resonance imaging
data enables the identification of the development of strange tissues in the brain. In
a variety of review papers, the localization of mind cancer is complemented by the
application of machine learning and in-depth learning calculations. After applying
these calculations to MRI images, brain tumor prediction is abnormally fast and
higher accuracy helps treat patients. The predictions also allow radiologists to make
quick choices. In this paper, a combination of artificial neural networks (ANN) and
convolutional neural networks (CNN) is proposed and applied to identify the presence
of brain tumors.

Keywords Brain tumor - Machine learning - Algorithms - Convolution neural
network

1 Introduction

The brain is the major organ of the human organism. It controls the full use of the
various organs and assists in making choices. It mainly controls the focal point of the
focal sensory system and is responsible for deliberate and mandatory exercises in the
human body day after day [1]. Cancer is a tight network of undesirable tissues in our
brain that develops and multiplies uncontrollably. In that year, about 3540 children
were analyzed at the age of 15 [2], and their minds grew. A correct understanding of
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mental cancer and its staging method is an important task of preventing and supple-
menting disease rehabilitation methods. As a result, radiologists make extensive use
of reverberation imaging (MRI) to dissect brain tumors [1].

In this article, ANN and CNN are used to aggregate typical brains and cancers
[3]. Artificial neural network (ANN) operates as a sensory system in the human
brain. Under this premise, advanced PCs are associated with a large number of mea-
surements of interconnection and system management. This allows neuron tissues
to prepare using basic operating units that are applied to the entire preparation and
to store empirical information. There are different layers of neurons related to each
other. Neural tissue can obtain information by Nalbalwar et al. [4] using the infor-
mation index applied to the learning metric. There will be a layer of information and
output, and there may be many hidden layers. In the training system, weights and
inclination angles are added to the neurons in each layer according to the information
highlights and the front layer (for the cover layer and the yield layer). Based on the
release work, apply it to the information highlights and build a On the model and
secret layer, more learning finally achieved normal performance.

Since ANN works with fully linked layers, it really understands the operation, and
in this document, the image is used as the information for its additional focus on CNN
applications [3]. In convolution neural network (CNN), convolution is the name of
the correct digital activity. Each CNN layer reduces image elements without having
to prepare enough data. Unique processing such as convolution, [1] maxpooling,
dropout, smooth, and thick are applied to make patterns. The present paper focuses
on the self-representation of the engineering of the ANN and CNN models. Finally,
ANN and CNN submissions are analyzed when applied to the mental cancer MR
dataset.

2 Literature Review

In that paper, ANN was used to develop a system for the detection and classification
of brain cancer [4]. When it stands out from various classifiers, the proposed method
of using ANN as the classifier of mental image scheme provides good query ability.
In addition, it also improves allocability, identity, and accuracy. The proposed method
is computer efficient and has incredible results.

In [5], a convolutive neural network (CNN) was performed. For the independent
identification of meningiomas, gliomas, and malignant pituitary tumors, the overall
accuracy rate was 91.3%, and the survey rates were 88%, 81% and respectively nearly
100%. The important learning configuration for the development of various types of
frontal cortex from MRI image slices is represented by the use of 2D convolutional
neural associations. In this paper, methods such as data collection, preprocessing
data, pre-model data, model smoothing, and adjustment beyond limits are applied.
Additionally, 10-layer cross-pricing was performed on the performance dataset to
verify that the model was generalizable.
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The interaction utilized in this paper depends on Hough’s projection of a study
[6] structure, a system that mirrors the completely customized counteraction and
sharing of plans of presence of interest. It has additionally utilized learning techniques
dependent on the divisional framework that is liberal, multi-territorial, flexible and
can be effectively altered relying upon various modalities. An unmistakable extent of
preparation information and an alternate dimensionality of information (2D, 2.5D and
3D) are applied to foresee unavoidable results. Convolutional neural organizations,
[5] Hough projecting an example structure with CNN, voxel-wise solicitations, and
efficient fix able assessment by CNN are utilized to dismantle the picture.

The cerebrum is a fundamental organ of the human body that controls a lot the
capacities performed by various pieces of the body [1]. It is basically the combina-
tion designated spot of the focal touchscreen outline and is liable for carrying out
cognizant and required bit by bit exercises in the human body. The illness is a tacky
cross-over section of troubled tissue improvement inside our mind that fills in a tran-
quil way. To counter and fix threat, appealing reverberation imaging (MRI) is utilized
comprehensively by radiologists to isolate formative periods from the cerebrum. The
deferred result of this evaluation shows that mental health is available.

3 Collection of MR Images

The dataset commences from the GitHub site. This informational collection incor-
porates MR pictures of mental development. There are two coordinators; one tends
to the common mental picture and different addresses the pictures of development.
There are, obviously, 2065 photographs in those two envelopes. Figure 1 presents
an illustration of normal and mental malignant growth. Completely 1085 growing
photos and 980 no cancer are taken. The images have different forms (e.g., 225 x

225, 630 x 630,), and these images are resized to 256 x 256. Total 1672 photos
for planning, 171 photos for testing, and 219 photos for analysis are taken. Out of
1672 planning images, 900 images are the image of illness and 772 images are the
image without development—a total of 92 malignant photos and 94 free development
photos from 186 supported photos and of the 207 screening photos, 116 malignant
growth photos, and 91 nonenhancement photos.

4 Implementation

Both ANN and CNN techniques are applied to the psychological development dataset
and their openness to image association is analyzed [7-10]. The ways used to apply
NA to the collection of information about psychological diseases are.

1. Import the fundamental packs.
2. Import the instructive coordinator.
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Fig. 1 Natural brain and
brain with tumor

YES

3. Look at the pictures, name the picture. (Set the picture with a mind cancer as 1
and the picture without mental development as 0) and store it in the information
outline.

Edit the picture size as 256 x 256 by filtering the pictures separately.
Normalize the table.

Divide the instructive file into train, homologation and test congregations.
Make the layout.

Build the example.

Apply the example onto the train.

Assess the model utilizing the test set.

S0P A

There are seven layers in the ANN model utilized here. The primary layer is the
smooth layer that changes from 256 x 256 x 3 pictures to a solitary dimensional
bunch. The following five coats are the thick coats with the beginning of the work.
The level of neurons per layer is 128, 256, 512, 256, and 128 exclusively. These five
layers work like mysterious layers, and the last thick layer with the beginning of the
work is sigmoid which is the exposure layer with 1 neuron tending to the two classes.

The model is tabulated with the adam progression system and the double-bunking
of the cross-entropy incident. The format is done and ready by handing out the
planning and underwriting photos. Whenever the format is ready, an effort is made
to use the set of test images. Next, the dataset comparing to the CNN system is
provided. The steady progress in the use of CNN on the psychological development
dataset is:

1. Import the vital groups.

2. Import Information Package (Yes/No)

3. Define class names for pictures (1 for cerebral growth and O for cerebral cancer
no)

Convert Images to Format (256 x 256)

Standardization of the picture.

Divide the pictures into the Train, Approval and Testbed pictures.

Create the significant model.

Compile a layout.

Apply it to the train dataset (utilize the endorsement set to assess the presentation
of the planning).

e A



Detection of Brain Tumors in MRI Images Through Deep Learning? 123

10. Evaluation of the model utilizing the test pictures.

11. Trace the graph by taking a gander at the readiness and exactness of the endorse-
ment.

12. Compare real and determined execution.

The CNN format back to back is realized using a few layers. The data frame is
reconstructed in 256 x 256. The convolve layer is applied to the dataimage with a
replay.

Because the beginning works in all cases, the calibration that suggests image
execution appears. As if the data picture and channel measurement are 32, 32, 64,
128, 256 for different layers convolve. The largest seam applied with 2 x 2 windows
and dropout work is called with 20% dropout. A familiar method is used to turn
pieces into a single-dimensional opening. The completely related layer is completed
by calling the thickness procedure with the units measure as 256 and replay as
activation work. The output layer has one unit to deal with both classes and the
sigmoid as an imperious work. The design of the CNN model can be seen in Fig.2.
Performance is limited by using Python and runs in Google Colab. The provision is
applied at 200 ages with the readiness and approval data set. The genuine decoration
of the display is saved and outlined to understand the models delivered.

5 Review of Results

The information shown is appended to a variable that is considered standard type
information. Image class labels are also produced and classified under the variable
data target which is additionally a ndarray. As of this time, the images are added
to the database. The information index of the image is separated into preparation,
approval, and test information. Figure 3 shows the accuracy and misfortune of having
applied ANN to the preparation and approval dataset. When the CNN is applied to the
preparation of information for 50 deadlines, the accuracy of the acquired preparation
is 97.13% and the accuracy of the approval is 71.51%. A similar one when applied
to the test information provides 80.77% accuracy.

The highest approval accuracy achieved when the template is applied to the 200-
age readiness dataset is 94.00%. The diagram in Fig. 4 demonstrates the relationship
between assertion accuracy and accuracy approval and misfortune and loss of pre-
paredness approval.

The model is assessed through the application of the test image layout. The con-
fusion network for the expected result is identified as in the attached Fig. 5. Here are
the implications of trial speculation and approval.

Figure 6 illustrates the precision, recall, and f1 rating of the two models.

The CNN model is 89% accurate in terms of test data usage. Have accuracy,
callback, and f1 score nearby and by watching the ANN and CNN exposure by
distinguishing the presence of brain growth. CNN ends up being the best method of
help since it has the highest esteem of accuracy.
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Fig. 2 Design of the CNN
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Fig. 5 Training and testing confusion matrix using the CNN

6 Conclusion

CNN is considered unprecedented in relation to the different methods of analyzing
the informational index of the image. The CNN predicts by reducing the image size
without losing important information for hypothesizing. The ANN model produces
65.21% test accuracy here, and this can be extended by supplying more image data.
The comparable should be conceivable using picture development methodologies
and the thinking of the ANN and CNN show should be conceivable. The template



126 R. Jahan and M. M. Tripathi

Metricsin ANN Metrics in CNN
. naw 95.00% —
94.00%
9o - 93.00%
o 92 00%
o SN 91.00% S0.40%
4,000 s £4.00% £5.00% 90.00% 29.00% WO
B9 00% Hain
R £8.00%
62008 87.00%
B5.00%
0 00% B5.00%
Aecwracy Fisem Presecon Accuracy #1Score Presecion
wvalanen @leiteg mValication mTesting

Fig. 6 Metrics

developed here is based on the focus and strategy of the gaffe. In the future, enhance-
ment strategies can be used to determine how many layers and guidelines can be
used in a model. In the future, and in the foreseeable future for the given dataset, NA
is the best strategy for predicting the presence of frontal cortex development.
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Machine Learning Algorithm m
for Detecting Lung Cancer: A Review L

Shweta Mallick and Surya Prakash Mishra

Abstract Nowadays, due to a flawed air quality index, many people are suffering
from lung disease. These minor diseases could turn into lung cancer. This disease
creates problems not only for any specific gender but also causes problems for both
genders. So, it is essential to take particular caution before it become dangerous. In
our review, we have done a comparative study of early detection of lung cancer. Many
methods have been developed in lung cancer diagnosis. Some use x-ray images, and
others use CT scan images. Furthermore, to identify lung cancer from the image
dataset, multiple classification methods are combined with various segmentation
algorithms in this study. We have found that CT scan images over x-ray images have
more accuracy. That is why CT scan images are considered for lung cancer detection.
Additionally, comparing with other technique, marker-controlled watershed segmen-
tation has a more accurate output. This technique has higher accuracy using the deep
learning technique as compared to traditional machine learning algorithms.

Keywords Lung cancer detection - Machine learning -+ CNN

1 Introduction

Due to lung cancer disease, lots of people lost their life. Therefore, it is necessary to
identify lung cancer in the early stage to reduce the deaths of patients. So, detecting
and diagnosing lung cancer in the early stage is a great challenge for researchers
and doc- tors. To detect lung cancer, the use of medical images like MRI scans, x-
rays, and CT scans is considered. Furthermore, ML algorithms identify the primary
attributes of heterogeneous lungs datasets. A computer-aided diagnosis (CAD) was
introduced in 1980 to analyze medical images that reduce the mortality rate and
enhances a patient’s survival. This review has also discussed the strategies related

S. Mallick ()
Department of Computer Science and Information Technology, WCTM, Gurgaon, Haryana, India

S. P. Mishra
Department of Computer Science and Information Technology, SHIATS, Allahabad, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022 129
M. S. Kaiser et al. (eds.), Proceedings of Trends in Electronics and Health

Informatics, Lecture Notes in Networks and Systems 376,
https://doi.org/10.1007/978-981-16-8826-3_12


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-8826-3_12&domain=pdf
https://doi.org/10.1007/978-981-16-8826-3_12

130 S. Mallick and S. P. Mishra

to deep learning, procedures, and designs for different cancer detection, diagnoses,
and predictions. The transcendent goal survey aims to introduce a short goal of
presenting various disease growths and forecasting lung primary lung cancer in the
lungs forecast using deep learning and Al models. Detection is sorted dependent on
the area and size of the tumor [1]. However, few algorithms of machine learning
that have an intense result on patient health are linear regression, random forest,
SVM, and so on. During the beginning phases, it is hard to examine and recognize
as this would not cause any ache. However, patients with lung cancer may suffer
from shortness of breath, cough, wheezing, chest pain, cough, coughing up blood,
shoulder pain, hoarseness, weight loss, fatigue, and weakness (Fig. 1).

90% of it is instigated because of smoking. Passive smoking causes lung cancer.
Lung cancer is also hereditary. Factory gases, vehicle smoke, and the ingestion of
harmful gases are causing the mortality rate of lung cancer. A gas name Radon is a
noble gas and hazardous and causes lung cancer and leads to death. Table 1 shows
some of the components which cause lung cancers and the death rate.

Doctors distinguish the presence and phase of disease by inciting different tests,
for example, CT scan, bone scan, MRI outputs, x-ray, and PET sweeps.

Depending upon seriousness, NSCLC is split into four stages: In stage 1, this
disease is restricted to lungs. In stage 2, it reaches to chest. Then in stage 3, it

Non-small cell
lung cancer

Small cell
lung cancer

. Adenocarcinoma . Squamous cell carcinoma | Large cell carcinoma

Fig. 1 Lung cancer type

Tab!e 1 L““f?’ cancer factors Lung cancer causes Mortality rate (%)
and its mortality rates [2]

Smoking 90

Radon 12

Hazardous chemicals 30

Particle pollution 30

Genes 12
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Table 2 Death due to lung Continent Deaths (%)
cancer worldwide [4]
Africa 7.3
America 14.4
Asia 57.3
Europe 20.3
Table 3 Cases of lung cancer
L C Deaths (%
and mortality rate in India [4] Hne Lancer eaths (%)
Both cases 21.0
Men 66
Women 234

bounded to the chest anyway amid more extensive and significant assertive tumors.
Stage 4: developed in different parts of the body. The two-layered model controls
SCLC type drug [3]. Table 2 shows the cause of lung cancer globally.

Due to lung cancer, the mortality rate of India is rising, and Table 3 shows the list.

2 Algorithms of Machine Learning

It is seen that the most accurate and effective image-based analysis in machine
learning algorithms is support vector machine, k-nearest neighbor, and decision tree
etc. [5].

I

il.

ANN: ANN is a technique of data processing that is interconnected through
components knows as neurons. Typically the neurons are arranged in layer
or vector, with the output of one layer serving as an input to the next layer
and possibly other layers. A neuron maybe connected to all or a subset of
the neurons in the subsequent layers, with these connection simulating the
synaptic connects of the brain. There are two steps to do it; first is training, and
second is testing. The first step is the training step, and in the training step, it is
used to classify the user inputs. The second step is the testing step, in which it
analyzes the user input and scans its neurons and generates the output. The ANN
approach is beneficial in the healthcare sector. This approach helps detect and
predict lung, breast cancer, and other ontology predictions, like medications
and symptomatic systems.

Support Vector Machine: it is the most suitable method in terms of regression,
classification, and forecasting. It draws a boundary based on the classified
dataset into two parts which are called a hyperplane. The great resource of SVM
is that it is an information determined methodology and without a practical
and theoretical plan that creates a precise characterization, especially when
the example size is limited. Support vector machines are extensively used to
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Fig. 2 Flow of CNN

iii.

iv.

detect and anticipate cancer growth cardiac arrest and neurological issues by
for classifying the healthcare datasets.

Convolutional Neural Network: The preprocessing needed in a ConvNet is
a lot deeper when contrasted with various grouping predictions. CNN is a
deep learning prediction that can take in an info picture, allocate significance
(learnable loads and proneness) to different perspectives/objects in the image,
and separate one from the other. While channels are manually trained, ConvNets
can gain proficiency with these channels/attributes with enough preparation
(Fig. 2).

Recurrent Neural Network (RNN): RNN uses a similar approach for a
sequence of components, and the results depend upon the former output. There-
fore, the data of the last year is used to analyze which was stored in the memory.
Itis a development model of the neural network that provides the output network
to re-input the network. The RNN architecture uses an Elman-based network
with a feedback link from the hidden layer of the input layer.

3 Review of Literature

Janee et al. [6] state that this algorithm was developed in MATLAB and employ gray
level cooccurrences method (GLCM) that enhance, segment, detect, and extract the
feature of images. For classification purposes, SVM is applied. Converting from gray
scale to black and white is called binarization, and this approach is used to make the
forecast. They used 600 non-infected and 600 infected CT scan images which are
taken from the UCI ML website. The proposed plan identified 126 photos as tainted
out of 130 and anticipated 87 views as destructive total of hundred once indicated
pictures. The testing result has an accuracy of 97% that recognizable proof and 87%
for forecast. Gomathi et al. [7] characterized “A Computer-Aided Diagnosis System
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for Detection of Lung Cancer Nodules utilizing Extreme Learning Machine.” To
detect malignancy in CT images, this paper created a CAD model. The necessary
period of CAD is to distinguish the district of interest in input CT scan pictures.
Firstly, the lung region segmentation is done; after that, region of the lung is ex-
tracted. To detect the cancer nodules, an FPCM clustering algorithm is applied. To
formulate the diagnostic rules, a maximum draw able circle intensity value is used.
After this step, extreme learning machine (ELM) accompanying with the previous
rule is used to train. A most extreme draw able circle force esteem is utilized for
defining the analytic guidelines. Then, at that point, these standards are carried out
to learn alongside the help of the extreme learning machine (ELM). Takeda et al. [8]
suggested a model for detecting lumps in lungs within the chest layer; this is called
the CAD layer. The CAD model presented in this paper involves a picture worker and
EpiSight/XR programming. This strategy is completed in four essential advances:

e The central collection programmed structure is decreased to deliver various
pictures.

e Multiple gray level thresholding methods are used to identify nodule candidates.

e To extract the features, different images are used which distinguish the exact
nodules and false positive nodules from chosen images.

Earlier, to reduce the rate of false positive, feature extraction is used. For this
purpose, ANN and rule-based analysis are applied. For testing the developed model,
the database of 274 radiographs and 323 lung nodules were analyzed. A total of 315
images were considered in which 235(75%) of images are detected as false positive
as a normal automatic structure, and pulmonary vessels are detected as 155(49%).

Metin et al. [9] suggested “Lung nodule detection on thoracic computed tomog-
raphy images: Preliminary evaluation of a computer-aided diagnosis system.” The
suggested strategy is done in five stages; the first step is to use k-means clustering
for segmentation. The suspicious areas are segmented, which causes gaps in the lung
areas that generate binarization images, Flood—the filled algorithm—is utilized to
filling this gap as nodule candidate is considering as complex instances. The tech-
nique may contain a common domain and bud of lungs, containing vessels of blood.
Rule-based classifiers using 2D and 3D elements are used to differentiate the buds.
Finally, LDA has helped to identify the false positive items. The proposed strategy
was broken down on a dataset containing 1454CT pictures accumulated from 34
determined patients to have 63 lung knobs.

Awai et al. [10] depicted a framework for assessing the computer-aided diagnosis
impact on radiologist’s aspiratory knobs identification. A projected strategy utilized
picture preparing methods for intrapulmonary and lung design division dim level
limit, 3D naming strategies, and numerical morphological procedures for lung divi-
sion. For the division of intrapulmonary designs, the top-cap change technique is
utilized on an info picture to recognize the smoothed picture. A sifter channel is
utilized to recognize essential possible knobs, then, at that point, highlights of these
aspiratory knobs are removed to separate genuine knobs from that of bogus positive
knobs; ANN is adjusted to choose the likelihood of locale of premium dependent
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on a picture include. Adaption of this framework improved pneumonic knob occu-
pant’s discovery of computed tomography examines. Cheran et al. [11] suggested
“PC helped conclusion for lung CT utilizing counterfeit life models.” This CAD
model is created by sending different calculations. In the first place, the ribcage
area is dictated by utilizing a 3D part developing calculation. Then, at that point, the
dynamic shape method is executed to make a particular region for the moving toward
insects, which are reallocated to foster a specific and exact modifying of the vascular
tree and pleura. To recover the bronchial and the vascular trees, fake life models are
utilized. By using dynamic shape models, it is resolved whether the recently built
branches contain knobs and identify whether the knobs are associated with the pleura.
Utilizing calculations like snakes and dab upgrade cleaner calculation is delivered to
bind the nodules.

4 Comparison of CT Scan and X-Rays in Lung Detection

4.1 X-Ray

For the detection and identification of medical-related problems, an x-ray is widely
used. The widely used x-ray is electromagnetic radiation that helps form images of
body parts like lungs, blood vessels, heart, spine, chest, and airways. Generally, x-ray
images generate photographic films that need to process before viewing. A digital
x-ray is used to solve this issue. In Fig. 3, we show the various examples of chest
x-ray which have different lung conditions, collected from other data sources [12].

4.2 CT Scan

Itis a type of radiography that creates sectional images through computer processing.
Sectional images consist of patient’s body images with various angles and can display
the parts of images individually.

The images can also be merged to generate 3D images. The 3D pictures can show
the skeleton, tissues, and organs of patients that reveal the anomalies. It is seen that
CT scan images reveal detailed information compared to X-rays. CT scan images
have been taken from various datasets, which is shown in Fig. 4. It is seen that CT
scan is widely used in lung disease detection.
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5 Discussion and Analysis

This approach focuses on lungs classification-based Al strategies to detect lung
cancer. Most of the results investigated in writing depended on CT scan pictures, and
some utilized x-rays images. Furthermore, in the two cases, the cellular breakdown
in the lungs identification system applies through the accompanying stages.
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Preprocessing: This is the primary stage where images such as CT scan and
the x-ray is considered. Then, at that point, we will apply a few procedures of
picture processing, for example, thresholding, denoising, binarization, and standard-
ization. After that, segmentation of CT scan picture will fragment the similar and
different areas. For instance, numerous division strategies, marker-controlled water-
shed, marker-controlled watershed with masking, and area stretching, have utilized in
the literature. The watersheds with the concealing technique got higher outcomes are
shown in Table 1. At last, it can separate the highlights to be ready for the following
stage, addressed by characterization.

Classification: In this stage, the removed highlights are taken care of to the prede-
termined classifier to order them as ordinary and threatening as needs are. The
analysts have utilized multiple classifiers in writing, for example, neural network,
multi-facet perceptron (MLP), Naive Bayes, support vector machine, KNN, gradient
boosted tree, decision tree, multinomial arbitrary backwoods classifier, stochastic
inclination plunge, Naive Bayes, and group classifier. From Table 1, the most remark-
able accuracy output was about 97% acquired by Alam et al. [6] utilizing a multi-
class SVM classifier and embracing marker-controlled watershed-based division for
picture division. Then again, every one of the works that have been executed using
deep learning techniques has the highest accuracy of 99%, where the most meaningful
outcome was about by Li et al. [] using various-goal fix CNN.

6 Conclusion

When failure of lungs is examined early, it would be valuable because the drug
will then, at that point, be started to keep the illness from having an unsafe outcome.
Subsequently, this paper sums up an itemized study on different AI ways to deal with
arrange lung malignancies utilizing either CT examine pictures or x-beam pictures.
Additionally, scientists have been used multiple classifiers in writing, like neural
network, support vector machine, MLP, gradient boosted tree, Naive Bayes, decision
tree, k-nearest neighbors, stochastic inclination plunge, multinomial arbitrary woods
classifier, and group classifier. Subsequently, the work has been accomplished and
given the broad review; it tends to be presumed that the strategies which used deep
learning methods got higher outcomes as far as exactness than other old styles Al
procedures, where the most elevated effect was about 99% utilizing multi-goal fix-
based CNN.
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M. Shamim Kaiser @, and Mufti Mahmud

Abstract The sensory processing system of the human body is capable of collecting,
developing, and integrating information through sensory organs. Sensory impairment
has been discovered in children with autism spectrum disorder (ASD). People with
ASD are susceptible to hyper/hypo-sensitivity that might cause changes in infor-
mation management, affect cognitive impairment, and social reactions to everyday
events. This article proposed a questionnaire based on ASD symptoms found in pre-
vious studies with 82 questions. Following that, a dataset is created by conducting
a survey using the questionnaire. Several machine learning models that can iden-
tify ASD and its types are also compared. Among the machine learning models, the
artificial neural network achieved an accuracy of 89.8%. Implicit measurements and
ecologically sound settings have shown excellent precision in predicting outcomes
and the correct classification of populations into categories.

Keywords Autism spectrum disorder (ASD) - Questionnaire + Support vector
machine (SVM) - k-nearest neighbors (KNN) - Random forest (RF) - Artificial
neural network (ANN)

1 Introduction

According to the Centers for Disease Control and Prevention, 17 % of children aged
three to seventeen were diagnosed with a developmental disability between 2009
and 2017 [1]. Autism spectrum disorder (ASD) is a group of complicated develop-
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ment in social contact, speech, and non-verbal expression, and restricted/repetitive
behavior that entails ongoing difficulties [2]. In each person, the causes of ASD
and the seriousness of the symptoms vary. ASD has been diagnosed in every 1 in
270 people in the world [3]. In the United States of America alone, 1 out of every
54 children has been diagnosed with ASD. Hence, early detection of ASD creates
awareness both in the family and socially, enables better care and less negligence
for diagnosed individuals, and results in overall better psychological growth. Even
though there may be few visible physical impairments, people with ASD suffer from
significant psychological sickness. Since there are no physical attributes quantifi-
able in lab tests, ASD diagnosis has been quite difficult until now. Doctors analyze
communication, social, and behavioral development data to make a decision. The
Diagnostic and Statistical Manual of Mental Disorders (DSM-5) [2] and Autism
Diagnostic Observation Schedule (ADOS) [4], the two most often used manuals,
have made a difference in detecting ASD. DSM-5 defined two key domains of ASD
in order to assess impairment: (1) communication and social interaction and (2)
restricted interests and repetitive behaviors. On the other hand, ADOS evaluation
utilizes planned social circumstances to generate target responses and interpersonal
interactions divided into four modules. These modules are suited to people depend-
ing on their language and stage of development to guarantee that a varied range
of behavioral events are covered. Nonetheless, the psychometric features of each
method are restricted, dependent on outdated diagnostic standards, various behav-
iors, restrictions on present operation, and age.

Complex characteristics and symptoms of developmental and cognitive disorders
add complications to classifying in clinical decision making as well as determinis-
tic computational methods. Machine learning (ML) algorithms have been utilized
broadly to solve developmental disorders, specifically ASD [5, 6]. Hyde et al. [7]
addressed the effectiveness of utilizing ML for autism identification and reviewed
several detection methods. These methods include detection of behavioral and neu-
roimaging data, behavioral and developmental data, genetic data, and electronic
health records. Reviewed methods include classifiers like support vector machine
(SVM), alternating decision tree (AD Tree), neural networks (NN), random forest
(RF), logistic regression (LR), decision tree (DT), random tree (RT), Bayesian net-
work (BN), naive Bayes (NB), and more. Our contribution is this paper is given
below:

e We have prepared a questionnaire based on ASD symptoms found in previous
studies with 82 questions;

e We have conducted a survey in schools and communities leveraging the question-
naire and prepared a dataset;

e We have found the most salient signs that distinguish ASD children from non-ASD
children;

e On the created dataset, we compared various machine learning classifiers.

The remainder of the paper is structured as follows: The Sect. 2 reviews the literature;
the Sect. 3 discusses the proposed methodology. Section 4 contains the experimental
analysis, and Sect. 5 concludes the work.
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2 Literature Review

Ample research has been conducted related to ASD, its types, symptoms, and detec-
tion. Faras et al. [8] classified autism as a pervasive developmental disorder (PDD)
and categorized ASD as autistic disorders (AD), Asperger’s syndrome (AS), child-
hood disintegrative disorder (CDD), pervasive developmental disorder-not otherwise
specified (PDD-NOS) and Rett syndrome (RS). Biomarkers related to cognitive,
behavioral, visual, and structural connectivity have demonstrated promise in several
clinical screening and diagnostic procedures, like ADOS, DSM-5, Autism Diagnostic
Interview-Revised (ADI-R), Developmental, Dimensional and Diagnostic Interview
(3di), and Social Responsiveness Scale (SRS, SRS-2) [9]. Clinical standards, how-
ever, usually require the involvement of multidisciplinary teams in ASD diagnosis,
and these processes need substantial amounts of time. Berument et al. [10] devel-
oped an autism screening questionnaire (ASQ) with 40 different ASD symptoms and
tested a total of 200 individuals. In ASQ, though, there was less distinction between
autism from other PDD kinds. Sadek et al. [11] investigated different categories
for autism identification and analyzed various types of detection systems that use
machine learning, computer vision, and neural networks. Rahman et al. [12] rec-
ommended several ways to accelerate the execution of data processing for detecting
ASD using ML. They have also looked into several techniques for identifying and
processing imbalanced data in these detection techniques. Raj and Masood [13] com-
bined three publicly available datasets and performed a performance comparison of
LR, SVM, NN, NB, and convolutional neural network (CNN) with the highest accu-
racy of 99.53%. Rule-based ML can also be used in autism screening, which further
provides understanding to clinical professionals. Thabtah and Peebles [14] proposed
such methods and tested them on adult, adolescent, and toddler datasets. Omar et
al. [15] combined random forest-CART and random forest-ID3, evaluated it on a
similar dataset, and then deployed the trained model in a mobile app. In more recent
literature, Hossain et al. [16] tested 25 machine learning classifiers in a collected
ASD dataset and concluded that SVM based on sequential minimal optimization
(SMO) performs better in their experimental scenario. All aspects of the physiologi-
cal and psychological activities are hard to be cataloged by health professionals [17].
Hence, a physiological outcome monitoring system that records continuous commu-
nication and behavioral changes produce intuition of the patient’s well-being [18].
Again these systems assess health professionals to monitor the growth in different
contexts [19].

3 Methodology

Symptoms: Seltzer et al. [20] discovered that patients with ASD show a tendency to
query inappropriately, spontaneously imitate, lack interest in people, difficulty shar-
ing meals, and repetitive use of objects. Faras et al. [8] explored red flags indicating
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ASD in participants and described delays in speaking, repetitive play with toys, and
communication difficulties. In addition, there was a lack of facial expression, pretend
play, imagination, interest in playing near peers on purpose, ability to comprehend
sarcasm, and awareness of personal space. According to Baskin etal. [21], individuals
with Asperger syndrome manifest an inflexible adherence to specific nonfunctional
routines, schizophrenia, repetitive and stereotyped motor mannerisms, and limited
fields of interest. Mirkovic and Gérardin [22] discovered that people engage with
others who share similar interests, struggle to maintain and develop acceptable peer
relationships, and prefer social isolation. Karabekiroglu et al. researched PDD-NOS
symptoms and discovered that the participants exhibit unusual non-verbal movement,
lack of eye contact while interacting, hyperactivity and hostility, and inappropriate
laughter [23]. Snow and Lecavalier [24] identified a concern with rule-breaking and
aggressive conduct, as well as anxiety and depression among PDD-NOS patients.
Mebhra et al. examined symptoms of childhood disintegrative disorder and discovered
that the participants exhibited limited interest, lack of imagination, sleep problems,
and decreased motor abilities [25]. Elia et al. observed that the diagnosis of autistic
disorder can be based on the first REM delay, muscle twitches density, and rapid
eye movement density [26]. Repetitive behaviors may not be significant character-
istics of autistic disorder; nevertheless, Militerni et al. [27] discovered that younger
subjects demonstrated repetitive motor and sensory behaviors, whereas older young-
sters with higher IQ scores demonstrated complex repetitive behaviors. Hagberg et
al. [28] discovered that the key clinical features of Rett syndrome are severe progres-
sive dementia and unusual hand movements. Kyle et al. [29] investigated the four
stages of Rett syndrome: slow head circumference growth, microcephaly, scoliosis,
and wheelchair dependency.

Questionnaire: Previous similar checklists such as Mchat [8] are primarily focused
on specific age groups. On the other hand, though DSM-5 [2] gave an overview of
symptoms in ASD, the direct questionnaire has not been provided. Again, a straight-
forward question by asking whether any of the symptoms are present or not in
individuals may carry a certain level of human error. The severity of these issues
may remain unclear. As a result, a scenario-based severity scaled question was also
required. Thus, the creation of a question set for determining ASD and its types was
necessary. A questionnaire derived from the symptoms mentioned above has been
listed in detail in Fig. 1 with relevant ASD types, which allows measuring across the
whole spectrum of autism. The questionnaire consists of 24 questions, with 82 fields
representing options for these questions. These questions enable discrimination of
the three major components of autism. Each of these options was then graded on
a five-point scale. Age, gender, ASD types, and other miscellaneous questions also
have been added to the survey.

Participation and procedure: The collection of data from various people of various
ages with clinically diagnosed ASD has been the survey’s main focus. The scenario of
each question has been portrayed in such a way that it can be relatable with all kinds
of individuals: toddlers, children, adolescents, and adults. A Google Form has been
prepared with multiple-choice options from the questionnaire. The form was sent to
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an autism specialized school, doctors, and students for completion. Filled results have
been checked respectively to find out the anomaly. A separate form with the same
questionnaire has been sent to ordinary educational institutions. Only form responses
correspond to participants who had no prior disorders and were subsequently labeled
as neurotypical.

Dataset details and data distribution: There are 71 data instances in the collection;
all acquired from the same number of people. The participants were split into two
groups: 42 men and 29 women. The ages of the participants ranged from four to
twenty-seven, with an average of 18.8 years. The participants filled out 38 forms,
family members filled out 32 forms, and a health professional filled out one. Thirty-
nine participants were neurotypical, while 32 were clinically diagnosed with ASD,
including 16 AD, 4 AS, 4 CDD, 4 RS, and 4 PDD-NOS patients. Figure 2 represents
the relationship of responses with the particular question, whereas color represents
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6

Responses

Relation with questionnaire

Fig. 2 Values of responses corresponds to questionnaire

the value of each field. The last few questions in the proposed questionnaire delin-
eate physical impairment, which is nonexistent for most ASD cases except for Rett
syndrome. Hence, those fields have been occupied with lower values. For the rest of
the questionnaire, the values were evenly distributed.

ASD Detection Using ML: Four machine learning techniques, namely support vector
machine(SVM), k-nearest neighbors (KNN), random forest(RF), and artificial neural
network(ANN), have been utilized for the classification of ASD and its types. SVM
assumes data points as support vectors and uses hyperplanes to separate data into
classes. One vs. one has been selected as a decision function shape in SVM, which
calculates a hyperplane for two classes at a time. Radial basis function (RBF) has been
utilized as the kernel. On the other hand, KNN groups together data points based on
similarities or distance. The number of neighbors for ASD classification is selected
as 20. RF is an ensemble classifier consisting of multiple decision trees, where each
tree predicts the output, and the final prediction is given on the majority vote. In
the experiment, the number of estimators is set as 20 with two random states and a
max depth of 15. SVM, KNN, and SVM have been implemented using the Scikit-
learn library. The proposed ANN consists of one input layer, three fully connected
hidden layers, two batch normalization layers, two dropout layers, and an output
layer. The number of neurons in hidden layers is 32, 256, and 64, respectively. The
first two hidden layers utilize rectified linear unit (ReLU) as the activation function,
whereas a sigmoid is used in the last hidden layer and the output layer. For loss
function, categorical cross-entropy has been used with adam optimizer. All of the
ML classifiers have been executed for 100 epochs.
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4 Experimental Analysis

Correlation analysis assesses the extent and orientation of the relationship between
input and output variables; in this case, values of each question and ASD categories.
Figure 3 shows the top 18 symptoms with the highest correlation value, where blue
represents negative correlation and red represents positive correlation.

The severity of the dataset has been transformed into numerical values ranging
from O to 4. The occurrence of any specific value was then determined using the mean
value of the symptoms in ASD and neurotypical individuals. Figure 5 depicts the
seven symptoms with the highest association between ASD types and neurotypical
traits. To determine the most common symptoms among ASD categories, the corre-
lation between ASD types and questionnaires was evaluated individually. In Fig. 6,
the symptoms with the highest correlation have been depicted with a mean value. As
a result of principal component analysis (PCA), datasets become more interpretable
while avoiding performance degradation. It accomplishes this by generating new
negatively correlated parameters that sequentially optimize variance—principal com-
ponent analysis of two components in the ASD dataset depicted in Fig. 7. The
dataset has been split into 20% data for testing and 80% data for training. Four
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machine learning models (SVM, KNN, RF, ANN) have been trained and tested on
the accumulated dataset. Accuracy and F1-Score have been calculated for model
performance and comparison. The percentage of correctly predicted classes, both
positive and negative, is referred to as accuracy. F'1-score is the weighted average
of accurate classification among total positive predictions and valid classification
among correct positive and false negative predictions. Testing accuracy for SVM,
KNN, RF, and ANN was 89%, 78%, 83%, and 89.8%, respectively, with training
accuracy near 100% for all classifiers. The achieved F1-Score of SVM, KNN, RF,
and ANN in testing data is 86, 73, 83, and 85% subsequently. Figure 4 depicts the
comparison of accuracy, recall, precision and F'1-Score among ML classifiers. The
evaluation metrics show that SVM and ANN perform significantly better than KNN
and RF for ASD classification. The epoch-wise test and train AUC and loss of ANN
is depicted at Fig. 8.
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5 Conclusion

The early and quick diagnostic method of ASD allows early intervention and med-
ical treatment, which reduces the risk significantly. ASD refers to a broad range
of psychological deficits that differ in each individual. Hence, detecting autism has
been complicated by considering all possible physical and psychological problems.
In this article, we have accumulated and analyzed a wide range of ASD symptom:s,
then converted these symptoms into a scenario-based questionnaire. A survey has
been conducted to collect data using a questionnaire. Then, correlation analysis and
PCA are used to find out the most prominent symptoms. SVM, KNN, RF, and ANN
classifiers have been trained and tested for the classification task. Though ML clas-
sifiers achieved good performance, the limited dataset size is a major limitation of
this study. In the future, input such as video, voice, and image data that correspond
to symptoms can be collected with an open-source platform.

Ethical Approval

All procedures performed in studies involving human participants were in accordance
with the ethical standards of the Biosafety, Biosecurity, and Ethical Clearance Com-
mittee of Jahangirnagar University, Savar, 1342 - Dhaka, Bangladesh and with the
1964 Helsinki declaration and its later amendments or comparable ethical standards.
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Design of an Intelligent Diabetes )
Prediction Model in Big Data L
Environment

Shampa Sengupta and Kumud Ranjan Pal

Abstract Diabetes is the root cause of various chronic diseases. Developing an intel-
ligent diabetes prediction model can handle the disease efficiently. Disease data is big
as it is generated from the patient details with their diagnosis reports. Disease dataset
contains the disease features/attributes (symptoms) values of the patient objects.
Designing of an efficient prediction model to handle the big data, feature selection
is necessary. Sometimes classification result varies with different algorithms for the
same dataset. In that case, an ensemble classification approach is the solution. Thus,
two modules, such as feature selection and classification, are important to design an
efficient prediction model. The paper proposes a diabetes prediction model to handle
big data by using genetic algorithm and machine learning techniques in MapRe-
duce framework implementation. In the first phase, genetic algorithm is used to
select the optimized feature subset, and in the second phase, ensemble classification
system is developed from this reduced subsystem by using classification algorithms
Naive Bayes, random forest, and KNN with majority voting technique. The proposed
prediction model can identify the label of the test patient objects correctly. Diabetes
dataset is collected from UCI repository to test the model.

Keywords Data mining - Big data - Genetic algorithm + Ensemble classification *
Diabetes prediction

1 Introduction

At present, the change of life style are actually affecting people’s food habits and
physical activities. As a result, various types of chronic disease grow with the time.
One of them is diabetes, the root cause for many people’s death in the world.
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According to WHO [1], 422 million people are suffering from diabetes worldwide.
The number of cases of diabetes is increasing day by day. Diabetes can lead to many
difficulties. Normally after consuming food, our body breaks down it into glucose
and reach to cell for energy through the bloodstream. Diabetes is three types—Type
1, Type 2, and Type 3. Type 1 diabetes is known as insulin-dependent diabetes
mellitus (IDDM) because this type of diabetic patient required insulin injection.
Type 2 diabetes continues a shortage of insulin, which may also increase. This type
of diabetes is recognized as non-insulin-dependent diabetes mellitus (NIDDM). Type
3 diabetes is known as gestational diabetes which is caused by hormonal changes
during pregnancy. The chronic diagnosis depends on the information in the medical
data collected by different healthcare industries. Data size is also increasing day by
day over a lot of different sources like business processes, social media, etc., and
remains both in the form of structured and unstructured.

The proposed prediction model in MapReduce framework is shown in Fig. 1.
In the map phase, the whole training data is divided into a number of decision
subsystems and assigned in different slave node. Each slave node is performing the
feature selection and individual classification job by three existing base classifiers,
namely Naive Bayes, KNN, and random forest. Then, in the reduce phase, all the
classification rules are combined with majority voting concept and generate the final
classification rules for classification of the disease.

The primary contribution of the work is:

e How to process big data in healthcare domain for the better disease prediction
result in MapReduce framework

Training Data Feature Selection Classification

DSS1 with NB Based Rulesl Combined
| NB Rules
" Selected o
KNN Based Rulesl i
Feature E e Rules
RF Based Rules HDES
) Com | Final
DSS2 with NB Based Rulgs2 )| b | v
o KNN Based Rules 7| KNN -
Feature / Rules Set

RF Based Rules2

___________ : /

NB Based Rules-n

Combined
DSS-n with
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Selected . NN Based Rules-n | *
Feature
RF Based Rules-n
Map0 Reduce ()

Fig. 1 Proposed diabetes prediction model in big data environment
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e Optimal feature subset selection from the feature pool for the big datasets for
efficient classification using genetic algorithm

e Development of an efficient ensemble classification System for improved disease
prediction results using machine learning techniques in big data environment.

In the paper, Sect. 2 describes the big data in prediction of diabetes, where Sect. 3
describes the working of the prediction model in big data environment. Section 4
shows the experimental results. Section 5 presents the salient features of the method
with the conclusion and future scope.

2 Big Data in Diabetes Prediction

Big data [2, 3] describes the huge volume of data that is growing exponentially with
time. Big data processing includes data storage, data analysis, data sharing and data
mining. Data can be the combination of structured, unstructured and semi-structured
data collected from various sources. The characteristic of big data can be expressed
by the 5 V’s. “Volume” is the huge size of data. This is the amount of generated data. A
particular data can be really considered as big data or not dependent on the volume of
data. The term “velocity” represents the speed at which data is generated. “Variety”
defines the nature and heterogeneous sources of data that can be categorized into
structured, unstructured, and semi-structured. “Value” represents the usefulness of
data that we can extract. “Veracity” refers to the accuracy of data. Big datais defined as
high-velocity, high-veracity, and high-volume data that demands innovative methods
to get the knowledge from the data. Big data processing can be applied in various
disciplines like science, engineering, business, and as well as health care. The aim of
big data processing is to get the insights of the data to help in decision-making job by
reducing the processing time. To extract the resultant data from the big data, various
tools, models, and technologies have been proposed by the different researchers.
Hadoop [4, 5] is one of the popular tools that allow for massively parallel computing
used in big data processing.

To manage the healthcare data efficiently for data mining and pattern recognition
[6] purpose, the dimensionality of the data is required to be reduced for getting
the efficient prediction model. Feature selection [7] and reduct computation [7-10],
a term of rough set theory [8—10] is frequently used as a preprocessing step for
knowledge discovery [11, 12]. Important and relevant features are selected from
the feature space based on certain evaluation criterion, which actually increases the
efficiency of the data analysis task like clustering [13] and classification [14, 15].
So feature selection is necessary in the big data environment too for developing the
prediction model.



154 S. Sengupta and K. Ranjan Pal

2.1 Review on Feature Selection and Machine Learning
Algorithms

In this section, a short literature review on the different feature selection techniques
and learning algorithms are presented. Feature selection [7] is an important prepro-
cessing step in machine learning, which is used to reduce the number of input
variables/dimensions/features/attributes during the development of predictive model.
This process is playing an important role to enhance the performance of the model by
reducing the computational cost in terms of space and time. In healthcare field, huge
amount of data is generated through the patients’ data and reports. A decision system
can represent this data in a structured form where row indicates patient objects and
column indicates the disease symptoms or the features containing the conditional as
well as decision features. Selection of the important features from the feature pool
is very important to diagnose a disease. Features those do not contribute to take
the decision on disease prediction are required to discard to build up the prediction
model efficiently by reducing time and space complexity. So feature selection leads
to develop an efficient and accurate prediction model. Three types of feature selection
approaches exist, namely filter [7], wrapper [7], and the embedded method [7]. In
filter approach [7], no learning algorithms are associated with the approach, whereas
in wrapper approach, the feature selection job is associated with the learning algo-
rithm. Embedded method [7] takes advantage of its own variable selection method
and performs feature selection and classification at the same time.

Learning algorithms [16, 17] play an important role in the development of
an automated disease prediction system. Machine learning automates analytical
model building task through data analysis method. Machine learning algorithms
are traditionally divided into three categories: supervised learning [16], unsuper-
vised learning, [17] and reinforcement learning [17]. Predictive models are devel-
oped using supervised learning algorithms. This type of learning algorithms build
a realistic model using set of input and output training data to make the predic-
tions for the response to new data. Supervised learning algorithms includes artificial
neural network (ANN) [16], Bayesian method [17], decision tree [17], ensemble
method [18, 19], random forest [20], KNN [21], etc. Unsupervised learning algo-
rithms are used to develop descriptive models. This type of algorithm uses a known
set of input data to analyze and discover pattern within, but output is not known.
Semi-supervised learning [16, 17] falls between supervised learning and unsu-
pervised learning. Classification and regression techniques [14, 15] are similar to
semi-supervised learning.

Classification analysis [ 14, 15] serves better understanding of the underlying data.
Recently, the structure of the different dataset is so difficult to understand directly, so it
is necessary to apply many machine learning tools for classification of the dataset [14,
15]. These methods include the k-nearest neighbors [21], Bayesian approaches [17],
SVM [17], ANN [16], and decision trees [17]. Prediction of single classifier depends
on the training capability of the classifier on the data itself. Ensemble classification
[14, 15] is also a standard approach for improving the classification performance in
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machine learning by considering the output of more than one classifier decision by
a suitable decision combination technique like majority voting, averaging, etc.

2.2 Previous Works on Diabetes Prediction

Many researchers are working in this healthcare analytics domain for predicting the
diabetes disease [22] to save people from this deadly disease. Galetsi et al. [23]
present a study on a theoretical framework, techniques, and prospects on big data
analytics in the health sector to determine the way big data analytics has managed
to improve the different decision making job in the healthcare domain. Yuvaraj et al.
[24] investigated different machine learning algorithms like decision trees, Naive
Bayes, and random forest in Hadoop environment to select best features from the
diabetes data using information gain as a parameter for selection of the suitable
feature. The generated results were measured by different classification parameter.
Finally, it is been concluded that Hadoop cluster-based random forest algorithm
performs much better compared to the other two machine learning algorithms in
terms of all the different performance measures. Mujumdar et al. [25] developed
a classification model with some external factors like BMI, age, glucose, insulin,
etc. Their model has five different modules—dataset collection, data preprocessing,
clustering, build model, and evaluation. Dataset collection phase is responsible for
data collection and understanding the patterns and trends of the data, which helps in
prediction and evaluating the results. Data preprocessing phase cleans the raw data
to increase efficiency of the model. In the clustering phase, K-means clustering is
applied to classify a patient into either a diabetic or a non-diabetes category. Model
building is the fourth phase of diabetes prediction model, which is most important.
In this phase, authors have implemented various machine learning algorithms for
diabetes prediction. The final phase of prediction model is evaluation. In this phase,
the authors evaluate the prediction result with the help of different evaluation metrics
like confusion matrix, classification accuracy, and fl-score. Ramsingh et al. [26]
proposed MapReduce-based hybrid NBC-TFIDF algorithm to diagnose the disease
by analyzing these sentiments of the people. This model analyzes the correlation of
diabetic risk factors, food habits, and physical activity of Indian people through social
media data analysis. The results show that the MapReduce-based model is working
extremely efficiently. About 60% of social media data shows the high glycemic index
about food items, which is the cause of type 2 diabetes. Ramani et al. [27] proposed
a modified artificial neural network (ANN) classifier technique to detect the diabetic
chronic disease through MapReduce-based big data framework. This representation
exhibits improved accuracy and speed on chronic disease dataset. It also increases
the throughput and redundancy of retrieving the huge amount of data. The perfor-
mance evolution of the proposed artificial neural network with MapReduce structure
compared to other existing deep neural network approach. Hadoop MapReduce is
a framework for processing a huge amount of data in a cluster of machines, which
is reliable. Runtime of the job plays a crucial role for being better management in a
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platform. In the paper [28], the authors designed an automatic glucose-level predic-
tion model to predict type 1 diabetes mellitus through the wearable processor by
investigating minimum data variety, volume, and velocity. They used three standard
machine learning algorithms, namely ARIMA, random forest [20], and SVM [17] to
measure the performance of the prediction models for execution within a wearable
processor. Random forest method given the best performance among all the three
used machine learning techniques, but the method is also associated with some cost
due to the wearable processor.

Our method is not associated with any cost but generates an intelligent, accurate,
and efficient prediction results through feature selection and ensemble classification
approach in big data environment.

3 Design of Diabetes Prediction Model

The aim of the proposed work is to development of an integrated big data-enabled
diabetes prediction model to predict the diabetes disease efficiently.

Most of the healthcare data is unstructured and huge, so to process this kind of data
needs an intelligent big data environment where the tasks can be divided between
the nodes to save the processing time of the data. As we know the classification or
prediction of the test data is dependent upon the number of input features of a dataset,
so finding important and relevant feature subset selection is an important aspect of
designing of an efficient prediction model. At the same time, it has been seen that
single classifier do not give always best results rather combining the output of the
different base classifiers gives improved results. So ensemble classification approach
in big data environment is a good solution for better prediction results in healthcare
domain.

In the work, a diabetes prediction model in Hadoop platform with MapReduce
implementation is proposed to predict the diabetes. The model has two main func-
tionalities such as feature selection and ensemble classification. Feature selection is
done through GA [29], and in classification phase, three state-of-the-art classification
algorithms such as Naive Bayes [17], random forest [20], and KNN [21] are used as
the base classifiers, and majority voting technique is used to combine the decisions
of the base classifiers to develop the efficient prediction model. In the subsequent
sections, the detail of the processes and MapReduce implementation of the work is
discussed.

3.1 Feature Selection and Classification

Feature selection and classification is the main task of the developing model in
MapReduce framework to predict the disease.
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3.1.1 Feature Selection

In GA [29], a population is comprised of chromosomes, and the size of the chro-
mosome is the number of features present in the dataset. Each chromosome in the
initial population represents the combinations of some features randomly selected.
Here in the method, a single objective GA [29] is proposed where fitness function
of the GA is defined in the Eq. (1). Positive region overlap (PRO) [29], a concept of
rough set theory (RST) [9] is used to design the fitness function. PRO came from the
concept of positive region in RST [9]. It finds out the number of objects correctly
classified by both the targeted feature subset and the original feature subset of the
dataset. So greater the value of PRO, better the fitness value and chance of target
feature subset becomes high to be the final feature subset. Then, this feature subset
will be considered as the result of the feature selection module.

For a decision system, DSS = (U, FS, D) where |UI= no of objects in the decision
system, FS = no of original feature set, and D is decision feature. If the positive region
of DSS based on original feature set FS is POSgs(D) and the same with target feature
subset FS; is POSgs, (D), then overlapping positive region is Pr(D) = POSgs(D) N
POSEs, (D) [29]. Fitness function f(cr) for a chromosome cr is defined in Eq. (1) to
find out the feature subset R of the system DSS.

(D

fler) = (@>

U

The overall process in feature selection module as follows:

Inputs: Decision subsystem DSS = (U, FS, D).

Outputs: Feature subset A of DSS.

Step I: Compute POSgs(D) of DSS with the feature set F'S according to the Eq. (1).
Step II: Initialize GA population with population size = P and chromosome length
= loriginal feature in DSSI.

Step III: Calculate the fitness value of each chromosome cr in the population using
f(cr) defined in Eq. (1).

Step IV: Select chromosomes for mating pool using rank selection technique based
on the fitness value.

Step V: Crossover and mutation operation on chromosomes using uniform
crossover probability crossp,; and mutation rate, mr,.

Step VI: Choose next-generation chromosomes with some percentage of replace-
ment of the parent population.

Step VII: Repeat Step III to Step VI until GA converges.

Step VIII: Select the best chromosome as the final feature subset A of the entire
system DSS.
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3.1.2 Ensemble Classification Module

The output from the feature selection module is the reduced training dataset with the
selected feature set. Now after applying all the considered three base classification
algorithms such as NB [17], KNN [21], and random Forest [20] individually, all
classification rule sets are generated, and after that by applying the majority voting
concept, the combined final rule sets are generated. The detail implementation of the
algorithm in MapReduce framework is described in the next section.

3.2 MapReduce Implementation

For efficient classification, we have implemented the GA [29] and ML algorithms
[17, 20, 21] in the MapReduce model of computation [4]. Initial data from HDFS
[5] is collected. The work is done on the following directions: Select best-optimized
feature subset for each of the data subsystems. Classification rule generation for each
of the reduced data using base classifiers applies majority voting to predict the class
label of the data.

The work is done through three phases such as map phase, combine phase, and
reduce phase.

A. Map Phase—In this phase, map function applies feature selection algorithm
and computes the best feature subset for the data and then applies the classi-
fication algorithms to generate classification rules based on reduced data, and
then, output of this phase is send to the Combiner function.

B. Combine Phase—In this phase, the combiner function accepts all the output
from the previous map phase and arranges the data belonging same class. Next,
grouping of the data based on same class labels is done. It keeps record of the
number of the objects in the same class label and results of the clusters that are
send to the Reducer function.

C. Reduce Phase—In this phase, the reduce function accepts the output of the
combiner function. Then, ensemble classification rules are generated based on
majority voting technique, and the final rule sets are stored in HDFS.

4 Experimental Results

The experiment has been done on the Indian Pima Dataset [30] in the following
environment: Intel i5 CPU with 16 GB RAM; using Python language. The accuracy of
the method has been compared with existing different single and ensemble classifier
and achieves a good accuracy value to prove the efficiency of the method. The
method has been compared with existing ensemble model available in Weka [31].
The comparative result based on selected feature is given in Tables 1 and 2. Tenfold
cross-validation method is used to build the model.
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Table 1 Classification accuracy for diabetes dataset for the proposed and existing ensemble method

Dataset Classification methods Accuracy (%)

PIDD(8) Proposed method 99.02
Bagging 92.52
LogitBoost 100

Table 2 Comparative classification results analysis for diabetes dataset

Dataset Classification methods Classifiers parameters
Precision Recall F-measure
PIDD(8) Proposed method 0.99 0.99 0.99
Bagging 0.92 0.93 0.93
LogitBoost 1 1 1

For GA, in every single fold, 20 independent runs are performed and it termi-
nates when no fitness value changes after 2 successive iterations. Other selection of
parameter values like crossover probability = 0.9, mutation probability = 0.001.

Classifier performance evaluation [32] is the final step of judging a prediction
model. The performance of the classification algorithms is evaluated by the series of
experiments. The most commonly used performance metrics are mentioned below.

4.1 Confusion Matrix

The prediction model is judged by the output of the confusion matrix, where TP,
FP, FN, TN are four cases depicted in the matrix. True positive (TP) depicts positive
objects classified as positive. False positive (FP) depicts positive objects classified
as negative. False negative (FN) depicts negative objects classified as positive. True
negative (TN) depicts negative objects classified as negative. Followings are the
description of the different performance measuring parameters of the classifiers.

Accuracy
TN + TP
Accuracy =
TP + TN + FP + FN
Recall
TP
Recall =

TP +FN
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Precision

TP

Precision = ——
TP + FP

F-Measure

F-measure is the best if there is some kind of balance between precision and recall.

F - Measure = 2 % —

precision + Recall

The proposed methodology is evaluated on “Indian Pima Dataset” collected
from UCI Repository [30]. This dataset contains 768 instances with eight numeric
attributes/features where class “0” represents negative diabetes and class “1” repre-
sents positive diabetes. After applying the proposed method on the PIDD data [30],
detail classification results of the proposed method and existing methods through
Weka tool [31] are given below in Tables 1 and 2. Since accuracy [32] is not only
the evaluation metric to judge the classifier performance, so precision [32], recall
[32], F-measure [32], and Fall_out [32] are also calculated and presented in Table 2
along with the classification accuracy. The proposed method is compared with two
standard ensemble classification method, and results are given in Table 1. Table 2
presents other performance metric values.

Other benchmark disease related datasets also collected from the UCI repository
[30] to prove the effectiveness of the method. Tables 3 and 4 provide the detail results
of the experiment. The results show that the performance of the proposed method is
better comparative to other state-of-the-art methods in all respect to judge a classifier.

The result shows that the proposed method is comparable and efficient with the
other mentioned methods with respect to all the performance evaluation metrics of
the classifiers. Hence, we can say that the proposed method selects the most important
features with a novel ensemble classification approach in the big data environment
which provides better performance without losing too much information with good
prediction results.

Tabl(.e 3 Comparatlve Dataset Bagging (%) | LogitBoost | Proposed
classification accuracy results .
. (#original (%) method (%)
analysis for other datasets .
attribute)
Breast Cancer |94.43 95.74 95.73
()
Heart (12) 82.25 82.97 83.21
Dermatology | 96.01 96.26 98.99
(33)
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Table 4 Comparative classification results analysis for other datasets

Dataset (#original attribute) Classification methods Classifiers parameters
Precision | Recall | F-measure
Breast Cancer (9) Proposed method 0.96 0.96 0.96
Bagging 0.95 0.95 0.95
LogitBoost 0.96 0.96 0.96
Heart (12) Proposed method 0.83 0.82 0.83
Bagging 0.82 0.82 0.82
LogitBoost 0.83 0.83 0.83
Dermatology (33) Proposed method 0.99 0.99 0.99
Bagging 0.96 0.96 0.96
LogitBoost 0.96 0.96 0.96

5 Conclusion

In the work, a diabetes prediction model has been developed by integrating two
important data mining tasks such as feature selection and ensemble classification.
The model has been implemented in MapReduce framework to handle big healthcare
datasets. In MapReduce process, in each node, at first genetic algorithm-based feature
selection technique has been used to select the important features, then considered
base classifiers are applied to generate the classification rules and after that output
from all the node combined with majority voting technique and ensemble classifi-
cation technique evolved to classify the disease efficiently. As we know, GA is a
time-consuming technique for the bigger dataset, so applying GA for feature selec-
tion is a matter of concern. Since here, the MapReduce approach has been used,
so efficiency will not be the issue at all because data is divided between the nodes.
Classification model provides the accuracy level of about 99.02% for the diabetes
dataset. The proposed method is a generalized prediction method and can be used
for the prediction purposes for other datasets too. In spite of the above benefits, some
more experiments to be conducted for the bigger datasets to check the efficiency with
different machine learning approaches in big data environment.
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Secure Data Sharing of Electronic Health | m)
Record (EHR) on the Cloud Using Gt
Blockchain in Covid-19 Scenario

Deepak Kumar Verma ), Rajesh Kumar Tyagi,
and Ashish Kumar Chakraverti

Abstract In the current scenario of Covid-19, health data are stored in a centralized
server at hospitals and medical institutions, which is susceptible to diverse extortions,
such as malicious tinkering, patient data loss, and natural disasters. The advent of
blockchain expertise fetches a new-fangled notion to decipher the abovementioned
security issues due to its features of immutability, verifiability, and decentralization.
This technology was initially invented for money-associated exchanges and financial
transactions using centralized authorities. Nowadays, the popularity of blockchain
technology is increasing enormously in the field of healthcare. Healthcare devices
having a great utilization in the field of healthcare, but they pose several privacy and
security threats to the sensitive data of a patient. To overcome these issues, we have
proposed a novel hybrid system that combines the merits of centralized and decen-
tralized blockchain for the secure sharing of health data between health devices and
hospitals. The proposed system will be useful in the context of protected, interop-
erable, and effectual admittance to health registers by patients, hospitals, and third
revelries while maintaining the privacy of patients’ penetrating data. Also, we used
smart contracts in an Ethereum-based blockchain for access control. Ethereum is a
programmable blockchain platform that utilizes the strong environment of solidity (a
state-based scripting language). By using both centralized and decentralized proper-
ties of blockchain together, we can effectively secure the patient’s sensitive data. The
data of a patient generated by heterogeneous devices would be shared in a secured
manner. We have analyzed that the proposed system is better than the existing systems
in terms of scalability, data ownership, and interoperability. The deployment cost of
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the proposed hybrid model may be the limitation. In the forthcoming, we would
implement the suggested hybrid exemplary to advance the security of health data.

Keywords Blockchain - Smart contract - Ethereum - Privacy -+ Security -
Healthcare

1 Introduction

Now a days, cloud computing technology is in trend, offers Internet-based resources
at a quick release with minimal organizational efforts. The technology implementa-
tion is by the data center hardware situated at a distant location from users. Security
of the cloud data is one of the major issues, which has been improved continuously
in the past decade. The growth of medical data from hospitals and wearable health
devices is becoming more useful to analyze. It is becoming more important to secure
that data.

In the era of the digital globe, many organizations are generating a huge quantity
of insightful data from various domains such as healthcare, education, finance, and
research institutions. The volume of such data is increasing enormously. Most of
the organizations have availed the facility of cloud computing for the storage and
maintenance of sensitive data. Nowadays, cloud computing is becoming popular due
to its potential computing capacity and large data storage. The organizations transfer
their burden of handling the enormous amount of sensitive data to the cloud service
provider due to its characteristics such as on-demand access, scalability, and security
in an economical manner (Verma and Tyagi [18]). A large number of organizations
have a barrier in adopting cloud computing technology due to privacy and security
issues of data (Bollineni and Neupane [15]). The term “cloud computing” was, first,
coined by John McCarthy in the 1960s. He stated that “‘computation may someday be
organized as a public utility” (Joshua and Francisca [16]). Verma et al. [37] optimized
the setup phase cost in the cloud storage using multithreading architecture. Gupta
et al. [38] presented an improved RSA algorithm for data security in the cloud.

With the dawn of healthcare digitization, the trend of data distribution of patients
and hospitals on the cloud has seen massive expansion. It was predicted that a huge
escalation in the number of healthcare devices that will be linked to the Internet by
2030. An electronic health record is a way of storing health records in an electronic
format. It has various advantages like ease of storing, searching for a specific disease,
and appending details to previous records. Several privacy and security issues arise
with the increasing use of digital devices in healthcare data sharing such as patient
data ownership, interoperability, access control, and scalability. Data owners are
worried about their sensitive data which is stored in the cloud as the control of their
data is out of their hands. Blockchain has become a prominent technology to over-
come the abovementioned security and privacy issues in electronic health records
(Ali et al. [1]). Health data integration is a big problem in health professional organi-
zations. After the innovation of smart contracts in blockchain technology for storing
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patients’ health data, any legitimate user can access their data securely. This novel
technology gives the right to the patients for accessing and sharing sensitive data with
health professionals and institutions. Blockchain technology enables accessibility at
a large scale, provides data privacy, incurring costs, and also provides an untrusted
information system. Blockchain technology is increasing in popularity due to its
usage in cryptocurrency like Bitcoin, it is used to implement various types of decen-
tralized applications. Blockchain technology is based on the notion of a distributed
ledger that acts as a database that consists of historical data of transactions that
become occupied agents (Gordon and Catalini [5], Vazirani et al. [11]). Li et al. [10]
proposed a tamper-proof electronic health system based on blockchain and cloud to
secure the outsourced data of EHRs from any tempering in integrity.

They have been found that the existing systems are not able to guarantee the
exactness and integrity of outsourced EHRs when the nasty doctor colludes among
the cloud server to alter outsourced EHRs. Mor et al. [36] reviewed the literature
on blockchain for its applications in data security. In the current state of interop-
erability, interoperability may be defined as “the ability of different information
technology systems and software applications to communicate, exchange data and
use the information that has been exchanged.* Interoperability has various benefits
such as improving operational efficiency and also improving clinical care. However,
interoperability is an essential part of cost-effective, comprehensive clinical care.
To simplify the diagnosis and healing procedure, healthcare professional players are
currently taking on IoT-enabled wearable devices (Zhang and Ji [13]). On the other
hand, these technologies cause severe privacy and security risks concerning the data
transmission of a patient. Fan et al. [4] used blockchain for securing patients’ health
data in the hospital. The security of data in a blockchain is based on a Proof of Work
(PoW) model, in which a contract is only measured legitimate once the system gets
proof of computational exertion by authorizing nodes. The miners (accountable for
generating blocks) continually try to resolve Proof of Work (PoW) in the figure of
hash computation. A hash is used to identify every block in the header of the chain.
The hash is exceptional and generated by SHA-256. The failure to delete or modify
data from blocks makes the blockchain a preeminent suitable tool for the healthcare
scheme (Zheng et al. [14], Han et al. [7]).

Bhuiyan et al. [2] proposed a blockchain-based scheme for achieving security,
interoperability, and proficient access to patients’ health data. They used smart
contracts on the Ethereum platform for sensitive data obfuscation and access control
of the data by employing cryptographic schemes for additional security. Zheng et al.
[14] and Kaur et al. [9] designed a system for secure storage and managing personal
health records using blockchain technology. In the existing environment, mostly,
health data management systems are governed by health service providers that mean
there is no control of the patient on their data. This leads to the loss of the reliability
and integrity of patient health records due to centralized storage.

Blockchain technology is becoming popular for storing healthcare data as a supply
chain in which each process might be verified, answerable, and immutable. Such
intrinsic uniqueness makes it a latent way out for healthcare records.
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Fig. 1 Schematics of blockchain

Figure 1 represents the schematics of blockchain. A blockchain contains the
following components.

e Timestamp: It is the time of block foundation.

¢ Reference to Parent (Prev_Hash): It is the hash of the preceding block header
which associates every block to its parent. This sequence of references is the
eponymy notion for the blockchain.

e Merkle Root (Tx_Root): It is a set of confirmed transactions in a block. At least
one transaction must be executed by a block such as Coinbase. The Coinbase is
a unique transaction uses to generate new bitcoins and collects the transactions
fees.

e Target: Target supports the default in finding a new block. The target corresponds
to the difficulty of finding a new block. When a default comes, it updates it after
every 2016 block.

e Nonce: A random number is used to add entropy to a block header easily without
reconstructing the Merkle tree.

e The block’s hash: All the above items of the header accept the transaction data
being hashed into the block hash. It has been confirmed that no other parts of the
header altered.

2 Related Work

Due to the growing development of cloud computing in every field, several privacy
and security concerns have arisen that are obstacles in the wide acceptance of cloud
services. Confidentiality, integrity, and availability are the three main pillars of secu-
rity in cloud computing (Sumter [17], Feng et al. [27] and Lombardi et al. [19]). The
explosion in cloud computing has given several privacy and security challenges for
the clients (Bleikertz et al. [20] and Lu et al. [21]). Many researchers explored the
privacy and security issues with their distinct solutions (see, for instance, Altman
[22], Bayardo and Srikant [23], Bertino et al. [24], Brodkin [25], Vimercati et al.
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[26], Feng et al. [27], Jadeja and Modi [28], Verma et al. [35]). Verma et al. [34]
proposed a novel scheme for securing data by improving Baptista’s cryptosystem.

An electronic health record (EHR) consists of a patient’s health data such as
prescription, X-ray, diagnosis report, and ultrasound report. An EHR is useful for
sharing the patient’s data with other doctors or hospitals for their better diagnosis
(Achampong [29]). The security of the patient’s sensitive data is a constant issue.
To conquer this issue, Wang et al. [30] and Kahani et al. [31] provided a secured
mechanism for sharing and accessing the health data of a patient. The rise of cloud
computing explores a new section for the healthcare industry. In e-healthcare, cloud
computing lowers the cost of health care and increases system availability (Deshmukh
[32], Indhumati and Prakasham [33]).

Kaur et al. [9] proposed a scheme for quick access to patient records, electronic
health records that are being adopted by many hospitals. To handle data efficiently,
one of the most suited technology is blockchain. This serves multiple applications
such as patient record management and pharmacies. Interoperability of the system
is being enhanced by moving entire data electronically and then to a distributed
decentralized network.

Han et al. [7] stated that there is a problem of data isolation as maximum hospitals
and medical institutions are storing their healthcare data on their platforms. Also,
secure data storage, privacy protection, and data sharing in synergetic phenomena
are troublesome tasks. To handle these tasks, a novel technology, blockchain has
been used for securing health data. To fulfill the security measures, healthcare data
are being encrypted by asymmetric encryption technique.

Katuwal et al. [8] explored the challenges of blockchain in the healthcare industry.
They found that this technology helps in solving problems of data exchanging, secure
repository and integrity preservation, monitorability, and answerability of data. The
proposed applications include data provenance, counterfeit drugs identification, and
consent management. Zhang and Ji [ 13] found that interoperability is one of the major
problems with healthcare record systems. Da et al. [3] also found that interoperability
is a major issue in electronic health records. To improve electronic health records,
blockchain and smart contracts can be applied. This solution can permit huge-scale
accessibility, facts privacy, decreasing medical treatment expenses, and providing
trust in the information system.

Fan et al. [4] suggested a blockchain primarily based information management
system named ‘Medblock’. It illustrates superior information security combining
altered access control protocols and symmetric cryptography. Vazirani et al. [11]
performed a methodical survey to analyze the potentiality of blockchain, and found
that blockchain should grow interoperability while retaining the privateness and
safety of EHR information saved at the cloud. The outcome of the studies and inde-
pendent assessment shows that blockchain could determine the efficient management
of EHR data. Gordon et al. [5] discovered that transferring of organization pushed
interoperability to user-pushed interoperability is a famous trend in healthcare that
has altered ways of clinical data exchange and ownerships. Authors show that the
patient-centric model is more useful which is shared among many stakeholders.
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Wang and Song [12] and Guo et al. [6] proposed an attribute-based signature
mechanism with multiple authorities, wherein the affected person allows a message
consistent with the attribute and prevents disclosing the facts which are not signed by
the patient. There are multiple authorities to distribute the public or private keys to
users in this system which helps to eliminate the escrow problem as well as comply
with distributed data storage in the blockchain. The EHR system having multiple
authority and blockchain has been introduced into the attribute-based signature
(ABS) scheme for preserving patient privacy which has been improved as multiple
authority attribute-based signature (MA-ABS) scheme. This system reaches all the
requirements of blockchain. The comparison analysis shows the linearly increasing
cost and performance with the number of authority and patient attributes. Table 1
represented the detailed analysis of the methodologies proposed by researchers.

3 Proposed Solution

The proposed scheme implements a hybrid blockchain on the Ethereum platform to
enhance the interoperability of the systems by using tracking all activities that take
place to the information in the databases. Smart contracts are applied for including
particular items in records to the blockchain for tracking. In the proposed system,
one may keep less sensitive information on a centralized server by interlinking it with
data stored on the blockchain. We can store it in an encrypted and anonymous way.
The less sensitive information can be anonymously stored details about hospitals,
doctors, and encrypted documents (Fig. 2).

On the other side, a blockchain has been used to store highly sensitive information
of patients securely. A smart contract is itself be ownership free that is the ownership
of the smart contract will be destroyed once it is uploaded on the blockchain (Table
2).

4 Conclusion

Blockchain plays an essential role in securing the health data of a patient in a health-
care repository. In the pandemic of Covid-19, a lot of health data has been generated
in the healthcare market. This data contain the confidential information of a patient
that has to be secure from any breaches. Blockchain is the best tool for the same.
One huge benefit of the usage of blockchain in the healthcare industry is that it can
reform the interoperability of healthcare databases. We proposed a hybrid blockchain
scheme for improving the performance of the system. Our proposed scheme will take
care of patient data ownership and interoperability. In the future, we shall implement
the proposed hybrid blockchain scheme for improving the security of health data in
the repository.
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Reference | Title Pros Cons
[1] Blockchains in the Develop a fast and secure | Implementation of the
Internet of Things system for [oT proposed work has not
applications been done
2] Blockchain and big data | Proposed a model for No concrete results have
to transform healthcare | health data management | been presented
for an individual patient
using a distributed ledger
[31] Electronic health records | Design and implement an | Only data privacy and
using blockchain information architecture to | accessibility issues have
technology admittance EHRs using been discussed
smart contracts
[4] Medblock: Efficient and | In the proposed scheme, MedBlock may be used
secure medical data distributed ledger has been | for securing sensitive
sharing via blockchain used to allow electronic information of the patient
medical records
admittance and recovery
[51 Blockchain technology | In the proposed system, The proposed system was
for healthcare: the researchers worked on | patient-centric only
facilitating the transition | the following concepts
to patient-driven 1. Digital access rules
interoperability 2. Data aggregation
3. Data liquidity
[6] Secure attribute-based Proposed an Empirical comparison
signature scheme with attribute-based signature | with the existing methods
multiple authorities for | scheme with multiple has not been done
blockchain in electronic | authorities to provide
health records systems better security and privacy
under random oracle
model
[71 The architecture of a The proposed scheme No critical analysis has
secure health information | united consortium been done related to the
storage system based on | blockchain and fully proposed scheme
blockchain technology private blockchain as a
hybrid blockchain to
improve the delay of data
validation
[8] Applications of Discussed the issues A theoretical study has

blockchain in healthcare:
current landscape and
challenges

related to practical,
monitoring, and business
defies to the acceptance of
blockchain in the
healthcare diligence

been discussed

(continued)
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Reference | Title Pros Cons
[9] A proposed solution and | A blockchain-based No privacy and security
future direction for system has been proposed | issues have been discussed
blockchain-based in the cloud environment
heterogeneous medicare
data in a cloud
environment
[10] Using blockchain for Proposed a security No batch auditing
data auditing in cloud mechanism for cloud data
storage auditing based on
blockchain
[11] Implementing An empirical review has | No implementation was

blockchain for efficient
healthcare: systematic
review

been discussed based on
the use of blockchain in
the healthcare industry

done
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Fig. 2 Proposed framework
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Table 2 Comparison between a centralized, decentralized system with the proposed system

Factor Centralized system | Decentralized system | Proposed hybrid system
Authentication Easy Not easy Easy

Security Low High High

Scalability High Low High

Storage cost Low High Low

Interoperability No Yes Yes

Setup Easy Not easy Easy

Patient data ownership | No Yes Yes
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Abstract Present scenario deals with lots of complexities and drawbacks of health-
care systems. These systems help in transforming and providing various solutions
to replace the use of traditional monitoring systems. The advanced healthcare moni-
toring systems are dealing with the reduced cutting cost and also they are improving
the treatment methodologies of the patients. These systems gives the opportunities
to the patients for online tracking of their health related data without moving to the
doctor’s clinic and one can easily check the related data by just sitting online. A
framework is required for the combination of verification convention with a vitality
proficient access control instrument. In the wake of experiencing the philosophy
for validation convention and for a proficient access control system, a consolidated
procedure is proposed to be received to pool the hole. This paper shows an exhaustive
literature review and describing the related work done by the existing authors based
on the Wireless Body Area Networks (WBANSs) and the latest technologies used in
connected health like CIoMT and IoMT. Through this paper; various comparisons
between several parameters and techniques are being done. The new researchers will
be able to get more ideas about the past researches and the emerging trends in the
healthcare field based on IoT.
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1 Introduction

Internet of Things plays a very important role in providing various applications and
benefits to the clients and consumers. In the current scenario, more than 1 billion
users are there which are interconnected and communicate with each other. There are
a lot of devices which are electronically and mechanically connected with each other
for providing a better aspect of communication to the users. Internet is a technology
that has somehow incorporated various devices and their technical solutions as per
the needs of the users [1]. IoT has revolutionized the world with the ability to identify
and track all other devices as per the requirements [2]. But at present, [oT healthcare
is emerging as one of the recent challenge for the researches since it is providing
new scopes and research domains for the IoT developers [3]. As predicted by the
Cisco Systems, it has been told that in the upcoming years, the IoT is enlarging
itself into so many other domains. But there are many drawbacks also which are
considered for IoT devices like cybercrimes and hackers which harm the security
of the data. More the devices which are available online, more number of chances
of hacking the data. There are various types of medical devices that are available
for the users like smart diagnostic tools, smart healthcare devices etc. which are
providing great applications for the mobile health users all over the world [4]. From
hand bracelets to home automation systems, all the frameworks need a tight security
for protected data. According to the researchers, IoT threats are being increasing
day by day potentially in all the domains. One of the basic issues is privacy of data.
In [5], the author has given a systematic approach for the healthcare technologies
using the fog network for designing devices that can be used in Internet of Medical
Things. The security of the accumulated data is the main concern that the data privacy
should not get loss or the individual’s information should not be misused. There are
several devices which are operated on this layer and various networking protocols
are being used. Some of the devices are repeaters, Network Interface Cards (NICs)
etc. In fact, has given the facility to extend the current IPv4, expands the current [Pv4
protocol from 32 to 128 bits for every IP address which offers great flexibility for
IoT world. IPv6 supports dynamic objectives of networking to achieve flexibility and
reliability in a system. A comprehensive study of IoT in medical things of healthcare
has been discussed [6]. Well-ordered guidelines to approve the healthcare devices are
similarly a critical research zone. Usually, confirmation is cultivated through various
methods, for instance, ID/mystery word, pre-shared special bits of knowledge are
some examples. There are various software platforms used for the implementation
of IoT devices such as Raspberry Pi [7], Arduino Uno. Figure 1 shows the various
architectural frameworks of IoT Domain.

The IoT has the empowering capability to change the whole world where we
are living today. The architectural work goes for planning and actualizing an IoT-
mindful Smart Hospital System (SHS) having, as principle characteristic, the capacity
to promptly join extraordinary, yet corresponding, advancements empowering novel
functionalities. Essentially, the framework we imagine ought to have the capacity to
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Fig. 1 Components of Healthcare Frameworks

gather, progressively, both natural conditions and patients’ physiological parameters
and convey them to a control focus. IoT has been a promising field since many years.

IoT presently utilizes various gadgets, administrations and conventions to accom-
plish a shared objective. In any case, for better coordinating of any system it should
be required to use the architecture standards. In any case, the security necessities for
IoT can’t be accomplished by essentially putting explicit arrangements from every
layer together. Indeed, it is important to consider IoT framework, overall frame-
work and security is one of the major factor that should be considered in the IoT
structure. In this manner, to improve IoT security, we additionally need some partic-
ipation between various layers by planning security answers for cross layers use
beating heterogeneous combination issues. This component of extraction was basi-
cally combined with the hashing techniques to avoid several assaults. The exhibited
model explains the versatility and adaptability which are the highlighting concepts
of this model. A lot of detailed work on diabetes diagnosis and detection using IloMT
has been discussed [8].

e JoT and related background referring to COVID-19

Talking about the Internet of Things (IoT), it can be simply defined as the network
of interconnected devices which can be incorporated in any communication network
using various hardware, software, RFIDs (Radio Frequency Identification Devices)
etc. or any other required components. In the current pandemic situation, whole
world is fighting with this corona virus and researchers are in race of trying to
develop a successful vaccine but still the vaccine is in the development phase. Doctors
and researchers are still looking for a feasible solution to develop a vaccine that
could somehow reduce the infection rate of this dangerous corona virus. Researchers
involved in various departments like computer science, physical engineering etc.
are in a continuous attempt to develop new approaches, theories, study problems
for giving a successful solution to this COVID 19 pandemic. IoT is an innovative
approach of implementing several kinds of healthcare systems that can easily reduce
the work load of the doctors and also help in developing cost-effective methodologies
for patients. At this point of time, there is a great need of such scenario where one
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can easily integrate the technologies with new theories for developing best solutions
for this pandemic. Talking more about IoT, it is a concept which is incorporating
many other domains like artificial intelligence, machine learning, data science etc.
It also helps in implementing such sort of techniques which will help in complete
integration of the person who is in need of the services and the service providers.

e Research focus

In such problematic situation, where the whole world is fighting with the
pandemic, everyone is trying to find a solution for getting out of this. On daily
basis, the records of the patients infected with COVID-19 are increasing day by day.
Every day, a new record of data is set breaking all other records. There is a great
need of utilizing the existing facilities and technologies integrating with the Internet
of Things (IoT). Moreover, IoT has already been implemented in several domains
in different forms and is serving great roles in helping people with different aspects
like Internet of Healthcare Things (IoHT) and Internet of Medical Things (IoMT).
By using different tools and techniques of IoHT and IoMT, the number of cases
can be reduced up to certain level. For example, there should be proper monitoring
systems in every room of the quarantined patients so that proper care can be taken
of those patients. Along with all this, various body sensors like temperature sensors,
BP sensors etc. can be used for regular updates of the patients so that if some other
diseases are there, they can be easily cured and timely treatment can be given to the
patients.

2 Literature Review

The concept of fog computing and edge computing has somehow affected the overall
technology in IoT as it has given a new approach for the researchers to work in this
area. Along with this, the data generated from the healthcare industry carries major
sensitive data that requires critical care and security. There are lot of developments
being made on daily basis regarding the healthcare platforms for better optimization
of technologies. Home care monitoring systems have emerged as one of the very
helpful technological frameworks in IoT [9].

One of the recent studies [10], a framework developed using Al based tech-
nology to battle with the novel corona virus has been developed using the smart-
phones is discussed in this paper. A novel study [11] has discussed the design and
implementation of Remote Monitoring Systems for Low Cost devices for Limb
health. In [12], authors has done a detailed survey in the usability of Al in the field
of IoT using Embedded NN-Techniques for developing smart mobiles devices for
better computing. Further, a study discussed the pruning convolution networks for
the healthcare systems in [13]. Monteiro [14] has discussed a lot of tele-treatment
methods for the healthcare domains using different fog computing devices for the
treatment of patients on several nodes of parameters. The healthcare systems that
are being developed today are of great benefits for the patients but there are still
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various loopholes on which, the researchers are working today for better design and
development of such devices.

Further, G. Muhammad [15] has done the study on different smart health solutions
by integrating various domains but mainly IoT and cloud computing along with a case
study on it. There are numerous solutions possible for the technological advancement
of healthcare problems by integrating different domains into one. In [16], a detailed
discussion for developing a smart healthcare framework has been discussed using
the concept of Artificial Intelligence and Edge Computing that can be implemented
in the smart cities for progressive developments of areas. In [17], a smart framework
has been developed for persons with voice disorder and their treatments using edge
computing with cloud framework. In [18], various frameworks for checking the health
status using the records of the health conditions can be seen in this work. Further, a
recent approach of Body Area Networks has been discussed in which different types
of studies has been done incorporating the transmission policies of the networks [19].
Pham et al. [20] have proposed a new technological framework for the designing of
smart healthcare solutions using cloud based architectures (CoSHE).

Here, a comparative study has been discussed with various parameters like sensors
used, fog/cloud devices, methodology used, their advantages and disadvantages.
Various authors have researched on IoT fundamentals given in the Table 1.

3 Research Objective

The COVID-19 is a very challenging situation for everybody and especially for the
doctors, healthcare workers, nurse staffs and many medical personnels to deal with
patients and offer them services. These people are trying to serve the patients in more
impactful and effective way. The paper is a comprehensive study of various tools and
techniques of offering the services to the corona patients by the means of loMT/IoHT.
Patients today are suffering from various problems like visiting the hospitals, corona
testing, report monitoring and medicine purchasing. There are further more issues
with regards to the COVID-19 which can be resolved more effectively and more
efficiently by using the IoT healthcare approaches. These techniques can also be
helpful for those patients which are quarantined at a remote place [27].

The main objective of this proposed work is to develop such a framework in
which the system will consist of several layers including the physical layer, middle-
ware layer, network layer, transport layer etc. Firstly, on the physical layer, there
will be several embedded devices responsible for data collection, data transmission
and data controlling. These devices will contain the sensors, transmitters, LowPAN
Networks etc. Hence, this layer will perform several processes of data collection
and transmission. Further, the next layer is the network layer which plays the role
of transmitting the signals [28]. The signals are transmitted from the sensors to the
cloudlets or cloud servers. And meanwhile, middleware layer helps in storing and
collecting the data and then depositing that data into the cloud. Another function
of middleware layer is that it helps in making the data available for the users who
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are in need of that data at a particular point of instance. And at last, the application
layer responsible for the final processing of data by using the data analysis and data
diagnosis techniques.

4 Proposed Architecture of loMT (Internet of Medical
Things)

Now-a-days, there are a lot of complex architectures leading to tedious implementa-
tions of the recent technologies. Basically, the devices present in the [oMT architec-
ture are connected to the cloud servers and the data is stored in the cloud and then the
data is being easily accessed through the clouds [29]. There are a lot of implementa-
tions of [oMT architectures like remote monitoring of patients having serious issues
related to health and treatment can be given instantly without hectic movement from
one place to another. Along with various important services, the loMT architecture
offers numerous other important administrative and medical facilities [30]. Consul-
tation of telemedicine has become easier through such implementations of IToMT
architectures. These architectures are very helpful to reduce the cases in COVID-19
pandemic. There are several functions that are carried by the [oMT implementations
as given below:

e JoMT architectures help in managing the data of the patients online. The patient
does not have to depend on physical movement from one doctor to another.

e [oMT facilities leads to accessing of the data easily like one can use the facility
of block chains.

e Helps in measuring the different parameters like robustness, efficiency, produc-
tivity etc.
Easy identification of healthcare issues and problems.
Patients can be easily traced simultaneously using remote monitoring
Services will become internet based services.

Since, there are a lot of barriers in the way of accessing the health services due to
increase in the number of connected medical devices, a need rises for designing the
IoMT devices for various parameters like lowering the costs, efficiencies, improve-
ment in the capabilities of managing devices etc. [oMT services has the ability to
easily collect, analyze and transmit the healthcare data where required [31]. There-
fore, IoMT techniques and tools are continuously transforming the way of healthcare
services delivery. There is connectivity between the medical devices and the sensors
being implemented in the IoMT architecture which leads to proper management and
improvement in the patient’s healthcare services (Figs. 2 and 3).
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Fig. 3 Architecture of [oMT

5 CIoMT (Cognitive Internet of Medical Things)

Basically, CIoMT is a class of CloT (Cognitive Internet of Things) made specifically
for the medical industry in order to support the recent technologies in smart health-
care. The need of such technologies is to track and record the patient’s real time
data like diabetes check, glucose level, blood pressure level, heart rate, temperature,
humidity etc. According to the current scenario of COVID-19, there is a great need
of such Cognitive architectures that can tackle with corona cases. With such systems,
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data tracking can become easy and monitoring of the patient can also become effec-
tive. The CIoMT technology will lead to better recording and analyzing of real-time
data, surveillance, tracking, clustering, prevention and control of virus [32].

A connected medical infrastructure provides with so many features like easy data
sharing, accessing o healthcare data, reporting of live data and recording them etc.
Along with this, CIoMT systems will enhance the capability and robustness of the
entire domain of healthcare environment. Also, patients on track mode can easily
record and report their live activity and tell what they actually feel. Currently, the
biggest use of CIoMT is that these systems are helpful in diagnosing the patient
and their problems easily [33]. Looking upon the current pandemic situation, it is
very important to pay attention to the healthcare infrastructure of the hospitals so
that better facilities can be provided to the patients. It is the high time to increment
and implement the [oT healthcare architectures to deal with severe problems of
the patients. One of the biggest application of IoT is implementing the healthcare
frameworks using blockchains. Blockchains are enabling the patients to access the
patient’s data from the cloud and many more facilities (Fig. 4).

It is being expected that the investment on the IoT healthcare solutions will
somehow reach to $1 trillion by 2025 and it will be set on the stage for the overall
high adaptability, accessibility and durability of the data. This will help in providing
on-time healthcare services to the users by using the real-time scenarios of collecting
the data, analyzing the data and then storing the data for the future use. Hopefully,
by 2026, remote monitoring implementations will create approx. $1.15 trillion in
value which will help in improving the healthcare conditions of the patients. These
implementation systems will lead to develop better healthcare systems that will help
to deal with chronic diseases easily. Internet of Medical Things (IoMT) has covered
almost each and every part of the healthcare systems by which the medical facilities
has increased up to a certain level.

Talking about the current scenario, there are approx. 3.8 million medical devices
which are connected all together in order to give quick response to the healthcare
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decisions. Using such cognitive architectures of medical devices, it has become
very easy to monitor the activities of the patients and make decisions accordingly.
Doctors and scientists are using such medical systems for better healthcare facilities
which is making the patient tracking more easier and efficient [34]. CIoMT is a field
of cognitive healthcare study which offers preventive care for the patients as it is
somehow reducing the paper work and making the healthcare processes digital So, the
areas having most critical need can be easily tracked using the IoT deployed systems.
Moreover, there are more advanced devices which provide internal surveillance with
embedded sensors and chip technologies allowing smart medical services. By using
such smart surveillance systems, it is easier to tackle with all such situations of
forgery and cheat. These devices were not available before for use but now they are
available with most recent advanced embedded sensors (Fig. 5).

6 Proposed Services of [oMT

IoMT and CIoMT are the two most trending concepts for the healthcare infrastruc-
tures which are in progress to be implemented for better monitoring and tracking of
the patients. There are a lot of services which are being offered by the Internet of
Medical Things as discussed below:

Smart and early diagnosis of diseases in the patients.
Smart Tracking systems will help in proper monitoring and surveillance of the
patients and will help in recording the live activities of the patients.

e It will help in better risk prediction which allows identifying the problems at a
very early stage helping the easy diagnosis.
Smart monitoring systems leads to smart tracking of patients.
Smart wearable devices can be implemented easily.



188 G. Verma et al.

e Smart healthcare will help to develop new system frameworks that will revolu-
tionize the world with lots of new inventions and opportunities.

7 Research Limitations

Subsequently, there should be some pre-characterized personality of the board
element or center point which can screen the association procedure of gadgets by
applying cryptography and different strategies to anticipate wholesale fraud [35]. It
may also ensure to facilitate various security issues and helps in better management
of the network in IoT model.

e On the basis of the risks evolved, listing should be done and accordingly the
devices should be deployed.

e In any IoT communication process, there are various encrypt and decrypt cycles
taking place in the mechanism and these cycles are very much vulnerable to attacks
and are prone to high security attacks. So, this point should be considered while
designing any IoT device.

e There are many security issues which are being rectified using the communication
protocols to combine with [oT security in IoT systems and to provide basic level
security at each layer in the IoT model [36].

8 Conclusion

This paper basically presents about the various contributions of different authors and
their respective works in the field of IoT. This paper will help in making a better
comparative study and will help various new authors to develop and create a new
scenario for the betterment and development of new healthcare related technologies.
The paper consists of various recent concepts of healthcare like [oMT, CIoMT etc.
Since, the validation of conventions gives confirmation of the client, while different
assaults like secrecy, trustworthiness, revocation, and so forth are not tended to. IoT
techniques play a very important role in connected health and also providing various
services.
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Digitalization of Healthcare System )
in India—A Perspective and PESTLE L
Analysis

Chandrahash Patel ©® and Kunal Sinha

Abstract In the time of emergency, where there is an urgent need for healthcare
services, the digitalization of health care ensures active delivery of the services to
their consumers and citizens. Telecommunication, especially Internet-based tech-
nologies, plays a vital role in collecting health-based data to deliver and employ
people. The healthcare sector is directly responsible for human well-being and health
and needs continuous political, economic, social, technological, legal, and environ-
mental up-gradation and development that only improves the system but also its
effectiveness and efficacy. E-health services have a tremendous blow worldwide and
have positively prepared us with more knowledge, healthcare accessibility and reduce
the distance and divide in demand between patients and healthcare providers. This
paper attempts to address the Indian perspective on healthcare system digitalization
and the different components based on secondary sources.

Keywords Healthcare - Digital healthcare - Digitalization - Digital technology -
NDHM BluePrint - PESTLE

1 Introduction

Indian healthcare sector is the largest in India in terms of size and growth. With
a growing population of over a billion individuals and changing disease patterns,
the healthcare sector will become a USD 400 billion markets by 2024. The World
Health Organization (WHO) recommends a doctor to patient ratio of 1:1000, whereas
in India, as of 2020, this ratio is 0.95:1000. Furthermore, India accounts for nearly
22% of the global disease burden, putting more pressure on the existing healthcare
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Fig. 1 Classified view of Indian healthcare [3]

delivery model. Approximately 65% of the Indian population lives in rural regions,
with less than 30% healthcare infrastructure [1].

The Indian healthcare sector is the sector that needs upgradation and development
in the infrastructure and technologies, services, human resources, etc. The Health-
care sector here means hospitals, hospitals beds, pharmaceuticals, medical insurance,
medical equipment, supplies, diagnostics, and telemedicine. However, with the series
of IPOs and private equity over the past few years, innovative processes, and more
prominent players, the Indian healthcare sector is presently the most adored invest-
ment destination by the investing community. Most of the revenue of this sector
comes from hospitals. Like other sectors, this sector also has two forms, public and
private [2]. Figure 1 gives you a classified view of this sector market structure having
different blocks.

The Indian healthcare system structure is not as simple as it seems to be
but comprises various segments (refer Fig. 2), where many stakeholders are
involved and are interconnected [4]. In this, patient care is mainly given through
primary/community healthcare center (PHC/CHC), secondary healthcare center
(District hospital), and tertiary healthcare center (National level) (refer Fig. 3).
Currently, 4833 CHCs, 24 049 PHCs, 148 366 SCs, and 722 district hospitals are
based on the distributional pyramid. These are functioning under the egis of the state
and central governments [5].

In our dynamic digital era, the convergence of science and technology has resulted
in innovative digital health devices that allow accurate and easy characterization
of health and disease. In the current context, healthcare system is at the nib of a
digital transformation. Digitalization aims to provide universal, affordable, equitable,
and quality care to all citizens, leveraging digital technologies. However, looking
at the country demographics and complexity, this would be a challenging journey.
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Fig. 2 Indian healthcare system [4]

Therefore, there is a need for such an ecosystem where all stakeholders (individuals,
public, private, and government) will need to collaborate closely to make this happen.

Henceforth, the paper analyses the perspective of the Indian government on the
digitalization of the Indian healthcare system considering the political, economic,
social, technological, legal, and environmental (PESTLE) factors. As it is a long-
term process, so there is a need to understand these associated elements, so that
the planning that has been done can be achieved successfully. The structure of the
paper is as follows, it starts with the introduction (Sect. 1), followed by background
discussion on the Indian perspective (Sect. 2), that the methodology section discusses
the way and the method used for the study (Sect. 3), then the discussion (Sect. 4),
and lastly the conclusion part (Sect. 5).

2 Digitalization of Healthcare System: A Background

One of the journals Health Policy and Technology 9 (2020) has an issue on the
“Digital transformation in healthcare: New value for a new movement,” where a
discussion is made on the three revolutions in aspect to the healthcare information
technology. The first movement of healthcare IT includes telehealth and telemedicine,
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Fig. 3 Norms at primary, secondary, and tertiary levels [5]

where under this, research centered on using information communication technology
(ICTS) to connect providers with patients or patients with providers and both over a
geographic distance. The second movement of healthcare IT can be characterized by
the movement to evaluate the technology’s ability to benefit outcomes that are crit-
ical to healthcare that is enterprise resource planning (ERP) which includes picture
archiving and communications systems (PACS), electronic medical records (EMRs),
electronic personal health records (ePHRs), and a multitude of Web and mobile app-
based innovations meant for physicians, nurses, patients, and other stakeholders;
and the third movement in healthcare IT is the digital transformation in health-
care (DTHC) that emerges as distinct movement has attracted interest from both
researchers and practitioners focusing on digital technologies [6].

Digitalization was used in conjunction with computers somewhere in the mid-
1950s and referred to as “an organization, company, or a country embracing or using
digital or computing technologies.” Innovation in that aspect is moving in the Indian
healthcare sector in the future of sophisticated, practical, and linked technologies.
E-heath is one of the rising areas connected to community health, medical infor-
matics, and industry, with concern to health services and facts provided or improved
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through the Internet and its related technologies. E-health is described by the Euro-
pean Commission as “the use of new communication and information technology to
address the needs of people, patients, healthcare practitioners, healthcare providers,
and decision-makers.”

Digitalization here refers to various medical facilities focusing on digital health
(refer Fig. 4) accessible to the citizen. The WHO defines the term digital health
as “a broad umbrella term encompassing eHealth, as well as emerging areas, such
as the use of advanced computing sciences in ‘big data, genomics, and artificial
intelligence’” that means using tools and services that use ICTs to improve the accu-
racy of monitoring and diagnosis of chronic diseases and improve patient treatment
outcomes [7].

There are various forms of digital technologies used in the healthcare sector. Still,
the service delivery through telemedicine, mHealth, EHR/EMR systems, healthcare
analytics, and robot-assisted surgery has been gaining popularity in recent years
(refer to Fig. 5). But the traces of digital health can be found from the year 2000 in
telemedicine, but the least used digital services despite almost two decades of pilot

The expanding digital
health landscape Digital Therapeutics

Digital therapeutics deliver
evidence-based therapeutic
interventions to patients to
jprevent, manage, of treat a

Personalized
Healthcare

Examples include

Mobile Health
(mHealth) Devices, Sensors,

and Wearables
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Information
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Telehealth
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Fig. 4 Six categories of digital health [7]
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studies and planning. Satellite-based telemedicine in 2000 was launched by Apollo
Hospitals and the Indian Space Research Organization (ISRO) through a public—
private partnership (PPP) [8—10]. In addition, a national telemedicine task force was
established as early as 2005. However, a practical model could not be produced due
to the lack of technological constraints such as low Internet speed. But teleradiology
as notable success can be seen due to the need for less infrastructure and natural
digital workflow.

Since 2002, GOI has released plans every five years, highlighting the progress
in health care, including inputs and actions needed in digital health care. In the last
two decades, India has continuously achieved a significant milestone. From 2015
onward, with the launch of the Digital India initiative and the last six years shows
a societal transformation due to the digital revolution, directed efforts toward health
care have increased significantly.

Various researchers, scholars, and practitioners, newspapers articles activists
related to this sector in their blogs, articles, and research work have shown the
changing scenario, challenges, and the availing opportunities arising due to the digi-
talization of the healthcare system as Aggarwal (2020) has tried to picturize the
stages of digital health evolution taking place in Indian context when the COVID-19
pandemic has emerged and accelerated the need for health services (refer Fig. 6).

Talking of last few years, various steps taken by the Government of India (Gol)
to promote and support the digital health journey by framing national policies as
National Health Policy (NHP) 2017, National Health Stack (NHS) 2018, National
Digital Health Blueprint (NDHB) 2019, and National Digital Health Mission
(NDHM) launched in 2020 intending to create an “open digital health ecosystem”
(ODE) featuring the required parameters and the ecosystem. In the “open digital
health ecosystem,” there would be digital infrastructure shared and to be used by
both stakeholders (public and private) to deploy and build new innovative health
solutions. The proposed digital infrastructure will comprise of two building blocks,
first electronic health record (EHR) (patient digital medical record) and second is
personal health record (PHR) (controlled by the patient and holds all HER data),
with the adoption of open standards and a national health information network to be
deployed by 2025.

Broadly, the digital health in India is seen through five significant categories, viz
MHealth (Medical and public health practice is endorsed by mobile devices such as
personal digital assistants (PDAs), other wireless devices, patient monitoring devices,
and mobile phones. This also includes monitoring devices and services, followed by
diagnosis, treatment, and healthcare practitioner support); Telemedicine (means the
use of ICT to deliver healthcare services. It encompasses the exchange of informa-
tion related to diagnosis, preventive and curative treatment, and medical training
and development at a distance or in remote locations.); EHR/EMR (The MoHFW
notified the EHR standards for India. It refers to capturing medical information
about an individual concerning their current diagnosis as well as a focus on their
longitudinal health); Healthcare analytics (an umbrella term that includes offering
insights regarding patient records, costs, diagnoses, pharmaceutics, and medical
research data, among others, by leveraging technologies such as big data, science and
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Stages in digital health evolution
The first stage of digitization has been crossed in many places in India. The next stage of
digitalization has started in megacities but is yet to percolate nationally. The final stage of digital
transformation is envisioned in a national digital health blueprint advocating a fully connected open Health
Stack securely aggregating patient, provider, and payer data. Necessary elements such as the
world’s largest biometrically enabled and cloud-based national unique identification authority and
a linked universal payment interface raise hope for successful convergence.

Fig. 6 Stages in digital health evolution in India [8]

analytics, and artificial intelligence); Robot-assisted surgery (method of executing
surgery using minimal tools attached to robotic arm. The surgeon sits and instructs a
robot’s movements at the computers station through devices connected to the robot’s
arms).

In addition, there are various schemes launched by Gol that is helping in the trans-
formation of the Indian healthcare ecosystem, that includes National AIDS and STD
Control Programme; Pradhan Mantri Swasthya Suraksha Yojana; National Phar-
macovigilance Programme; National Organ Transplantation Programme, Family
Welfare Schemes; Swachhta Action Plan (SAP); and Impacting Research Innovation
and Technology (IMPRINT) scheme covered under central. Furthermore, programs
such as the National Rural Health Mission (NRHM), the National Health Mission
(NHM), and the National Urban Health Mission (NUHM) as centrally supported
schemes covering other sub-scheme [11-23].

The Indian perspective on healthcare system digitalization is evident and focuses
on “reaching services to citizens” and “citizen empowerment through information
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dissemination” to improve public healthcare delivery significantly. And the success
of this government-led transformation is crucial for the future economic growth of the
country and directly or indirectly would benefit all the stakeholders, including indi-
viduals, government, payers, private health providers, healthcare technology compa-
nies, and startups in to achieve universal healthcare goal and provide every Indian
citizen the choice of access to personalized quality care.

3 Methodology

The paper’s objective is to explain the Indian perspectives on the healthcare system
digitalization and the opportunities of the present Indian healthcare system. For
analysis purpose, the researchers have used the PESTLE analysis. The researcher
relied on secondary sources like journals, Web sites, editorials, and published reports.

4 Discussion

Digitalization of the Indian healthcare system is not a simple task. However, India
is among the few countries that, over the few years, emerged as the fastest-growing
digital economy due to the growth of the digital adoption index between 2014 and
2017. To improve accessibility and quality, the Indian healthcare sector has adopted
digital transformation. By 2024, the digital healthcare market is expected to increase
at a CAGR of 27.41% to US$ 485.43 billion compared to 2018, US$ 116.61 billion.
Capital investment has been fueled due to the increasing importance of digital health
and technologies. In 2019, 53% of angel investments were made in healthcare. Some
of the notable deals Iora Health Inc. (US$ 126 million) were Curefit (US$ 111.5
million) and HealthCare Global Enterprise Ltd. ($119.7 million)