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Preface: Emergent Converging Technologies
and Biomedical Systems

This book will provide a platform and aid to the researchers involved in designing
systems that will permit the societal acceptance of ambient intelligence. The overall
goal of this book is to present the latest snapshot of the ongoing research as well
as to shed further light on future directions in this space. The aim of publishing
the book is to serve educators, researchers, and developers working in the area
of recent advances and upcoming technologies utilizing computational sciences in
signal processing, imaging, computing, instrumentation, artificial intelligence, and
their applications. As the book includes recent trends in research issues and appli-
cations, the contents will be beneficial to professors, researchers, and engineers.
This book will provide support and aid to the researchers involved in designing the
latest advancements in communication and intelligent systems that will permit the
societal acceptance of ambient intelligence. The “Next Generation Technology: Arti-
ficial Intelligence in Healthcare and Cyber Intelligent Systems” book encompasses
all branches of artificial intelligence, computational sciences and machine learning
which are based on computation at some level such as AI-based Internet of things,
sensor networks, robotics, intelligent diabetic retinopathy, intelligent cancer genes
analysis using computer vision, evolutionary algorithms, fuzzy systems, medical
automatic identification intelligence system and applications in agriculture, health-
care, smart grid, instrumentation systems, etc. It presents the latest research being
conducted on diverse topics in intelligence technologies with the goal of advancing
knowledge and applications in this rapidly evolving field. Authors are invited to
submit papers presenting novel technical studies as well as position and vision papers
comprising hypothetical/speculative scenarios.

The overall goal of this conference is to present the latest snapshot of the ongoing
research in convergent technologies and biomedical systems as well as to shed
further light on future directions in this area. Authors were invited to submit papers
presenting novel technical studies as well as position and vision papers comprising
hypothetical/speculative scenarios. The objective of the International Conference on
Emergent Converging Technologies and Biomedical Systems, (ETBS-2021) is to
provide a platform for researchers, engineers, and academicians as well as industrial

v



vi Preface: Emergent Converging Technologies and Biomedical Systems

professionals fromall over theworld to present their research results and development
activities on biomedical engineering and applications.

ETBS-2021 tries to investigate, simulate, and analyze very complex issues and
phenomena in a real-life situation. ETBS-2021 aims to,

• Bring the research fraternity together in the field of biomedical engineering and
converging technologies.

• Investigate the future prospective directives by employing recent advances.
• Encourage practitioners/researchers to enhance their ability for problem-solving

in optimization.

More complex systems arising in biology, medicine, and management systems
remain intractable to conventional mathematical and analytical methods. The confer-
ence deals with various topics such as imprecision, uncertainty, partial truth, and
approximation to achieve tractability, robustness, and low solution cost. It extends
its application to various disciplines of engineering and science.

For the proper review of each manuscript, every received manuscript was first
checked for plagiarism, and then, the manuscript was sent to three reviewers. In this
process, the committeememberswere involved, and thewhole processwasmonitored
and coordinated by the general chair. The technical program committee involved
senior academicians and researchers from various reputed institutes. The members
were from India as well as abroad. The technical programmainly involves the review
of the paper. An overwhelming responsewas received from the researchers, academi-
cians, and industry from all over the globe. A total of 325 research papers were
received, out of which 60 papers were accepted and registered and presented during
the three-day conference; acceptance ratio is 18.4%.

The papers were from PAN India covering all the states like Maharashtra, Uttar
Pradesh, Haryana, Punjab, Rajasthan, Sikkim, West Bengal, Tamil Nadu, Kerela,
Andhra Pradesh, Madhya Pradesh Delhi, etc. and many international countries like
Finland, Siberia, Oman, Bangladesh, USA, etc. The authors are from premium
institutes IITs, NITs, Central Universities, PU, and many other reputed institutes.

The editors would like to express their sincere gratitude to general chairs, plenary
speakers, invited speakers, reviewers, technical program committee members, inter-
national advisory committee members, and local organizing, committee members
of ETBS-2021, without whose support, the quality and standards of the conference
could not be maintained. Editors would like to express their deepest sense of grati-
tude to the Patron and Presiding Chair of the conference ETBS-2021Prof. (Dr.) Som
Nath Sachdeva, Honorable Vice-Chancellor, Kurukshetra University, Kurukshetra;
Chief Guest Prof. Rajive Kumar, Member Secretary, AICTE; Guest of Honor “Ms.
KamiyaKhatter,”Editor at SpringerNature,AppliedSciences andEngineering; and
Keynote Speakers Dr. Ahmed A. Elngar, Associate Professor of Computer Science
Beni-Suef University, Faculty of Computers and Artificial Intelligence, Egypt; Dr.
Utku Kose, Associate Professor, in Suleyman Demirel University, Turkey; and Dr.
Celia Shahnaz, Professor, Department of EEE, BUET, Bangladesh. A special thanks
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to theSpringer and its team for their valuable support in publicationof the proceedings
of the confernce ETBS-2021.

Kurukshetra, India
Kurukshetra, India
Solan, India
Santa Clara, USA

N. Marriwala
C. C. Tripathi

Shruti Jain
Shivakumar Mathapathi
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Performance and Security Issues
of Integrating Cloud Computing with IoT

Rubika Walia and Prachi Garg

Abstract Internet of things (IoT) empowers different gadgets to interface with one
another by means of web. This guarantees the gadgets to be brilliant and send the
data to an incorporated framework, which will at that point screen and take activi-
ties as per the undertaking given to it. IoT can be utilized in numerous areas such
human services, transportation, amusement, power lattices, and keen structures. IoT
is required to go about as a motivation for the future developments, and its utiliza-
tion is relied upon to rise exponentially over the coming years. As indicated by
security point of view, the IoT will be challenged with more extreme difficulties.
Subsequently, the new security and protection issues will emerge.

Keywords Internet of things · Destination-oriented directed acyclic graph · Queue
utilization · Service level agreement · Routing protocol for low power and lossy
network

1 Introduction

Internet of things is a kind of setup of several physical entities or stuffs. This
setup comprises software, microelectronics, and sensors to achieve superior facility
through exchanging facts with makers, operatives, and several other associated
devices. In direction to build mobile devices more capable, a combination of cloud
work out expertise and mobile devices is used. Mobile cloud combination is helpful
to increase computational supremacy and storing of mobile devices as in Fig. 1. In
direction to realize the complete distribution, permitted transmission, on-demand
use, and ideal distribution of several built-up assets and competences, the uses of
the services of IoT and cloud work out in engineering are considered. Through the
combination of IoT and cloud, we have the prospect to enlarge the use of the existing
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Fig. 1 IoT and cloud
computing integration

expertise which is available in cloud settings. This integration can provide cloud
storage to IoT applications [1].

But integrating IoT with cloud arise new problems such as latency, bandwidth
requirements, reliability, security, etc. All of these problemsmotivated to investigate,
fog computing, as new distributing computing paradigms, to see the necessities of
latency-sensitive IoT submissions. Most of the IoT devices are available with lowest
level of security. Some of these devices do not get enough updates during its usage.
These devices havingobsolete hardware and software open to probable attack for their
trusted customers [2]. Theworld is experiencing key changes or high-tech progresses
with the arrival of PC “things,” main on the web and then in cloud computing [3]. The
fundamental problem here is safety which is not reflected in product plan because
networking devices and other entities are comparatively fresh. Usually, IoT products
are available with outdated operational system and software which cannot be easily
patched. Another problem is usually buyers use smart devices with default passwords
which are weak and often fail to modify adequately tough secret word as password.
Encryption procedure shows a key role to deliver safe transmission above network
[1].

1.1 Cryptography

From last few years, network security has grown considerable importance because it
provides securitymechanism forweb-based applications. In order tomitigatemodern
attacks, protection is very necessary. Mitigation of attacks, confidentiality uncertain-
ties is solitary the important traits of present attacks. Cryptography encodes informa-
tion, and the individual having the key candecodes this.Cryptographymakes sure that
the data being communicated has not been transformed in transfer. A cryptographic
procedure, or cryptogram, is a scientific task castoff for encryption and decryption
process. Cryptography procedure along with a key (combination of numbers, alpha-
bets or special symbols) is used to encode plaintext. The identical plaintext can be
encoded to unique encrypted content with dissimilar keys. The security strength of
encryption statistics depends on the power of set of rules of encryption procedure
and secrecy of the key. In order to put on encryption procedures for IoT, it is required
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to make additional work to more investigation to guarantee how these procedures
can be effectively applied for IoT with restricted storage and small speed processor.

1.2 Trust Models

Nowadays, documents are isolated in various data hubs, and faraway hosts contain
the applications. This separate data and remote applications are fetched by the cloud
to consumer’s PC in simulated form. Cloud customers get computation and storing
from cloud regardless of time and locality. But for the better commercialization of
this cloud technology, there must have the reliance by the cloud users for the cloud
providers that they complete their requestedwork as per the provision level contracts;
thus, the data of the cloud users after processing the data will be secured as shown
in Fig. 2. To achieve all these necessities, trust management can be an important
portion of marketable traits of cloud tools. There are three kinds of provision transfer
prototypes provided by the cloud infrastructure. They are such as “Software as a
Service (SaaS), Infrastructure as a Service (IaaS), and Platform as a Service (PaaS).”
Cloud service providers provide infrastructure, platform and software to consumers
in a cost-effective and truthful manner. Firms like Google and Amazon grounded on
the trust running system have implemented reputation and helped the customers to
find the reliable source providers to perform e-business trades in a safe and assured
way [4]. Now, the question arises how trust is computed. Trust can be measured in
two ways:

(a) By checking the current abilities of the supplier whether it can offer worthy
service to users.

(b) By checking previous credentials of the supplier. Previous credentials of cloud
source define the past repute and facility archives of the assets. It comprises

Fig. 2 Architecture of trust evaluation in cloud environment
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consistency, obtain ability, turnaround time, and data truthfulness, safety level
of the location, bandwidth and expectancy of the assets [4].

1.3 Load Balancing Based on Routing Protocol for Low
Power and Lossy Networks (RPL)

One of the most well-known issues in WSNs is the manner by which to advance
the information broadcast whereas augmenting the system lifespan. In this unique
circumstance, the IPv6 Routing Protocol for low power and lossy networks (RPL)
was suggested by the IETF. The IETF IPv6 Routing Protocol for low power and
lossy networks (RPL) is extensively used to provide routing among sensor nodes
as presented in Fig. 3. In most setups, a mainstay network of intermediate nodes is
set up, which is likely to be fixed. RPL practices a hierarchical routing method for
the static backbone network. Key characteristic of movement is an extremely self-
motivated topology which marks in recurrent interruptions with neighboring nodes.
As of these interruptions, data packets directed to amovable device can be directed to
edges (parents) even then the mobile device is currently out of reach of these parents
[5]. The practice of this protocol could become public and standard in IPv6 sensor
networks in the future, even though some obstacles slow acceptance today [6].

Load Balancing

Load-balancing mechanism can benefit an IoT network between its sensor nodes in
twofold methods: firstly, link to determine all possible routes available for routing
can be enabled and secondly, the network can be distributed evenly to make finest
practice of the system life span [6].

Fig. 3 Illustration of an IOT
multi-hop LLN scenario
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2 Related Work

2.1 Security and Privacy of IoT

Nie et al. [5] reviewed the base functions of two algorithm (DES and Blowfish)),
examined the safety of procedures, and assessed encryption function speed grounded
on altered memory bulks. Patil et al. [7] applied and investigated price tag and
enactment of widely used cryptography algorithms (DES, 3DES, AES, RSA and
Blowfish). It is concluded that based on the entropy Blowfish scores highest among
all these procedures and is top appropriate against guessing attack. Poonia et al. [8]
enhanced and evaluated the Blowfish procedure on the base of dissimilar constraints.
Suresh et al. [9] analyzed several safety mechanisms for IoT and the importance of
encryption in IoT. After several comparisons, “Blowfish” as a capable encryption
procedure is designated. Bruschi et al. [10] proposed an intercommunication layer
which allows isolating the physical assets but managing the migration of facility
instances according to the operator’s location. Mota et al. [11] compared commonly
used cryptography procedure such as symmetric algorithms (DES, Blowfish, AES)
and asymmetric algorithms (ECC, RSA). It is concluded that Blowfish is finest in
footings of finishing time, memory used, throughput, power intake, safety, and is
fit for IOT. Stergiou et al. [12] presented a review of IoT and cloud computing
with an emphasis on the safety concerns of both skills. The author joints the two
above-mentioned skills to inspect the shared topographies and reported the profits
of their combination. Nandy et al. [13] reported on IoT safety mainly on validation
mechanisms. The author emphasized massive attacks and real methodologies on the
IoT verification mechanism and argued current safety authentication procedures and
assessment systems of IoT validation. Kamgueu et al. [14] reviewed latest workings
on RPL and highlights key offerings to its enhancement, particularly those associ-
ated to topology optimization, safety, and movement. Donno et al. [15] presented the
current and well-structured investigation of the safety problems of integrating cloud
computing with IoT. A clear picture of various security issues and their potential
impact was presented. It is concluded that securing IoT devices is not enough, as
many cyber-storms come from clouds also. Malge and Singh [16] state that IoT has
four main modules comprising recognizing, data handling, applications and facili-
ties, diverse access and supplementary modules, e.g., safety and confidentiality. The
author offered safety view from the viewpoint of layers that covers IoT. Adamou et al.
[17] focused on safety and confidentiality thoughts by examining selected probable
challenges and threats that must to be fixed. The author examined the IoT design and
present uses to complete this and talk over safety as well as confidentiality worries
and problems. Kutzias et al. [2] derived general integration design as a supporting
tool for the suggestion of the different integration contests. Vijayalakshmi et al. [18]
discussed about the motive, investigation carried out in this field, diverse skills, and
the future progress of edge computing background. Kaur et al. [19] focused on cloud
providers to offer a pay-as-you-use prototypical where clients pay for the particular
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assets used. Similarly, cloud accommodating by worth of a facility adds value to IoT
startups by providing cost-cutting of scale to lessen their total cost configuration.

2.2 Trust Models

Li et al. [20] examined some trust prototypes castoff in big and scattered location and
then presented a new cloud trust prototype to resolve safety problems in cross-clouds
setting in which cloud client can select dissimilar suppliers’ facilities and assets in
dissimilar fields. Manue et al. [21] presented a unique trust prototype established on
previous credentials and existing aptitudes of a cloud source supplier. Trust assess-
ment is done using four constraints such as obtain capability, consistency, turnaround
competence, and data reliability. Kaur et al. [22] discussed several constraints and
reliance prototypical structure for particular web service and a number of constraints
used by them for computing reliance. Xu et al. [23] provided a categorized trust
demonstrating technique to consumer to expand safety situational consciousness in
the cloud computing situations. Kaur et al. [19] focused on cloud providers to offer
a pay-as-you-use model where clients pay for the particular resources used. Also,
cloud hosting as a facility adds value to IoT startups by providing cost-cutting of
scale to lessen their total cost configuration.

2.3 Load Balancing

Kim et al. [24] proposed QU-RPL (an effective queue utilization which is based
on RPL) that significantly improved the performance of e2e packet distribution as
compared to the regular RPL. It is planned to choose the parental node for each node
by considering their hop distances to an LBR as well as the queue consumption of
its nearby nodes. Zhou et al. [25] proposed a context-aware unburdening decision
procedure targeting to deliver code offloading choices at runtime on picking wireless
intermediate and which probable cloud resources as the offloading place established
on the device situation. Zhu et al. [6] proposed a routing protocol with an energy
equalization to make the most of the living time of the constrained nodes. Also based
on the cache utilization, a multi-path advancing path is suggested. Qasem et al. [26]
proposed a protracted objective function that set of scales the count of kid’s nodes
of the parent nodes to escape the congestion problem and guarantee node life span
expansion in RPL. The usual OFs are castoff to figure a destination-oriented directed
acyclic graph (DODAG) where the traffic jam nodes may suffer from unbalanced
traffic burden. Tarak Nandy et al. [13] reported on IoT safety mainly on validation
mechanisms. The author emphasized massive attacks and useful methodologies on
the IoT verification mechanism and argued current safety authentication procedures
and assessment systems of IoT validation. Kaur et al. [19] focused on cloud providers
to offer a pay-as-you-use model where clients pay for the particular resources used.
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Also, cloud hosting as a facility adds value to IoT startups by providing cost-cutting
of scale to lessen their total cost configuration.

2.4 Cloud Computing

Gonzalez et al. [27] reported that cloudlet idea is a subclass of edge computing useful
to mobile systems, and the fog idea is a subclass of edge computing practical to
Internet of things (IoT). The author delivered a detailed investigation of associated
issues, classifying the focal study areas associated to edge computing concerning
the state of the art and the prospect of edge computing. Singh et al. [28] depict
a comprehensive systematic works investigation of resource administration in the
area of cloud in broad and cloud resource planning. Wazir et al. [29] present the
variousmodels projected for SLA in cloud computing, to beat on the challenges exists
in SLA. Challenges associated with performance, client level fulfillment, safety,
profit, and SLADefilement and additionally discuss SLA design in cloud computing,
existing models projected for SLA in several cloud service models like SaaS, PaaS,
and IaaS or the benefits and restrictions of present models with the assistance of
tables. Padmaja et al. [30] to increment the proficiency of the work load of cloud
computing application, programming is the tasks performed to urge most extreme
profit. Author mentioned concerning reasons to adopt programming, programming
phases, programming sorts, and a few of the programming algorithms utilized in
differing kinds of clouds (Table 1).

Table 1 Findings and research gaps

Author Year Approach/technique Findings Research gaps

Wenjuan Li and
Lingdi Ping

2009 Trust model in
cross-clouds
environment to
solve security issues

Experimental results
showed the
suggested model can
competently and
securely build trust
association in
cross-clouds setting

In reality entities
behaviors are more
complex and there
are many other
potential security
risks

Paul Manue 2014 Trust model built on
previous credentials
and current abilities
of a cloud resource
supplier

Showed in what way
a facility level
arrangement is
organized joining
excellence of facility
necessities of
consumer and
abilities of cloud
store supplier

However, there are
some more attributes
such as Honesty,
Return on
Investments and
Utilization of
Resources to
measure trust

(continued)
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Table 1 (continued)

Author Year Approach/technique Findings Research gaps

Rizwana Shaikh and
M. Sasi Kumar

2015 Trust model to
measure the security
strength

Competence of the
model is also
confirmed by
estimating trust
worth for present
cloud services

Usvir Kaur and
Dheerendra Singh

2015 Trust model for web
services

Majority of trust
models focused on
reviews provided by
consumers and
providers

Hyung-Sin Kim 2015 Queue
utilization-based
RPL (QU-RPL)

Improved the
performance of
end-to-end packet
delivery as compared
to the standard RPL
significantly

Bowen Zhou 2015 Context-aware
offloading decision
algorithm

Proficiency of
mobile policies has
been upgraded in
latest years

Performance of the
decision making
algorithm can be
improved by
considering more
context parameters,
e.g., context of
public cloud to
provide an optimal
solution for code
offloading decision
making process

Gokulnath and
Rhymendthari araj

2016 Analyzed available
solutions for cloud
trust

Any safety
negotiation toward
lessening the cost is
highly unbearable

As cloud is dynamic
and hence needs
sophisticated
approaches to solve
the problem of cloud
trust dynamism

Nelson Mimura
Gonzalez

2016 Analysis of edge
computing
concerning the state
of the art and the
coming of edge
work out

Fog computing is
quickly moving
toward mobile
networks and mobile
technologies

Manju Suresh and
Neema M

2016 An efficient
cryptographic
algorithm
“Blowfish.”

Enhancements in
footings of
encryption time by
16.9% and output by
18.7%

Implementation of
modified Blowfish
algorithm in an IoT
environment

(continued)
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Table 1 (continued)

Author Year Approach/technique Findings Research gaps

Licai Zhu 2017 Routing protocol
with energy
equalization

Surviving time of
restricted nodes has
improved

To make the most of
the persistence time
of the nodes around
the sink, they can be
further optimized

Xu W 2018 Hierarchical trust
modeling method

Proposed method
reduces the
complexity of trust
computing and
assists cloud
computing
participants to make
good trust decisions

Christos Stergiou 2018 Surveyed various
security issues
related with the
integration of IoT
and cloud
computing

Benefits of
integration of IoT
and cloud have
discovered

Ado Adamou 2019 Security and privacy
considerations

All records in a CoT
system cannot have
the similar level of
sensitivity. Particular
statistics as
medicinal or
economic data are
more delicate than
others, and then
prerequisite
additional care and
more care should be
reserved for it

The IoT entity
secretes large
quantity of statistics.
So to accomplish the
objective of
competently
handling the huge
volume of produced
data; the present
cloud design needs
to be secure. This
enhancement is
essential to be more
effectual and useful
for the IoT-based
real-time facilities in
footings of energy
ingesting, safety,
confidentiality, and
end-to-end delays

Sunil Kumar Malge 2019 Highlights the
research status in
this field from
encryption
mechanism,
communication
safety, protecting
sensor data, and
encryption
procedure

Expansion of the IoT
will bring additional
thoughtful safety
glitches, which are
constantly the
attention and the key
undertaking of the
investigation

(continued)
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Table 1 (continued)

Author Year Approach/technique Findings Research gaps

Michele De Donno 2019 Provides an
up-to-date and
well-structured
review of the safety
matters of cloud
computing in the
IoT era

Massive common of
attacks presently
directed to IoT
devices are fueled by
trivial faults, such as
absence of validation
procedures

Formal approaches
and rigorous
semantics have also
not been considered
in this work despite
their importance for
cloud and distributed
concurrent systems
in general

3 Findings and Research Gaps

4 Conclusion and Future Scope

Hybrid encryption for security of IOT devices can be used for safety in multi-clouds,
at user level (to improve the safety of IoT devices) and at sever side (to secure the
data before sending to cloud. Attaining good performance at server is conditional
and depends on an optimal division of the application mechanism among the IoT
devices and cloud platforms that depends on runtime conditions. Implementation of
framework consisting of hybrid encryption before uploading the customer records
to cloud in vision to safely distribute data among several clouds by trust evaluation
is our immediate future work.

References

1. Bonomi F, Milito R, Zhu J, Addepalli S (2012) Fog computing and its role in the internet of
things. In: MCC’12, August 17, 2012, ACM 978-1-4503-1519-7/12/08

2. Kutzias D, Falkner J, Kett H (2019) On the complexity of cloud and IoT integration: architec-
tures, challenges and solution approaches. In: Proceedings of the 4th international conference
on internet of things, big data and security, pp 376–384

3. Fotouhi H,Moreira D,AlvesM,Yomsi PM (2017)mRPL+: amobilitymanagement framework
in RPL/6LoWPAN. Comput Commun 104(2017):34–54

4. Dillon T, Wu C, Chang E (2010) Cloud computing: issues and challenges. In: 24th IEEE
international conference on advanced information networking and applications

5. Nie T, Zhang T (2009) A study of DES and blowfish encryption algorithm. In: IEEE Reg. 10
Annu. Int. Conf. Proceedings/TENCON, pp 1–4. https://doi.org/10.1109/TENCON.2009.539
6115

6. Zhu L, Wang R, Yang H (2017) Multi-path data distribution mechanism based on RPL
for energyconsumption and time delay. Information 8(4):1–19. https://doi.org/10.3390/info80
40124

7. Patil P, Narayankar P, Narayan DG, Meena SM (2016) A comprehensive evaluation of crypto-
graphic algorithms: DES, 3DES, AES, RSA and Blowfish. Procedia Comput Sci 78:617–624.
https://doi.org/10.1016/j.procs.2016.02.108

https://doi.org/10.1109/TENCON.2009.5396115
https://doi.org/10.3390/info8040124
https://doi.org/10.1016/j.procs.2016.02.108


Performance and Security Issues of Integrating Cloud … 11

8. Poonia V, Yadav NS (2015) Analysis of modified Blowfish algorithm in different cases with
various parameters. In: ICACCS 2015 - Proceeding 2nd international conference on advanced
computing and communication systems, pp 5–9. https://doi.org/10.1109/ICACCS.2015.732
4114

9. Suresh M, Neema M (2016) Hardware implementation of blish algorithm for the secure data
transmission in internet of things. Procedia Technol 25(Raerest):248–255. https://doi.org/10.
1016/j.protcy.2016.08.104.

10. Bruschi R et al (2017) Open stack extension for fog-powered personal services deployment.
In: Proceeding of 29th international teletraffic congress ITC 2017, vol 2, pp 19–23. https://doi.
org/10.23919/ITC.2017.8065705.

11. Mota AV, Azam S, Shanmugam B, Yeo KC, Kannoorpatti K (2018) Comparative analysis
of different techniques of encryption for secured data transmission. In: IEEE International
conference on power, control, signals and instrumentation engineering ICPCSI 2017, pp 231–
237. https://doi.org/10.1109/ICPCSI.2017.8392158.

12. Stergiou C, Psannis KE, Kim BG, Gupta B (2018) Secure integration of IoT and cloud
computing. Futur Gener Comput Syst 78(December 2017), 964–975. https://doi.org/10.1016/
j.future.2016.11.031

13. Nandy T et al (2019) Review on security of internet of things authentication mechanism. IEEE
Access 7(October):151054–151089

14. Kamgueu PO, Nataf E, Ndie TD (2018) Survey on RPL enhancements: a focus on topology,
security and mobility. Comput Commun 120(July 2017):10–21

15. De Donno M, Giaretta A, Dragoni N, Bucchiarone A, Mazzara M (2019) Cyber-storms come
fromclouds: security of cloud computing in the IoT era. Futur Internet 11(6), 1–30. https://doi.
org/10.3390/fi11060127.

16. Malge S, Singh P (2019) Internet of things IoT: security perspective. Int J Trend Sci Res Dev
3(4):1041–1043. https://doi.org/10.31142/ijtsrd24010

17. Ari AAA et al (2019) Enabling privacy and security in cloud of things: architecture, appli-
cations, security and privacy challenges. Appl Comput Inf xxxx. https://doi.org/10.1016/j.aci.
2019.11.005

18. Vijayalakshmi V, Vimal S (2019) A new edge computing based cloud system for IoT
applications. Int J Recent Technol Eng (IJRTE) 8(2)

19. Kaur C (2020) The cloud computing and internet of things (IoT). Int J Sci Res Sci Eng Technol
7(1) (www.ijsrset.com)

20. Li W, Ping L (2009) Trust model to enhance security and interoperability of cloud envi-
ronment. Lect. Notes Comput. Sci. (including Subser. Lect. Notes Artif. Intell. Lect. Notes
Bioinformatics) 5931:69–79. https://doi.org/10.1007/978-3-642-10665-1_7

21. Manuel P (2015) A trust model of cloud computing based on quality of service. Ann Oper Res
233(1):281–292. https://doi.org/10.1007/s10479-013-1380-x

22. Kaur U, Singh D (2015) Trust: models and architecture in cloud computing. Int J Comput Sci
Inf Secur 13(12):150–155

23. XuW (2018) Study on trust model for multi-users in cloud computing. Int J Netw Secur 20(4),
674–682

24. Kim HS, Paek J, Bahk S (2015) QU-RPL: queue utilization based RPL for load balancing
in largescale industrial applications. In: 2015 12th Annu. IEEE Int. Conf. Sensing, Commun.
Networking, SECON2015, pp 265–273. https://doi.org/10.1109/SAHCN.2015.7338325

25. Zhou B, Dastjerdi AV, Calheiros RN, Srirama SN, Buyya R (2015) A context sensitive off
loading scheme for mobile cloud computing service. In: Proc.—2015 IEEE 8th Int. Conf.
Cloud Comput. CLOUD2015, pp 869–876. https://doi.org/10.1109/CLOUD.2015.119

26. Qasem M et al (2018) Load balancing objective function in RPL draft-qasem-roll-rpl-load-
balancing-01. Stand Track October:1–10

27. Gonzalez NM, et al. (2016) Fog computing: data analytics and cloud distributed processing
on the network edges. In: Proc.—Int. Conf. Chil. Comput. Sci. Soc. SCCC. https://doi.org/10.
1109/SCCC.2016.7836028

https://doi.org/10.1109/ICACCS.2015.7324114
https://doi.org/10.1016/j.protcy.2016.08.104
https://doi.org/10.23919/ITC.2017.8065705
https://doi.org/10.1109/ICPCSI.2017.8392158
https://doi.org/10.1016/j.future.2016.11.031
https://doi.org/10.3390/fi11060127
https://doi.org/10.31142/ijtsrd24010
https://doi.org/10.1016/j.aci.2019.11.005
http://www.ijsrset.com
https://doi.org/10.1007/978-3-642-10665-1_7
https://doi.org/10.1007/s10479-013-1380-x
https://doi.org/10.1109/SAHCN.2015.7338325
https://doi.org/10.1109/CLOUD.2015.119
https://doi.org/10.1109/SCCC.2016.7836028


12 R. Walia and P. Garg

28. Singh S, Chana I (2015) Q-aware: quality of service based cloud resource provisioning.
Computers and electrical engineering. Elsevier Ltd, Amsterdam

29. Wazir U, Khan F, Shah S (2016) Service level agreement in cloud computing: a survey. Int J
Comput Sci Inf Secur (IJCSIS) 14(6)

30. Padmaja K, Seshadri R, Anusha P (2016) Different scheduling algorithms in types of clouds.
Int J Comput Sci Trends Technol (IJCST) 4(5)



Social Cloud Computing: Architecture
and Application

Santosh Kumar and Sandip Kumar Goyal

Abstract With the increase in the use of social networks and cloud computing, users
have started a newway to interactwith people, including their friends, colleagues, etc.
Social networks reflect real-world relationships, which allows users to share infor-
mation and establish connections with each other, thereby creating dynamic virtual
organizations. Cloud applications need to provide a large number of heterogeneous,
geographically distributed resources, which are managed and shared by many stake-
holders who may or may not know earlier. Online relationships in social networks
are usually based on real-world relationships, so they can be used to infer the degree
of trust between users. Due to this, many security issues are arising, which, if not
addressed carefully, may affect the adoption of this promising computing model.
Apt response to these threats is of special significance in the social cloud environ-
ment. In the social cloud environment, computing resources are provided by users
themselves. We believe that considering trust and reputation requirements can take
advantage of security by incorporating the concepts of trust relationship and reputa-
tion into these schemes. In this paper, a survey is presented on the social cloud. The
article includes its architecture, application on Facebook as a social networking site,
and other usages. At last, the relation between trust and reputation is presented that
is essential while sharing cloud resources in the social cloud environment.
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1 Introduction

Social networks provide individuals with new ways to communicate and share infor-
mation. For scientists, multiagency collaboration is widespread, but face-to-face
meetings usually only happen occasionally in conferences and seminars, so commu-
nication is often difficult. Social networks can provide a higher level of scientific
co-operation to enhance communication and facilitate the discovery of other scien-
tists working on the same projects. However, scientific co-operation usually also
has resources that are expected to be dynamically shared during the course of the
project. Currently, this is a difficult process, requiring manual (peer-to-peer) user
account registration, and creation, etc. [1].

In this digital lifestyle, social networks play an important role in communicating
with friends, family, and colleagues. The rapid and continuous growth of social
networking platforms has proved this. For example, Facebook has more than 500
million active users, of which 50% log in every day. A platform for information
sharing is provided by social networks so that a real-time model can be established
[2]. For example, there are many integrated applications, and some organizations
even use users’ Facebook credentials for authentication instead of requiring their own
credentials (e.g., Calgary Airport Authority, Canada, uses authentication protocol to
authenticate users for granting access to its WiFi network).

A social network is a dynamic virtual organization that is structured based on
the trust between social users. We recommend that based on this trust, social users
can share resources like information, hardware, and services through a social cloud.
Cloud system is used to provide services to their users by sharing virtual services
rather than accessing physical products. To offer better services to cloud users, cloud
providers used an efficient storage cloud. These clouds offered a high level of services
to their users. These clouds are also used to enhance theworkability of limited storage
devices like mobile phones, laptops, and many more and provide data access from
anywhere. There are a number of small scales (Nimbus [3], and Eucalyptus [4]) and
large-scale (Amazon EC2/S3) cloud providers are available [5]. Access to scalable
virtualized resources such as computing, storage, and applications is provided by
storage cloud providers through the pre-posted cost-based mechanism. Therefore,
the social cloud provides a scalable computing environment in which virtualized
resources are contributed by users that is dynamically past participated among a
group of friends. The use of compensation is optional because users may wish to
share resources without paying but instead use a model based on mutual credit (or
bartering) [6]. Before registering users into the cloud environment, the service-level
agreement (SLA) is signed. It is an agreement between the service provider and the
service users that the services are provided in a quality and cost-efficient manner.
Similarly, in the social cloud, SLA is signed between both parties (user and service
providers).

Thaufeeg et al. (2011) have believed that the combination of cloud structure with
social network offered the following benefits to the scientific community. These
include:
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(1) During the collaboration, the resources can be shared among scientists. There-
fore, scientists who do not have enough computing resources are allowed to
make requests to othermembers of their social cloud. Furthermore, even if other
parties do not belong to a specific research group, they can share computing
resources through the trust established by the social network.

(2) Social networks can make more effective use of available resources because
scientists with the same projects will be encouraged to integrate resources to
achieve common goals. In turn, this helps to reduce research costs and save
time.

(3) Most importantly, it uses the familiar tools, publicity, and networking opportu-
nities provided by social networks to promote greater collaboration between the
scientific communities. In this way, social networking is not only an additional
function but is actually the main function of the social cloud.

Like any community, each user of a social network is constrained by limited
abilities and capacities. However, in many cases, members like friends in the social
cloud may have redundant abilities, and if shared, they can be used to meet changing
needs. The social cloud utilizes the pre-established trust relationship between users
to realize mutually beneficial sharing in the perspectives of social networks. In the
social cloud, data is exchanged between users not only point to point basis but can
be shared among the entire social community group.

Chard et al. (2011) have stated that “a social cloud is a resource and service
sharing platform that uses the relationship established between members of a social
network [7].”

In Sect. 2, the state of the art related to the social cloud is presented. In Sect. 3,
the social cloud, along with an example, is explained. Social cloud architecture
that includes extra work performed by the social site (Fb) and registration process
is discussed in Sect. 4. In Sect. 5, trust and reputation toward the social cloud
are discussed. The application Scenario is presented in Sect. 6. The conclusion is
presented in Sect. 7, followed by references.

2 Related Work

In this section, thework related to the social cloud, preferably related to trustmanage-
ment, is discussed. The concept of trust and reputation takes advantage of cloud secu-
rity that can be studied in multiple research articles. Generally, trust and reputation
can be utilized to help cloud users to make decisions about the services they want to
interact with.

Habib et al. (2014) have explored how these concepts were support users in
choosing a trusted cloud provider [8], while Limam and Butaba (2010) have
proposed a reputation system to enhance the process of selecting external services
that can be integrated to the project for further development [9].



16 S. Kumar and S. K. Goyal

Abawajy (2009) has achieved a similar goal by developing a model that suggests
cloud users determine the trusted cloud environment [10].

Xiao et al. (2010) have proposed a reputation-based quality of service (QoS)
supply model. As far as we know, no proposal aims to establish a unified framework
that allows developers to implement existing or new trust models in the social cloud
platform. However, there are other platforms or models, the aim of which is to build
a trust model for different applications [11].

Singh et al. (2020) have been presented a trust model for e-government tomonitor
and control government policies using a social cloud environment. The researchers
have used the pragmatic scheme to integrate the abilities of both cloud computing
and social media platforms. The results show better results while tested to analyze
Goods and Services Tax (GST) [12].

Suryanarayana et al. (2006) have presented a 4C framework, in which a trust
model is described, which consists of four sub-models that are a content sub-model,
communication sub-model, computation sub-model, and reaction sub-model. For
all sub-models, the authors have recognized the main building block similar to the
pre-existing reputation model. Finally, the researchers have used a Java-based editor
and followed a personalized XMLmechanism to create an XML document in which
the trust model was described based on these components. Then, a PACE support
generator has been used to design a software component, which can be merged into
the PACE structure [13]. Later on, in the same research article, Suryanarayana et al.
(2006) have described it further. In this research article, the authors have discussed
the feasibility of an event-based structure with full guidelines on how a user can use
the trust model in a decentralized app [14].

Huynh (2009) have proposed a personalized trust management model with the
goal to replicate the process of trust evaluation that was performed by humans in
a computing environment. People have the ability to find out the environment in
which to perform a trust assessment, but this is a challenge for computers. To over-
come this challenge, the researchers have proposed a policy-based system, which has
been designed using semantic technology. Using this concept, the knowledge from
different contexts has been gathered, and after applying the semantic approach, the
most appropriate trust model based on these contexts has been determined. Although
this is an interesting contribution, it focuses only on resolving the perspective depen-
dence of trust. It lacks a framework-oriented scheme because it does not provide
guidelines or any application interface to create a new trust model [15].

Yew (2011) has proposed a computational-based trust model and a middleware
knownbySCOUT.Themiddleware is composed of three services that have been used
to implement the model: evidence collection service, belief formation service, and
emotional trust service. Although this is a comprehensive trust model that considers
many aspects of human trust, it is not created as an enhanced framework of existing
research, and it is not even clear how developers implement the proposed trustmodels
[16].

Encalada and Sequera (2017) have proposed social cloud architecture to provide
experimental skills for information technology, which are called Massive Open
Online Courses (MOOC). The purpose of this research is to establish a virtual
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community through various services and resources on the basis of trust, sharing
and collaboration, and conduct large-scale, ubiquitous, and open access according
to demand. The proposed framework mainly combines three important key aspects,
like content, guiding principles, and technology [17].

Adelmeyer et al. (2018) have analyzed the key role of trust and replication,
that is, to obtain a certain degree of trust from the directly established trustworthy
relationship between a single customer and an intermediary and between online
service providers and thereby obtain a certain degree of trust. The results show
that there is no large amount of evidence to prove the transfer of trust, that is, the
complete distribution of trust among participants in the cloud computing trust chain.
The confidence of each customer is distributed betweenmiddlemen and cloud service
providers. This evidence is important to providers because it canminimize direct trust
issues by providing indirect services [18].

Ruan and Durresi (2019) developed a trust management method to defend cloud
providers and customers from large-scale attacks. In the link or flow level, the trust
level of the node and the task has been considered as a novel security parameter to
determine the trust degree and hence calculate the level of security. Here, trustwor-
thiness is used to measure the trust of a system that can be trusted under a specific
attack vector. It can be used to reveal the design space of resource allocation so that
it can choose the correctness between trustworthiness and the resources used [19].

Ghazvini et al. (2020) proposed a novel multilevel trust management model,
which improves the existing method by defining new components to enhance the
data quality of feedback storage. In the method proposed here, a new component
can solve the inefficiency and sparseness of feedback storage. Some restrictions are
deducted; for example, the number of existing feedback levels is invalid because some
suspicious cloud users (CU) transmit unfair feedback to modify the trust evaluation
value. Choosing a trusted cloud service provider (CSP) is the main challenge for CU
because many CSP provides cloud services with the same functions [20].

3 Social Cloud

An individual can be a part of the social network, which is called a “friend.” He/she
can be added to the social network based on some understanding between the indi-
viduals. This kind of connectivity between individuals can be utilized to under-
stand a trust relationship between them. On the other hand, it does not describe
the context of trust levels or relationships. For example, “friends” can be family
members, colleagues, college friends, sports or dance club members, etc. Presently,
FB has created different groups in order to distinguish friends and other communi-
ties like colleagues, sports club friends, friend members, etc. The group in the social
cloud is created based on the level of trust. For example, users can restrict sharing
information with close friends, friends in the same community or group, and other
friends [21].
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Fig. 1 Example of social cloud Chard et al. [7]

Another way to think about social clouds is to consider social network groups
that are similar to dynamic virtual organizations (VO). Like VO, the created groups
have some set of rules that define group intent, groupmembership, and group sharing
policies. The related social model is shown in Fig. 1. The example considered three
communities that are divided into three groups Group A (colleagues), Group B
(family members), and Group C (friends). It is clear that the level of trust between
colleagues, friends, and family members is different for all groups.

From Fig. 1, it is seen that the social network users may be a member of any
community. For example, in group A, which is considered as the community of
colleagues but instead of consisting of colleagues, the group also consists of few
familymembers. Therefore, one can say that social clouds are notmutually exclusive.
The group lasts longer and can be used for multiple applications.

4 Social Cloud Architecture

The social cloud structure designed for the Facebook application is shown in Fig. 2.
Social cloud is accessed by the user through Facebook logos by following some

set of policies. For example, a user can restrict his or her tradewith close friends in the
same community and in the same country or region. A dedicated banking component
manages credit transfers between users and also stores information related to current
reservations.
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Fig. 2 Social cloud: architecture Chard et al. [22]

4.1 Extra Work Performed by FB

In this section, additional work that has to be performed by the Facebook Application
Program Interface (API) in order to discuss its relation with the cloud has been
discussed. The outside application can run in the Fb as a user interface; an API-
based Fb graph is used to retrieve information and present it as social information.
Both users and applications should use theOAuth protocol on Fb for authentication to
access the Graph API. This permits the Graph API to display a basic social graph that
consists of users along with their interconnections to other nodes in the social graph.
This means that people, photos, events, videos, and pages can be accessed visually
as well as in the form of a graph. Combining the use of Graph API with a large
number of users on Fb can properly demonstrate the concept of social cloud [23].
The Facebook application is hosted independently and outside the Fb environment.
An image-based Facebook URL is created for users to access, which is mapped to a
remotely hosted user-defined callbackURL. The process of accessing the application
page is illustrated in Fig. 3. Initially, the user sends a request to the social cloud
through the Fb interface that is by login his/her ID and password. The accepted
request is then forwarded to the called URL. The application creates a page as per
user request and returns it to the Facebook account of the user.

4.2 Registration Process of Social Cloud

The registration process for the user in the social cloud is shown in Fig. 4.
Firstly, the user has to register him/her and then select the services he/she want

to access from the social cloud as the user is registered through their FB ID (login
and password); therefore, during banking services, user instances can be created
transparently by using his/her Fb ID.
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Fig. 3 Page deliver process requested by the social cloud user Chard et al. [22]

Register
Get user from Session

Register 
User 

Periodic Update

Register
Service

Cloud Service Monitoring and
Discovery System

User Social Cloud Bank 

Fig. 4 Social cloud registration process Chard et al. [22]

5 Exploiting Trust in the Cloud: Toward the Social Cloud

To enhance the cloud model in collaborative network environments (such as social
networks), trust and reputation are themajor issues. Chard et al. (2010) have proposed
architecture for the social cloud that basically uses traditional social networks to
create a trusted cloud environment, where social cloud users can effortlessly share
storage resources of the cloud. The researchers have implemented the prototype by
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utilizing anAPI that is provided by Facebook,which allows the use of pre-established
trust relationships between friends.

We believe that although this method is interesting and new, it also has a disadvan-
tage: it assumes that the trust relationship completely depends upon the relationship
between friends, which is far from the truth. The reason behind this is that social
networking users accept friend’s requests from known as well as unknown persons
who ask for friendship. Moreover, when any of the user’s friends start an annoying
behavior, the user tried to not finish the relationship because it can be considered as
an impolite reaction. On the other hand, due to the status and quality of the services
provided, the author does not consider changes in reputation or trust relationships.

For the above reasons, we observed that the need for a more comprehensive
approach that considers both trust and reputation requirements from the beginning,
and a framework to help developers to build this environment from scratch is required
[24].

5.1 Scenario Description of Social Cloud

Developers need to implement social networking sites for cloud providers. Next,
briefly explain the purpose and operation of the site to figure out a real situation that
requires trust and reputation considerations. To access the services, cloud users have
to register on the site. After registration, the web services are published on their sites,
and the entire detail related to the web service can be obtained by calling the API app.
Web services can find out by the cloud providers based on their needs. Then, these
services are used to create larger and mixed web services. After utilizing the services
offered by the cloud providers, cloud users have to pay as per the complexity and
the type of services. Therefore, the websites are acting as a “software-as-a-service”
market among CSP. In the end, each CSP will use its own infrastructure to deliver
the final service to its cloud users, although this is beyond the scope of the solution
[24].

5.2 Trust and Reputation Requirements

For cloud providers, the core framework should apply trust and reputation require-
ments to avoid risks and increase site trust.

There are two main influential people in this scenario: Cloud providers and web
service providers. The reputation of each provider depends upon the personal opinion
or can be obtained from the providers of another site. For example, if the services
provided by the CSP are not up to mark, then the user rates it negatively, which
affects the reputation of the CSP negatively.

As shown in Fig. 5, when a service holder demands or searches or aims to buy
things up for the processing, the cloud service provider looks for the reputation
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Fig. 5 Trust and reputation scenario Moyano et al. [25]

holders for the selection of the provider. There are various ways through which the
reputation can be evaluated and are discussed in the proceeding sections.

In addition to reputation, cloud providers can also establish trust relationships
with each other. Although there is a significant relationship exists between trust and
reputation, both should be required to be established on the website. The relationship
between trust and reputation is shown in Fig. 5. The way to calculate trust and repu-
tation depends on the model being implemented and should provide a mechanism for
accessing cloud services to decide which model the user should use while accessing
services.

Trust plays a vital role in the selection of a service-oriented architecture for the
process of user demand. There are many ways through which trust can be evaluated
in the cloud network. There are some of the foremost application architectures and
independent evaluation bodies that have already given evaluation methods and archi-
tecture [26]. In the trust evaluation, there are certain aspects that have been discussed
and are illustrated as follows in Fig. 6.

There are several factors that are responsible for the evaluation of trust in the
real-time network. Some of the parameters are well known, whereas some of the
parameters are strictly performance-oriented. As shown in Fig. 6, trust has four
evaluation factors, namely co-work, co-location, co-operations, and performance.
Two people are said to be in work relation if they work together. Co-operations
are similar to co-work with the difference that two people should have worked at
least once in order to come under co-operations, including the fact that the produced
outcome should be positive. If all the aspects are combined, it will form an equation
as follows
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Fig. 6 Trust evaluation and factors

where W1, W2, and W3 are converted factors attained from the trust model, and μ,
ρ and are coefficients that may increase with the increase in the factors affecting
the trust model. This paper takes the service contrast in action and analyzes how
reputation can be generated using the service factor. It is not necessary that if a user
is associated with another user in any term of work, the second user will provide the
best facilities for the desired work. Hence, an analytical model evaluation is required
based on the services provided by the user in the past.

Based on the service orientation, two feedback architectures have been studied
and used in the modern frame. The first one is called direct feedback, and another one
is called transactional feedback. Direct feedback is attained when a person demands
work from another user and develop a feedback mechanism on his own based on the
typeof service he/she gets. The transitional feedback involves a lot of other processing
that the user exhibits in the current network. All the work areas are different, and
their attained potentials are also different, and hence to use them, it has to be bring
brought to one scale. There are different methods of normalization and scaling, as
shown in Fig. 7 [27].
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Fig. 7 Normalization methods

6 Application Scenarios

This section represents the application scenarios of the social cloud. There are enor-
mous benefits while one uses the social cloud. The difference with social cloud is that
applications can use user relationships to provide or shared resources and services.

Asocial computation cloud: It is common for personal computers not to use large
amounts of computing power. Using the social cloud, an infrastructure is provided
where users can easily share computing resources among friends or groups.

A social storage cloud: Storage is one of the simplest and easiest ways to share
resource whenever cloud user needs in a social cloud environment. Online storage
is mostly used by cloud users to save, backup, and to create a duplicate copy of the
data. An open use for social storage cloud is to store and share multimedia data such
as photos. Although most social networks like Facebook, Twitter, Instagram, etc.,
already save photos, to balance the load, these photos can be moved from the service
providers to their members so that the scalability can be increased with the reduction
in infrastructure cost.

A collaborative social cloud: Increasingly, collaborations are turning the concept
of social networking that can be used to share information as well as resources within
diverse user communities. The usefulness of the social cloud can be realized by
hosting it in the existing social networks. Storage services can be utilized to save
or share data (e.g., academic papers, scientific workflows, databases, and analysis,
etc.).

A social cloud for public science: Social cloud provides a platform for a scientist
to solve complex problems by using communities of social networks. There are a
number of projects that are working as volunteer computing to solve the problem;
one such project is Berkeley Open Infrastructure for Network Computing (BOINC)
[28]. This project requires a large amount of computing power from the available
resources. Using the social cloud, resources of social networking sites are utilized
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in an efficient manner with the aim to provide services to the social users with high
service-level agreement (SLA).

An enterprise Social Cloud: Depending on the community social cloud serves,
the configuration of it may vary. For all organizations, it is mainly common for all;
for example, educational institutes like schools, colleges, and universities all have a
public cloud. This offers great opportunities for a professional organization with the
social cloud. The users get double benefits. That is, one is from the available sources,
and the other is from the shared resources [7].

7 Conclusion

This article introduced social cloud computing, which the integration of cloud is
computing and social networks. The uniqueness of the social cloud is that it provides
heterogeneous resource transactions based on the inherent social motivation in social
networks and the external real-world relationship. The architecture and registration
process of social clouds and extra work performed by Fb has been discussed. The
trust relationship established by the face book user to discover and use cloud storage
spacewith their friends and communities has been discussed. Also, a trust framework
that can help developers to implement applications that need to consider trust and
reputation requirements has been presented. Such applications are appearing steadily
in response to users’ growing needs eager to share their information in collaborative
environments.With the increase in blogging and social networking sites, social cloud
applications take a step forward by turning users into service providers, which raises
a lot of security and trust issues. This requires a holistic approach to solve these
problems.We believe that trust and reputation requirements have become particularly
important elements to take advantage of the security and promote the adoption of
such applications.
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A Systematic Approach for Evading
Antiviruses Using Malware Obfuscation
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Abstract Investigators and malware creators are getting neck to neck in the compe-
tition and thinking of new deadly implements in their fields. Normally, malware such
as viruses and others are detected by looking for a string of bits, which is present in the
virus or malware. These strings are considered as the “fingerprint” of the malware.
Malware creators are utilizing novel modern methods like metamorphosis to foil
recognition instrumentswhile security experts are sprouting better approaches to defy
them. Today, virus scholars regularly cover their viruses by utilizing code confusion
procedures with an end goal to defeat signature-based discovery plans. Metamorphic
viruses are those in which their uses are slightly similar but they differentiate in their
inner structure. Both metamorphic viruses and polymorphic viruses are different in
the technique they use to concealing the mark. While metamorphic viruses conceal
their mark by manipulating their own code, polymorphic viruses principally depend
on encryption for signature confusion. In this paper, we have shown that we can
bypass virus detection on different platforms (operating system). The authors have
compared the three methods for bypassing the antivirus Veil–Evasion, Graffiti, code
obfuscation and have uncovered their results. Eventually, we give our methodology
to make any virus imperceptible utilizing various procedures.
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1 Introduction

In the present age,where a greater part of the exchanges including delicate data access
occurs on systems and over the network, it is first thing to consider data security as
a worry of fundamental significance. Malware and system viruses are there from the
very starting of the computer systems and consider as a regular threat to home and
undertaking clients the same. A computer virus is a pernicious bit of programming
that adjusts different records to infuse its code. A code of virus varies from virus to
virus.Virus identification is a dubiousmeasure.As against virus advancements devel-
oped to battle these viruses, the virus developers keep on changing their strategies and
method of activity so that virus prediction and identification become more complex,
and the battle between them continues forever. Antivirus frameworks utilize different
locationmethods including signature recognitionwhat ismore, code copying to iden-
tify malware. Signature-based tools tries to found the specific signature while code
emulators execute virus in a virtual atmosphere for recognizable proof. The most
mainstream virus discovery procedure utilized today is signature-based technique,
which includes searching for a fingerprint—bits taken out from a known example of
the virus in the speculate record. To dodge code imitating strategies, different strate-
gies of copying methods have been created by the malware creators. These incor-
porate, Entry Point Obscuring (EPO) strategies, unscrambling and executing code
piece by lump, utilizing odd guidelines those bamboozle an impersonator, irregular
disguising of unscrambling, and wide circling through dead code, numerous encryp-
tion layers. Veil-Framework is an assortment of tools that help with data assembling
and post-exploitation. One such tool is Veil–Evasion which is utilized for making
payloads that can undoubtedly sidestep antivirus utilizing known and archived proce-
dures. This is done through a variety of encoding plans that change the marks of
records significantly enough to dodge standard recognition methods. Graffiti is a tool
that can create obfuscated payloads utilizing a wide range of encoding methods. It
offers a variety of one-liners and shells in languages, for example, Python, Perl, PHP,
Batch, PowerShell, and Bash. Payloads can be encoded utilizing base64, hex, and
AES256, among others. It additionally includes two methods of activity: command-
line mode and interactive mode. Other valuable highlights of Graffiti incorporate the
capacity to make your own payload records, terminal history, and the choice to run
local OS commands, and tab-completion in interactive mode. Graffiti should work
out of the case on Linux, Mac, and Windows, and it tends to be introduced to the
framework as an executable on both Linux and Mac. We will utilize Kali Linux to
investigate the tool beneath.
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2 Related Work

Unique dispute is that the payload is encoded into different choices like Xor, Base64,
Hex, ROT13, and Raw. Fundamental thought behind it is we are attempting to change
the signature of the payload as to sidestep the generally present signatures of payloads
in the database of the antivirus. From a virus identification perspective, it is signifi-
cantly harder to distinguish viruses which do not convey their own signatures. After
the payload is produced, it is then encoded making it imperceptible for the antivirus.
Once the code is divided into blocks, the request for code blocks should be haphaz-
ardly rearranged. Later we rearranged blocks; spitted blocks of dead code (also called
trash code) must be embedded between blocks of unique code. Dead code happens
to be square of code, which is linguistically right yet semantically immaterial to the
set of instructions being executed. When dead code is added in the code, the right
progression of the infectious code is constrained by the outcome accomplished from a
numerical condition that consistently registers to equivalent system. The main objec-
tive is to utilize a condition that consistently brings about a similar outcome (condition
continuously obvious or in every case bogus) and yet is an adequately unpredictable
articulation that it is troublesome break down from assembly code. Evading antivirus
is regularly overlooked craftsmanship that can represent the moment of truth a pene-
tration test. Current antivirus items can recognize meterpreter payloads effectively
and can leave a pen-tester dishonestly accepting a framework is not exploitable.
Antivirus has a troublesome work; it needs to sort out if a document is malicious in
an amazingly short measure of time to not affect the client experience. It is critical
to comprehend antivirus sidestep strategies to plan all-encompassing security that
ensures your association. Two normal techniques utilized by antivirus answers to
look for malicious programming are heuristic and signature-based scans. Signature-
based filtering checks the type of a document, searching for strings and capacities
that coordinate a known bit of malware. Heuristic-based filtering takes a gander at
the capacity of a document, utilizing calculations and examples to attempt to decide
whether the product is accomplishing something dubious.

From a defense point of view, most antivirus arrangements are signature-based.
Disentangled, these frameworks looks for executables and different records for
different kind of characters, known to happen in explicit bits of malware/payload.
On the off chance that a record contains precisely the same set of bits as one of the
strings in the antivirus’s saved database, the document is distinguished as malware
[1]; else it will not. From the hacking point of view, considers had demonstrated
that approx. 22k new strains of malware show up consistently [2]. For an antivirus
based on signature, to precisely recognize every one of these strains, it would require
information on each and every strain delivered. By and by, this seems, to be a nearly
impossible task—unquestionably some payloads or malware will undoubtedly be
missed. First analyzing whether bits of payload or malware will be distinguished by
different antivirus systems and later by matching empirical studies about detection
rates later on will outline such difficult task.
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A Payload.dll containing an insignificant to recognize Windows, shellcode, (e.g.,
a totally un-encoded or decoded payload) at that point Windows Defender can be
produced that will positively distinguish your DLL as harmful and quarantine the
document. As such, you should even now encode your shellcode that will be stacked
from the DLL to guarantee that it bypasses signature-based recognition. Graffiti
currently underpins producing scrambled payloads that permits to make a payload
scrambled with RC4, AES256 or encoded yield utilizing Base64 or XOR. It happens
that basically XOR encoding your payload routine is adequate and utilizing the
implicit “x86/xor dynamic” encoder is everything necessary to create a sans signa-
ture DLL. Regardless of Windows Defender offering critical improved recognition
recently for basic schedules and created parallels, it is as yet unimportant to sidestep
and offers little security against meterpreter. Anyway, all things considered, this will
get identified soon and as such a variety of this ought to be adjusted for your own
employments. We strongly suggest utilizing Windows CryptoAPI and utilizing an
AES256 encoded payload to additionally hinder recognition of shellcode inside a
payload.dll, left as an activity to the reader, anyway XOR appears to be entirely
adequate as of now.

We can simply alter and execute these scripts or codes into OS like Linux and
Windows. There is least probability to get contracted by antivirus arrangements,
and this is the most successful technique to dodge antivirus in the event that you
can’t compose malware without anyone else. Antivirus avoidance toolboxes work
for brief timeframe, until unless they are not leaked to antivirus sellers. Later, when
antiviruses companies improve their system’s databases and strategies, organizations
can without much of a stretch perceive malware produced by toolboxes. That is the
reason minor changes in the already available shell codes on the net always help. We
can discover many payloads or reverse shell codes on the web, just simply change
IP address and the associated port number and we can pass through majority of the
defense systems of antivirus systems in less than an hour without composing a single
line of code.

3 Working Methodology

3.1 Obfuscate with Graffiti

It is energizing to get that reverse shell or execute a payload, yet some of the time
these things do not function true to form when there are sure protections in play.
One approach to get around that issue is by obfuscating the payload, and encoding it
utilizing various procedures will typically bring differing levels of accomplishment.
Graffiti can get that going. Graffiti is a tool that can produce obfuscated payloads
utilizing a wide range of encoding strategies. It offers a variety of jokes and shells
in dialects, for example, Python, Perl, PHP, Batch, PowerShell, and Bash. Payloads
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Fig. 1 Obfuscating with Graffiti

can be encoded utilizing base64, hex, and AES256, among others. It additionally
includes two methods of activity: command-line mode and interactive mode.

Other helpful highlights of Graffiti [3] incorporate the capacity to make your own
payload documents, terminal history, and the choice to run local OS commands, and
tab-fulfillment in intelligent mode. Graffiti should work out of the crate on Linux,
Mac, and Windows, and it tends to be introduced to the framework as an executable
on both Linux and Mac (Fig. 1).

3.2 Obfuscate with Code

The sequence of changes performed by our code obfuscation engine is appeared in
Fig. 2. The payload is right off the bat created in the bat record organization and this
code is recognized by a large portion of the antivirus so we need to transform it. We
can change the.bat record into a.exe document and around then we can change the
code. Here, we have eliminated the if-else proclamation, and it works for me. It will
bring about the detours of the antivirus.

If-elseDeletion:We need to seewhich portion of code is required, and as indicated
by this, we can kill the if-else explanation so the code can vary from the genuine
payload document.

Dead Code Insertion: We can add some important code to the payload with
the goal that it will contrast with the real payload. Much the same as we added
some additional alternatives of PowerShell code; however, they are redundant for
the execution of the payload. We can add to vary the payload from the genuine.

Fig. 2 Code obfuscation measure in our metamorphic engine
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4 Results and Comparison

These are the payloadsGraffiti have, andwecanuse anyof them to evade the antivirus.
These payloads can be encoded in different algorithms to not catch by the antivirus.
Most of time, they can be caught by antivirus, so then we have to manipulate or
make some changes to them. Graffiti is not as much effective to evade the antivirus,
it is detected by most of the antivirus. Like see the image below, PowerShell is not
running the base64 encoded payload. Therefore, we need to edit this or try some
other way to bypass it (Fig. 3).

Obfuscate with Veil–Evasion: Veil–Evasion is another famous framework
written in python.We can utilize this framework to produce payloads that can sidestep
most of AVs. The Evasion device is utilized to create a scope of various payloads with
the capacity to evade [4] standard endpoint antivirus. Like polymorphic malware [5],
Veil-Evasion makes a remarkable payload for which no mark should exist and can,
subsequently dodge against antivirus. This gives it an unmistakable bit of leeway
over other payload generators. We have generated a payload, which is a reverse tcp
meterpreter [6] PowerShell payload by using Veil as shown in image below (Fig. 4).

This payload is also detectable by most of the antivirus. Therefore, it is required
to convert it into exe file, and at this time, there is a need to change some part of code
to make it undetectable.

The below is PowerShell code in which there is two conditions with if and else.
One is if processor architecture is x86, and the other is else part which will run in
any other case. So, it is deleted the x86 part because the system has 64-bit processor
architecture. This will result as image below (Figs. 5 and 6).

After this, theWindows10defender is successfully bypassed and thepayloadwork
smoothly. This new code with the meterpreter implanted inside will move beyond
most AV programming and security gadgets. Like whatever else, the AV developers
will probably figure out how to identify even the above payload, so be inventive and
attempt other payload muddling techniques in Veil–Evasion until you discover one
that shrouds your payload. Evading security programming and gadgets are among
the main errands of the hacker, and Veil–Evasion is another tool in our munitions
stockpile. Remember, however, that there will never be a single, last solution. The
hacker should be persevering and innovative in discovering ways past these gadgets,
so in the event that one strategy comes up short, attempt another, at that point attempt
another, until you discover one that works.

Fig. 3 Executing PowerShell
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Fig. 4 Executing Veil-Evasion

Fig. 5 Output of Veil-Evasion
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Fig. 6 Malicious payload

Comparison: Graffiti offers us numerous highlights like making own payload
documents to run local orders. It likewise offers to encode payloads utilizing base64,
hex and Aes256, and so forth still it does not come out as a solid method to change
signature of the virus to bypass against virus. There are some different devices for
performing comparative sort of errand like Veil invasion and Shellter yet both offer
better payloads for bypassing the counter virus. As of now examined technique for
bypassing, it came out that we can utilize Shellter to make payload and gap it into
blocks; at last getting a more modest square to modify bits. Finally, it will go through
antivirus without disturbing any notices. At the point, when checked at VirusTotal
just barely any enemy of virus had the option to distinguish the first signature of the
payload (Fig. 7).

Fig. 7 Virus total
comparison of Veil–Evasion
and Graffiti
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5 Conclusion

We have shown effectively that we can easily make a malware undetectable utilizing
code obfuscation strategies implementing insignificant changes by finding the partic-
ular signature. A big challenge for the antivirus companies to cook this improved
set of malware or virus that are based on metamorphic methods. Code obfuscation
utilization also demonstrated that size of the malware or payload was not changed
much. Each virus has its specific size, and after implementation, it still remained
unnoticeable. Indeed, we were able to achieve same usefulness as of the first virus
while accomplishing its untraceable behavior. Hence, we suggest a technique for
creating transformed duplicates of an easily available payload or virus that have a
similar usefulness as the available payload or virus and have negligible size differ-
ence of the transformed duplicates. At last, we conclude that code obfuscation can
be applied where signature of the payload or malware is distinguished in the avail-
able payload or virus. In the future, we can work on building a metamorphic system
that mechanizes this cycle. The best system to dodge protector is to make your own
obfuscate tools whether that be with a custom obfuscator or transforming them phys-
ically by hand. There is a major obfuscation local area with way bigger obfuscation
projects then this one, so another conceivable course is to alter one of those tools
barely enough as to not get captured by their old signatures.
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Development of Wi-Fi-Based Weather
Station WSN-Node for Precision
Irrigation in Agriculture 4.0

Dushyant Kumar Singh and Rajeev Sobti

Abstract Agriculture sector utilizes almost 80% of the available fresh water for
irrigation. Conventional irrigation practices are very inefficient and add to fresh
water scarcity drastically. Agriculture 4.0 is the technology that can be adopted for
precision irrigation. Evapotranspiration, soil and crop transpiration are the major
factors that decides the demand of irrigation. To estimate the evapotranspiration,
soil and crop transpiration local weather condition needs to be gathered, for which
local weather station are required. The development of Internet of things (IoT)-based
weather station wireless senor network node (WSN) is discussed in the present work.
The weather station node developed gathers the air temperature, humidity, wind
conditions and provides the data to the IoT cloud server. In the end, challenges in
front of WSN Agriculture 4.0 are discussed.

Keywords Air temperature · Crop transpiration · Evapotranspiration · Internet of
things · Relative humidity · Soil transpiration ·Weather station ·Wind direction ·
Wind speed ·WSN

1 Introduction

Precision agriculture (PA) and Agriculture 4.0 aim to modernize agriculture sector
by focusing on farmer’s behavior and operation management. IoT is one of the main
elements of Agriculture 4.0. Various researchers have highlighted the potentials of
Agriculture 4.0 as shown in Fig. 1.

Along with discussing the various IoT sensing technologies, including weather
station, the article has also highlighted that little research is available for Agriculture
4.0, and the pace of adoption of PA is quite slow.Weather stations are used to capture
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Fig. 1 Potentials of
agriculture 4.0

relative humidity, temperature for evaluating evapotranspiration. Evapotranspiration
plays an important role in irrigation planning [1].

PA uses information technology, proximity data collection and remote sensing
for farm management. With these technologies, the article has analyzed different
industrial/agricultural facilities to propose new functionalities in agriculture. IoT
has also opened various opportunities in soil cultivation (with low-cost sensors and
actuators) and communication technologies. The different opportunities highlighted
in papers provided by Agriculture 4.0 are shown in Fig. 2.

2 Literature Review

In the recent times, environment conditions are unpredictable and make framer’s life
miserable. Farmers are not able to take proper decision time. In such situations, local
weather stations with real-time data monitoring and reporting are the need of time.
They keep the farmers informed about the local weather conditions. The important
weather parameters considered are air humidity, air temperature, wind speed, wind
direction, rainfall, and precipitation [2, 3].

In [4], design of intelligent weather station is discussed capable of capturing solar
radiations, air temperature, relative humidity, and wind speed and wind direction.
The proposed design exploits artificial neural networks (ANN) to make the system
intelligent.

Temperature measured by the weather stations is used to forecast the electricity
demand. Proposed framework for the selection of weather stations, number of
weather stations, and type of weather stations for a particular territory is discussed.
The proposed framework is implemented in seven steps [5].
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Fig. 2 IoT opportunities in
precision agriculture

Temporal convolution neural (TCN), a better approach for weather forecasting,
is proposed. The proposed TCN is claimed to be better than the conventional long
short-term memory method. The article also highlights the main component of local
weather stations as shown in Fig. 3 [6].

The design of weather station over the time has changed due to advancement in
technology and lesson learned from past experience in the field. The article discusses
design of weather station developed by Geological Survey of Denmark and Green-
land. The paper also provides the differentweather parameters beingmonitored along
with the height of each sensor at which they are installed [7].

Weather station data of April 2014 Mount Everest avalanche has been provided
and discussed. The data reveals approximately 0.8 °C warming of Mount Everest.

Fig. 3 Main components of local weather stations
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Warming of theMount Everest has resulted 100–300 m rise in height of permanently
frozen ground and thinning of the glacier. The weather station data observed is
situated in Khumbu valley, Nepal, height of about 140 m above the valley floor.
This shows the important of local weather stations in observing and analyzing the
behavior and changes in environment [8].

Water is an important and with time becoming a limited resource, not in India
but at world level. Many organizations including World Health Organization raises
concern over the depleting resources of fresh water mainly underground. In India,
dependency on underground water for irrigation is very high such as in Punjab, it
is 79%, in Uttar Pradesh, it is 80%, and in Uttarakhand, it is 67% [9, 10]. Precision
agriculture and Agriculture 4.0 are the technologies which can improve the irrigation
efficiency and are confirmed by many researches and literature published. Various
researches and literature published, as per Table 1, have shown that IoT, weather
parameters, and weather forecasting play an important role in irrigation planning.

Development of weather station: From the different research and literature, the
extracted important weather parameters are shown in Fig. 4 [1–5, 7, 11, 12].

The factors affecting the irrigation demand of crops are evapotranspiration along
with soil and crop transpiration which in turn are affected by weather parame-
ters mainly temperature, humidity and wind conditions [13–16]. For the purpose
of evaluating evapotranspiration, soil and crop transpiration, local weather condi-
tion is required through local weather station. Many weather stations are developed
some with IoT and some without IoT. Table 2 gives the detail and comparison of
the developed state-of-the-art weather station with the previous developed weather
stations.

Investigation of Table 2 discloses that Raspberry Pi, Arduino, and NodeMCU
are the common processing units used in weather stations. Raspberry Pi is a costly
selection, and if we compare the cost and power consumption of Arduino Uno and
NodeMCU, as shown in Table 3 and Fig. 5, NodeMCU becomes a better selection.

Weather station developed uses wind speed, wind direction, and DHT22 (temper-
ature and humidity) sensors sensingweather conditions. NodeMCU is used as central
processing unit and also uploads the weather details on IoT cloud. Thingspeak IoT
cloud is selected being free to some extent, graphical representation of uploaded
information for easy interpretation of weather trends and provided capability for
weather data analysis. The developed system is shown in Fig. 6. Figure 7 shows the
voltage and drawn current at full operation. NodeMCU is having one limitation that
it is equipped only with one ADC and the developed system uses dual channel serial
ADC MCP3202.

Result and discussion: The implemented IoT enabled weather station is tested for
about 10–12 days of continuous run. The system was able to upload the temperature,
humidity and wind speed data on clouds and is successfully monitored remotely.
Figure 8 shows the Thingspeak interface with the weather information uploaded by
developed IoT enable weather station.

The information is available which can be utilized for irrigation planning. With
suitable machine learning computational tools, with the available data, irrigation
demand can also be predicted.
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Table 1 Role of IoT, weather parameters, and weather forecasting in irrigation scheduling

Ref/year Title Description

[11]/2021 Challenges and opportunities in
precision irrigation decision support
systems for center pivots

The paper focuses on the major
challenges faced toward irrigation
planning in precision agriculture.
Different opportunities for the discussed
challenges are also mentioned and
discussed

[1]/2020 Exploring the adoption of precision
agriculture for irrigation in the context of
Agriculture 4.0: the key role of Internet
Things

The paper has highlighted about the little
research in agriculture and slower pace
of precision agriculture adoption.
Different factors involved in irrigation
planning are discussed along with the
importance of weather monitoring

[12]/2020 Advanced IoT-based smart irrigation The paper heighted that
evapotranspiration is the main irrigation
water consumption along with soil and
plant transpiration. For estimating
evapotranspiration, soil and plant
transpiration, gathering of local weather
conditions is important

[13]/2020 Daily evapotranspiration prediction
using boost regression model for
irrigation planning

Machine learning model is proposed to
predict evapotranspiration for irrigation
requirement. System uses weather data
along with soil condition to predict the
evapotranspiration and accordingly the
irrigation is planned

[14]/2019 Cost-effective smart irrigation controller
using automatic weather stations

The work proposes a real-time irrigation
control system based on local weather
conditions. Automatic weather stations
are used for gathering the local weather
conditions. Here, evapotranspiration and
soil moisture content are utilized for
irrigation planning

[15]/2019 A real-time fuzzy decision support
system for alfalfa irrigation

An irrigation decisive support system is
developed for irrigation management.
The proposed model takes soil and
weather condition as input for irrigation
planning

[16]/2018 Precision agriculture design methods
using a distributed computing
architecture on Internet of Things context

Various agricultural related facilities are
analyzed with farmers and growers to
outline the new facilities based on IoT.
Along with other parameters of precision
agriculture, irrigation planning is also
discussed

(continued)
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Table 1 (continued)

Ref/year Title Description

[17]/2016 Development and assessment of a
smartphone application for irrigation
scheduling in cotton

Mobile application is developed for
irrigation planning of cotton. Application
uses various data including data from
weather stations for estimating root zone
soil deficiency

Fig. 4 Weather parameters
for precision agriculture

Precision irrigation systems, supported by weather stations, so developed and
published in different literatures offer feasible and workable solution to efficient
utilization of irrigation water in agriculture. Apart from offering the advantages,
Agriculture 4.0 poses some challenges in front of researches, as shown in Fig. 9
[17].
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Table 2 Comparison of developed weather station with previous art

Ref/year Parameters Technologies Processing Data
visualization

Application Improvement
/advancement in
proposed system

[18]/2020 Temperature
Precipitation
Wind speed
Wind
direction

Wi-Fi
Fog
computing
Cloud
computing

NodeMCU Information
to different
devices

Urban area Standalone weather
station with IoT
Relative humidity
For
agrometeorological
application
Thingspeak IoT
cloud for data
storage and
visualization
Low cost

[19]/2020 Temperature
Humidity
Rain

LTE
Zigbee

Not
mentioned

HTML-based
web page

Smart
agriculture

Wind speed and
direction
Thingspeak IoT
cloud for data
storage and
visualization
NodeMCU as
processing board
Low cost

[2]/2018 Air pressure
Rain
Light
intensity
Humidity

Wi-Fi NodeMCU OLED
Thingspeak

Precision
agriculture

Wind speed and
direction
Weather station
with IoT
technology
Thingspeak IoT
cloud for data
storage and
visualization
No local display
for power
efficiency
Low cost

[3]/2019 Temperature
Humidity
Solar
radiation
Wind speed
and
direction

SD card
Wi-Fi

Arduino
Mega

Mobile
application

Agriculture NodeMCU as
processing board
Thingspeak IoT
cloud for data
storage and
visualization
Low cost
No local display
and storage media
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Table 3 Comparison of Arduino Uno and NodeMCU

Board Analog I/O Digital I/O Average
power (mW)

Cost ($) Best
Application

Source of
Information

Arduino Uno 6 14 0.734 3.7 Desktop
prototyping
and use with
Arduino
shields

https://maker.
pro/arduino/
tutorial/a-
comparison-
of-popular-
arduino-
boards

Node-MCU 1 16 0.7 2.31 Suitable for
Wi-Fi-based
applications

https://www.
elprocus.
com/an-ove
rview-of-ard
uino-nano-
board/

Fig. 5 Average power
consumption and cost of
NodeMCU and Arduino Uno

0 1 2 3 4

Average Power(mW)

Approx Cost ($)

Average power and Cost

NodeMCU v3 Arduino UNO

Fig. 6 Weather station
installed

https://maker.pro/arduino/tutorial/a-comparison-of-popular-arduino-boards
https://www.elprocus.com/an-overview-of-arduino-nano-board/
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Fig. 7 Voltage and current at full operation

Fig. 8 Thingspeak visualization of weather station data
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Fig. 9 Agriculture 4.0
challenges
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An Intelligent Weather Station Design
for Machine Learning in Precisions
Irrigation Scheduling
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Abstract Agriculture 4.0 has taken a big trend in society focusing on precision irri-
gation based on Internet of Things and machine learning techniques. Agriculture 4.0
is intended as the demand increases, due to the rise of population and climate changes.
So, focusing on precision water management, an innovative model is required to
provide better functionality. A weather station is set to collect precise data from the
atmosphere. The collected data, which is of paramount importance in crop water
demand and prediction, is transmitted over an Internet of Things (IoT) cloud server.
The received data from the weather station for local weather conditions is in ready
to use format by various machine learning algorithms to predict irrigation require-
ments. The system design provides a cost-effective solution to Agriculture 4.0 in
comparison with commercial weather stations.
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1 Introduction

Agriculture is the backbone of India which has major crops cultivated based on
seasons. The first and foremost part of growing and cultivating a plant is watering
the plants. Not considering the season’s water is a basic need of a plant. The efficient
supply of water based on the need of the plant is a problem that is addressed, and an
innovative solution based on IoT and ML is proposed. The agriculturist or a farmer
needs a sustainable change, and this precise water management plays a major role.
And speaking about majorly cultivated crop paddy, the water is the heart of the plant
which makes it live and farmers provide water in excess to stay on the safe side. The
management of water and automatic irrigation of water would help a farmer or an
agriculturist in a better way. The existence of solutions and the proposed solution
based on a critical review conducted is discussed.

Machine learning and IoT are the most advanced and proposed ideas in this
paper. Machine learning is a special way of teaching the system or machine to learn
things and make a wise decision later based on the learned data. The ML has a list
of algorithms and classifiers that work based on the situation and data. For better
efficiency of the system, one has to choose the appropriate algorithm and classifier.
There lies the ways in improving the model performance. The collection of data
and transmission of data are done through IoT technologies. Connecting the devices
through Internet and the communication is held over the Internet in most of the cases
in this new era. IoT has brought a great impact on society making people understand
the need for technology in different fields. The IoT and ML have combined today
in most of the fields in giving valuable and worthy solutions. The weather station
and data transmission system are done using IoT, and the prediction system is done
using ML in the proposed idea, which gives strength and value to the invention from
a technology point of view.

Comparative study of different weather stations based on the prerequisites of the
smart irrigation scheduling based on ML is elaborated. The irrigation scheduling
based on ML is the motive of the paper. The paper is intended to find the list of
parameters that an innovative irrigation system needs. The weather station is built
with the parameters, and the value is logged into the cloud platform (ThingSpeak).

1.1 Motivation of This Paper

The need for improvement in precise water management has forced the authors to
work on various technologies available to propose a uniquely effective solution.
Agriculture 4.0 motivates the researchers to propose different futuristic ideas based
on IoT andML to improve the sector as the need increases day by day. The IoT-based
weather station and ML-based prediction system to initiate an IoT-based irrigation
system would cause an effective change in implementation which is predicted, and
the work is carried out.
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2 Related Work

Pressure on agriculture will be increasing as a result of the continuous increase in
world population. Agriculture utilizes a technology called precision agriculture or
also termed digital agriculture. For the efficiently using the agriculture resources like
fertilizers, pesticides, andmost importantly irrigationwater.Nowmachine learning in
agriculture has provided opportunities for understanding the data-intensive processes
involved with the agricultural environment. Machine learning provided the machines
with the capability to learn. The paper provides the different areas of agriculture
which are benefitted from machine learning, as shown in Fig. 1. Figure 2 gives
the different ML algorithms used for water management in agriculture based on
parameters evapotranspiration and dew point temperature, as shown in Fig. 2. For

Fig. 1 Agricultural
application utilizing machine
learning

Fig. 2 Machine learning in
water management
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water management, the important weather parameters’ measures are temperature,
humidity, and wind conditions [1].

In [2], the application of machine learning algorithms used for water stress
determination is reviewed. Various methods for crop water stress measurement as
highlighted in the article are shown in Fig. 3.

Evapotranspiration is an important method to determine the demand for irrigation
or in irrigation planning. The article has also provided the importantmachine learning
algorithms which are employed in agriculture as shown in Fig. 4.

For estimating evapotranspiration, it is important to gather weather temperature,
humidity, andwind condition information. Aweather station is a setup used to collect
weather data and provides the information to the user. The classification of weather
stations present in various works of literature is provided in Tables 1 and 2.

Fig. 3 Crop water stress
measurement methods

Fig. 4 Different machine
learning algorithms for
agriculture
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Table 2 Machine learning algorithms applied to weather data

Ref/year Weather station measured parameters Machine learning technique for irrigation
scheduling

21/2020 Wind speed, wind direction,
temperature, rain, humidity, light

TCN

22/2020 Temperature, humidity, solar radiation,
wind speed

Boost regressing model

29/2020 Based on soil conditions VAR and RNN-LSTM

30/2019 Air temperature, humidity, wind speed,
precipitation, radiation

Fuzzy logic

3/2015 Temperature, humidity, wind velocity,
atmospheric pressure, rain

NEN and ANN

2.1 Study on Various Irrigation Models

The ignition system of irrigation is automated through IoT and the decision taken
using ML algorithms. The prediction is done using ML or a different process.
Different models are developed for irrigation scheduling by using weather stations
and machine learning algorithms. The weather station models developed in different
researches/works of literature are discussed in Table 2. Most of the researches/works
of literature have considered evapotranspiration prediction using machine learning
for irrigation scheduling.

The system is designed to be low-cost, forwhich free IoT cloud server ThingSpeak
has been selected for data storage and visualization. Figure 5 provides the developed
weather station block diagram.

Fig. 5 Block diagram of developed weather station
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3 Result and Discussion

The system so developed is tested, and the data is monitored for more than a
month in November–December, 2020. Figure 6 shows the installed weather station
for measuring weather conditions, and measured weather conditions’ ThingSpeak
visualization is shown in Fig. 7.

The weather station developed is a cost-effective system for efficient utilization of
agricultural irrigationwater. Alongwith the irrigationwater efficient utilization, agri-
cultural yield quality and quantity can also be increased through predictive irrigation
by applying the machine learning algorithms to the provided weather information.

Fig. 6 Weather station

Fig. 7 ThingSpeak data visualization interface
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Table 3 Cost comparison of commercial weather stations

S. No Weather station
product

Cost/unit Make IoT feature Source

1 Automatic weather
station for
industrial:
ATM1136

70,000 Advance Tech India
Private Limited

No https://www.indiam
art.com/proddetail/
automatic-weather-
station-124775
72848.html

2 V Tech ultrasonic
weather station for
agriculture:
VT-UWS01

120,000 V TECH No https://www.indiam
art.com/proddetail/
ultrasoni-weather-
station-190544
03862.html

3 Portable weather
station:
110-WS-18

325,000 Auro Electronics
Private Limited

No https://www.indiam
art.com/proddetail/
portable-weather-
station-453929
6991.html

4 Automatic weather
station, usage:
industrial:
RK900-01

143,000 Infinity Enterprise
Private Limited

No https://www.indiam
art.com/proddetail/
automatic-weather-
station-182441
23933.html

5 Automatic weather
station for official

500,000 Nevco Engineer
Private Limited

No https://www.indiam
art.com/proddetail/
automatic-weather-
station-135132
26588.html

The system developed is much cost effective (less than 50% of the commercially
available weather stations without IoT) with IoT technology in comparison with
most of the commercially available weather station. The commercially available
weather station lacks in IoT technology. They either uses local display or GSM for
data visualization and transmission that too at heavy cost addition. Table 3 provides
the cost comparison (in INR) of different commercially available weather stations.
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exceptional support of my supervisor. This research was partially supported by Lovely Professional
University, Phagwara, Punjab, India.

https://www.indiamart.com/proddetail/automatic-weather-station-12477572848.html
https://www.indiamart.com/proddetail/ultrasoni-weather-station-19054403862.html
https://www.indiamart.com/proddetail/portable-weather-station-4539296991.html
https://www.indiamart.com/proddetail/automatic-weather-station-18244123933.html
https://www.indiamart.com/proddetail/automatic-weather-station-13513226588.html


60 D. K. Singh and R. Sobti

References

1. Liakos KG, Busato P,Moshou D, Pearson S, Bochtis D (2018)Machine learning in agriculture:
a review. Sensors 18(8):2674

2. Virnodkar SS, Pachghare VK, Patil VC, Jha SK (2020) Remote sensing and machine learning
for crop water stress determination in various crops: a critical review. Precision Agric
21(5):1121–1155

3. Mestre G, Ruano A, Duarte H, Silva S, Khosravani H, Pesteh S, Ferreira PM, Horta R (2015)
An intelligent weather station. Sensors 15(12):31005–31022

4. Lorite IJ, Ramírez-Cuesta JM, Cruz-Blanco M, Santos C (2015) Using weather forecast data
for irrigation scheduling under semi-arid conditions. Irrig Sci 33(6):411–427

5. Citterio M, Van AD, Ahlstrøm AP, Andersen ML, Andersen SB, Box JE, Charalampidis C,
Colgan WT, Fausto RS, Nielsen S, Veicherts M (2015) Automatic weather stations for basic
and applied glaciological research. Geol Surv Den Greenl Bull 69–72

6. Moore GWK, Cristofanelli P, Bonasoni P, Verza GP, Semple JL (2017) Automatic weather
station observations of the April 2014 Mount Everest avalanche. Arct Antarct Alp Res
49(2):321–330

7. Smeets PC, KuipersMunneke P, Van As D, van den BroekeMR, BootW, Oerlemans H, Snellen
H, Reijmer CH, van de Wal RS (2018) The K-transect in west Greenland: automatic weather
station data (1993–2016). Arct Antarct Alp Res 50(1):S100002

8. Sarkar I, Pal B, Datta A, Roy S (2020) Wi-Fi-based portable weather station for monitoring
temperature, relative humidity, pressure, precipitation, wind speed, and direction. In: Infor-
mation and communication technology for sustainable development. Springer, Singapore, pp
399–404

9. Jianyun C, Yunfan S, Chunyan L (2017) Research on application of automatic weather station
based on Internet of Things. In: Proceedings of IOP conference series: earth and environmental
science, vol 104, no 1. IOP Publishing, Bristol, p 012015

10. Ferrández-Pastor FJ,García-Chamizo JM,Nieto-HidalgoM,Mora-Martínez J (2018) Precision
agriculture design method using a distributed computing architecture on internet of things
context. Sensors 18(6):1731

11. Marwa C, Othman SB, Sakli H (2020) IoT based low-cost weather station and monitoring
system for smart agriculture. In: Proceedings of 2020 20th international conference on sciences
and techniques of automatic control and computer engineering (STA). IEEE, pp 349–354

12. Chebbi W, Benjemaa M, Kamoun A, Jabloun M, Sahli A (2011) Development of a WSN
integrated weather station node for an irrigation alert program under Tunisian conditions. In:
Proceedings of eighth international multi-conference on systems, signals and devices. IEEE,
pp 1–6

13. Hema N, Kant K (2019) Cost-effective smart irrigation controller using automatic weather
stations. Int J Hydrol Sci Technol 9(1):1–27

14. Kapoor P, Barbhuiya FA (2019) Cloud basedweather station using IoT devices. In: Proceedings
of TENCON 2019–2019 IEEE Region 10 conference (TENCON). IEEE, pp 2357–2362

15. Kodali RK, Sahu A (2016) An IoT based weather information prototype using WeMos. In:
Proceedings of 2016 2nd international conference on contemporary computing and informatics
(IC3I). IEEE, pp 612–616

16. Kodali RK, Mandal S (2016) IoT based weather station. In: Proceedings of 2016 interna-
tional conference on control, instrumentation, communication and computational technologies
(ICCICCT). IEEE, pp 680–683

17. El-magrousAA, Sternhagen JD,HatfieldG,QiaoQ (2019) Internet of things basedweather-soil
sensor station for precision agriculture. In: Proceedings of 2019 IEEE international conference
on electro information technology (EIT). IEEE, pp 92–97

18. Bienvenido-Huertas D, Rubio-Bellido C, Pérez-Ordóñez JL, Martínez-Abella F (2019)
Estimating adaptive setpoint temperatures using weather stations. Energies 12(7):1197



An Intelligent Weather Station Design … 61

19. FouratiMA,ChebbiW,KamounA (2014)Development of aweb-basedweather station for irri-
gation scheduling. In: Proceedings of 2014 third IEEE international colloquium in information
science and technology (CIST). IEEE, pp 37–42

20. Vellidis G, Liakos V, Andreis JH, Perry CD, Porter WM, Barnes EM, Morgan KT, Fraisse C,
Migliaccio KW (2016) Development and assessment of a smartphone application for irrigation
scheduling in cotton. Comput Electron Agric 127:249–259

21. Hewage P, Behera A, Trovati M, Pereira E, Ghahremani M, Palmieri F, Liu Y (2020) Temporal
convolutional neural (TCN) network for an effective weather forecasting using time-series data
from the local weather station. Soft Comput 24(21):16453–16482

22. Ponraj AS, Vigneswaran T (2019) Daily evapotranspiration prediction using gradient boost
regression model for irrigation planning. J Supercomput 1–13

23. Zhang J, Guan K, Peng B, Jiang C, Zhou W, Yang Y, Pan M, Franz TE, Heeren DM, Rudnick
DR, Abimbola O (2021) Challenges and opportunities in precision irrigation decision-support
systems for center pivots. Environ Res Lett

24. Li M, Sui R, Meng Y, Yan H (2019) A real-time fuzzy decision support system for alfalfa
irrigation. Comput Electron Agric 163:104870

25. Prasad AS, Umamahesh NV, Viswanath GK (2011) Optimal irrigation planning model for an
existing storage based irrigation system in India. Irrig Drain Syst 25(1):19–38

26. Monteleone S, Moraes EAD, De Faria BT, Aquino Junior PT, Maia RF, Neto AT, Toscano A
(2020) Exploring the adoption of precision agriculture for irrigation in the context of agriculture
4.0: the key role of internet of things. Sensors 20(24):7091

27. Togneri R, Kamienski C, Dantas R, Prati R, Toscano A, Soininen JP, Conic TS (2019)
Advancing IoT-based smart irrigation. IEEE Internet Things Mag 2(4):20–25

28. Buchholz M, Musshoff O (2014) The role of weather derivatives and portfolio effects in
agricultural water management. Agric Water Manag 146:34–44



Accelerating Polynomial-Based Image
Secret Sharing Using Hadoop

Sonali Patil, Roshani Raut, Chaitrali Sorte, and Gauri Jha

Abstract Polynomial-based secret sharing techniques are most preferred in many
applications. Image secret sharing techniques based on polynomial functions become
computationally heavy if image size is large. Sequential operations are not that effec-
tive for construction and reconstruction algorithms on large size images. Parallel
computing works efficiently when load and time reduction on a single machine
is required. The concurrent execution of polynomial operations on image pixel
values while applying steps of construction of shares and reconstruction of the secret
makes the scheme more efficient. Hadoop-based concurrent approach is proposed
for polynomial-based image secret sharing scheme. The experimental results show
that Hadoop-based cluster speeds up the process up to 18% by one slave and up to
14% by adding two slave nodes. The addition in number of slave nodes accelerates
the performance up to 50% for very large size images in the polynomial-based secret
sharing algorithms.

Keywords Secret sharing · Image processing · Parallel computing · Hadoop ·
HDFS

1 Introduction

A polynomial-based secret sharing scheme is first time proposed by Shamir [1] in
1979. Later, Thein and Lin [2] put forward image secret sharing based on Shamir’s
[1] polynomial-based secret sharing on image pixel values. The approach reduces
size of the image shares generated in construction phase, and also the generated
secret image is of good quality (same as the original image). The wide ranges of
applications are possible using extended capabilities [3] in secret sharing schemes.
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A polynomial-based image secret sharing algorithms are highly secure but compu-
tationally heavy due to the requirement of polynomial operation on each pixel value.
In large size of images, construction and reconstruction step computation is done
on pixel-by-pixel for complete image. This is computationally meticulous as the
database size to be processed is comparatively large. This results into large compu-
tational complexities of construction and reconstruction algorithms. In real life,
these approaches need acceleration of processing of algorithms for use. The parallel
advancements of image-based algorithms are suggested by few researchers [4, 5].

The Hadoop File System (HDFS) [6, 7] is implemented using distributed file
system design. Hadoop File System is fault tolerant and can be implemented with
minimal cost. It is able to accumulate the huge amount of data and also can provide
access to that data at ease. Hadoop enables interface to HDFS through a command
interface. It also provides streaming access to file systemdata. The clusters are formed
by the integral servers, Name Node and Data Node [8, 9].

2 Related Work

2.1 Thein and Lin’s Secret Sharing [2]

Thein and Lin [2] used polynomial-based Shamir secret sharing [1] for image
threshold secret sharing. The secret image pixel values are used as coefficients to
construct as polynomial used for constructing share images. The share image pixel
values are used for reconstruction of the secret image using Lagrange’s interpolation.
This is very effective secret sharingmethod to distribute confidential images secretly.
For very large size of images, it becomes inefficient due computationally heavy load.

2.2 Efficient Image Secret Sharing Using Parallel Processing
for Row-Wise Encoding and Decoding [4]

Amultithreading approach is implemented in [4] where it is observed that the concur-
rent approach is very effective and efficient to apply practically. In every algorithm,
the multithreading logic needs to be implemented to achieve parallelism. The author
demonstrated the use of parallel processing for efficient secret construction and
reconstruction algorithms. The parallel approach is implemented using Unix plat-
form. The more efficient parallel platforms can enhance the performance of image
secret sharing methods.
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2.3 Hadoop and HDFS [6–8]

Hadoop is basically an open-source framework which focuses on computations of
distributed storage. Hadoop processesmassive data on commodity hardware. A dedi-
cated file system called Hadoop Distributed File System (HDFS) stores big data and
supports distributed tasks estimations in Hadoop clusters. The conception of HDFS
is implemented using Java. The Hadoop services may be characterized in terms of
components such as storage component and processing component. Here, the HDFS
works as storage component, whereas MapReduce works as processing component.

TheHDFSgrants dependable data storage. It also trailsMaster–Slave architecture.
The Name Node is the master node. It only contains the metadata. The Name Node
protects and maintains incoming data. The maintained information, i.e., metadata, is
required for data retrieval as the data is distributed over numerous nodes. Data Node
behaves as a slave node. It stores the actual data in the HDFS and interconnects with
the files which are stored in that particular node along with the Name Node. The
slave node is efficient enough to create new blocks of data along with manipulating
and removing the blocks. It can also replicate the blocks if Name Node requires it to
be done [9].

2.4 Hadoop-HDFS-Map Reduce [10]

The parallel processing of large amount of data is modeled through MapReduce.
The main advantages are in effective storing of large images and effective accessing
of large size images. Also, filtering of images and processing of images become
effective.

2.5 Hadoop Image Processing Interface

A traditional Hadoop MapReduce program strives in presenting input image and
output image data in a convenient format. The image library, “Hadoop Image
Processing Interface” (HIPI) is built to be exercised with Apache Hadoop. HIPI
is a solution to store a huge compilation of images on the dedicated file system of
Hadoop. It also makes them available for effective distributed processing with few
parallel programming components like MapReduce. A HIPI Image Bundle (HIB) is
a collection of images characterized as a single file on HDFS.
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3 Proposed Method

The proposed method is implemented for two steps—Formation of image shares
from secret images and reformation of original secret from shares. The below section
elaborates construction and reconstruction method of images for polynomial image
secret sharing using Hadoop.

3.1 Image Secret Sharing

Construction and Reconstruction of Master–Slave Approach using Hadoop

The proposed parallel approach is based on master–slave model, as shown in Fig. 1
on Hadoop to achieve the parallel computation. It is implemented on one master and
multiple slaves. The used approach is shown below.

As shown in Fig. 1, the intermediate results are produced using input records func-
tional with Mapper. Reducer aggregates these generated results. The local summa-
tion is executed by combiners. The shuffling of intermediate data with reducer is
performed by partitions.

Fig. 1 HDFS framework
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3.2 Construction of Shares

Figure 2 indicates construction of shares on Hadoop framework which consist of
single Name Node (Master Node) and two Data Nodes (Slave Node). The Name
Node distributes partition datasets to Data Nodes. The Data Nodes will compute
polynomial computations of their respective pixel values of secret image.

The detailed illustration formation of shares of secret image using polynomial
method is shown in Fig. 2.

Master node

i. Master will split the image row-wise into k-number of blocks (partitions) of
fixed size.

ii. Master will transfer each partition to respective slaves.
iii. Each partition will contain parameters with row and column numbers.

Slave node

i. Each slavewill apply Thein andLin’smethod on every rowof received partition
to construct a (k − 1) degree polynomial.

ii. Polynomials must be computed for each participant, starting from 1…n.
iii. No slaves will quit until the task is finished.
iv. All the computed values will be sent to master node.

Master node

i. Master node will collect all the values from all slaves and will create shares.
ii. These shares will be distributed to all the participants.

Fig. 2 Construction of shares
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Fig. 3 Reconstruction of original secret

3.3 Reconstruction of Original Secret from Shares

Figure 3 indicates reconstruction of original secret onHadoop frameworkwith single
Name Node (Master) and two Data Nodes (Slave).

Master node

i. k-shares will be given as input to master node collected from interested
participants.

ii. Master node will decide k-partitions for slaves.
iii. Each partition will be passed containing parameters with row and column

numbers of all shares.
iv. The partitions will be distributed to all the slaves.

Slave node

i. Each slave will choose first pixel from every share which is chosen.
ii. Every single slave will utilize Lagrange’s interpolation formula to create an

equation from k-selected pixel values of k-shares.
iii. Entire coefficient of derived equations will be used as pixel values for resultant

image.
iv. Each slave will imitate the steps (ii) and (iii) for each and every specified row.

Master node

i. Master node will collect all the pixel values from all slaves and will present the
reconstructed secret image.

The proposed method is implemented in HDFS with varying the number of slave
nodes which results in better performance as compared to the traditional approach.
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4 Result and Analysis

The proposed approach is implemented using Apache Hadoop on one master node
and multiple slave nodes. The secret image of Leena, Baboon, Barbara, and Pepper
of size 512 × 512 pixel are used from standard image dataset.

Tables 1 and 2 show the experimental results obtained with both approaches.
The readings are observed for sequential approach (standalone machine) and using
Hadoop cluster having one slave and Hadoop cluster having two slaves.

As it is observed from Table 1, the Hadoop cluster speeds up the process as
we increase the number of slaves in the system for processing of large images as
compared to sequential method.

The construction time is more as compared to reconstruction time as the number
of shares, from which original image is to be generated are less than the shares needs
to be created in the construction phase.

5 Conclusion

It is observed that the time required by the system on a Hadoop-based distributed
platform is much less than that is required on a standalone machine for sequen-
tial approach. Compared to standalone machine, time requirement of system with
one slave is 18% and the same with two slaves is 14%. This demonstrates

Table 1 Time comparison
table for construction using
sequential verses Hadoop
approach

Secret image Required time

Standalone
machine (in s)

Single slave
machine (in s)

Two-slave
machine (in s)

Lena 1.012 0.182 0.142

Baboon 0.984 0.177 0.138

Barbara 0.962 0.173 0.135

Pepper 0.912 0.164 0.128

Average 0.9675 0.174 0.135

Table 2 Time comparison
table for reconstruction using
sequential verses Hadoop
approach

Secret image Required time

Standalone
machine (in s)

Single slave
machine (in s)

Two-slave
machine (in s)

Lena 0.0683 0.0122 0.010

Baboon 0.0652 0.0117 0.0091

Barbara 0.0644 0.0115 0.0089

Pepper 0.0612 0.0110 0.00854

Average 0.0647 0.0116 0.0091
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that on increasing number of slaves, the system will be more efficient and will
construct/reconstruct in even less time, thus reducing load on single machine. Also
for image of smaller sizes, sequential approach is proved to be better but as the size
of image goes on increasing, time efficiency is observed. Hadoop accelerated the
construction and reconstruction time for bigger images, for which computations are
extra compared to smaller images by distributing the task to various slaves.
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A Computational Model for Detection
of Lung Diseases Due to Forkhead
Transcription Factors

Shruti Jain

Abstract Machine learning refers to the process of programming the machine in
such a way that it performs tasks with initial coding or programming, and eventu-
ally learns through pattern recognition and makes decisions and conclusions on its
own. The purpose of this study is to investigate the capability of various machine
learning algorithms in predicting obstructive and restrictive disease which was clas-
sified using the artificial neural network (NN) technique that is due to deficiency of
FOXO protein. Forkhead transcription factors of the O class (FOXO) deficiency lead
to increased susceptibility to air space enlargement, or chronic obstructive pulmonary
disease (COPD). COPD is an inflammatory lung syndrome that is characterized by
the limitation of expiratory airflow that deteriorates over time. This research paper
proposes a computational model for the detection of different lung diseases using
ANN. The data preprocessing techniques and statistical analysis are applied to the
raw data before developing a model. Different features were extracted which were
selected using Principal Component Analysis (PCA). Accuracy is evaluated as the
performance metric of the model developed using ANN consisting of multiple layer
perceptron (MLP) and radial basis function (RBF). MLP outperforms the result as
96.5% of accuracy is achieved using MLP with zero error while RBF results in more
training, testing, and validation error. The results indicate that the proposed model
can be used as a tool in predicting different lung diseases and could be an effective
method for decision makers.

Keywords Lung diseases · Artificial neural network · FOXO protein · Graphical
analysis · Correlation
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1 Introduction

Indian diet is high in carbs, and the lack of knowledge also adds to it. They fail tomeet
even the minimum requirement mostly because the vegetarian population is more
than any other country [1]. Protein requires more energy to digest and is the key to
losing weight. Protein is the building block of the human body, it is present in every
cell in nature, and thus, proteins have multiple physiological functions including
synthetic, regulatory, protective functions, etc. Also, it plays an essential role in all
body tissues. Proteins are essential tomuscle and tendon repair. On the contrary, there
is a very common disease of the excess of carbohydrates called insulin resistance
which has multiple symptoms that are generally grouped called metabolic syndrome.
The body’s ability to absorb protein and break down decreases with age, and also
the protein requirements are different for different individuals based on their age,
weight, and height [2, 3]. As the body cannot absorb protein in its original form, so
it is very important to include protein with a carbohydrate source, acidic foods, and
Vitamin B6 rich foods which improve bioavailability. The body is dependent on a
daily supply of dietary proteins for its essential amino acids requirement. The RDA
for protein for adult Indians is 1 g/kg desirable body weight. Protein deficiency may
also occur because of diseases such as liver disease, mal-absorption diseases, and
kidney diseases. Malnutrition is the cause of protein deficiency [4, 5]. The blood
protein level drops, synthesis of enzymes for digestion of food, carrier proteins, etc.,
are also reduced. This in turn affects the digestion and absorption function which
may slowly lead to the development of multiple nutrient deficiencies. FKHR protein
deficiency leads to many diseases; one of them is a lung disease.

The forkhead transcription factor (FKHR) family is categorized by a forkhead
domain [6, 7] and by a winged-helix DNA binding motif [8, 9]. FOXO1, FOXO3,
FOXO4, and FOXO6 are the members of forkhead transcription factors of the O
class (FOXOs). FOXO has important roles in cellular proliferation, metabolism,
stress apoptosis, and resistance [10, 11]. FOXO1 and FOXO3 are uttered in all
tissues; FOXO4 is highly expressed in colorectal tissue, muscle, and kidney, while
FOXO6 is mainly articulated in the liver and brain [12, 13]. The activity of FOXOs
is tightly regulated by posttranslational modification, including acetylation, phos-
phorylation, and ubiquitylation. FOXO3 is a member of the FOXO transcription
factor subfamily that regulates the expression of target genes not only through DNA
binding as a transcription factor but also through protein–protein interaction [14,
15]. FOXO3 deficiency guides to airspace enlargement, increased susceptibility to
cigarette smoke-induced inflammation, and chronic obstructive pulmonary disease
(COPD). The COPD patient is/was a heavy smoker [16, 17]. Typically, COPD
consists of two components: 1) chronic bronchitis and 2) emphysema. The chronic
bronchitis component is reversible to a certain extent if the patient stops smoking
early enough. The emphysema component destroyed lungs and is not reversible [18,
19]. COPD is now occurring in nonsmokers who live in areas plagued by severe
air pollution. It also occurs in cultures where poorly ventilated cooking is done via
indoor fires. Interestingly, there are smokers whose COPD presents as almost pure
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chronic bronchitis or pure emphysema, the former can get dramatically better if they
quit smoking, while the latter cannot expect improvement [20, 21]. For the majority
of people with COPD, symptoms such as shortness of breath with mild exertion may
not occur until they are living off their reserve lung capacity. Such patients have near
end-stage disease, but may not realize it until it is too late.

Mutations in PTEN lead to an activation of phosphatidylinositol 3-kinase (PI3K)
pathway and results in the loss of the FOXO family of FKHR. FOXOdeficiency leads
to increased susceptibility to air space enlargement and COPD. COPD is an inflam-
matory lung syndrome that is exemplified by the restriction of expiratory airflow
that deteriorates over time. To detect the different lung diseases (obstructive and
restrictive disease), this paper proposes a computational model that extracts different
attributes, selection of attributes followed by a machine learning technique using
ANN [22, 23]. The novelty of the paper lies in the detection of lung diseases that
occurs due to deficiency of FOXO protein using ANN. ANN is networks of several
processors or neurons working together, and every neuron has a few amounts of local
memory. These neurons are small units and linked by numeric data (weights). This
model exceeds other statistic models because of its robustness and ease of usage. The
important advantage forANN is the constraints on the local operation that overwhelm
by other learning processes.

This paper comprises: Sect. 2 explains the methodology for detection of different
lung diseases, Sect. 3 explains results and discussion followed by a conclusion and
future work.

2 Proposed Methodology

Millions of people are suffering from lung diseases. Mainly infections, smoking, and
genetics are more responsible for lung diseases. Lung diseases affecting the blood
vessels, pleura, chest wall, airways, etc., give respiration problem and infections. It
can be diagnosed by variousmethods likeX-ray, CT scan, and echocardiogramwhich
is used to visualize the heart. If find abnormal pressure in the heart, a pulmonary
test, or lung tissues analysis is done. Lung disease refers to many disorders such
as infections, asthma, COPD, lung cancer, tuberculosis, and pneumonia. This also
consists distinctive between various lung conditions, like obstructive lung disease and
restrictive lung disease. Obstructive lung diseases obstruct the flow of air out of the
lungs. In other words, these genres of diseases cause a problem with the exhalation
phase of the breathing cycle. The lung tissue loses its recoiling capabilities and thus
finds it difficult to push air out during exhalation. “Air trapping” occurs, and the lungs
appear like over-inflated balloons like asthma, emphysema, chronic bronchitis, etc.
Restrictive lung diseases are quite the opposite. This type of disorder restricts the flow
of air into the lungs. So, the problem is with the inhalation phase of the breathing
cycle. The lung tissue develops scars. The scarring makes the lung unyielding to
the incoming air. The total lung capacity reduces, and the lungs appear as rigid,
under-inflated balloons. Any disease can cause the deposition of fibrous tissue in
the lungs. Fibrous tissue forms scars, tuberculosis, pneumonitis, acute respiratory
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Fig. 1 Computational model for detection of different lung diseases

distress syndrome, etc. In this paper, the author has proposed a machine learning
model for the detection of obstructive and restrictive lung diseases due to deficiency
of FOXO protein [24–26]. The data is preprocessed by normality and scaling of data.
Later, different attributes were extracted and selected which were classified using
artificial neural network. (ANN) using multilayer perceptron (MLP) and radial basis
function (RBF) as shown in Fig. 1.

Data cleaning is an important step for data preprocessing. Without data, machine
learning is nothing.More useful datamorewill be the accuracy. Themore the number
of features, the more the chances of overfitting or the model becomes complex.
Sometimes, misleading data (always noise) can lead to bad accuracy in predictive
models. Different features were extracted [27, 28] which were selected using feature
selection. The purpose of feature selection is to find the features that have a greater
impact on the outcome of the predictive model while dimensionality reduction is
about reducing the features without losing much genuine information and improve
the performance [29]. Dimensionality reduction can be achieved by feature selec-
tion. Linear dimensionality reduction and nonlinear dimensionality reduction are two
types of dimensionality reduction techniques. Principal component analysis (PCA),
factor analysis, and linear discriminant analysis form linear techniques, while multi-
dimensional scaling, isometric feature mapping, locally linear embedding, and spec-
tral embedding form nonlinear techniques. Algorithm 1 shows the steps of feature
selection.

Algorithm 1: Feature selection

1. Import all features of the dataset
2. Select the best subset
3. Apply algorithm like Backward Elimination, Forward Selection, Pearson Correlation,
Recursive feature Elimination, Genetic Algorithm, Lasso, Simulated Annealing, Dalex

In this paper, the authors have used PCA for the selection of the best features.
PCA is a dimension reduction technique used for a large number of variables, out of
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which some are correlated. To reduce cost complexity and computational time, PCA
is used to transform original variables into the linear combination of variables. The
selected features were classified using ANN. Activation functions are very crucial
for an ANN in learning and making sense of something complicated. ANN uses
nonlinear properties of the network, in ANN, conversion of the input signal of a
node to an output signal took place. The output signal function as an input to the
next layer. In ANN, products of input (x) and weight (w) are summed, and activation
function is applied to get the output of that layer which further serves as input to
another layer [30, 31].

3 Results and Discussion

Obstructive lung disease involves the blockage of the lung air passages (airways)
by constriction or endogenous matter lodging in the airway lumen and generating
inflammation and scarring, as well as the complete collapse of the lungs as in obstruc-
tive atelectasis and the invasion of the air sacs by foreign particles that generate
inflammation or endogenous fluid such as mucus and endogenous solid matter or the
degeneration in the integrity of the alveolar epithelium due to hyperplasia or scar-
ring that prevents gaseous exchange. Air may not succeed to reach the alveoli, and
this may result in suffocation or asphyxiation or it reaches but fails to go across the
lung epithelium (in, for oxygen and out, for carbon dioxide). Restrictive lung disease
is not a single disease but represents a kind of physiologic abnormality observed in
multiple diseases of the lung or even neuromuscular breathing apparatus. It can range
from various kinds of inflammatory/scarring lung diseases to respiratory difficulties
inflating the chest because ofmuscleweakness or severe abnormalities of the thoracic
spine. The treatment varies depending on the specific disease. It may also be caused
by an incident out of the lungs (extrapulmonary or extrinsic) such as pleural effusion,
breathing muscle paralysis, scoliosis, or be of lung parenchymal origin (intrinsic)
that restricts lung expansion. Obesity, diaphragmatic hernia, and ascites can cause
restrictive lung disease. Pneumoconiosis due to inhalation of dust particles such as in
asbestosis is a common intrinsic cause. Other intrinsic causes are acute respiratory
distress syndrome (ARDS) which leads to pneumonitis, eosinophilic pneumonia,
and sarcoidosis. Usually, in all cases, some fibrosis makes the lungs stiff(er). The
lung volume declines, and there is increased work of breathing with concomitant
inadequacy in ventilation and/or oxygenation resulting in shortness of breath.

Before classification, the normality test has been performed that aims to test
whether residual or confounding variables have a normal distribution and is known
as t and F tests assuming the residual value follows a normal distribution. Graph
analysis and statistical tests are twoways to detect whether the residuals are normally
distributed or not. In this paper, Kolmogorov–Smirnov (K–S) test, P–P plot, and box
whisker plot are used and are shown in Fig. 2. Residuals are normally distributed if
they have a significant value >0.05.
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Fig. 2 K–S plot, P–P plot, and box whisker plot with different features

After graphical analysis, correlation analysis is done which is a statistical method
used to measure the closeness of the relationship between two variables without
paying attention to the variables that are influenced or the variables that affect it and
how much influence a variable has on other variables. Table 1 shows the correlation
matrix for FKHR protein. Table gives means, standard deviation, p-value, t-value,
r(X, Y ), and coefficient of determination (r2).

Different features were extracted which were selected using PCA as a feature
selection technique. PCA involves extracting linear composites of observed variables.
The selected features are classified usingMLP and RBF. However, a neural network,
alongwith learning amodel for classification can select automatically useful features.
Neural networks take in vectors or matrices (arrays) and perform either classification
or function approximation (regression). Fundamentally, these two tasks are the same.
In either case, training data is required. Image classification is the task of extracting
information classes from a multiband image. It is the task that extracts information
as classes from the image. In the classification method, data points into a certain
class or category are classified. In other words, machine learning model training
samples are labeled data points/observations with a label of the class belong to, and
the ML model learns the association between features/independent variables and
the target/response variable. In unsupervised (learning) classification (also known as
clustering), training data does not have the class/category labels, and therefore, the
model is trying to find/detect trends or clusters in the data (segment/cluster similar
data points together). For verification, the authors use the available data and train
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Table 1 Correlation matrix for FKHR protein

Mean Std. Dv r(X, Y ) r2 t p

0-0-0 122.495 34.693

FKHR 0.506 0.021 0.282 0.079 5.072 0.000

5-0-0 214.208 14.940

FKHR 0.506 0.021 −0.814 0.663 −24.201 0.000

100-0-0 211.869 134.682

FKHR 0.506 0.021 −0.157 0.025 −2.749 0.006

0-100-0 261.221 19.292

FKHR 0.506 0.021 0.670 0.449 15.592 0.000

5-0-0.2 175.225 26.416

FKHR 0.506 0.021 −0.939 0.882 −47.292 0.000

100-100-0 251.197 39.727

FKHR 0.506 0.021 −0.007 0.000 −0.127 0.899

0-0-500 224.113 17.230

FKHR 0.506 0.021 −0.038 0.001 −0.658 0.511

0.2-0-1 110.625 70.104

FKHR 0.506 0.021 −0.713 0.508 −17.557 0.000

5-0-5 198.285 61.889

FKHR 0.506 0.021 0.143 0.020 2.497 0.013

100-0-500 187.033 75.681

FKHR 0.506 0.021 −0.661 0.437 −15.209 0.000

existing data to predict the available target. Depending on the size of data, 70–30
ratio is used. Generally, the distribution of the data also affects the performance of
the classification model. So to make the performance independent of distribution,
cross-validation is performed where the data in k-folds is distributed and test the
performance over each fold. A cross-validation set is a third dataset next to the
training and test set. It is used to pick the best values for certain parameters like
lambda (when using regularization). Using the test set, train the model multiple
times using different values for lambda and pick the value which has the highest
accuracy on the cross-validation set. Table 2 gives the performance parameters in
terms of training perfection, testing perfection, validation perfection, training error,
testing error, and validation error using MLP and RBF. SOS is used as an error
function.

In the table, MLP (12) signifies 12 hidden layers and RBF (25) signifies 25 hidden
layers. In this paper, a type of ANN called “multilayer perceptron” is used, and
due to comparison, both types of networks with various number neurons hidden
layer and various activation function are set by STATISTICA toolbox. MLP shows
better results than radial basic function ANN. The best results are obtained using
MLP as 96.5% with zero errors, while RBF results in more training, testing, and
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validation error. MLP uses the sigmoid activation function and dot product between
input and weights. The training is done using the backpropagation technique. RBF
uses Gaussian activation function and Euclidean distance between input and weights
which makes neurons more sensitive.

4 Conclusion

In this paper, researchers proposed a computational model for the detection of
obstructive and restrictive lung disease. Different features were extracted which
were selected using PCA and classified using the machine learning technique. A
total of 96.5% accuracy has been observed using MLP, while the training, testing,
and validation error is more in the case of RBF. The results using MLP outperform
the result of RBF. MLP-ANN is not self-organizing model; therefore, a number of
the nodes in each layer and number of the hidden layers is investigated via the user.
When specifying the number of neurons in the hidden layer of the network, it could
notice that if more nodes the hidden layer contains the more complex will be. Also,
the larger the number of nodes in a neural network models the robust the model is;
this means the increase in the ability of the network to figure out complex relation-
ships between the input and the target variables. The main point for future work is
introducing more input parameters that have not been investigated due to the lack
of such information and the selecting optimum hyperparameters still needed to be
achieving via enhancing the artificial intelligence model with further advanced meta-
heuristic optimization algorithms which may provide a sufficiently good solution to
an optimization problem.
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A Compact Planar Inverted F Antenna
for 5G Applications in Biomedical
Applications

Debarpita and Nikhil Marriwala

Abstract The aim of this paper is to structure a compact size Planar Inverted F
Antenna (PIFA) for 5G applications in biomedical applications. The scale of the
antenna is kept as small as possible; here, we have considered 18 × 15 × 2.7 mm
and operating frequency of 11.2 GHz. The antenna designed here is probably going
to own its applications in wireless communication system. The antenna designed
in this project is structured in such a way that it is covering a good wide range of
frequency from 10.2 to 12.3 GHz. The radiating patch of the designed antenna is
having circular edge on both side of its patch to produce circular polarization. The
antenna designed even has partial ground with slot which increases gain, reduces
return loss, improves bandwidth, and offers improved VSWR. In this work various
parameters like return loss, VSWR, gain, and radiation pattern are also discussed
together with comparison of previous work.

Keywords Partial ground · Slot · PIFA · Circular edge · 5G · Return loss ·
VSWR · Radiation pattern

1 Introduction

The need for portable antenna in modern days are increasing gradually because the
size of mobile phone is reducing day by day normal antennas have gotten replaced
by PIFA due to its mini size and wide bandwidth [1–5].

Thewireless communication is emerging nowadays, and frequencies below6GHz
have gotten fully occupied due to which the requirement of 5G becomes it improve
the speed ofworkingwithin the hustle lifetime of today’s generation. Everyonewants
everything to be done at a one tip; thus, 5G comes to save us [6, 7]. 5G works for
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frequency below and above 6 GHz for wireless applications [8]. Many works are
still occurring for 5G devices; earlier many antennas are proposed already [9–11].
During this project, I have got tried to structure a compact antenna with improved
bandwidth and reduce return loss. Planar Inverted F Antenna (PIFA) is basically
one of the varieties of microstrip patch antenna. To boost performance of microstrip
patch antenna, shorting pins at various locations are employed. It is nowadays widely
being employed in mobile phone industry [3]. By doing shorting of pins underneath,
advantages are obtained:

• Size is reduced
• Multi-frequency resonance
• Gain improvement
• Desired radiation pattern [3, 5, 11, 12]. During this project, the proposed antenna

have a bandwidth of 2.1 GHz and have circular edge with lumped port. And also
slot is introduced to boost up gain and reduce return loss as introduction of slot
has underneath benefits [13]:

• Obtain broad impedance
• Stability of the radiation patterns
• Improved VSWR [2].

In this paper, partial ground is taken into consideration, which enhanced
bandwidth, also improved gain, and helped in reduction of return loss [7].

Also truncated radiating patch is employed to produce circular polarization which
provides constant electromagnetic field in all told direction [14].

The PIFA has reduced SAR rate (specific absorption rate) which makes it suitable
to be used for biomedical applications as wearable device [5]. This 5G antenna
can work as wearable device as it is using dielectric constant material, and it will
be beneficial for telehealth where technology meeting healthcare sector for remote
sensing as in current scenario people are often restricted to move from one place to
another, so this kind of wearable device with 5G speed can help the chronically ill
patients and doctors to keep track of those patients without any mobility and with
faster speed [15].

The antenna is simulated and designed using the software named HFSS.

2 Antenna Design

The proposed antenna have partial ground plane of dimension 15× 15mm. Substrate
used here is Rogers Duroid 5889 (Er = 2.2), and resonating frequency is 11.2 GHz.
Height of the substrate is kept 0.8 mm. Radiating patch having width is 2.46 mm
and length 7 mm with circular edge (truncation). (Circle radius is kept 1.54 mm
to provide circular edge.) Feed line for exciting the antenna using lumped port has
dimension of 2.7 × 3.5 mm. Shorting pin is kept close to the feed line as 50 ohm
impedance is provided and has length and width of 2.7 and 2 mm, respectively. In
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Fig. 1 Side view of antenna
in HFSS

Table 1 Designing
parameters of desired antenna

Parameter Value (mm)

Lg 15

Wg 15

Ls 18

Ws 15

Wp 2.46

Lp 7

Lf 2.7

Wf 3.5

Wshort 2

Lshort 2.7

Lslot 1

Wslot 1

H 0.8

this paper, slot is additionally introduced to boost gain and reduce return loss. Slot
dimension is (1 × 1) mm (Fig. 1).

Table 1 gives the dimension of the proposed antenna.
Figure 2 shows the feeding technique used for the proposed antenna. In this

structure lumped port is used for exciting the antenna.
Figure 3 shows the ground plane structure with slot having dimension 1× 1 mm,

and material used for ground plane is copper which employs infinite conductivity.

3 Simulation Result

The desired antenna is designed using HFSS. The result is simulated keeping oper-
ating frequency as 11.2 GHz and certain important parameters like return loss which
describes power loss by the antenna, VSWR shows how effectively antenna is
working, gain, and radiation pattern as it is used as wearable device having %G
characteristics it must be omnidirectional and safe for human body.
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Fig. 2 Structure of feed line
in HFSS

Fig. 3 Ground plane
structure

3.1 Return Loss

S11 parameters are checked to observe antenna return loss, as lumped port method
is used to excite the antenna,−10 dB is considered as base value for mobile commu-
nication. The proposed antenna is showing resonating frequency at 11.2 GHz having
return loss of −24.7593 dB (with slot) and −21.7299 dB (without slot) and wider
bandwidth of (10.2–12.3 GHz) 2.1 GHz after simulation. The simulation result is
shown below in Fig. 4a, b.

3.2 Vswr

We know that for any antenna VSWR must not exceed 3; ideally, it should be 1.
In this paper, the proposed antenna shows VSWR (with slot) of 1.0055 and VSWR
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Fig. 4 a Return loss (S11) (with slot), b Return loss (S11) (without slot)

(without slot) of 1.42 which is close to 1 and is obtained at 11.2 GHz. The simulation
result is shown below in Fig. 5a, b.

3.3 Gain Pattern

Efficiency of any antenna is determined by its gain parameter, and in proposed
antenna design, gain of 5.0423 dB with slot and without slot 4.8404 dB is obtained
well for Planar Inverted F Antenna (PIFA). The simulation result is shown in
Fig. 6a, b.
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Fig. 5 a VSWR (with slot), b VSWR (without slot)

Fig. 6 a Gain (with slot), b Gain (without slot)
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Fig. 7 a Radiation pattern (with slot), b Radiation pattern (without slot)

3.4 Radiation Pattern

The radiation pattern achieved shows that it is omnidirectional, has good radiation
pattern of 2.1 GHz good for 5G applications, and has high-speed transmission. The
simulation result is shown in Fig. 7a, b.

4 Comparison Table

This comparison is done in order to increase the bandwidth for our required purpose
as form the previous work done the bandwidth is of 1.8 GHz which is improved in
this project by employing partial ground and slot having bandwidth 2.1 GHz much
greater and improvised version of previous one alongwith high gain and return loss is
close to−30 dB which means less power loss during transmission. This comparison
is given in Table 2.

In Table 3, the comparison of my proposed work is done on the basis of providing
slot.

5 Conclusion

In this work, a compact edge fed Planar Inverted F Antenna has been proposed. The
antenna resonates at 11.2 GHz with a return loss of −24.7593 dB which is often
utilized in future 5G wireless devices and for healthcare devices too. The designed
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Table 2 Comparison of my work with previous work [5]

Parameter My proposed work Previous researched work (without slot and
partial ground)

Substrate dielectric constant 2.2 2.2

Substrate height 0.8 0.8

Dimension of ground plane 15 × 15 (mm) 18 × 10 (mm)

Dimension of substrate 18 × 15 (mm) 18 × 10 (mm)

Feed height 2.7 mm 3.5 mm

Shorting pin width 2 mm 2 mm

Bandwidth 2.1 GHz 1.8 GHz

VSWR 1.005 2.31

Gain 5.0423 dB 4.27 dB

Return loss −24.7593 dB −17.62 dB

Resonating frequency 11.2 GHz 10.61 GHz

Table 3 Comparison of my
work with and without slot

Parameter My proposed work My proposed work
(without slot)

Substrate dielectric
constant

2.2 2.2

Substrate height 0.8 0.8

Dimension of
ground plane

15 × 15 (mm) 15 × 15 (mm)

Dimension of
substrate

18 × 15 (mm) 18 × 15 (mm)

Feed height 2.7 mm 2.7 mm

Shorting pin width 2 mm 2 mm

Bandwidth 2.1 GHz 2.1 GHz

VSWR 1.005 1.42

Gain 5.0423 dB 4.8404 dB

Return loss −24.7593 dB −21.7299 dB

Resonating
frequency

GHz 11.2 GHz

antenna shows good radiation pattern and good gain of 5.0423 dB. The structure of
the antenna is extremely compact, i.e., 18 × 15 × 2.7 mm, and can be easily placed
in the housing of the wireless devices [5].
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AI-Powered Semantic Segmentation
and Fluid Volume Calculation of Lung
CT Images in COVID-19 Patients

Kokka Paramban Sabeerali , T. S. Saleena , P. Muhamed Ilyas,
and Neha Mohan

Abstract COVID-19 pandemic is a deadly disease spreading very fast. People with
the confronted immune system are susceptible to many health conditions. A highly
significant condition is pneumonia, which is found to be the cause of death in the
majority of patients. The main purpose of this study is to find the volume of GGO
and consolidation of a COVID-19 patient, so that the physicians can prioritize the
patients. Here, we used transfer learning techniques for segmentation of lung CTs
with the latest libraries and techniques which reduces training time and increases the
accuracy of the AI Model. This system is trained with DeepLabV3 + network archi-
tecture andmodel ResNet50with ImageNetweights.We used different augmentation
techniques like Gaussian noise, horizontal shift, color variation, etc., to get to the
result. Intersection over Union (IoU) is used as the performance metrics. The IoU
of lung masks is predicted as 99.78% and that of infected masks is as 89.01%. Our
work effectively measures the volume of infected region by calculating the volume
of infected and lung mask region of the patients.
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1 Introduction

The corona virus disease 2019 (COVID-19) is an ongoing pandemic, gripping the
world over and affecting millions of people ever since the first outbreak in December
2019 at Wuhan, China. It is an infectious disease caused by the novel RNA virus
SARS-CoV-2 (severe acute respiratory syndrome coronavirus-2) mainlymanifesting
as respiratory illness of varying severity. Though the disease can be asymptomatic in
healthy individuals, it can cause significant morbidity in others, especially in elderly
patients and those with other co-morbidities where it can even be fatal.

As per WHO statistics, globally, there have been 11,36,95,296 confirmed cases
of COVID-19 till March 1, 2021, including 25,26,007 deaths [1]. The rapid spread
of COVID-19 to global level pandemic created the urgent need for a reliable and
efficient way of diagnosing patients. Even though a positive RT-PCR test is required
for definitive diagnosis of COVID-19, CT chest has a potential role in diagnosis,
detection of complications, and most importantly prognostication of the disease.
The presence and extent of abnormality in the lungs on CT is based on the stage
and severity of the disease, and the most common abnormal findings are bilateral
peripheral ground-glass opacity and/ or consolidation with predilection for lower
lobes of lungs [2]. Ground glass opacity and consolidation are areas of increased
attenuation/ density in lungs on CT and represent infected/ inflamed lungs in patients
with COVID-19 pneumonia. Detecting these findings and assessing the severity of
the involvement of lungs will help triage patients properly, so that the worst affected
ones are quickly identified and addressed, leading to better patient care and treatment.

Usually, radiologists qualitatively evaluate the extent of lung volume infected
in CT and issue reports. Manual CT image segmentation takes time and may have
different hurdles like variation in shapes of ROI, difficulty in edge detection of ROI,
clarity of image, noise inbuilt in the medical imaging devices, etc. [3]. Also, the
ratio of the number of radiologists available to report to the number of CT images
to be read is very much on the lower side. And as the number of patients increases
exponentially, it further becomes a herculean task, affecting workflow. A fast auto-
contouring computerized tool to accurately quantify the infection lung regions in
COVID-19 infectionwill be a boon in this testing time and is a need of the hour. Sowe
come up with a method to help radiologists in which a computer system can segment
the lung CTs and quantify infected lung volumes, so that healthcare providers can
prioritize patients who need critical care and can make the right treatment decisions.
This will be done based on the severity of the disease which can be categorized using
this system.

Chen [4] The semantic segmentation using fully convolutional neural networks
may end up with fuzzy object boundaries and low-resolution images as it causes
loss of information due to convolution and pooling. This has been overtaken by the
DeepLab series that uses Atrous Spatial Pyramid Pooling. Among them, DeepLabV3
version onward, the required features are extracted from the pretrained networks like
VGG, ResNet, DenseNet, etc. The proposed system uses ResNet50 as the backbone
network along with DeepLabV3 + which is an extended version of DeepLabV3 [5].
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The percentage of infected regions can be calculated from the total lung area.

Percentage of the infected portion =
(volume of infection mask/volume of total lung mask) ∗ 100

This system can be used in collaboration with the CT scanner and set a threshold
value, so that patients can be prioritized based on that value. The radiologist will be
notified of this value and such patients will be treated with more care and attention
and others will be discharged. This helps to utilize the hospital resources efficiently.

2 Related Works

Ali et al. [6] narrates the findings that a radiologist should identify from lung CT
images in the case of COVID-19. The key infection indicators are ground-glass
opacity (GGO) and consolidation. Feng Shi et al. [7] made a sail on different AI
techniques that applied in X-ray and CT of COVID-19 patients, and they made a
consolidation about AI-empowered contactless medical image acquisition work-
flows, segmentation, diagnosis, and follow-up studies. In all these cases, U-Net
architecture is predominant. The laboratory tests, especially the RT-PCR test, are
now considered as the gold standard for the diagnosis of COVID-19. But still, it
may be inadequate in some situations. Ophir Gozes et al. [8] developed an AI-based
automated CT image analysis tool that classifies the COVID-affected patients using
thoracic CT and tracks the disease burden. The work showed 98.2% sensitivity and
92.2% specificity on datasets of Chinese control and infected patients. Shuai Wang
et al. [9] used inception migration-learning model to set a deep learning model. The
performance metrics of accuracy, specificity, and sensitivity of internal validation
are 82.9%, 80.5%, and 84%, respectively, whereas the same of external testing is
73.1, 67, and 74% [10]. The DeepLab has been introduced by Liang-Chieh Chen
et al. which was the state-of-the-art network in the competition of semantic image
segmentation task using PASCAL VOC-2012. Its mIOU value has been measured
as 79.7% [5]. A novel model DeepLabV3 + which is the extension of DeepLabV3
has been introduced by Liang-Chieh Chen in which DeepLabV3 acts as the encoder
module and an additional decoder module to refine the segmentation process. This
architecture along with ResNet101 and Xception as network backbone is used in
which the Xception model results the best test set performance of 89%.
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3 Methods

3.1 Data Preparation

Images have been downloaded from the site radiopedia.org and coronacases.org.
This work has been implemented using the pytorch library. The Med2image library
converts each slice of Nifti image and its mask into a corresponding.png file with
the same dimension without any loss of data. The system used 512 X 512 X 3 and
512 X 512 images and masks, respectively. Preprocessing is not explicitly giving for
this network, as it makes use of the same of the pretrained model. Each pretrained
model will have its preprocessing steps. We just have to input the model name and its
corresponding weight obtained from ImageNet, which will give preprocessed data
as output.

The whole dataset has been divided into three sets: training set—1789 images
and correspondingmasks (82%), validation set—207(10%); testing set—176 images
(8%).

3.2 Data Augmentation

Ter-Sarkisov [11] As the deep neural networks heavily rely on big data for better
performance and medical image analysis has no access to the same, data augmenta-
tion is an inevitable factor in such cases. The augmentation using keras will change
the pixel value of the image. But the semantic segmentation highly relies on the pixel,
and it should not be changed during augmentation. In such cases, Albumentation
is the right choice. In this system, the training data has been augmented using this
library. Even though the library provides more than 70 augmentations, this system
used horizontal flip, shift scale rotate, random crop, additiveGaussian noise, perspec-
tive, CLAHE, random brightness, sharpen, blur, motion blur, random contrast, and
hue saturation (Fig. 1).

3.3 Semantic Segmentation

Segmentation is a process inwhich it not only identifieswhether the disease present or
not, but also contours the areawhich is affected by the disease. It helps in the localiza-
tion of disease and quantization of the volume of disease, whereas semantic segmen-
tation aims at the pixel-wise labeling of the image using the corresponding category
to which it belongs [5, 12, 13]. Each pixel of the image is checking whether it belongs
to fluid content or not. The segmentation task can be performed without explicitly
coding with the help of segmentation models that provide preconfigured models and
backbones. This backbone refers to any pretrained classificationmodelwithout dense
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Fig. 1 Different augmentations done on a single CT image (left) and its masks at right

layer, which is used for feature extraction to build the model. Figure 2 depicts the
workflow of the system that uses DeepLabV3 + architecture with ResNet50 as the
feature provider.

DeepLabV3+ architecture:Wang et al. [14] DeepLabV3 + is the latest and the
most effective architecture in the DeepLab series which is the invention of Google.
The Atrous Spatial Pyramid Pooling or ASPP and the encoder–decoder architecture
make this version capable of outperforming all other similar kinds. This makes it
possible to create the output image of same size as the input image, as here occurs the
pixel to pixel mapping in semantic segmentation [5]. This combination is leading to
semantic image segmentation tasks [10]. ASPP enables the object and image context

Fig. 2 Segmentation model using DeepLabV3 + and ResNet50 as backbone is finding the volume
of affected part in lung CT
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Fig. 3 Architecture of DeepLabV3 +

segmentation in multiple scales [15]. The encoder–decoder architecture consists of
a contracting path that extracts the required features and an expanding path that will
localize the affected region. Liang-Chieh Chen et al. [10] depicts the above-described
features of DeepLabV3 + through Fig. 3.

ResNet50 as feature extractor pre-trained network:ResNet50 is used here as a
network backbone for feature extraction. ResNet is one of the powerful classification
networks that proved its excellence in the ILSVRC 2015 classification challenge. It
is pretrained on the ImageNet dataset. So we can load the predefined weights of
the model, freeze the encoder part as it is, and need to begin with the decoder part
only while training [16]. It has 48 convolution layer, 1 max-pooling, and 1 average
pooling layer [17]. The figure shows the residual block of the deep residual network
(Figs. 4 and 5).

4 Discussion

This study demonstrates that how accurately the GGO and consolidation in CT scan
images has been segmented using DeepLabV3 + with the model of ResNet50. The
Nifti images of original CT scan, lung mask, and infection mask have been losslessly
converted to .png images and after augmentation and preprocessing they are fed into
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Fig. 4 Residual function block of ResNet

Fig. 5 CT image (from left), ground truthmask (middle), and predictedmask (output of the system)
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theDeepLabV3+ architecturewithmodelResNet50which using ImageNetweights.
The trained model is saved, and testing and validation is performed based on that
model.

The accuracy is not a good metric in the case of semantic segmentation, because
in some cases the entire background may be matching, but the mask area may not
be matching very well. So among the several performance metrics to evaluate the
efficiency of the model, the Intersection over Union or IoU is used in this scenario
[17]. It compares the predicted segmentedmaskwith the corresponding ground truth.
The IoU of lungmask is predicted as 99.78%, and IoU of infectedmask is as 89.01%.
The percentage of infected region is calculated from the total lung area. The volume
of total lung and that of segmented mask is measured separately further part done
using the equation,

Percentage of the infected portion =
(volume of infection mask/volume of total lung mask) ∗ 100

5 Conclusion

This study proves that deep learning is an effective tool to help radiologists in
segmenting and volume finding of GGO and consolidation in COVID-19 patients.
This can reduce the inter-observer variability and subjectivity of the radiologist. This
will also greatly reduce their workload and reporting time. This system can prioritize
the patients based on the volume of infection which can ensure that medical care can
be given to those who are really in need.
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WSN Based Health Monitoring System
for COVID-19 Patients

Shaurya Sinha, Dheerika Pandey, and Garima Mahendru

Abstract The entire humankind is combating the COVID-19 pandemic since the
onset of 2020. The increase in the cases has triggered an alarming situation all over
the world. Doctors and hospital staff are working overtime in the COVID wards by
putting their lives at risk. As the health line workers are in immediate contact with
the patients, it causes a high risk of spreading the infection among them. To avoid
immediate contact of the medical personnel with the patients, the work presented in
this paper aims at devising wireless sensor network (WSN)-based COVID-19 patient
health monitoring system, which is enabled with IoT and is useful in evaluating the
patients, keeping a check on their vital/ health status without coming in contact with
them, and eventually creating a feasible method of sending information related to the
health of patients to the health staff. The doctors/nurses can keep an eye on the health
stats and keep a check on the overall condition of the patients. In case hospital beds
are not available, this system can also be used when the patient is home quarantined.
The health personnel can take necessary action according to the parameters through
mobile phone/desktop. The medical personnel may check these parameters through
mobile phone or desktop andmay take necessary action accordingly. Thus, the health
monitoring system proposed in this paper helpsmonitor the data of patients remotely,
and this decreases the need for contact between the health line workers and patients.
This further lessens the possibility of infecting them.
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1 Introduction

Since the very initial stage of corona virus disease 2019 (COVID-19), the cases have
only surged. A lot of research regarding the diagnosis of COVID through artificial
intelligence using different cough samples has been accomplished [1]. The virus is
deadly and causes severe health problems as its after effect. It is difficult to lessen
the spread as the symptoms are unable to be tracked on time and report. Despite the
testing and trials of vaccination, the count of cases to decrease to a single digit will
take some time. Hence, for areas which fall under containment zone and where the
infection is spreading at a faster rate, therefore monitoring the patients remotely is
advisable. Going by the advancements in technology, the WSN based patient health
monitoring system fits correctly in this scenario [2]. These health monitoring models
are widely used in the healthcare sector [3]. Health monitoring systems with IoT
provide remote monitoring and early diagnosis [4]. One of the benefit would be to
secure the load of being quarantined in the hospital (Fig. 1). And the patient can save
himself from the hassle of going to the doctor and wait in a queue [5].

Despite continuous efforts from the medical personnel, it gets difficult to keep a
track as the number of patients keeps on increasing every day. Thus, the solution of
remote patient monitoring can be used. Remote patient monitoring also comes with
many benefits like the patient can stay at their homes, while the health line workers
can keep a check from distant location [6]. In the situation, this system comes as
a first-hand solution to control its spread [7]. Real-time wireless health monitoring
finds its applications in monitoring various kinds of health issues and diseases such
as measuring blood pressure, body temperature [8], and cardiovascular diseases [9].

The objective of this paper is to design and implement the patient health moni-
toring system for the people struggling with COVID-19. It has sensors that will keep

Fig. 1 Proposed system
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track of the vital stats, thereby reducing the cost of visiting the doctor [10]. The
nodes empower the network which is acquired over a wide area and process it which
is further transmitted to ESP32. In case, the parameters fall out of the range described
the buzzer rings. One main parameter to keep a check on the person’s health is the
heart rate of the patient [11, 12]. The common symptoms of COVID-19 include low
oxygen level, high temperature, and high heart rate, and in some cases, the patient
may lose balance. WSN (a self-configured) is wireless network responsible for gath-
ering, processing, and distributing data to the sink where data is gathered in the
database storage center. This database storage center acts as a medium among the
network and the users [13, 14]

Recent literature survey and advancements in innovation have made it simpler to
gather information anywhere, be it in the home, industry, and across urban communi-
ties [15, 16]. As this information is gathered and deciphered, the information would
now be easily accessible. These steps are making what is known as the Internet
of Things (IoT), the Internet of Everything, it is used to be known as Machine to
Machine (M2M) correspondence [17]. Earlier GSMmodules and Bluetooth devices
were being incorporated to monitor the patient’s health status. The current circum-
stance is advancing quickly with the making of low power WSNs [18]. Presently,
the gathered information can be given to individuals who need it. Systems for health
monitoring based on IOT are effectively put to use for various diseases [19–24].

2 Methodology

2.1 Proposed System

The main goal is to design and implement a wireless sensor network-based patient
health tracking device for COVID-19 positive patients. Sensors are placed on the
patient’s body (arm/chest) suffering from COVID-19 or any other communicable
disease to sense heart rate, oxygen level, and core body temperature of the virus
contained patient and of the environment. Two sensors are placed on the arm to
analyze heart rate and vibrations, and for fall detection. Along with four sensors, an
emergency button is provided for notifying the health staff. The sensors are further
interfaced to a control unit that calculates the values; the data is eventually then
transmitted to the cloud server. The data can then be accessed by the medical staff
or doctor at any other distant location. Therefore, based on the parameters (heart
rate value, oxygen level, body and room temperature, the electrical activity of heart
contraction and fall detection vibration), the doctor can analyze the virus-contained
patient and therefore suitable measures could be taken.
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2.2 Sensor

• Pulse oximeter measures the value of heart rate of a person along with oxygen
level. The oxygen level is measured by sending the infrared light into capillaries
in the finger, earlobe, or toe and detects the amount of light reflected off the gases.
Pulses are digitally detected by the microcontroller to give the suitable outcome,
explained with the formula:

Beats per minute = 60 ∗ f, where f is the pulse frequency

• Temperature sensor is connected to themicrocontroller via analog pin and through
which the signal is transformed in digital value using ADC. This digital data
gets converted into the actual temperature value in degree Fahrenheit using the
equation:

Temperature (F) = [temperature value ∗ 9 / 5 + 32]
• Electrocardiogram (ECG) sensor is used to determine the electrical waves of the

heart to diagnose different heart conditions.
• Knock sensor measures the fall detection of any patient due to breathlessness.

The sensor gives the value “0” when no fall is detected and gives the value “1”
when the falling of a person is detected.

• Emergency Button allows the patient to notify the doctor or the medical staff
incase he/she feels unwell.

2.3 Protocol Used

I2C communication inter-integrated circuit is a serial communication protocol,
transmitting data bit by bit through a primary wire. As the data packets are to be
transmitted after a particular duration, clock signal shared among the master as well
as the slave is considered for synchronization of output of bits to sampling of bits.

Wi-Fi -the microcontroller implements Wi-Fi Direct specification and TCP/IP
full 802.11 b/g/n/e/i WLAN MAC protocol. When used in station (client) mode,
the processor can communicate with most Wi-Fi routers for easy access. Wi-Fi
Direct is easier to setup, has high data transfer speed, and has advanced system
interconnections.

Experimental Setup.

Temperature sensor, ECG, pulse oximeter sensors, knock sensor, and emergency
button are monitored and displayed on the screen. The values are stored on cloud
database. Range of heart rate is determined as in Table 1. The real-time value curve
for heart rate in Fig. 2 is as given:
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Table 1 Range for heart rate Heart rate State

60BPM–100BPM Normal

<60BPM Low

>100BPM High

Fig. 2 Real-time curve for
heart rate

Normal =
{
1 (Healthy), 60BPM <= x <= 100BPM

0(Unhealthy), x > 100BPM and x < 60BPM

}

Low =
{
1 (Healthy), x > 60BPM

0 (Unhealthy), x < 60BPM

}

High =
{
1 (Healthy), x < 100BPM

0 (Unhealthy), x > 100BPM

}

For oxygen level of the patient, different range is considered and recorded as in
Table 2. The real-time value curve for oxygen level in Fig. 3 is as given:

Normal =
{
1 (Healthy), 95% <= x <= 100%

0(Unhealthy), x > 100% and x < 95%

}

Low =
{
1 (Healthy), x > 95%

0 (Unhealthy), x < 95%

}

Table 2 Range for oxygen
level

Oxygen level State

95–100% Normal

<95% Low

>100% High
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Fig. 3 Real-time curve for
oxygen level

High =
{
1 (Healthy), x < 100%

0 (Unhealthy), x > 100%

}

Similarly, to determine body temperature, different range of body and room
temperature values is also considered as in Table 3. The real-time value curve for
body and room temperature in Figs. 4 and 5 is as given:

Normal =
{
1 (Healthy), 97◦F <= x <= 99◦F
0(Unhealthy), x > 99◦F and x < 97◦F

}

Table 3 Range for body
temperature

Body temperature State

97–99°F Normal

<97°F Low

>99°F High

Fig. 4 Real-time curve for
body temp
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Fig. 5 Real-time curve for
room temp

Table 4 Condition for fall
detection

Fall detection State

No fall detected 0

Patient fall detected 1

Low =
{
1 (Healthy), x > 97◦F
0 (Unhealthy), x < 97◦F

}

High =
{
1 (Healthy), x < 99◦F
0 (Unhealthy), x > 99◦F

}

For fall detection, the range lies between “0” and “1,” which determines the falling
of the patient. Value “0” states that no fall is detected and value “1” states that patient
fall is detected as in Table 4. The real-time value curve for fall detection in Fig. 6 is
as given:

Fig. 6 Real-time curve for
fall detection



110 S. Sinha et al.

Fig. 7 Real-time curve for
ECG-1

Healthy = {0, No fall detected
Unhealthy = {1, Patient fall detected

For electrocardiogram (ECG), values are determined by the electrical activity of
the patient’s heart at rest via electrical leads. Information like rhythm, heart rate, etc.,
are assessed, and P wave, QRS complex, and T waves are analyzed to detect any
abnormality.

Analyzing the different range values for all parameters, the outcome for patient’s
health status is diagnosed in Figs. 7 and 8which is as follows: Healthy, unwell, urgent
checkup, low fever, and high fever as given in Tables 5 and 6.

Fig. 8 Real-time curve for
ECG-2

Table 5 Rules for analyzing health status

Heart rate Oxygen level Body and room temperature

Low Normal High

Low Low Urgent checkup Unwell Urgent checkup

Normal Normal Low fever Healthy High fever

High High Urgent checkup Unwell Urgent checkup

Table 6 Rules for analyzing
health status

Fall detection (State) Outcome

Patient fall detected Urgent checkup

No fall detected Healthy
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The analysis of the COVID-19 positive patient’s health status for all vital param-
eters can be summarized by considering the cases from Tables 5 and 6, and their
health status can be determined by the doctor/medical staff. Cases are as follows:

1. If the output for heart rate/oxygen level alongwith patient temperature is (Low&
Low) or (Low & High) or (High & Low) or (High & High), then the patient
requires immediate medical attention.

2. If the output for heart rate/oxygen level alongwith patient temperature is (Low&
Normal) or (High & Normal), then routine checkup is required.

3. If the output for heart rate/oxygen level and body temperature is (Normal &
Low) or (Normal & High), then the patient is having low or high fever.

4. If the output for heart rate/oxygen level and body temperature is (Normal &
Normal), then the patient is healthy.

5. If the patient fall is detected due to breathlessness, then an urgent medical
checkup is required; otherwise, no fall is detected and the patient is healthy.

3 Result and Discussion

The pulse oximeter sensor, along with body temperature sensor, knock sensor (fall
detection), ECG module, and emergency button is interfaced with the microcon-
troller. The complete prototype model can be seen in Figs. 9 and 10 where calculated
data is displayed on the screen and visible to the doctor/medical staff observing the
patient.

The readings measured are transferred to cloud center where the data is stored
and accessed by the authorized user. The recorded data is displayed on the screen
and the application as shown in Fig. 11.

The output from Fig. 11 signifies that there was some delay initially for the data
received, but eventually it got stable just after few minutes, and an approximate real-
time reading of heart rate = 72.83 bpm and oxygen level = 98% is observed for
both parameters of sensor.

The output fromFig. 12 signifies that therewas some delay initially, but eventually

Fig. 9 System
prototype—internal structure
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Fig. 10 System prototype

Fig. 11 Output on monitor for pulse oximeter

it got stable just after fewminutes, and an approximate real-time reading of ambient
temperature= 89F and object temperature= 98F is recorded for both parameters
of the sensor.

From Fig. 13, reading was noted from the knock sensor which signifies the falling
detection of any patient due to breathlessness. It is observed that the sensor gives
the value “0” when no fall is detected and gives the value “1” when the falling of
a person is detected. The vital parameters of the patient displayed on (Internet of
Things) IoT application are shown below in Fig. 14.
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Fig. 12 Output on monitor for body and room temp

Fig. 13 Output on monitor for fall detection

4 Conclusion and Future Scope

To avoid coming directly in contact with the patients during the situation of the
COVID-19 pandemic, a wireless sensor network (WSN)-based COVID-19 patient
healthmonitoring systemhas been designed in this paper. Therefore, creating a health
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Fig. 14 Sensor value displayed on IoT application

monitoring system which transmits real-time data of the patients from a particular
location to a targeted point contributes to the reduction in cases.

The existing WSN based health status monitoring systems majorly comprises
of specific sensors which are required for a particular use. Some basic additional
implementations has been done including reduction in the size of the hardware,
addition of sensors, implementation of low power wireless networks, and making
the model wearable.
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Sentimental Analysis of Tweets During
COVID-19 Pandemic: BERT Algorithm
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Abstract As the coronavirus (COVID-19) grows its impact from China, expanding
its catchment into surrounding regions and other countries, increased national and
international measures are being taken to contain the outbreak. This perspective
paper is written to capture and analyze the various mental state health issues being
perceived via emotional analysis of Twitter data during the COVID-19 virus outbreak
from a single nation further spread of to the whole world. A data-driven approach
with higher accuracy as here can be very useful for a proactive response from the
government and citizens. In the proposed work, tweets during the COVID situation
have been collected and their sentiments are explored using BERT (Bidirectional
Encoder Representation from Transformer) algorithm. BERT is the algorithm that
takes text as input, and the trained basis on the epochs (number of passes performed).
The performance parameters are computed such as accuracy, precision, recall, and F-
measure. Further, the proposed approach is compared with other existing algorithms
such as Naïve Bayes (NB), support vector machine (SVM), and logistic regression
(LR). The performance measures indicate that the BERT algorithm outperforms
all other existing algorithms with an accuracy of 86.7% as compared to 67.3%,
63.4%, and 61.2%withNaïveBayes, support vectormachine, and logistic regression,
respectively. The government and othermedical health agencies can use the outcomes
of this paper for implementing and taking preventativemeasures tomaintain the good
mental and physical health of medical staff.
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1 Introduction

The health officials are the most prone to any devastating circumstance like a
pandemic outbreak as a large number of patients are to be treated in a limited capacity
with time constraints as well [7]. The effect of the pandemic not only causes phys-
ical pain and sufferings to the normal people of every society, but it has a huge
mental impact on the persons who are held answerable for their cure and remedies
during any highly evolving bad or even worse situations related to the health of homo
sapiens [5]. The doctors, nurses, and even higher authority health officials, all have
a huge responsibility on their shoulders to save people from the chaos and limit the
worst outcomes of any pandemic like the COVID-19 virus. Every human is affected
whether directly or indirectly during the sickness effective on a global level as shown
in Fig. 1.

The state of mind of a normal person gets troubled and utterly disturbed when so
much suffering is seenwith their naked eyes. Such pain and remorse emotions are key
factors in demotivating the person who is going to find a proper remedy to cure the
suffering of their breed. The emotion of hope and faith gets lost somewhere during
bad times that are affecting the whole world altogether [8]. Further, outcomes can
be new ways of treatment and state-of-the-art new methods to be used to minimize
the effects like localizing the spread as much as possible by quarantining affected
citizens under proper surveillance.

People nowadays, express most of their emotions by sharing their views on social
media Web sites like Facebook, Twitter, and other popular social media platforms
by writing or even sharing images with captions along with them [15]. The popular
trends are mentioned using a hashtag, through which the current hot topics can be
tagged and further views are shared [11]. Tracking the emotions and sentiments of
people during a pandemic will have mixed feelings of expressions due to widespread
effects as in the whole world confirmed cases shown in Fig. 2.

In this paper, the focus is given on public opinion analysis via tweet data collected
from tweepyAPI [2] in the English language to capture the various emotions and feel-
ings expressed and then limiting the exploration toward the health-related text data.
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Fig. 1 Total cases in India during this pandemic [20]
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Fig. 2 Geospatial analysis of confirmed corona cases [3]

For performing this task, Twitter [9] is preferred because it is a famous social media
platform having a plethora of information to be tapped and analyzed to preprocess
as well as refine to gain the inside knowledge from the tweets. The tweets generally
convey individual perspectives or feelings toward the subject referenced in the tweets.
Sentimental analysis using natural language processing is one of the techniques that
help to extract the feeling of the user in any situation [4]. Twitter provides an easier
platform to retrieve user perspectives and feelings [18].

The objective of the research is to crawl through the various bundle of diverse
sentiments articulated using Twitter, a social media platform. The crawled data is
further refined and tokenized for accuracy in capturing the opinions and views of the
people regarding health all over the world. Tweets with various health synonymous
hashtags along with text data are used to analyze the psychological condition of
various health officials.

Exploratory data analysis (EDA) is performed on tweets to check the performance
of the model. It has achieved 82.3% accuracy. EDA is used to see the structure of
the dataset collected. This step helps to expose patterns and relationships between
the data. For further analyzing the data, natural language processing (NLP) and
BERT methods are used, which brings out the resourceful information regarding
peak levels of sentiments during the pandemic. Most of the authors have preferred
machine learning methods to achieve high accuracy while analyzing the text data.
Pang and Lee [17] have performed emotion classification using machine learning
methods for the analysis of tweets. Besides applying machine learning strategies,
natural language processing methods have been introduced. NLP helps to resolve
uncertainty and add valuable information in the text. BERT is one of the best NLP
techniques. BERT was designed by Google [19], which is a Fortune Five Hundred
company. BERT is a trained model that works based on a transformer encoder.
BERT set new state-of-the-art performance on various sentence classification and
sentence–pair regression tasks. BERT uses cross-encoder [21].
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This study will help the users, developers, researchers, academicians, and other
stakeholders to comprehend aswell as gain knowledge about the insights of the varied
emotions running in the minds of the people around the globe. This further will help
to get the state of mind of medical staff and other persons in any bad situation like
pandemic, so that better measures can be taken beforehand.

In the rest of the paper, Sect. 2 places the work in the context of related work
in this domain. Section 3 describes the research methodology. Section 3 discusses
the methods, and a model for evaluating the popular tweets related to health are
collected and used as part of the method process. Section 4 presents a discussion on
the findings. We conclude the paper with some ideas for future work in Sect. 5.

2 Related Work

Much research interest has been directed toward sentiment analysis, particularly the
challenges encountered in detecting word sentiment. The advent of technology has
dramatically influenced human lives and their communities.

Sujatha et al. [21] have introduced a forecasting model to predict the COVID
cases in India using the multilayer perceptron (MLP) method using the WEKA and
Orange tools onCOVID-19Kaggle data and shown that theirmachine learningmodel
is giving better results than their counterparts, that is, Linear Regression (LR) and
vector auto-regression (VAR) methods. Mittal [13] researcher analyzes the current
trend of COVID-19 based on certain criterion using “Exploratory Data Analysis.”
Exploratory Data Analysis (EDA) is the way to explore the data to extract useful and
actionable information from it. EDA is the revelatory step in any kind of analysis.

Majid et al. presented a diagnosis model for the novel coronavirus infection detec-
tion. Based on Bayesian optimization and deep learning mechanisms, the model
is using the convolution neural network (CNN) layered architecture approach to
assist the field specialists, radiologists, and physicians to make better decisions in
diagnosing the novel COVID-19 virus in the patients in a faster and reliable manner.

Mardani et al. [12] have published a new way of using fuzzy logistics called hesi-
tant fuzzy sets used in designing a novel framework to address as well as assess the
key challenges faced in the digital health during the pandemic outburst of coronavirus
globally. By combining the unique fuzzy approach with Stepwise Weight Assess-
ment Ratio Analysis (SWARA) andWeighted Aggregated Sum Product Assessment
(WASPAS) methods, the work is done to rank the life-threatening challenges being
faced by the current digital technologies while controlling the COVID-19 situation.

Tuli et al. [22] proposed a novel method called Deep Bayes-Squeeze Net-based
COVIDiagnosis-Net to classify the COVID-19 cases as the COVID-19 or normal
(healthy). The model ensures an end-to-end learning schema that can directly
learn discriminative features from the input chest CT X-ray images and eliminate
handcrafted feature engine.
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Devlin et al. [6] developed Bidirectional Encoder Representations from Trans-
formers (BERT) at Google AI Language. BERT is “designed to pretrain deep bidi-
rectional representations from the unlabeled text by jointly conditioning on both
left and right context in all layers.” The state-of-the-art BERT is pretrained on two
unsupervised tasks—masked language modeling and next sentence prediction, thus
making it an effective technique for eight sentiment classification. BERT is known to
have achieved exceptional results in eleven natural language understanding (NLU)
tasks.

Wang et al. [23] investigated the influence of air temperature and relative
humidity on the transmission of COVID-19 by calculating the “effective reproduc-
tive number”(R), and under the “Linear Regression” framework, they found out
that a one-degree Celsius rise in temperature and one percent increase in the rela-
tive humidity lower R by 0.0225 and 0.0158, respectively, and indicates that arrival
of summer and rainy season in the northern hemisphere can effectively reduce the
transmission of COVID-19.

Inferring from the latest trend nowadays as per the hashtags captured using Twitter
data (tweets), it can be concluded that the people are having a rich amount of inten-
sifying emotions. The state of the mindset especially of the people who are going
to defend all of us from the outspread virus needs to be considered. The captured
Twitter data is based on health-related tags to further narrow down ourWeb crawling
and limiting the tweets, making it more relevant to this research.

3 Experimental Setup and Analysis Methodology

3.1 Experimental Setup

In this study, tweets are collected related to mental health during the COVID situa-
tion. The experiment is performed on Jupyter Notebook using Python 3.3.0. Dataset
is taken inCSV format, with 20 columns such as TweetPostedTime, Tweet ID, Tweet-
Body, TweetHashtags, UserID, UserName, etc. Firstly, Exploratory Data Analysis
has been performed after that text has been classified using BERT algorithm.

3.2 Experimental Setup

This section discusses the steps performed for analysis (see Fig. 3).

Data Collection

The data was collected using the Tweepy API [2] for Python in which all the latest
tweets related to the COVID pandemic were captured (refer to Table1). All the tweets
have emotion and that was what needed for the research, and by applying sentiment
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Data Collection
•Dataset with tweet info in 
csv format

Exploratory Data Analysis
•Analysis of maximum 
tweets given by user.

•Clean the missing values.
•Plotting of Graph

Preprocessing Step:
Removal of missing values, empty 
values.Drop extra columns, null 
values.

First_emotion = 0, second_emotion 
= 1 and so on upto n.

Train the data with 0.7 and 0.3 
divison.

BERT Algorithm
Prepare the input for bert
model. Do the tokenization.
Use the bert_base_uncased model
with 24 layers.

Encode the data
Add special tokens

Convert List to string.
Specify the length varies
from 256-65535

Import the training and
testing data in encoded
form.
Optimization of data
Train the data with 10
echos and perform testing.

Computation
of
Parameters
Compute
Accuracy,
Comparison
with other
machine
Learning
Algorithm

Fig. 3 Methodology of proposed work

Table 1 Attributes of the dataset

Attribute Description

TweetPostedTime It represents the timestamp of the collected tweet

TweetID A Unique identifier associated with each tweet

TweetBody It includes text mentioned in the tweet

TweetRetweetFlag It is a flag for the indication of tweet retweet status. It is either true or
false. The true flag represents the tweet is retweeted and false specifies it
is not retweeted

TweetSource It contains the location information for the tweet origin

TweetRetweetCount It consists of the count of total retweets

TweetFavoriteCount It stores the count of marked tweets

TweetHashtags It represents the hashtags that are mentioned in the tweet

UserID It specifies the unique user identifier

UserName It represents the name of the user

UserLocation The geographical location of the user

UserDescription It contains the information related to the user

UserFollowersCount It specifies the total number of followers
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analysis, the captured tweets were grouped based on the emotions they possess.
The usernames are kept anonymous focusing solely on the text in the tweet. The
timestamp of the tweet is also considered to relate to the sentiments as time plays
a vital role in understanding the mindset of the person, while they tweet [16]. The
dataset that was considered, covered all the various other aspects of the tweet as well,
such as time of the tweet, the description of the user, and the hashtags used in the
tweet alongside description about the user posting the tweet. All these factors, when
combined, provide more insight about the sentiments of the user while tweeting, and
thus, we can further understand the state of mind of the user during the pandemic.

Exploratory Data Analysis

Exploratory Data Analysis (EDA) [1] is the first step while starting the analysis of
the dataset. This process mainly focuses on efficiently understanding the dataset. The
process of EDA is graphically presented in Fig. 4.

Figure 5 represents the top 10 trending hashtags that were exploited during the
rise of the pandemic, having #covid as the most repeatedly used. It further depicts
the mental state of the users who were more concerned about the disastrous outbreak
rather than any other topic during that time.

Data Set Collec on Analyze the type of 
data

Generate plots see 
sta s cal analysis

Check Errors or 
missing data

Check Accuracy

Fig. 4 General steps of exploratory data analysis

Fig. 5 Top 10 hashtags corresponding to their count
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Fig. 6 Word cloud of tweet
body

Moreover, analyzing the frequent hashtags is essential, but the Tweet_Body has
much more rather than just hashtags. The text posted in the tweets is having as much
significance as a hashtag. Figure 6 shows thewordcloudofmost frequent phrases used
in the Tweet_Body during the COVID outbreak, with the size of the text conveying
the frequency of repetition of that word in the dataset.

This paper concentrates on themental health analysis of a person, evident to reveal
that the mood and emotions of a person get influenced by the time of the day as well.
As shown in Fig. 7, the thoughts can be witnessed to be at their peak levels from
12:00 to 16:00 h of the day. Apparent to say, in this particular time, when people
usually have their lunch, either alone or with close ones, primarily discuss and share
their mental state of mind, making the data being presented in Fig. 7 much more
obvious and appropriate at the same time.

Data Preprocessing

The tweet data has been extracted based on various hashtags such as #doctors,
#socialdistancing, #coronaheros, #digitalhealth, #mhealth, #healthinnovations, and
#medtech. Using these hashtags, 10,000 tweets are extracted. These all are labeled
based on their emotions such as [’fear’, ’surprise’, ’sad’, ’happy’, ’trust’, ’anger’]. In
the preprocessing steps, data cleaning has been performed, and in this step, all null
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Table 2 Labels of sentiments Sentiment Label

Fear 0

Pride 1

Sad 3

Disgust 6

Sad 4

Surprise 5

Happy 2

Anger 3

has been extracted. Each emotion has been labeled using the enumeration function
as given in Table 2.

Classification Using BERT Algorithm

BERT (Bidirectional Encoder Representations from Transformers) [24] model is
used for unlabeled data to give bidirectional representation. This algorithm works
from both the context, i.e., from left and right both. BERT is one of the efficient
techniques to get high accuracy in natural language processing. The basic steps of
the BERT algorithm are shown in Fig. 8.

To perform the text classification, we used a BERT model known as an advance
supervisedmodel. This component has used the emotion labeled data such as different
emotions of doctors (sad, happy, andmanymore). These emotions are labeled further
from 0 to n where n is the number of emotions. In our experiment, we have used the
BERT of HuggingFace [24]. The following Fig. 9 shows the steps of the proposed
algorithm.

Computation of Parameters

In this paper, the model is focused to compute the accuracy of positive emotions
and negative emotions: positive emotions are considered happy and trust, and other
emotions are considered in a negative impact [14]. The performance is measured on
basis of true positive, true negative, false positive, and false negative. The following
Fig. 10 shows the meaning of these terms.

Comparison of BERT with Traditional Machine Learning Algorithms

In this section, theBERTalgorithm results are comparedwith support vectormachine
(SVM), Naïve Bayes (NB), and logistic regression (LR). These machine learning
algorithms are used because of their effectiveness and performance.

Logistic regression (LR) [25] is the algorithm used to find the data which is
dependent, and this helps to find the relation between the independent variable. Here,
this model will help to predict the emotions are sad or anger based on other tweet
emotions used for training. This model is useful for linear as well as nonlinear data.
The LR model returns the 1 if true emotion and 0 if false emotion predicted. Here,
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Fig. 8 Flow of BERT
algorithm

Input Text data

Translation step to encode text for 

machine

Conversion of encoded data into vector

Perform the masking in bidirectional

Output after Decoding

the model is used for tweets, to find their probability of occurrence in this pandemic.
Consider the tweets and their sentiments, the LR model will give the attributes of
A(S|T) where S is the class of sentiments and T is tweets retrieved.

A (class of sentiments | Tweets) = A(Tweets) (1)

It will return output in two values 1- for true predicted emotion values and 0 –
for false predicted emotion values. In this, A(S|T) S are sentiments, and T is text
so sentiment range various from 0 to n. Therefore, the equation will be used as an
exponential function [10].

A(S|T ) = 1

x
ew

T y (2)

where x is the normalizing factor. Naïve Bayes (NB) [9] is the algorithm that works
on Bayes rule. This algorithm is used for text classification based on a supervised
algorithm. In this paper, we computed the P(S) and P(T|S) using the equation.

P(S|T ) = P(T |S)P(S)
P(T )

(3)
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[CLS] text1 text2 text3.textn 1 textn [SEP]

T2T1 T

Perform Tokenization using BERT Tokenizer from pretrained 
bert-base-uncased is used 

Encode the train data and test data using tokenizer.encode_plus() 

Collect the Train dataset values and test dataset values with 0.7 and 0.3 respectively 

Perform BERT pretrained model 

Create Data Loader using batch_size 32 

Perform epochs 10 times to get high F1 measure 

Predict Accuracy Percentage and compare with NB, SVM and logistic Regression 

Fig. 9 Steps of proposed approach where T1, T2…. Tn is tweets

Predicted Emotion -ve Predicted Emotion +ve 

False Negative True Positive Actual Emotion +ve 

True Negative False Positive Actual Emotion -ve 

Fig. 10 Confusion matrix

For estimating P(S), the relative frequency of each tweet has been targeted in
trained data. Consider different tweets as T1, T2,……Tn are attributes and computed
using

P(T1, T 2, . . . . . . Tn|S)P(S) =
∏

k

P(T k|S) (4)

Support vector machine (SVM) is used for text classification. It focuses on more
features, and estimate the discriminate function.
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y(x) = wTg(x) + b (5)

where w is weight vector, g(x) is feature space, and b is biased. Here, due to a large
number of tweets, the classification will be performed linearly separable.

4 Experimental Results and Discussion

After capturing the data and further assessing the acquired knowledge from the
information gained by applying the BERT algorithm, we found these results which
clearly explain the plethora of emotions running in the minds of people all around the
world. To validate our proposed model, we have compared the proposed model with
Naïve Bayes (NB), support vector machine (SVM), and logistic regression (LR). The
parameters computed are accuracy, precision, recall, and F-measure.

The accuracy is defined as the total number of tweets and emotions are classified
correctly. This parameter is to check the performance of a complete model that
includes all the emotions.

Accuracy = True positive + True negative

True positive + True negative + false positive + false negative
(6)

The precision is also known as specificity. It is the ratio of correctly classified
tweets to all of the correctly predicted tweets.

Precision = True positive

True positive + false positive
(7)

The recall is also known as sensitivity. Recall defines as the ratio of true positive
and addition of true positive and false negative.

Recall = True positive

True positive + false negative
(8)

F-measure is also known as the F1-score. This term has a high predictive success
rate. It can be calculated using the following formula:

F − measure = 2

(
precision ∗ recall

precision + recall

)
(9)

The tweets contain various emotions, the count of emotions is shown in Table 3,
and Fig. 11 shows that fear emotion is more prominent during this COVID pandemic.

The data is divided into train and test data. After that, it has been compared with
other algorithms and resulted in Table 4, and Fig. 12 shows the value of performance
metrics.
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Table 3 Dataset classification

Sentiment Count Count of test and train data

Happy 1419 Test-420

Train-999

Sad 1448 Test-438

Train-1010

Disgust 1442 Test-398

Train-1044

Fear 1484 Test-439

Train-1045

Anger 1417 Test-430

Train-987

Surprise 1410 Test-450

Train-960

Pride 1380 Test-425

Train- 955

Total 10,000

1320

1340

1360

1380

1400

1420

1440

1460

1480

1500

Happy Sad Disgust Fear Anger Surprise pride

Fig. 11 Count of each emotion

Table 4 Comparison of the proposed algorithm with Naïve Bayes, SVM, and logistic regression

Algorithm Accuracy (%) Precision (%) Recall (%) F-measure (%)

Naïve Bayes 67.3 61.6 62.2 61.5

Support vector machine 63.4 63.0 62.3 60.3

Logistic regression 61.2 59.3 59.2 59.2

BERT (Proposed algorithm) 86.7 83.4 83.8 83.5



130 G. Kaur et al.

Fig. 12 Performance metrics computation of all the algorithm

The findings from this research clearly show how bad a pandemic can affect the
intensity of the emotional mindset in the human beings, creating fear and sadness as
themost powerful ones in comparison to additional primary sentiments. The research
further explicates how sentiments of normal people get so much affected during the
time of the day and how popular social media platforms can help in capturing all
their emotions through their expressional posts.

The result clearly states that the BERT algorithm outperforms the other major
machine learning-based sentiment analysis algorithms in determining as well as
predicting the actual emotions in text-based data. It is to be noted that other
researchers can alsomake use of these findings to learn about amore realisticmindset
of persons, which can easily get affected under various major circumstances.

5 Conclusion and Future Scope

In this research, the prediction of the states ofminds of the people has beennormalized
as per the hashtags used to capture the text data. The Twitter live dataset is used to
justify as well as forecast the various sentimental challenges to be seen during the
novel coronavirus widespread. BERT is used as a proficient model to understand as
well as determine the rush of sentiments and deep emotions of the people facing
the struggle during the COVID outbreak including the health officials and the other
experts related to the field of medical sciences.

The proposed model can predict the sentiment residing in the tweets posted by
tweet users, which makes the model much more accurate in analyzing the tweet
data fed to the model. The results further articulate the accuracy in using the BERT
algorithm for sentimental analysis of tweets used as test dataset. BERT algorithm
performed well, and it can handle various emotions like sadness, anger, and disgust.
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Further, in the future, we can work more on other machine learning algorithms to
deal with emotions others that positive, negative, and neutral.
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The Analysis of Plants Image
Classification Based on Machine
Learning Approaches
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Abstract With the fast development in urbanization and populace, it has become a
sincere errand to support and develop plants that are both significant in supporting
the nature and the living creature’s needs.Moreover, there is a requirement for saving
the plants having worldwide significance both financially and naturally. Finding such
species from the backwoods or bushes having human contribution is a tedious and
expensive undertaking to perform. Classification and identification of plants-leaf are
useful for individuals to viably comprehend and ensure plants. The leaves of plants
are the main acknowledgment organs.With the advancement of artificial intelligence
and computer vision innovation, plant-leaf recognition dependent on plant-leaf image
investigation is utilized to improve the information on plant classification and insur-
ance. Deep learning is the condensing of deep neural network learning technique
and has a place with neural organization structure. It can naturally take in highlights
from huge information and utilize artificial neural network dependent on back prop-
agation methods to prepare and order plant-leaf tests. There are numerous machine
learning approaches for identification and classification of plant-leaf image. Some of
the famous and effective approaches are Random Forest, Support Vector Machines,
ResNet50, CNN, VGG16, VGG19, PNN, KNN, etc. In this paper, we are going
to apply 9 machine learning techniques on Flavia plant-leaf image dataset. Flavia
plant-leaf image dataset consists of 32 different species of plant. The images are first
preprocessed and then their shape, color and texture-based features are extracted from
the processed image. Initial these images are in the size of 256*256 pixels. These
images were preprocessed and taken up to the size of 64*64 for fast processing.
ResNet50 has given the best results with an accuracy of 98%. Though SVM and
S-Inception have also provided a good accuracy.
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1 Introduction

Restorative plants are vital to humankind and creatures. In prior days, individuals
were adequate to recognize the therapeutic parts of these plants in restoring different
infections. The best technique to recognize plants effectively and effectively is a
manual-put together strategy which depends much with respect to the intrinsic infor-
mation on a specialist botanist [1]. Identification of legitimate restorative plants is
very testing and it is an ideal opportunity to secure therapeutic plants since a few
plant animal categories are getting wiped out.

It is assessed that there are around countless existing plants. They have various
shapes, structures and ways of life. To comprehend and utilize plants, plants should
be arranged. Plant scientific categorization has an assortment of classification tech-
niques, for example, plant cell classification, plant hereditary classification, plant
serum classification, and phytochemical classification. For by far most of non-
research experts, it is hard to dominate some classification techniques, hard to work,
and helpless common sense. The customary strategies for plant classification and
acknowledgment require the recognizer to have an abundance of ordered informa-
tion and long-haul common sense experience, and even to take the comparing key to
finish the classification viably.

Recognizing plants utilizing flowers and fruits is an exceptionally tedious assign-
ment and has been completed simply via prepared botanists. Nonetheless, notwith-
standing this time concentrated undertaking, there are a few different disadvantages
which are inaccessibility of required morphological data and utilization of natural
terms that no one but specialists can comprehend. Leaves assume a significant part in
plant ID since they can be handily found and gathered wherever at all seasons, while
blossoms must be gotten at sprouting season. Plant leaves have two-dimensional
nature and consequently they are generally reasonable for machine preparing, and
the plants can be effortlessly arranged dependent on its different morphological
highlights [1].

Programmed plant species acknowledgment with plant-leaf image handling has
application in weeds identification, species revelation, plant scientific categorization,
regular save park the board, etc. It is viewed as a fine-grained plant-leaf image
acknowledgment issue and difficult to settle in light of the fact that [3]:

(a) The unpretentious contrasts between various species in a similar class. At
some point, such fine contrasts can be in any event, testing to human specialists.

(b) Typically, this requires enormous preparing information; however, it isn’t
possible because of the quantity of species [2].

Computer vision strategies and deep learning (DL) approaches are used in the
recognizable proof of plant species. The traditional computer vision strategy includes
the pre-processing of plant images, extricating the handcrafted features, and classi-
fying them utilizing machine learning (ML) calculations. DL technique requires the
plant images to be preprocessed and it additionally plays out the cycle of both feature
extraction and classification. A portion of the revealed exactness’s for plant acknowl-
edgment utilizing traditional computer vision approaches are 76.3% [5], 90% [6],
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and 91% [4]. The acknowledgment rate is additionally improved by DL draws near.
Liu and Kan [7] detailed that the programmed distinguishing proof of plant species
utilizing DL (precision of 93.9%) strategy performs in a way that is better than
conventional classification strategies.

Convolutional neural network (CNN) is a supervisedDL approach. It comprises of
threemain components that is convolution layers, pooling layers, and fully connected
layers (FCLs). The presentation of AlexNet CNN approach opened the doorway to
the improvement of newCNNmodels.Aportion of theDLCNNmodels areVGG-16,
VGG-19, Inception-v3, Inception-ResNet-v2, Xception, ResNet50, DenseNet-121,
DenseNet-169, DenseNet-201, MobileNet and so forth [8–16].

In this article,we are going to apply 9machine learning techniques namelySupport
Vector Machine, Random Forest, K-NN, S-Inception, PNN, VGG16, VGG19,
ConvNet and ResNet50 on Flavia plant-leaf image dataset. Flavia plant-leaf image
dataset consists of 32 different species of plant. The images are first preprocessed, and
then their shape, color, and texture-based features are extracted from the processed
image. Initially, these images are in the size of 256*256 pixels. These images were
preprocessed and taken up to the size of 64*64 for fast processing. ResNet50 has
given the best results with an accuracy of 98%. Though SVM and S-Inception have
also provided a good accuracy.

The organization of this article goes like this. Section 2 will discuss the related
work on plant-leaf image identification and classification. Section 3 describes the
methodology for plant-leaf image identification and classification. Section 4 quotes
the experimental analysis and the observation on plant-leaf image identification and
classification. Section 5 summarizes the results.

2 Related Work

Wang et al. performed plant-leaf image classification by extracting the features using
pulse-coupled neural network technique and classified using support SVM approach.
The approach ofWang et al. is measured for three datasets, namely Flavia, Intelligent
Computing Laboratory (ICL) and MEW2012. The reported accuracies for the above
datasets are 96.67, 91.56, and 91.2% [17].

Liu et al. used the combined way using numerous texture and shape features
to create a final feature vector. Texture features measured are local binary pattern,
Gabor filters, and gray-level co-occurrence matrices. Hybrid deep belief networks
with dropout are used for the plant-leaf image classification. Thismethodwas applied
on ICL leaf dataset and provided an accuracy of 93.9% [7].

Tan et al. proposed a novel approach D-Leaf network which is a CNN-based
method for feature extraction. Extracted features from this approach are then clas-
sified using various machine learning classifiers like SVM, ANN, KNN, NB, and
CNN [18].

Ghazi et al. executed plant-leaf image classification using pre-trained DL model
such as AlexNet, GoogleNet, and VGGNet on LifeCLEF 2015 plant dataset. The
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data augmentation is executed to diminish the overfitting issue. It was found that the
performance of these pre-trained models was affected on the basis of the number of
iterations and data augmentation [19].

Sun et al. developed a 26-layer ResNet model for plant-leaf image classification.
This model is applied on a real-time dataset BJFU100 dataset. BJFU100 dataset is a
collection of 100 classes of plant species. This method is further used to validate the
Flavia dataset [20].

Lee et al. proposed a CNN-based DL model for plant-leaf image classification.
It was able to find and analyze the feature of raw plant-leaf image. This approach
produced better results on leaf venation as compared to leaf shape. Hybrid local
global features were used to compare different approaches and comparison [21].

Liu et al. come up with a hybrid DL approach for feature extraction from a plant-
leaf image. This approach is amalgam of two methods, AutoEncoder and CNN.
These extracted features are then classified using SVM approach. This approach was
tested on ICL leaf dataset and found that hybrid DL method with accuracy 93%
performed better than SVM with accuracy 88%, AE with accuracy 90%, and CNN
with accuracy 91%) [22].

Barré et al. come up with a DL based plant-leaf image classification approach
known as LeafNet. It was found that CNN learns specific features better than hand-
crafted features. LeafNet is a collection of many sets of convo layers with max
pooling which is further, followed by three FCLs. This CNN approach was applied
and evaluated on three datasets namely LeafSnap, Flavia, and Foliage [23].

Pawara et al. stress on comparison of the performance of the conventional method
and DL method in plant-leaf image classification using AgrilPlant, LeafSnap, and
Folio datasets. AgrilPlant is a custom dataset. It is having 10 classes. Each class
contains 300 images of agri-plants.AlexNet andGoogleNetwere trained fromscratch
and finely tuned for DL approach. The histogram of oriented gradient (HOG) with
KNN classifier were used. In another approach bag of visual words (BOWs) with
HOG as feature extraction and SVM,MLP as a classifier was used. AgrilPlant dataset
produces an accuracy of 79.43 and 98.33% was obtained for HOG–BOWwith SVM
and fine-tuned GoogleNet [24].

Hu et al. came upwith amulti-scale fusion CNN (MSF-CNN) for plant-leaf image
classification. Images were reduced to 256 × 256, 128 × 128, 64 × 64, and 32 × 32
usingbilinear interpolation operationsmethod.Concatenation operation is performed
for feature fusion between two different scales. Two datasets, namely Malayakew
dataset and LeafSnap dataset are used for evaluation of MSF-CNN method [25].

For plant-leaf image classification researches have used numerous dataset such
as Flavia Dataset [29], Leafsnap Dataset [30], UCI Plant-Leaf Dataset, UCI One-
Hundred Plant Species Dataset, Herbarium Dataset. These are the standard datasets
for implementing and testing machine learning or deep learning model. There are
many datasets available for plant classification task.

Flavia Dataset [6]: Flavia dataset was used for training the algorithm and was
obtained from: A Leaf Recognition Algorithm for Plant classification Using Prob-
abilistic Neural Network, by Stephen Gang Wu, Forrest Sheng Bao, Eric You Xu,



The Analysis of Plants Image Classification … 137

Yu-Xuan Wang, Yi-Fan Chang and Qiao-Liang Xiang, published at IEEE 7th Inter-
national Symposium on Signal Processing and Information Technology, Dec. 2007.
The dataset provides extremely controlled plant-leaf images on white background
and no stem is present. This dataset covers 32 species with only a single-training
image.

UCI Plant-Leaf Dataset [34]: This dataset was created by Pedro F. B. Silva of
Porto University. It is a multivariate plant-leaf dataset. It contains 40 distinct species
with 340 illustrations.

UCI One-Hundred Plant Species Dataset [32]: James Cope of Royal Botanic
Gardens has collected and created this database. It contains almost hundred plant
specieswith 16 images from each species coveringmore than 1600 plant-leaf images.

Herbarium Dataset [31]: This dataset is created by the joint efforts of New York
Botanical Garden (NY), Bishop Museum (BPBM), Naturalis Biodiversity Center
(NL), Queensland Herbarium (BRI), and Auckland War Memorial Museum (AK).
This dataset covers 65,000 species of plants. The data set includes more than 2.5
million leaf images. The split of data for training and testing is approximately 80%
and 20%. All images are in JPEG format but irregular in dimensions.

LeafSnap Dataset [30]: This dataset is created using two different sources:
Lab images (23,147) and Field images (7719). This dataset contains 185 different
plant/tree species. Lab images are of high quality and taken of pressed leaves in
lab conditions, whereas field images are taken using mobile devices in outdoor
environment, hence, contains a lot of noise. Images in the dataset are segmented.

UCI Folio Data Set [33]: This dataset was created in the farm of the University
of Mauritius and nearby locations. It consists of 32 different species with 20 images
from each species. The leaves were taken on a white background. The pictures were
photographed in daylight to ensure optimal light intensity.

3 Proposed Methodology

Basically, there are two approaches which is used for plant-leaf image classification
namely traditional approach and deep learning approach. The same has been depicted
in Fig. 1. In this paper, we have applied and tested both the approaches and find out
the comparative differences among both the approaches.

3.1 About the Dataset

Flavia dataset was used for training the algorithm and was obtained from: A Leaf
Recognition Algorithm for Plant classification Using Probabilistic Neural Network,
by Stephen Gang Wu, Forrest Sheng Bao, Eric You Xu, Yu-Xuan Wang, Yi-Fan
Chang and Qiao-Liang Xiang, published at IEEE 7th International Symposium on
Signal Processing and Information Technology, Dec. 2007. The dataset provides



138 S. Ghosh and A. Singh

Fig. 1 Plant-leaf image classification approach

extremely controlled plant-leaf images on white background and no stem is present.
This dataset covers 32 species with only a single-training image (Figs. 2, 3, 4 and 5).

Step 1: Load Original Image: There are multiple images from 32 classes of
plants. Images are originally clicked on a white background and having a size of
256*256.

Step 2: Conversion of image from RGB to BGR: Open CV (python library for
Image Processing), acknowledges pictures in RGB shading design so it should be
changed over to the first configuration that is BGR design.

Step 3: Conversion of image from BGR to HSV: The basic answer is that
not normal for RGB, HSV isolates luma, or the picture power, from chroma or
the shading data. This is helpful in numerous applications. For instance, on the off
chance that you need to do histogram balance of a shading picture, you presumably
need to do that just on the power segment, and disregard the shading segments. Else
you will get extremely peculiar tones. In computer vision, you regularly need to
isolate shading parts from power for different reasons, for example, vigor to lighting
changes, or eliminating shadows. Note, notwithstanding that HSV is one of many
shading spaces that different tone from power (See YCbCr, Lab, and so on) HSV is
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Fig. 2 Detail workflow for Plant-Leaf Image Classification
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Fig. 3 Image pre-processing

Fig. 4 Images converted to HSV
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Fig. 5 Performance of Plant-Leaf Image Classification Algorithm on Flavia Dataset
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regularly utilized essentially in light of the fact that the code for changing over among
RGB and HSV is broadly accessible and can likewise be effectively actualized [27].

[45] RGB values are divided by max value that is 255 to get the new values of
RGB. That is:

RNew = R/255

GNew = G/255

BNew = B/255

Cmax = max
(
RNew,GNew,BNew

)

Cmin = min
(
RNew,GNew,BNew

)

dy = Cmax −Cmin

Hue is calculated as:

H =
⎧
⎨

⎩

60 ∗ GNew −BNew
�

∗ mod6 if, Cmax = RNew

60 ∗ BNew −RNew
�

+ 2 if, Cmax = GNew

60 ∗ RNew −GNew
�

+ 4 if, Cmax = BNew

Saturation is calculated as:

S =
{
0 if, Cmax = 0

�
Cmax

if, Cmax �= 0

Value is calculated as:

V = Cmax

Step4: ImageSegmentation for extractionofColors:Theway toward parceling
a plant-leaf image into different sections is characterized as image segmentation.
Segmentation intends to separate a plant-leaf image into areas that can be more
delegate and simpler to break down. Color image segmentation that depends on the
color highlight of plant-leaf image pixels accepts that homogeneous colors in the
image compare to isolate bunches and thus important items in the image. As such,
each bunch characterizes a class of pixels that share comparable color properties. As
the segmentation results rely upon the pre-owned color space, there is no single-color
space that can give satisfactory outcomes to a wide range of plant-leaf images. [26]

Step 5: Applying Global Feature Descriptor: Local and global features are two
methodologies for object acknowledgment. Global image features depict image as
entire while local component speaks to as image patches. Global element sums up the
entire imagewith single vector and likewisewith local processeswith various focuses
on the image in this way making it stronger. In spite of strength in local component,
global element is as yet helpful for applicationswhere unpleasant segmentation of the
article is accessible. Global features incorporate form portrayals, shape descriptors,
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and surface features. Global surface features and local features give distinctive data
about the image on the grounds that the help over which surface is figured differs
[28].

In computer vision, surface measurements are concocted to depict the perceptual
ascribes of surface by utilizing discrete techniques. For example, surface has been
depicted perceptually with a few properties, including: Contrast, Color, Coarseness,
Directionality, Line-similarity,Roughness,Constancy,Grouping, Segmentation [28].

More spotlightwas put onmeasurements that recognize little local features encom-
passing interest focuses in images. Feature descriptors added more subtleties from
a window or fix encompassing each element, and acknowledgment depended on
looking for sets of descriptors and coordinating descriptors with more unpredictable
classifiers. Descriptor spectra included slopes, edges, and colors [28].

Step 6: Feature Scaling and Saving: Scaling is a method to standardize the
autonomous features present in the information in a fixed reach. It is performed
during the information pre-preparing to handle exceptionally fluctuating extents or
qualities or units. In the event that element scaling isn’t done, at that point, a machine
learning calculation will in general weigh more noteworthy qualities, higher and
consider more modest qualities as the lower esteems, paying little mind to the unit
of the qualities.

Machine learning algorithms like linear regression, logistic regression, NN, and
so on that utilization gradient descent as an optimization strategy expect information
to be scaled. Investigate the equation for gradient descent underneath:

θ j := θ j − α
1

m

m∑

i=1

(
hθ

(
x (i)

) − y(i)
)
x

(i)

j

The presence of highlight esteem X in the recipe will influence the progression
size of the gradient descent. The distinction in scopes of features will cause diverse
advance sizes for each element. To guarantee that the gradient descent moves easily
toward the minima and that the means for gradient descent are refreshed at similar
rate for all the features, we scale the information prior to taking care of it to the
model. Having features on a comparable scale can help the gradient descent unite all
the more rapidly toward the minima.

Step 7: Model Training: The way toward preparing a MLmodel includes giving
a ML calculation preparing information to gain from. The termMLmodel alludes to
themodel antiquity that ismadeby the preparation cycle. Thepreparation information
should contain the right answer,which is known as an objective or target property. The
learning calculation discovers designs in the preparation information that map the
info information ascribes to the objective, and it yields aMLmodel that catches these
examples. You can utilize the ML model to get expectations on new information for
which you don’t have the foggiest idea about the objective. For instance, suppose that
you need to prepare aMLmodel to foresee if an email is spamor not spam.Youwould
furnish custom ML calculation with preparing information that contains messages
for which you know the objective (that is, a name that tells if an email is spam).



The Analysis of Plants Image Classification … 143

Custom ML calculation would prepare a ML model by utilizing this information,
bringing about a model that endeavors to foresee if new email will be spam.

In this article, we are going to apply 9 machine learning techniques on Flavia
plant-leaf image dataset. The algorithm is Support Vector Machine, PNN, KNN,
Random Forest, S-Inception, VGG16, VGG19, ResNet50 and ConvNet.

Step 8: Plant Image Prediction: The models with best performance is them
trained with whole of the dataset and score for testing set is predicted using Predict
function. ResNet50 has performed well and achieved an accuracy of 98%.

4 Experimental Analysis and Result Discussion

The hardware environment of this experiment is Intel Core I3 CPU, the main
frequency is 2.45GHz, thememory is 12GB; the operating system is 64-bitWindows
10 version, and the software environment used is Python using Anaconda IDE
(Table 1).

We have taken a ratio of 70:30 for training and testing data. Accuracy has been
taken for both Training Data and Testing Data. To improve the amount and nature of
preparing information and lessen overfitting cases in preparing models, some gener-
ally utilized information upgrade strategies, for example, translation transformation

Table 1 A brief summary of applied classification techniques

Article Title Classification
Technique

Dataset Accuracy Conclusion

Identification of the
Plants Based on Leaf
Shape Descriptors [35]

Euclidean
minimum
Distance classifier

VISLeaf
database

84.66 &
92.67
accuracy
for ZM and
HOG

High Accuracy and
Speed but not good
for
Multidimensional
and sparse data

Leaf Classification
Using Shape, Color, and
Texture Features [36]

Probabilistic
Neural network
(PNN) classifier

Flavia
dataset

93.75 High Accuracy,
Efficiency and
multiple
descriptors but
uses high memory
and Computation

Automatic Agricultural
Leaves Recognition
System [37]

SVM-PCA 200 images
dataset
of 4 plant
species

77.96 High accuracy but
having application
in small dataset
only

Automatic classification
of plants based on their
leaves [38]

Artificial Neural
Network

Flavia
dataset,
ICL Dataset

96 Having high
accuracy but need
to be retrained if
new leaf has been
introduced

(continued)
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Table 1 (continued)

Article Title Classification
Technique

Dataset Accuracy Conclusion

Leaf Recognition using
Contour based Edge
Detection and SIFT
Algorithm [39]

SIFT, CSS Flavia
dataset

87.5% Very robust
algorithm but with
average accuracy

Recognition of Leaf
Based on Its Tip and
Base using Centroid
Contour Gradient [40]

Feedforward
Backpropagation

Universiti
Teknologi
Malaysia
custom
dataset

99.47% Provide a better
accuracy than the
previous methods
but only work with
one feature and on
small dataset

SVM-BDT PNN and
Fourier moment
technique for
classification of leaf
shape [41]

SVM-BDT,
PNN-PCA, Fourier
Moments

Flavia
dataset

69% Provide high
accuracy with
hybrid approach
but only work on
shape and
morphological
features

Diagnosis of Diseases
on Cotton Leaves Using
Principal Component
Analysis Classifier [42]

Principle
Component
Analysis and K
Neighborhood
classifier

Dataset of
110 Samples
of cotton
leaves

95% Accurate and
efficient but based
on one feature
(color) hence work
for cotton plants
only

Identification and
Classification of Fungal
disease Affected on
Agriculture/Horticulture
Crops using Image
Processing Techniques
[43]

ANN, PCA KNN,
Neuro-KNN, PNN
and SVM classifier

Plant
pathology
department
of UAS, and
UHS INDIA

91.54% Provides high
accuracy with
pre-detection but
uses different
methods for
different crops and
also effected with
outdoor conditions

Comparative Study of
Leaf Image Recognition
with a Novel Learning
based Approach [44]

Dictionary based
and bag-of
words-based
classification using
SVM

Flavia
dataset

95.47% It provides high
accuracy but work
on limited features
only

and rotation transformation, are embraced in the exploration article. The prediction
has been taken for both DL based algorithms and non-DL based algorithm. The Table
2 is depicting the DL and non-DL based algorithm.

Table 3 depicts the performance of various plant-leaf image classification algo-
rithm on Flavia dataset. The experiment was carried out in using python language
and using various libraries like OpenCV, Keras, etc. The accuracy obtained by DL
based methods is far better than non-DL based algorithm. ResNet50 has performed
the best out of all with an accuracy of 98% on training data. SVM has also performed
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Table 2 Classification of DL
and Non-DL based plant
image classification algorithm

Algorithm Name Deep Learning
Based

Non-Deep Learning
Based

Support Vector
Machine

No Yes

ResNet50 Yes No

ConvNet Yes No

VGG16 Yes No

VGG19 Yes No

PNN No Yes

S-Inception Yes No

KNN No Yes

Random Forest No Yes

Table 3 Performance of
plant-leaf image classification
algorithm on flavia dataset

Algorithm name Accuracy (Training
data) (%)

Accuracy (Testing
data) (%)

Support Vector
Machine

81.56 80.02

ResNet50 98 80.03

ConvNet 92.30 89.26

VGG16 86.20 82.65

VGG19 85.4 83.04

PNN 91.25 79.85

S-Inception 95.32 87

KNN 78 76

Random Forest 74 72

well in the table of non-DL based algorithm with an accuracy of 81.56% on training
data. PNN and S-inception has also performed well with an accuracy of 91% and
95%, respectively.

5 Conclusion

Plant-leaf image classification is carried out using two approaches, traditional
methods (Non-DL based) and deep learning-based method. Flavia datasets were
considered for this experiment. It is observed from the experiment that the deep
learning-based model performs better than traditional methods with a higher accu-
racy as compared to that of traditional methods. We have applied 9 machine learning
techniques on Flavia plant-leaf image dataset. ResNet50 has given the best results
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with an accuracy of 98%. Though SVM and S-Inception have also provided a good
accuracy. These accuracies can be further improved by increasing the number of
images using data augmentation methods.
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Implementation of Blockchain in IoT

Rasmeet Kaur and Aleem Ali

Abstract The concept of the Internet of Things is arising and developing quickly.
IoT addresses another innovation that empowers both virtual and actual items to be
associated and interact with one another and gives rise to new digitized services that
enhance our satisfaction. The IoT framework gives a few benefits; notwithstanding,
the current incorporated design presents various issues including, security, protec-
tion, straightforwardness, and data integrity. The quick advancement and usage of
IoT innovations have raised security concerns and made a sensation of vulnera-
bility among IoT adopters. These difficulties impede the method of things to come
improvements of IoT implementations. Shifting the IoT toward distributed ledger
technology might be the right decision to determine such problems. Among the
normal and well-known kinds of such innovation is the Blockchain. Coordinating
the IoT with Blockchain innovation may induce incalculable advantages. The moti-
vation behind this paper is to analyze the latest research patterns identified with
security worries of the IoT idea and give an itemized comprehension of the point.
Subsequently, this paper gives a thorough conversation of incorporating the IoT
framework with Blockchain innovation. The study is elaborated into four segments.
Segment 1 introduces the description of IoT. The next segmentwill present the funda-
mentals andworking of Blockchain. Segment 3 portrays a few instances of utilization
for Blockchain to give security and protection at IoT. In segment 4, various platforms
for Blockchain are presented. Segment 5 presents the last contemplations.
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1 Introduction to IoT

The IoT is an extensive term alluding to progressing endeavors to associate a wide
assortment of physical things to communication networks as shown in Fig. 1. IoT has
a framework of organization that is worldwide where any article that is associated
with the web has an identity and can speak with different gadgets on the web [1].
The gadgets contain microchips that interconnect every one of the gadgets. These
computer chips track the surroundings and report in the network as well as to the
humans.

Started during the 1990s, the idea of IoT is to expand over the Internet as well as
to broaden the Internet. The most awesome aspect of IoT is that every single-actual
substance can be imparted and is accessible. Currently, the Internet has connected

Fig. 1 Introduction to IoT
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computers along with a wide heterogeneity of devices like TVs, workstations, refrig-
erators, ovens, electrical appliances, vehicles, and cell phones. In this new situation,
projections show that the Internet will have more than 50 billion gadgets associated
until 2020 [2].

The IoT framework offers various applications including, Smart homes, Smart
cities, and Smart healthcare, etc. The essential component of this framework is the
astute detecting assortment of information, which is then safely sent to the server
[3]. The IoT domain has encountered fast advancement for over twenty years, and
the quantity of IoT gadgets has developed dramatically, a pattern that enormously
enhances social profitability and proficiency just as makes individuals’ lives more
helpful and astute.

There are remarkable benefits of IoT, still, it expanding the threat of openness to
various privacy and security intrusions, and; a portion of such threats are new. Ahead
of the concept of IoT, data leakage and denial of service were the most announced
security concerns. Security and privacy alternatives need to be executed by attributes
of heterogeneous IoT devices [4].

For these scenarios, BC plays a vital role, since one can use this technique to
confirm, approve, and review the data given by the devices. Along with it, because
of its decentralized nature, it disposes of the condition to trust in the outsider and
doesn’t have a single point of failure. BC is an idea that leads to decentralization as
a safety effort, can make a worldwide file for all exchanges that happen in a given
organization, and makes them permanent. It fills in as a public, shared, and general
record.

Another main worry in the IoT domain is the secure storage of the data. Right
now, numerous IoT data storage options preserve data on conventional centralized
servers. Although, this strategy has some issues. First and foremost, all information is
put away on a central server; hence, the performance needs, environment necessities,
and upkeep expense for the central server are huge. The server must be equipped with
a huge storage ability to preserve numerous data produces by IoT devices. When the
server falls flat, the whole data storage framework won’t work as expected.

Furthermore, as all IoT gadgets are associated with the central server, this will
result in network blockage, high network delay, and non-sufficient space for data.
At long last, when the main server is harmed by attackers, the data security will be
incredibly compromised. Being a service of DLT, the Blockchain can take care of
the issues that effectively happen in a centralized server [5].
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Fig. 2 Structure of blockchain

2 Blockchain

2.1 Introduction

Started in 2008, the embodiment of BC is to halfway keep a trustworthy data set
arrangement through decentralization and distrust. The world kept using the central-
ized setup, where the main server is expected to manage the working until Szabo
made decentralized computerized money toward the finish of 1990. After ten years,
Bitcoin cryptographic money was advertised. BC turned out to be for the most part
broad in 2009 after a study presented by Satoshi Nakamoto.

In a Blockchain, data is separated into a progression of blocks [6]. Every block
of data can check the legitimacy of the data and create the succeeding block, which
is associated in a sequential request into a chain-like arrangement as depicted in
Fig. 2. BC is a non-centralized, distributed, and changeless log in which the data
of the different exchanges that consistently occurred in a specific P2P network is
kept. The process of storing an exchange/transaction in the distributed log demands
a consensus mechanism.

A collection of exchanges are gathered and allocated a block in the ledger. To join
a block to the preceding block, a hash function and timestamp of those blocks are
used. In this way, numerous blocks are grouped as a chain and termed a Blockchain.
The hash estimation approves the data integrity. The BC innovation advances sharing
of information in which every taking part client/device in the structure maintains a
duplicate of the actual ledger, hence every node is refreshed with recently added
exchanges or blocks [7].

2.2 Components of Blockchain

The primary elements of the BC incorporate ledger, block, hash, transaction, minor,
and consensus mechanisms shown in Fig. 3 [8].

A ledger can be defined as a data structure that is used to reserve different kinds
of data.
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Fig. 3 Components of blockchain

A block is an essential part of the BC. Every block involves a bunch of exchanges.
The blocks were linked to one another by putting away a hash estimation of the

preceding block in the recent block. These linked blocks create a BC.
The hash estimation is utilized to authenticate the data integrity. Fundamentally,

it is a mathematical issue that minors must break to discover a block. The motivation
to utilize this estimation is it’s free from collision nature in due to which it is excep-
tionally difficult to make two indistinguishable hashes for two diverse computerized
data. In this way, allocating hash estimation for every block can fill in as an approach
to distinguish the block and validate the data inside it.

The transaction is the littlest unit of an activity or process wherein a bunch of
transactions is joined and reserved in a block. It is not easy to add a certain transaction
in the block except if most of the co-operating nodes in the BC network mark their
assent. The transaction size is significant forminors because the compact transactions
consume limited energy and are simpler to approve.

Minors are PCs/specialists that endeavor to tackle a tough numerical issue to inves-
tigate another block. Finding another block is begun by communicating fresh trans-
actions to every node, and afterward, every node consolidates a bunch of transactions
into a block and starts finding the POW of the block.
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3 Highlights of Blockchain

3.1 Decentralization

BC is commonly a decentralized and distributed setup that depends on the P2P
correspondence among distributed nodes. The decentralization empowers using the
handling force of every partaking client, which diminishes inactivity and abolishes
the single point of failure issue. This attribute of BC technology helps in resolving
the issue of a single point of failure [9–13].

3.2 Transparency

Rather than the centralized system, in which the central server is taking care of
the whole control and admittance to all information, BC provides a decent degree of
transparencywherein all nodes approach everyoneof the subtleties of the transactions
that consistently occurred in the network. Furthermore, a copy of the distributed
ledger is provided to every node to keep updated with modifications. Likewise, the
shortfall of an outsider expands business agreeableness and trust [14, 15].

3.3 Immutability

The most vital attribute of BC is the capacity of ensuring the transactions’ integrity
by delivering unchanging records. In the case of the centralized model, the integrity
of data is just overseen and safeguarded by the central authority, and this leads to a
threat. On the other hand, the Blockchain utilizes collision-free hash estimations to
connect every block to the preceding block which keeps up the respectability of the
content of the block. Furthermore, blocks stored in the ledger are changeless, just if
the greater part of the clients affirms that change.

3.4 High Security

Contrast to the existing solutions, BC innovation gives better security. Using the
public key, BC gives a safe environment contrary to different sorts of attacks. Addi-
tionally, the consensus mechanism gives a reliable strategy that upgrades the security
of the BC. Moreover, the shortfall of the single point of failure in the BC innovation
gives higher security as compared to the centralized architecture [16, 17].
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3.5 Anonymity

Regardless of BC using a record that is dispersed among all clients, BC gives an
anonymous identity to secure the privacy of a node. This attribute can be used to give
a protected and private democratic framework [18, 19].

3.6 Cost Decrease

As compared to a centralized model wherein the high level and complete equip-
ment and programming framework is needed to assemble the centralized server, the
BC innovation diminishes the costs identified with fitting and supporting enormous
centralized servers as it uses the processing power of imparting gadgets [20].

3.7 Autonomy

The capacity to settle on self-ruling choices is amidst the highlights that Blockchain
innovation can give. It permits the assembling of new gadgets that can make intelli-
gent and self-sufficient choices [21]. For example, BC highlights including carefully
designed and better security can be utilized to assemble better and secure independent
vehicles.

4 Integration of IoT & Blockchain

Blockchain was initially utilized for monetary exchanges and digital currency where
exchanges are executed and put away by every in the BC network. At that point,
Blockchain is incorporated in different spaces because of the colossal advantages it
gives [9, 22]. IoT framework is among these spaces. Joining Blockchain with IoT
can give innumerable advantages to different IoT applications as shown in Fig. 4
[11–13, 23].

Here is the layered architecture, at the perception layer all the gadgets like sensors,
actuators collect the data from the surroundings and pass it to the network layer. The
network layer performs routing due to which all the devices that are joined together
can interact across the internet. The third layer enables all the features associated
with Blockchain. At last, the application layer which is the topmost layer provides
the users with the features of data visualization and helps them to make appropriate
decisions based on the gathered data.

Additionally, in this segment, we present a study on some use cases in which
Blockchain is deployed with the IoT ecosystem.
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Fig. 4 Working of IoT with blockchain [21]

Oscar Novo addresses the scalability issue of overseeing access to a wide number
of obliged gadgets in the IoT. Centralized frameworks come up short on the capacity
to manage the increased load efficiently. The study presents another access manage-
ment framework that resolves the problems related to dealing with various obliged
IoT gadgets. The alternate is completely decentralized and dependent on BC innova-
tion. Since most IoT gadgets are generally compelled to help BC innovation straight-
forwardly, the IoT gadgets in the proposed plan don’t have a place with the BC
network that makes the joining of the current IoT gadgets simpler to adjust to the
proposed framework. The study gives a conventional, adaptable, and easily managed
access control framework for IoT and implements a proof of concept (POC) model.
All in all, the presented solution can adjust to different IoT situations affirming that
Blockchain innovation can accept IoT innovation at its fullest [24].

Ali Dorri et al., design a lightweight BC-driven setup for IoT. This innovation
essentially takes out the concerns of traditional BC, while keeping up the majority
of its security and privacy advantages. IoT gadgets get an advantage from a private
changeless log that acts like Blockchain yet is overseen centrally, to enhance energy
utilization. The authors present a system that utilizes distributed trust to diminish the
processing time of block validation. The methodology was investigated in a smart
home [25].

Lei Hang and Do-Hyeun Kim proposed an incorporated IoT platform utilizing
BC innovation to ensure observing data integrity. This designed framework aims to
manage the cost of the gadget proprietor a useful application that gives an exten-
sive, changeless record and permits easy access to their gadgets conveyed in various
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spaces. It likewise gives qualities of general IoT frameworks takes into account
continuous checking, and control among the end client and gadget. The presented
system is upheld by proof of idea execution in practical IoT situations, using Rasp-
berry Pi gadgets and Hyperledger Fabric. The examination outcomes demonstrate
that the fabricated setup is well-suited for the resource-constrained IoT setup and is
versatile to be stretched out in different IoT situations [26].

Aafaf Ouaddah et al. demonstrate how BC can be appealing to confront various
emerging difficulties. The authors present FairAccess that utilize the consistency of
BC innovation to oversee access control for the benefit of obliged gadgets. In this
study, the authors introduced another applicability space of BC that is access control
through the FairAccess system. The proposed system uses the consistency provided
by BC-based cryptocurrencies to tackle the issue of centralized and decentralized
access control in IoT. In FairAccess, a straightforward and strong access control tool
are provided [27].

Yunfa Li et al. consolidate the IoT with the BC, utilizing the benefits of BC
decentralization, high dependability, and minimal cost to move and reserve image
information of the users safely. Taking into account the security concerns, a secure
transfer and stockpile option are proposed for detecting the image. First and foremost,
this option brilliantly senses user image information, and partitions the detected
information into intelligent blocks. Also, various blocks are encrypted and conveyed
safely using encryption algorithms [28].

Jaspreet Kaur et al. created decentralized architecture utilized from Blockchain
innovation combinedwith a centralized cloud setupwhich is client/servers setupwith
a basic BC at back end uphold with smart contract application. This architecture is
implemented by the authors, and it was shown that how this design forestalls data
misuse by utilizing the working of BC without any need to run a BC node by the
IoT gadgets. For an end client experience, it will have all the earmarks of being
the same as an ordinary web application and from the developer’s point of view, the
smart contract servicewill have equivalent software design to recentweb applications
along these lines permitting a simple change for both of centralized and decentralized
techniques, while as yet holding the trust of decentralization [29].

5 Deployment of Blockchain with IoT

The implementation of BC in the IoT framework is certainly not a simple assignment.
The initial and significant step is to pick the BC platform that will be embraced to
blend the IoT with BC innovation [16]. Some well-recognized platforms can be used
to implement the BCwith IoT [10]. Table 1 shows the comparison of such platforms.
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Table 1 Various platforms
for blockchain

Platform Type of
blockchain

Smart contract Consensus

Ethereum Public and
Permissioned

Yes PoS

Hyperledger Permissioned Yes PBTF

IOTA - Yes -

Multichain Permissioned Yes PBTF

Litecoin Public No Scrypt

Lisk Public and
Permissioned

Yes DPoS

HDAC Permissioned Yes ePOW

Quorum Permissioned Yes Multiple

5.1 Ethereum

This platform is used for BC, and it was reported in 2013. It creates an all-inclusive
platform for different BC-driven applications. It was chiefly founded to imple-
ment smart contracts, preserved on the BC forever, and empower executing clients’
requests. Even though Ethereum depends on smart contracts, the exchanges can keep
various sorts of information.

This amplifies the probability for audibility and permits powerful extensions for
different IoT services. The downside of this platform is that it requires somewhere
in the range of 10 and 20 s to transfer a block. A few investigations used Ethereum
to coordinate Blockchain with IoT [30].

5.2 Hyperledger

This platform is open-source, and it was intended to assist cross-industry BC innova-
tions. It is overall open-source cooperation including pioneers from various ventures.
It is a permission BC. However, most of the distributed records license opens deploy-
ment; this platform elevates and upgrades security to stay away from different kinds
of attacks.

Before the usage of smart contracts in this platform is chiefly founded on chain-
code usage, it gives quicker execution between peers in a few milliseconds. Along
these lines, receiving chain-code smart contracts gives a powerful strategy to deploy
BC in IoT services. Hyperledger fabric is among the most well-known and generally
used structures.
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5.3 IOTA

IOTA isn’t treated as a BC platform as it principally relies upon Tangle, which is also
a distributed ledger innovation. One can characterize this as a decentralized platform
that encourages and measures different exchanges among interacting gadgets across
the Internet. Essentially, IOTA executes an organized non-cyclic outline of transac-
tions rather than chained blocks of various transactions. This gives a few advantages,
for example, it gives a lightweight arrangement as the agreement doesn’t need most
interacting nodes to favor distinctive raised exchanges, instead, and two transactions
can be checked by one node presenting an exchange themselves. This diminishes the
exchange time and burden [21].

A few highlights of IOTA just as the utilization of facilitated non-cyclic graphs
make the most versatile executions of a distributed log, forming it a productive
alternative and platform for IoT services. Numerous scientists used IOTA to give a
proficient platform to IoT services.

5.4 Multichain

Multichain permits the formation and implementation of private Blockchains. It
utilizes an API, which scale-up the core of the actual Bitcoin API with new working,
permitting the management of permissions, transactions, etc. Additionally, it gives
a command-line tool to communicate with the network and various users that can
communicate via JSON-RPC with the network such as Node.js, Java, C #, and Ruby.

5.5 Litecoin

This platform is technically similar toBitcoin, yet provides quicker transaction confir-
mation times and enhanced storage capacity. It also provides the reduced generation
time of a block and PoW. Moreover, the computational needs of Litecoin nodes are
fewer, hence it is well-suited for IoT.

5.6 Lisk

It gives a platform that supports the concept of sub-blockchains that can be described
with decentralized BC services and an option of cryptocurrencies to utilize. This
platform also provides support to fabricate and implement decentralized services
inside the platform used by the end clients directly. The services developed may
utilize LSK currency or may produce custom tokens. This platform makes use of
delegated proof of stake consensus.
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5.7 Quorum

Quorum is fabricated to give the financial services industry permission implemen-
tation of Ethereum with support for transaction and contract privacy. It permits
more than one consensus mechanism and attains data privacy via cryptography and
segmentation. Quorum was being used by chronicled to build secure connections
among physical assets and BC.

5.8 HDAC

This BC-based platform is an IoT contract and M2M transaction platform. The
HDAC framework uses a mix of public and private Blockchains, and it assures secu-
rity of these exchanges by using quantum random number generation. The HDAC
cryptocurrency-enabled public BC can be proficiently utilized with multiple private
Blockchains.

6 Conclusion

The studyoffers a remedy for IoTdata security usingBlockchain technology. Security
challenges will continuously be increasing, so there is an urgent requirement for
a decentralized and secure innovation to overcome these hurdles. Both IoT and
Blockchain technology change ideas and make additional opportunities, each in
their separate situations and it is possible to make applications that can possess the
attributes of both. The BC innovation promises the security of data, and the intruder
is not able to control or feed false data without breaking the chain. This paper also
discusses the implementation of Blockchain with IoT. The study presented some
use cases where both the technologies were integrated to preserve data integrity and
privacy, and also discuss various platforms that provide a solution for various security
breaches.
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Advanced Approach Using Deep
Learning for Healthcare Data Analysis
in IOT System

Shaweta Sachdeva and Aleem Ali

Abstract A massive number of IOT devices creates a difficult volume of details.
Cloud-based IOT computing approaches suffer from high and unpredictable network
latency, leading to minimal expertise with real-time IOT deployment, such as health-
care. The data inference in edge computing starts from the data source to fix this
issue (i.e., the IOT devices). Limited computational capabilities of the IOT device
and power-hungry data transmission include an on-board processing-offload balance.
The inference of IOT information, therefore calls for effective, lightweight techniques
suited to this compromise and to confirm with limited resources in IOT devices
such as wearables. A lightweight classifier performs directly on the IOT system in
the first layer and determines whether to download or conduct the computer to the
gateway. The second layer contains a lightweight IOT interface classifier (can iden-
tify a subset of groups only) and a complex gateway classifier (to distinguish the
remaining classes). We introduced an advanced approach to utilizing deep knowl-
edge for IOT Environmental Healthcare Data Review. The experimental findings
(by utilizing a real-world data collection for the monitoring of human behaviors on
a wearable IOT device) indicate greater precision (98% on average) or (90% on
average).

Keywords Deep learning · CNN · Healthcare

1 Introduction

The rapid growth of wearable and smart phone apps has facilitated the use of IOT
(Internet of Things) medical services. Monitoring human activities in real-time, in
particular in activities of daily living, i.e., ADL, is a significant smart health challenge
that facilitates patient healing and cares by the use of wearable or mobile sensors.
As a result, the identification of personal interactions in human activity recognition
(HAR) has become a problem to examine such that daily behaviors and relationships
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between individuals, and their living environments are properly known and widely
examined for the IOHT [1]. Various types of wearable sensors can be placed at
different positions (e.g., head, forehead, upper arm, forearm, shine, etc.) to collect
and relay real-time posture data (e.g., accelerometers and gyroscopes) using WSN
[2].

Sensor technology provides possibilities for increasing multimodal information
sensing and HAR fusion, which will allow the development of shuman-centered
applications and services in cyber-physical-social networks in real-time Big Data
[3, 4]. Since mobility data can easily be collected from wearable and mobile inertial
sensors based on the physicalmovement of individuals, smart devices arewidely used
to identify, perceive and recognize the location of a person in several applications
and systems [5, 6]. In HAR, however, the sensor data still poses many difficulties.
For example, conventional machine learning approaches rely primarily on the avail-
ability of training data, which implies the extraction of features depends largely on
a sufficiently labeled and well-determined data set [7, 8].

However, ADL data is continuously produced by the integrated sensor of intelli-
gent devices, irrespective of whether people take sensitive action which results in an
intensive laboratory phase in which well-labeled data are annotated and registered.
Such wearable sensor data, namely a large number of unlisted data are combined a
limited portion of classified data can be identified as motion data [9, 10] which are
weakly labeled. A modern semi-monitored learning or weakly controlled learning
system is required to cope effectively with such scenarios. To cope effectively with
such a situation, it is necessary to create a new semi-supervised learning method or
a weakly regulated learning system.

The signal from the on-body sensors is up to their position. Even for the same
person, various positions of body sensors may create different patterns of motion.
Exists can discern coarse-grain patterns by repetitive actions static activities (e.g.,
standing and standing) or simple transformations (e.g., standing and sitting) that are
relatively consistent but face difficulties in identifying certain complex patterns with
single-sensor data.

Sensor data obtained from multiple wearable devices, such as accelerometer,
GPS, lighting, camera, etc., can be synchronized and optimized to capture more
nuanced human behavior patterns from a multimodal and multi-positional point of
view via a consolidated data fusion strategy. Besides, several subjects can create
distinct motion patterns for the same form of action utilizing the same on-body
sensors. For example, an elderly person and a child’s falling trend can be entirely
different. By contrast, traditional techniques for the extraction of HAR can only
discern low-level features that could be necessary to identify fundamental physical
or postural behaviors. However, without taking into consideration certain context-
conscious or localizing challenges, it will be a struggle to grasp more relevant activ-
ities with semantic awareness, such as jogging, cooking, etc. It is also important to
find an appropriate way to exploit high-level characteristics in a given context; this
may help to distinguish patterns in human actions, gestures and representations of
fine grain as shown in Fig. 1.
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Fig.1 IOT data generation at different levels and deep learning models to address their knowledge
abstraction

2 Related Works

Djenna et al. [1] proposed IOT-based healthcare has several security problemswhich,
due to the dynamics of the environment and the nature of its goods, vary inmethodolo-
gies, motivations and consequences. This paper outlines the latest IOT-based safety
concerns. In summary, we discuss the likely threats and vulnerabilities and include
a new description of cyber assaults that could have an effect on their protection at
work.

Suguna et al. [2], proposed research contains surveys of cloud and IOT classifi-
cation methods and diagnostic approaches to health data obtained by any register or
sensor that collects and preserves real-time data in tablets to reflect the nature of the
disease by any expert.

Subasi et al. [3], proposed the model that utilizes a data collection comprising
body function records and vital signs with 10 subjects with different profiles while
performing 12 functional activities to classify human behavior. The results show that
the approach is extremely efficient, reliable and consistent in delivering m-Health-
Services with 99.89 percent precision across different actions.

Panda et al. [4] proposed the results suggest that the Random forest, Decision
Tree and Naive Bayes are appropriately classified. However, the model ranks for the
deployment duration are Naive Bayes, Decision Tree and Random Woodland. The
classifier concerned must be selected to be used in industrial environments based on
IOT, depending on the parameters.

Bhoi et al. [5] concluded that the KNN senses are falling more consistently and
that this is part of the classification process. When a fall happens, an alert message
will be sent to the registered phone number via the Python module.

Ganesan et al. [6] define actual patient identification knowledge is used in the
testing method to assess the nature of a disease. To be experimental, a reference data
collection is analyzed using a number of classifiers, i.e., J48: Logistic Regression
(LR) and (SVM). Simulation results have ensured superior performance for different
parameters in the J48 classifiers, such as precision, reminder, F-score and kappa
scores.
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Ilavarasi et al. [7] proposed the results of the SMOTE-TL pre-processing step and
the learning models indicate strong synergy. A decomposition strategy-dependent
identity management algorithm is suggested for the class imbalance problem.
This will affect the healthcare industry, where a written record of health requires
anonymity without compromising the results of machine learning.

Miškuf et al. [8] define Cooperation between Operational Technology (OT), IT
and individuals promotes the creation of an informed system formonitoring, tracking
and preserving health information for patients in the ongoing care sector. We there-
fore propose our case study where we have captured hospital data and utilized cloud
technologies for data processing andmachine learning.We thendesigned aweb appli-
cation at the top of this concept and checked the project in the modern environment
of the hospital.

Shinde et al. [9] proposed Random Forest (RF) and Latent Dirichlet Allocation
(LDA) a few algorithms are introduced in the R module for more tangible results.
The author conducted case studies to illustrate the realistic demonstration of the idea
by assessing the fertility-related big data and constructing a mathematical model to
better estimate these possibilities.

Yang et al. [10] proposed a rigorous safety analysis and detailed simulations
of various main lengths and number of features and levels suggest that our scheme
would significantlyminimize overhead on IOTdevices in the application of computer
classifications.

3 Proposed Methodology

The introduction of Internet of Things (IOT) technology has modified conventional
healthcare systems and many different applications are used for tracking. In compar-
ison, the personalized wellness and disease reduction programs, the information
obtained from the lifestyle component and behaviors research is largely based on
the technique. Using smart data recovery and classification models, infections can
be examined or abnormal health conditions can also be predicted. The Convolu-
tionary Neural Network (CNN) model is used to replicate such abnormalities and
may accurately diagnose disease prediction knowledge from record of medical is
unstructured [11]. However, since CNN uses a fully connected network system, a lot
of memory is used. In addition, the rise in the amount of layers would increase the
difficulty analysis of the model. Consequently, in order to address these CNNmodel
shortcomings, coefficient of Pearson correlation and normal behaviorModel focused
[12, 13] on the CNN-regular form of object detection and identification, in which
the word “regular” denotes artifacts that are commonly seen and low-heterogeneity
structures. In this context, we are developing a regular CNN data classificationmodel
for pattern discovery [14].

The primary health variables are selected in the first hidden layer and the study
of related correlation coefficient is conducted in the second layer in order to differ-
entiate between favorable and negative health influences [15]. In addition, repeated
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Fig. 2 Training and testing approach using deep learning based on CNN

behavioral patterns are defined by disrupting the daily pattern of classified health
variables. Two different data sets are applied to address the implications of CNN’s
Model conventional exploration of information as shown in Fig. 2. Experimental
data suggest that the model proposed in comparison with the three different learning
models is more reliable and has a low computational load, which demonstrate the
fundamental workflow of multiple organizations in a fog-dependent smart home
environment. In the Intelligent Communication Mechanism [16, 17], the fog layer
can collect the necessary data from the cloud layer on patient health information.

In conventional communication, fog-related warnings are conveyed to the cloud
along with the information of patient for further potential action [18]. The plat-
form used is a sensor network with the abilities of recording patient-oriented events
effectively by combining numerous IOT devices, sensors and other internet-based
hardware [19]. The aim of presented model is to observe the patients in need of
intensive remote care through the fog-centric IOT technology as shown in Fig. 3
[20]. The fog layer contains nebulae at the edge of the network. In addition, fog
features such as virtual services, accessibility support and scalability are ideal in an
IOT-based health surveillance environment [21].

CNN based model various characteristics that affect diabetes and high pressure
are studied for model efficacy studies. The set of health parameters are based on
an attributes combination and correspondence coefficients are calculated of each
attribute and achieve a coefficient of correspondence of 0.5 or higher. As a conse-
quence, key characteristics are chosen for obesity, and the prediction of high blood



168 S. Sachdeva and A. Ali

Fig. 3 Working of deep learning for healthcare data analysis in IOT environment

pressure. In addition, the relations between the selected characteristics are calculated
and result differentiates in positive and negative relations. Correlated variables can
help to better observe daily life these effects Regulation of the values of the negative
related parameters may also predict an abnormality. CNN is used to separate them.

The experimentwas performed on a 64-bit Core i5 processorwithWindows 10 pro
and12GBfreeRAM,SPSS [22]. Thedata presented to the InspectionSurvey are used
to research the proposed approach [23]. Context data include fitnessmetrics and some
basic features. They give the results of 10,806 real-time health checks carried out by
residents. Multivariate regression in SPSS is used to derive health-relevant variables
that help to decrease numerical complexity [24] and efficiently diminish the number
of characteristics without affecting the important values. Various characteristics that
affect model obesity, elevated blood pressure and diabetes were investigated [25]
efficiency studies.

The group of parameters related to health is based on the combination of charac-
teristics and the calculated coefficient of correspondence of each characteristic and
achieves a coefficient of correspondence of 0.5 or higher. As a consequence, themain
traits for obesity, increased blood pressure and diabetes estimates are first selected
[26]. In addition, the association between the chosen characteristics is determined
and observed in positive and negative links. Identifying positively correlated vari-
ables can help for better daily life by monitoring these important positive effects.
The monitoring of negative parameter values will also detect some anomalies [27,
28]. CNN technique is used to separate them easily. Regular factor activity is also
evaluated to classify any external variables within the related factors that are chosen.
The features of the parameter are measured as obesity, increased blood pressure
and diabetes. This suggests which features are of a normal or irregular relationship
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Fig. 4 Encryption time evaluation

[29]. It would dramatically improve wellness by increasing consciousness of obesity,
elevated blood pressure and diabetes conditions and their origins when they emerge.

This study provides an algorithm for CNN based on the identification, reference
and regular behavior of related health care parameters for three different diseases.
Ourmodel demonstrated its comparative research utility in 4,759,777medical papers
by using some of the knowledge from regular correlated algorithms. It also provides
a comparison of the model’s performance. Diagnosis precision and reference of our
model are 80.43 percent; 80.85 percent; 91.49 percent; 82.61 percent; 95.60 percent
with results from testing, respectively, based on LSTM model [30].To perform the
simulation using python (compare the different algorithm, RSA, ECC, Blockchain).

This demonstrated that the data obtained after pre-processing is beneficial and
removing only irrelevant data. The model often represents the potential precision
of other traditional learning systems. Data mining and interpretation of medical
evidence are also important for researching and diagnosing medical diseases and
conditions [31]. Themodel we proposedwould take advantage of the data obtained to
demonstrate easy, reliable results for obesity, hypertension and diabetes as measured
in form of Encryption time evaluation graph as shown in Fig. 4 and Decryption time
evaluation graph as shown in Fig. 5.

4 Conclusion

Significant treatment options in the world of large medical data are supposed to
help people retain their health status. This paper offers a CNN-based paradigm for
daily exploration of health knowledge. The status of health research approach uses the
wellbeing andbehavioral patterns of chronic diseases introducedby IOTapplications.
A double-layer entirely connected in CNN architecture is used to pick and to identify
the data which is collected for the process. Multivariate analysis continues with
the recognition of core health variables. The description of these variables is then
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Fig. 5 Decryption time evaluation

performed in the second document. The main variable of the classified is assessed,
and the main regular health items are picked. The model should recognize either the
typical positive correlated factors that can be maintained in health care or negative
factor as the usual factor that offer evidence to alter unhealthy lifestyles and activities
in daily life. With respect to the effectiveness of the suggested model, this provides
details relating to routinely correlated to the obesity and high pressure and diabetes
wellbeing criteria. There are many type of illness will need further research and
further vital proof of data gathered for future work. Thus, a variety of raw data are
used for pre-processing methods to maintain the accuracy and reliability of the CNN
learning model.
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An Integration of AI, Blockchain and IoT
Technologies for Combating Covid-19

K. Ashok Kumar, Vanga Karunakar Reddy, and A. Narmada

Abstract An entire world is facing epidemic from past one year due to Covid-19.
With effect this, lot of countries and lot of states are collapsed their economic and also
mainly commonman suffers during lockdown.Oneofmain reasons to get vaccination
and drug delayed is variable characteristics of Covid-19 from individual to individual
hence, it difficult to finalize characteristics and symptoms. Recently, there are huge
research going on Covid-19 and presenting various directions to prepare vaccine
and drug. This paper presents novel platform such as integrated IoT based AI with
Blockchain technology to combat Covid-19. AI discusses with required ML and DL
algorithms for prediction and analyzes data of Covid-19. This paper also directs new
direction to prepare vaccine and drug based on AI hence updating and storing data
of infected individuals automatically.

Keywords Covid-19 · AI · IoT · Blockchain · Vaccine · Integrated technology

1 Introduction

Corona virus disease-2019 (Covid-19) is spreading rapidly to entire globe from
infected human beings. According to World Health Organization (WHO), total
number of confirmed cases is 6,194,533 effected to 216 countries throughout
the world by June 02, 2020 hence total number of deaths is 376,320 which is
approximately 6.07%. The Covid-19 is mainly caused by Severe Acute Respiratory
Syndrome (SARS) virus and rapid spreading results the global pandemic approxi-
mately fourmonths.Main characteristicsCovid-19 are identified fromhuge cases that
are fever, pneumonia, respiratory problems, reduced count of lymphocyte and also
decreased white blood cells (WBC) count in human body. In the absence of a vacci-
nation, social distance is only solution which is widely adopted throughout world to
suppress the spreading of virus as it is confirmed that the virus transmitted through
human–human. An early detection is another acceptable solution to avoid spreading
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Fig. 1 The statistics of Corona virus region-wise (source WHO)

because of the virus is contagious nature. A reverse transcription polymerase chain
reaction (RT-PCR) used golden standard for the diagnosis of Covid-19. However,
RT-PCR has adequate, very limited supply and great delay in requirements of labo-
ratory thereby posing unprecedented overheads for preventing the spread of virus
especially at center of epidemic places. This is because of many factors like sample
collection and its quality control whereas image accessing is easy in clinical practices
such X-ray, Computed Tomography (CT) scan to clinicians in terms of assistance.

An exact source of virus is unknown and scientists are mapped genome of
sequence of corona virus thereby identifying bats are the main source for Covid-
19. The first human affected and reported from Wuhan city of china in December
2019, and then it is spreading massively throughout the world. As perWHO, approx-
imately 213 countries and union territories are affected by Corona virus. Figure 1
shows statistics of Corona virus effected regions as per the WHO. Americans are
the most effected region among all the regions and the maximum confirmed positive
cases are reached to 6,397,230 till June 30.

The rapid increase in number of Corona cases throughout the world indicates that
an immediate requirement of the vaccine or safety which leads to Covid-19 outbreak.
The outbreakwas linked to seafood and other animals in wholesalemarket ofWuhan.
A β-Corona virus, SARS-CoV-2 is deemed responsible for outbreak of Covid-19.
The characteristics of Corona virus is extremely contagious nature and proportionally
long in period (1–14). A personmay be infected in this period but it will not show any
symptoms hence infected people spread carriers of virus unknowingly. The Covid-
19 exhibits symptoms majorly fever, dry cough, sputum production and fatigue. In
addition to this, headache, sore throat, breathlessness and myalgia are also shoed
rarely in some infected humans. Table 1 shows symptoms of Covid-19 from much
infected patients.

The remaining part of paper is as follows: Section-II presents related work and
section-III propounded novel methodology to predict of Corona virus. Section-IV
presents approximated results, and section-V concludes paper.
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Table 1 List of basic
symptoms (source WHO)

Most common symptoms

Fever 88%

Dry Cough 67%

Fatigue 38%

Sputum Production 34%

Less Symptoms

Shortness breath 19%

myalgia 15%

sore throat 14%

Headache 13.5%

Chills 11%

2 Related Work

An outbreak of Covid-19 prompted different researchers, scientists, scientists and
organizations throughout the world to do research for developing vaccination and
also treatment for Corona virus. As per WHO, the cause of most of the viral diseases
is different viruses such as Corona virus and then severe effect on public health. In
most recent, the Corona virus indicates danger bells to mankind because of change in
symptoms periodically. As spherical range of corona virus is approximately 600 Å to
1400 Å, the best way of avoid Covid-19 is to wear mask and wash hands frequently.
The various form SARS-COV and Middle East Respiratory Syndrome Corona virus
(MERS-COV) witnessed for past two decades [1]. The first case of MARS-COV
is found in Saudi Arabia and then spread large scale thereby resulting outbreak in
Middle Eastern countries [2]. To identify characteristics of Corona virus, Wang et al.
[3] analyzed and presented approximately 140 patients from Wuhan city, China.
They considered medical history such as symptoms, signs, and demographics to
determine clinical characteristics and effect on different organs of the patient body.
Chen et al. [4] reviewed data of 100 patients and among 50 infected people are
had direct effect from seafood market, Wuhan. They have investigated radiological,
epidemiological and clinical characteristics and then reported 17% of patients devel-
oped acute respiratory distress syndrome (ARDS). They found approximately 11%
of infected patients are died with multiple organ dysfunction syndrome (MODS).
Jiang et al. [5] studied 6 published manuscripts on primary characteristics of Corona
virus and also summarized findings overview of corona virus features and probable
treatment for Covid-19. They have reviewed on CT scan features on Covid-19. Patel
[6] focused on antimicrobial paper for combating bacteria and viruses which is very
effective to arrest spread and dead novel corona virus. The difference of SARS-
COV1 and SARS-COV2 is identified initially there after discussed survival period
of SARS-COV2. There are two types of categories of paper production that are first
category is antimicrobial paper with long lasting function and antimicrobial paper
with short period. Another category of paper is ag- ion based microbial paper. Patel
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Table 2 Simulated results
[7] of deep learning model

S.No Parameters Specification

1 Accuracy 0.982

2 Sensitivity 0.976

3 Specificity 0.988

also proposed antibacterial nano particles which are integrated with minerals such
as montmorillonite or pigments used as coating. Antimicrobial papers are effective
to stop spreading corona virus on different surfaces (Table 2).

With reference of above literature, identification and restricting of spreading novel
corona are prime concern of outbreak. Most of the literature is concentrating on tech-
niques for identification of corona. Still, no one presents standard method to identify
and treatment. Hence, this paper tries to direct unique technology for experimenting
and producing standard medicine of novel corona virus.

3 Novel Methodology

Human being is the most intelligent creatures in the universe. The intelligence is
integrated to any machine artificially known as artificial intelligence (AI). The intel-
ligence is embedded into machine through computer programming hence it activates
the senses like learn, think and applying intelligence similar to human beings. If
the machine programmed properly, AI system produces incredible results in terms
of accuracy and precision after experimenting at different conditions. AI primarily
needed computational power to obtain intelligence from basic information. Initially,
AI is broad area which is combined with machine learning later on it is combined
with deep learning.

i. Integration of AI with IoT

In the modern age, there are lots of sources to generate massive data such as social
media, search engines and e-commerce, etc. This generated data from sources is
in the form of unstructured or raw data in the primary stage, and it requires huge
time to sort this massive data. To solve this complex work, deep learning algorithms
are used in AI. The word deep learning is known driving number of hidden layers
in the processing of a problem. The deep learning utilizes supervised data through
parallel processing mechanism. Machine learning algorithms are used to collect data
thereafter trained from gathered data, and hence correctly predicted. Most of the
algorithms are based on different approaches such as cluster learning, tree learning
and Bayesian networks and so on. Computer vision is the best area for machine
learning algorithm to obtain the objectives of AI. This technique targets to involve
computer to interface real world and also able to understand time dependent condi-
tions. The computer vision is mainly working based on digital image processing,
signal processing and deep learning algorithms thereby identifying and classifying
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AI 

ML 

DL

Fig. 2 Concept of AI, ML and DL technologies

of the objects to react accurately as similar as human. It is primarily requires certain
algorithms of edge detection and filter circuit to detect shape andmovement of object.
Figure 2 depicts an idea for concepts of AI, ML and DL technologies.

The broad term of AI includes combination of machine learning (ML) and deep
learning (DL) technologies and also fundamental requirement to adopt real-time
conditions. There is a huge research going on this domain to analyze data and predict
accurately. There are many complex attributes to predict accurately such as black-
box strategy. IoT is another new strategy using in AI to process attributes and provide
accurate results. AI-IoT based devices are interacted and communicated each other
full duplex manner. The integrated technology of AI-IoT is structured transmitter,
receiver and wireless sensor networks to explore high performance for future appli-
cations. Hence, integrated IoT based AI technology is the leading when compared
to traditional techniques. Still, this technology needs huge amount of data to predict
accurately.

ii. AI used in Covid-19

As IoT based AI technology is major technology in the present situation such
as Alexa, Cortana, Siri and Google-Assistant from the companies of Amazon,
Microsoft, Apple and Google, respectively. This pandemic situation occurred Covid-
19 leads to outbreak in entire world. The IoT based AI technology plays major role
in contagious disease such as treatment and prediction. Hence, contribution of this
technology is begun in terms of combating Covid-19 disease. To reduce spreading of
Corona virus, lockdown is used as one of best options entire worldwide. IoT basedAI
is the alternative method for Lockdown as face recognition through thermal cameras,
cameras and also thermal screening at crowded places. Various steps are involved for
combating covid-19 with AI technology that are data collection and early detection,
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observing behavior for treatment, tracing out primary contacts, data analysis and
development of vaccine and drugs.

(a) Data Collection and Early detection

In the country of Hongkong, whenever new person arrives from different country,
person should wear Global Position System (GPS) based bracelet hence monitoring
movement at quarantine period. India is also tracing Corona positive patients through
ArogyaSethu mobile app hence detecting location of patients and performs action as
per Law in case disobey of quarantine guidelines. The surveillance company Athena
Securities in USA developed AI based module for detecting fever through video
feed. This helps to make decision fast thereby developing new diagnosis systems
for Covid-19 by utilizing required algorithms. Computed tomography (CT) scan and
magnetic resonance imaging (MRI) scan are major medical imaging techniques for
data collection in IoT based AI technology. One of main symptoms of Covid-19 is
high temperature fever hence encouraging symptomatic persons to be quarantined to
reduce the spread of Corona Virus. It also proved in china at early detection period,
and temperature detection is primary key for combating Covid-19. These methods
are used to data collection of protection and privacy individuals. Passivemode of data
collection is not suitable for privacy and also need to be updated automatically. Many
of European Countries are utilizing AI based data automation to combat epidemic.

(b) Observing behavior for treatment

Most of the corona patients are curing by themselves without consulting any doctor.
This type of virus called as mild Covid-19 and recommended patients to be home
quarantine to avoid additional health issues. Another type of virus is called severe
and critical Covid-19, and these types of patients are recommended to visit hospital.
These types of category patients are mostly experiencing hypoxemia which needs
external set up for oxygen either through ventilator or face mask. AI based technique
is an intelligent platform for prediction and monitor automatically of Corona virus.
A neural network develops for AI based technique to extract features of virus thereby
monitoring and providing exact treatment for affected ones. This technique is also
update itself to record patient’s data which helps to develop vaccine for Covid-19.

(c) Tracing out primary contacts

Contact tracing is the method of identifying people based on history of Covid-19
affected ones. This also helps not to test large set community. However, tracing out
primary contacts are quite challenge through conventionalmethods as data of affected
patients is not updated automatically. AI based methods identify primary contacts
through bracelets which are composed with GPS navigation and ArogyaSethu appli-
cation from affected ones. It is recommended to affected persons to be home quar-
antined to avoid spray to community. According to the WHO, the identification of
primary contacts composed with three steps.

i. The individuals who are direct contact with infected individuals
ii. Maintaining record the details of infected ones
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iii. Get details of individuals to be tested soon

The process of tracing primary contacts is highly useful to avoid community
spread at first and second stages. AI based technique helps to analyze the levels of
spreading thereby identifying “hot spots” and clusters successfully.

Blockchain

Blockchain technology is used mainly to track primary contacts and preserving
details of patient. It is also enabling methods of encryption, distribution and secu-
rity of digital medical field. It simplifies the tracking of drug trails and also record
activities of trails. Blockchain technology has capability of summarize continuous
varying data such asCovid-19.Hence,Blockchain technologyplays an important role
at combating of Covid-19 such as tracking primary contacts, protecting of privacy
information and managing supply chain at medical domain. There are two types of
Blockchain methods to analyze data of Covid-19 that are CIVITAS and MiPasa.

CIVITAS

Anapplication (app) developedbasedonBlockchain technology inCanada to provide
security toCovid-19 patients and also assists various aspects to different nations. This
app indicates whether the candidate come out from home through official ID given
while registration in app. This app also provides ideal time and busy for patient to
reduce risk individual and also others by carrying required items. In addition to this,
CIVITAS app offers telemedicine such as consultation of doctor and record of patient
details.

MiPasa

MiPasa is a platform of data streaming composed on Hyperledger Fabric which
is built from IBM Company by integrating Blockchain and cloud. This platform
mainly used to share patient details and record health information among doctors,
authorities and also cluster of hospitals. TheWHO also approved and acknowledged
this application to share information among doctors efficiently to develop vaccination
for Covid-19.

d. Data Analysis

AI based technology forecasts and tracks the characteristics of Corona virus for
recorded data from different platforms such as social media and media platforms
therebymeasuring risk of infection. The data analysis ofAI based technologypredicts
the number of infected individuals and number death cases at particular region. This
helps to measure the most affected regions, countries and community of people
thereby providing safety measures, respectively. Before data analysis, data of corona
patients initially processed three steps that are pre-processing for normalization,
segmentation and classification. Different methods are used for above mentioned
steps for data collection and analysis efficiently. AI based technique provides the
latest information of vaccination for Covid-19 with help of data analysis. It predicts
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and refers probable infection level by virus, requirement of beds and required equip-
ment for treatment during epidemic. AI based technology is highly helpful in future
such as second wave of Covid-19 as well as other epidemics. Pelaez and Loayza [7]
analyzed different simulation parameters such as accuracy, sensitivity and specify
by applying deep learning models for Covid-19.

e. Development of Vaccine and Drugs

AI based technology plays a vital role at development of vaccine and drugs for Covid-
19 as it is adopt different conditions and update it. It is mainly using in drug research
because vaccine needs huge amount of data from the different regions of patients. This
technology accelerates the development of vaccine and also provides status of vaccine
and drug. Because of adopt real-time conditions, AI based technology becomes a
set of powerful tool for combating Covid-19 epidemic. This also recommends the
positive case need to hospitalized or not based on severity of infection level by virus.

iii. Different algorithms involved in ML/DL

Algorithms of machine learning are broadly divided into two categories that are
supervised and unsupervised algorithms. Figure 3 depicts broad classification of
algorithms used in both ML and DL. The supervised learning is composed with
classification and regression methods, and classification is implemented with Image
classification and machine translation. The regression is implemented with stock
prediction and image masking methods. The unsupervised learning is used in both
machine learning and deep learning. The ML algorithm is composed with dimen-
sion reduction and clustering methods, whereas DL is composed with representation
learning model and generative model. Principle Component Analysis (PCA) and t-
SNEmethods are utilized for dimension reduction and K-means, GMMs, HMMs are
used for clustering technique. Mutual information, disentanglement and information
bottleneck are techniques used in representation learning whereas GAN and VAE
are used for generative model.

Fig. 3 Classification of algorithms of ML/DL
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4 Conclusion

This paper presented novel platform by integrated different technologies such as AI,
IoT and Blockchain for combating corona virus. Initially, this paper discussed corona
effected countries by the region-wise which taken from WHO thereafter presented
characteristics and required equipment to confirm Corona effected individuals. This
paper is propounded IoT based AI technique with Blockchain for analysis of Corona
characteristics and developing vaccine and drug. The novel platform IoT based AI
with Blockchain discussed how it is suitable to combating Covid-19 with ML/DL
algorithms. Finally, this paper tries to give the new direction for avoiding Covid-19.
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Automated Parkinson’s Disease
Diagnosis System Using Transfer
Learning Techniques

Rohit Lamba, Tarun Gulati, and Anurag Jain

Abstract Parkinson’s disease is a neurodegenerative disorder that develops in an
individual when the required amount of dopamine is not produced by respective
neurons. The most common symptoms of this disease are tremors or shaking in
hand/arms, changes in handwriting, muscle stiffness, slowness during walking, and
change in speech. It is an incurable disease, but managing its symptoms can delay
its progression, which is possible only if it is diagnosed at an early stage. Prior
research work had proved that variation in handwriting can be considered as a quan-
titative marker for Parkinson’s disease diagnosis. The authors present an automated
Parkinson’s diagnosis system using transfer learning techniques. The performance
of the presented system is analyzed by using Parkinson’s spiral drawing dataset. Four
transfer learning architectures ResNet 34, DensNet 121, VGG 16, and AlexNet are
used to classify spiral images of Parkinson’s patients and healthy individuals. The
performance of these architectures was examined in terms of accuracy, sensitivity,
specificity, and ROC-AUC. After fine-tuning, it was noted that the performance of
all architectures improved and the AlexNet architecture outperformed with 93.33%
accuracy and 0.96 AUC.
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1 Introduction

Parkinson’s disease (PD) is a neurodegenerative disorder that badly affects the
patient’s life and usually develops after the age of 60. The core cause of the disease
is a deficiency of dopamine, a brain chemical produced by neurons. When these
dopamine-producing neurons start dying, results in less dopamine production and
starts of Parkinson’s disease [1]. The cause of these neurons dying is still to be seen.
PD is incurable, so early diagnosis is the onlyway to improve the patient’s life. Symp-
toms of the disease can be restrained by using a balanced diet, proper medication,
and regular exercise [2]. Medications such as levodopa are used for PD treatment,
as these medications aggravate left dopamine-producing neurons to produce more
dopamine [3].

The symptoms of PD are divided into two types, motor, and non-motor symptoms.
The slowness, tremor, instability in posture, and rigidity are some of the motor
symptoms [4]. Sleep problems, depression, constipation, and anxiety are some of
the non-motor symptoms. Symptoms developed in PD patients vary from patient
to patient. Symptoms are mild and sometimes not noticeable at the starting of the
disease, but the symptoms go severe as the disease progresses. The life of PD patients
is badly affected by this disease, in some of the cases patient is not easily able to do
some of the daily need works like writing or typing, eating food, walking up from
the bed and washing dishes, etc. [5].

Neurologists and movement order specialists can diagnose this disease by doing
an in-depth review of the patient’s medical history and performing some radiological
scans, for which patients have to visit the doctors repeatedly [6, 7]. As this disease
mostly develops in the later stage of life around the age of 60, visiting hospitals is
not easy for PD patients, so there is a scope of developing a tool for PD diagnosis
which can help the health care professionals during PD diagnosis. This is the major
motivation behind this research work because, in developing countries like India,
health care professionals and services are limitedly available [8, 9]. Recently for
disease diagnosis, deep learning techniques are widely used because of the promising
results provided through data augmentation and transfer learning techniques [10, 11].

The researchers had proposed various Parkinson’s detection tools by applying and
utilizing different data science techniques. They have used handwritten drawings [6],
speech signals [12], freezing of gait (FoG) [13], MRI images [14], SPECT images,
EEG Signals [15], and EMG signals [16]. They have applied various data science
techniques to the above-said numerous signals. A tremor on one side of the arm or
body is one of the earliest symptoms of PD, which adversely affects the patient’s
handwriting or typing ability.

Parkinson’s diagnosis using a handwritten drawing is been taken as an objective
of this research work. To formulate the above-said objective, authors have applied
transfer learning techniques to classify the spiral images of PD patients and healthy
individuals. The Parkinson’s spiral drawing dataset used in this work has been taken
from the Kaggle repository. The substantial contributions of this research work are:
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1. Initially, the authors present an automated Parkinson’s disease diagnosis system
using spiral drawn by PD patients and healthy individuals.

2. Furthermore, the results of four transfer learning architectures namely
ResNet34, DenseNet121, VGG16, and AlexNet were compared in terms of
accuracy, sensitivity, specificity, and ROC-AUC.

3. Finally, the authors have achieved an accuracy of 93.33% and an AUC of 0.96
by fine-tuning AlexNet model.

The remaining sections of this paper are organized as follows: the earlier research
work is presented in Sect. 2 followed bymaterials andmethods in Sect. 3. The results
are outlined and discussed in Sect. 4. The conclusion and future scope are presented
in Sect. 5.

2 Related Works

Researchers have recently used different techniques and methods for Parkinson’s
diagnosis using handwritten drawings. Some of the recent research work is related
to automating Parkinson’s diagnosis is summarized here.

Pereira et al. [17] proposed an automatic Parkinson diagnosis system and made
HandPD dataset publicly available. The dataset was composed using a smartpen by
Sketching Spiral and Menders by Parkinson’s patients and healthy controls. Images
were generated from the data collected by the sensors of the smartpen. Three transfer
learning architectures such as ImageNet, LeNet, and CIFAR-10 were employed for
image classification. Experiments were done by dividing the dataset into 75:25 and
50:50 train and test ratios. Results show that the CIFAR-10 gives the best clas-
sification accuracy. Pereira et al. [18] proposed CNN-based architecture to learn
features derived fromhandwritten dynamics. The authors alsomade theNewHnadPD
dataset publicly available. Images generated from the time-series signals collected
by smartpen sensors were fed into the CNN networks. Six CNN networks each were
employed for the various exams and finally, majority voting was used. Two CNN
architectures namely CIFAR-10 and ImageNet were also employed. Khatamino et al.
[19] proposed a CNN-based method for Parkinson’s diagnosis in which the features
were learned from handwritten drawing samples drawn by Parkinson’s patients. The
authors also introduced a new dynamic spiral test as well as a static spiral test.
The data was collected from 57 PD patients and 15 healthy controls. The data was
collected in two ways first, the spirals images were collected and in the second five
features X, Y, Z, Pressure, and grip angle were extracted. Results suggested that the
dynamic test is more discriminative than the static test. The dataset is divided into
75:25 train and test ratios and the authors achieve an accuracy of 88%.

Moetesum et al. [20] presented a study of how visual attributes can be used from
handwriting datasets for the diagnosis of PD. The PaHaW dataset was used in this
study which does not contain any image. Eight different handwriting tasks were
performed by individuals during the data collection process. Images were generated
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for every task from time-series signals by plotting x, y coordinates. Features from
generated imageswere extracted and grouped into a combined feature vector byCNN
architecture pre-trained with AlexNet. These combined feature vectors were fed into
eight SVM classifiers one for each task and by majority voting and classification
between healthy and Parkinson’s patients was done. The results show an accuracy
of 83% by ten-fold cross-validation method. Diaz et al. [21] presented how hand-
written task images constructed from time-series signals of PaHaW dataset could
be utilized to detect PD. 3-layer CNN architecture was used to classify the images
generated from the eight different handwritten tasks. Transfer learning was also
employed for performance enhancement and finally, majority voting was done at the
classification stage. The authors achieved an accuracy of 86.67%. Razzak et al. [22]
have analyzed different drawing tasks for Parkinson’s diagnosis using deep learning
techniques. PaHaW, HandPD, NewHandPD, and Parkinson’s drawing datasets were
used to find the best drawing task that contributed more to classifying the drawing
drawn by Parkinson’s patients and healthy individuals. Four transfer learning archi-
tectures VGGNet, AlexNet, ResNet, and GoogleNet were employed for image clas-
sification. Experiments were performed by combining images of different datasets.
The highest 96.08% accuracy was achieved by VGG16 architecture by combining
the images of Parkinson’s drawing, New HandPD, and HandPD datasets. Naseer
et al. [23] proposed a CNN-based Parkinson’s detection system using handwritten
images. The study used the PaHaW dataset in which samples were collected from 75
subjects by performing eight different tasks. AlexNet, ImageNet, MNIST transfer
learning techniques were employed on the dataset. The results were improved by
data augmentation and fine-tuning techniques. Accuracy, precision, sensitivity, and
specificity were the performance matrices used. The authors achieved 98.28% accu-
racy on spiral images using a trained fine-tuned network. Shaban, M. et al. [24] have
proposed a PD diagnosis approach based on deep learning techniques. This study
uses spiral and wave handwriting datasets downloaded from the Kaggle repository.
The dataset consists of 102 wave and spiral images. The CNN fine-tuned VGG-19
architecture is used for classifying the images. Images were resized and augmented
because the dataset is small in size. The proposed model achieved 89% and 88%
accuracy for spiral and wave datasets respectively.

Chakraborty et al. [25] proposed a convolutional neural network approach to
analyze the spiral and wave drawing patterns to detect Parkinson’s disease. Dataset
images were first resized and then contrast enhancement was performed using
histogram equalization. Because the dataset consists of 102 spiral and wave images,
hence data augmentation was applied to generate synthetic samples. Two classi-
fiers logistic regression and random forest were used to form a Meta classifier.
The proposed system achieved 93.3% accuracy with fivefold cross-validation tech-
nique. Kamran et al. [26] presented a Parkinson’s diagnosis system using hand-
writing samples of PDpatients. Images fromvarious datasetsHnadPD,NewHandPD,
PaHaW, and Parkinson’s spiral and wave were used in this study. Data augmenta-
tion techniques like threshold, flipping, contrast, illumination, and flipping were
applied on datasets images. AlexNet, VGG16, GoogleNet, ResNet50, VGG19, and
Resnet101 transfer learning techniques were used in this study.
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3 Materials and Methods

3.1 Parkinson’s Drawing Dataset

The Parkinson’s drawing dataset used in this study is publicly available at Kaggle
repository [27]. The dataset was collected by drawing spirals and waves from
Parkinson’s patients and healthy controls. Only spiral images are used in this study
because most of the researchers have used spiral images for the diagnosis of this
disease. Training and testing were two subsets in which the spiral image dataset was
already segmented. The training subset and the test subset constitute 72 and 30 spiral
images, respectively. Half of the images in both sub-categories are from patients with
PD while the rest are from healthy individuals. The sample of images drawn by PD
patients and healthy individuals is shown in Fig. 1.

Fig. 1 Sample images from the dataset
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Fig. 2 Workflow of automated Parkinson’s disease diagnosis system

3.2 Methodology

The workflow of the automated Parkinson’s disease diagnosis system is shown in
Fig. 2. The publically available Parkinson’s spiral images dataset has been used in
this study. This is a balanced dataset with 51 spiral images from PD patients and the
remaining 51 images from healthy individuals. ResNet 34, DenseNet 121, VGG16
and AlexNet transfer learning architectures have been used to classify spiral images.
Accuracy, sensitivity, specificity, and ROC-AUC parameters are taken to analyze the
performance of transfer learning architectures. All the transfer learning architectures
were thenfine-tuned andAlexNet outperformswith the best results in all performance
measures.

4 Results and Discussions

The paramount goal of this research is to design a PD diagnosis system using a spiral
drawing of PD patients. The performance of the four transfer learning techniques
namely ResNet34, DenseNet121, VGG16, and AlexNet are measured in terms of
accuracy, specificity, and sensitivity as defined below.

Accuracy =
(

TP + TN

TP + FP + TN + FN

)
∗100

Specificity =
(

TN

TN + FP

)
∗100

Sensitivity =
(

TP

TP + FN

)
∗100
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Here.
TP (True Positive): The individual is Parkinson’s patient and the model has also

detected it as Parkinson’s patient.
TN (True Negative): The individual is healthy and the model has also detected it

as healthy.
FP (False Positive): The individual is healthy and the model has detected it as

Parkinson’s patient.
FN (False Negative): The individual is suffering from Parkinson’s and the model

has detected it as healthy.
In all the transfer learning models used, CNN networks were used as a backbone

with a fully connected head and a single hidden layer as a classifier. In the starting
initial layers were frozen and weights are learned on the last fully connected layers
means only the classification layer was trained. Then by running and experimenting
with different epochs, architectures were saved when the best results were achieved.
Finding the correct learning rate plays an important role in transfer learning architec-
tures. Then the best learning rate was obtained by a function called lr_find. After that,
all the layers were unfreezing and architectures were trained with the best learning
rate. The batch size is taken as 10 during the training phase.

It was seen that as the number of batches escalated, the training and validation loss
plummeted. The training and validation loss versus batch process for the ResNet34,
DenseNet121, VGG16, and AlexNet are shown in Figs. 3, 4, 5 and 6 respectively.
The performance of any classification model can be evaluated by confusion matrix.
It is an M by M matrix in which M is the output class number. This matrix is drawn
between the actual value and predicted value. The Confusion matrix for ResNet34,
DenseNet121, VGG16, and AlexNet are shown in Figs. 7, 8, 9 and 10 respectively.

Fig. 3 ResNet34-Train and validation loss
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Fig. 4 DenseNet121-Train and validation loss

Fig. 5 VGG16- Train and validation loss

The performance of transfer learning architectures is shown in Table 1. After
fine-tune, ResNet Architecture gives 90% accuracy, 86.66% specificity and 93.33%
sensitivity. The DenseNet architecture gives 86.66% accuracy, 86.66% sensitivity,
and 86.66% specificity. The VGG16 architecture gives 83.33% accuracy, 73.33%
sensitivity, and 93.33% specificity. AlexNet architecture outperforms with 93.33%
accuracy, 93.33% sensitivity, and 93.33% specificity as shown in Fig. 11.
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Fig. 6 AlexNet-Train and validation loss

Fig. 7 ResNet34-Confusion
matrix

ROC is a graphical 2-Dplot drawnbetween the true-positive rate and false-positive
rate. Under this performance metric, the area under the curve (AUC) is calculated
which lies between zero to one. AUC of the transfer learning architectures is been
measured and shown with this graph. The higher the AUC means the model is more
efficient to classify the spiral images drowned by PDpatients and healthy individuals.
ROC curve of transfer learning architecture is shown in Fig. 12.

Due to technological enhancement, computer-assisted medical diagnosis systems
are gaining momentum as medical resources are limitedly available in developing
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Fig. 8 DenseNet121-Confusion matrix

Fig. 9 VGG16-Confusion
matrix

countries like India. The results are propitious and advocate that the proposed
automated system can be used for PD diagnosis but it has some limitations.

The presented automated system is not able to find the severity of Parkinson’s
disease; it can only classify spirals drown by PD patients and healthy individuals.

There is a need to test this automated systemon other Parkinson’s drawing datasets
for a reliable diagnosis.
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Fig. 10 AlexNet16-Confusion matrix

Table 1 Performance
comparison of fine-tuned
transfer learning architectures

Model Accuracy % Sensitivity % Specificity %

ResNet34 90.00 93.33 86.66

DenseNet121 86.66 86.66 86.66

VGG16 83.33 73.33 93.33

AlexNet 93.33 93.33 93.33

Fig. 11 Performance comparison of transfer learning architectures
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Fig. 12 ROC curve

5 Conclusion and Future scope

Parkinson’s disease is a chronic disease that is progressive in nature and its symp-
toms appear over time. Initial symptoms are mild and as the disease goes forward
the symptoms become critical. The life of Parkinson’s patients is badly affected
by this disease, in some of the cases patient is not easily able to do some of the
daily needs works like writing or typing, eating food, walking up from the bed and
washing dishes, etc. Since the disease is incurable, its timely diagnosis can improve
the patient’s life. An automated Parkinson’s disease diagnosis system is presented
in this research work by applying deep learning techniques on spiral images. The
performance of four transfer learning architectures was analyzed. AlexNet architec-
ture outperforms with the highest 93.33% accuracy and 0.96 AUC. The authors plan
to test the presented automated system on other Parkinson’s drawing datasets like
wave, meander, and circles in near future. The authors also plan to develop a deep
learning-based Parkinson’s disease diagnosis system using MRI images.
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13. Ertuğrul ÖF, Kaya Y, Tekin R, Almalı MN (2016) Detection of Parkinson’s disease by shifted
one dimensional local binary patterns from gait. Expert Syst Appl 56:156–163. https://doi.org/
10.1016/j.eswa.2016.03.018

14. Sivaranjini S, Sujatha CM (2019) Deep learning based diagnosis of Parkinson’s disease using
convolutional neural network. Multimed Tools Appl:1–13. https://doi.org/10.1007/s11042-
019-7469-8

15. Oh SL, Hagiwara Y, Raghavendra U, Yuvaraj R, Arunkumar N, Murugappan M, Acharya UR
(2018) A deep learning approach for Parkinson’s disease diagnosis from EEG signals. Neural
Comput Appl:1–7. https://doi.org/10.1007/s00521-018-3689-5

16. Loconsole C, Cascarano GD, Brunetti A, Trotta GF, Losavio G, Bevilacqua V, Di Sciascio
E (2019) A model-free technique based on computer vision and sEMG for classification in
Parkinson’s disease by using computer-assisted handwriting analysis. Pattern Recogn Lett
121:28–36. https://doi.org/10.1016/j.patrec.2018.04.006

17. Pereira CR, Weber SA, Hook C, Rosa GH, Papa JP (2016) Deep learning-aided Parkinson’s
disease diagnosis from handwritten dynamics. In: 2016 29th SIBGRAPI conference on
graphics, patterns and images SIBGRAPI. IEEE, pp 340–346. https://doi.org/10.1109/SIB
GRAPI.2016.054

18. Pereira CR, Pereira DR, Rosa GH, Albuquerque VH, Weber SA, Hook C, Papa JP (2018)
Handwritten dynamics assessment through convolutional neural networks: An application to
Parkinson’s disease identification. Artif Intell Med 87:67–77. https://doi.org/10.1016/j.artmed.
2018.04.001

https://doi.org/10.1016/j.bspc.2016.08.003
https://doi.org/10.37418/amsj.9.6.20
https://doi.org/10.1016/j.jocn.2019.12.029
https://doi.org/10.1016/S1474-4422(16)30230-7
https://doi.org/10.1016/j.compbiomed.2018.09.008
https://doi.org/10.1007/s40860-021-00130-9
https://doi.org/10.1007/s10772-021-09837-9
https://doi.org/10.1007/s40860-021-00133-6
https://doi.org/10.1002/ima.22566
https://doi.org/10.4018/IJISMD.2021040102
https://doi.org/10.1155/2016/6837498
https://doi.org/10.1016/j.eswa.2016.03.018
https://doi.org/10.1007/s11042-019-7469-8
https://doi.org/10.1007/s00521-018-3689-5
https://doi.org/10.1016/j.patrec.2018.04.006
https://doi.org/10.1109/SIBGRAPI.2016.054
https://doi.org/10.1016/j.artmed.2018.04.001


196 R. Lamba et al.
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Manual and Automatic Control
of Appliances Based on Integration
of WSN and IOT Technology

S. Karthikeyan, Adusumalli Nishanth, Annaa Praveen, Vijayabaskar,
and T. Ravi

Abstract As indicated by the Internet of Things, the future home the purported
Smart Home, will be a consistent mix of actual savvy objects, interfacing, among
them and with the general climate. Furthermore, since handsets are often used to
manage certain aspects of people’s lives, the capability to power and monitor Smart
Households from they will become a requirement. The justification for the Home
Automation System is to monitor the limits such as voltage, current and temperature
using remote network architecture that operate on a screen. The main aim is to
reduce a smart condo’s excessive energy consumption. It aids with an improvement
of controlling organisation introduction. The aim of its project is to design a well-
thought-out intra smart home system that allows the consumer to monitor all of their
electric and electronic devices from every other mobile. This project’s use includes
features such as screen surveillance, light and fan power, firewarning and greenhouse
service. The detectors are linked to the Pic microcontroller, which sends the sensor’
position to the email address. The Arduino is used to interfere with device and Wlan
is also connected to the Arduino to have a Domain name from either an adapter. With
the use ofWSN, this research framework provides a solution for providing extremely
accurate monitoring and scheduling position of current state of gear.

Keywords Home automation · Arduino · Bluetooth ·WSN · Smartphone

1 Introduction

AWireless SensorNetwork (WSN) is a centralised organisationmade up of dispersed
and automatic modules that monitor material or chemical concentrations using
sensors. The WSN arrangement is created by combining hubs or self-administering
with a gateway and toggle. Household computerisation or flat designs, according to
some reports, may use resources more effectively than conventional systems. As a
result, a few researchers have advocated for the use of remote monitoring to reduce
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energy consumption. In the drafting, also suggested clear housing assemblages get
the WSN (Wireless Sensor Network) [1] as a manifestation of ineffable creation
because of its flexibility and long battery life, the WSN has indeed been widely seen
in controller and inspecting implementations that insteadWi-Fi. Humans differ from
most other animals in that they have special supervisory powers, which necessitate
proper details and knowledge of history or rather its general situation. Monitoring
systems are used to obtain data through structures and their average soil characteris-
tics in a motorised or dynamic device to reduce the energy acquiring [2]. The sensor
is a sensor that can augment or replace a person’s Sight, hearing, taste, smell and
interaction are the five students. For use of a master device network is shown to
be versatile and effective inside a variety of situations. Even a variety of settings,
including domestic digitalisation,manufacturing engineer and control threats, among
others. A far-flung mobile device [3] uses spatiotemporal confiscated free devices
to measure and regulate body temperature, voltage and budget constraints. Because
of the abundance of high straightforwardness and ease by laptop connectivity and
internet, the remained of domestic digitalisation has been rising amazingly since
later last year. A mobile electric drivetrains system connects electronic components
in a residence. The methods used in household distributed computing are similar to
those used in housing industrialization and urbanisation and management of local
tasks such as smart tv setup, pot plant including yard planting and pet care, among
other things. Devices can be connected by a personal organiser and licenced for
web connection from web to experiences related from a PC. The use of technology
advancements and management structures to reduce human labour is referred to as a
product advancement method. The rapid advancement in technology encourages one
to use cells to power home equipment in an indirect manner. Computerised devices
have the potential to operate with agility, dedication and a low rate of errors.

Home scientists and home computer partnerships, the bolster method is a huge
problem. If the client lies and outside the house, a consumer pneumatic tires culture is
built on automation operating intelligent home gadgets. Home computer technology
allows a person tomonitor various aspects of their homeusually.Apersonal computer
is a system or tool designed to perform a particular function, usually a mechanical
unit for home use, such as with a refrigerator. House digitization combines the moni-
toring of lighting, temperature, equipment and differentmodels to provide offerswith
a feature, functionality, efficiency and protection. Household mechanisation may be
a replacement for formal thinking for hampered and elderly people. Household digi-
talisation or construction urbanisation, combined with the fuel concept, makes living
in today’s world incredibly easy. It includes personalised control of overall electrical
and electronic devices in the household, as well as disorders that can lead via long-
distance messaging. This arrangement allows for unified monitoring of lighting,
water heating, sound/video facilities, surveillance mechanisms, kitchen machinery
and all other remaining devices used in homes frameworks. Canny home can be
defined as a “propelled bedroom” because it combines power of devices with vision.
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Home People with advancement deficiency, the elderly, having poor vision,
sensory people who are blind and mentally impaired human beings all need an elec-
tronic device.A large number of individuals one of its primary goals of sharper house-
holds is to reduce energy consumption. Smart systems can be used in a controller to
accomplish this impartiality. Furthermore, led lighting management systems should
take signature light into account (daylight). As a result, a few studies have shown
that in industry or administrative structures, daytime will stand in for mainly lighting
control. Scanners and fast controls use light to reduce the amount of energy used to
operate external light [4], ensuring that a room is adequately illuminated. Despite
numerous suggestions for intelligent street lights for fuel savings in beautiful houses,
a precise electric lighting framework of strong fearlessness and assist in ensuring is
yet to be uncovered. The current arrangement’s main goals are to broaden the scope
of automatic monitoring considerations and reduce the effect of a remote barrier for
connected home structures [5] on theWSN collecting data interface. A large number
of narrow reach peer far away sensor line segments make up a dispersed sensor. By
merging two different forms of advancement, such as converter and long-distance
connectivity. Before submitting results to the device, WSN [6] notices, receives and
manages paper material in its concealing region. The WSN is commonly used in
manager and tracking apps due to its flexibility and lightweight. WSN in a genius
home cooperative [3] consists of confiscated free gadgetswith extensive applications,
such as surveillance, military tracks and intelligent motorised vehicles. Every unit
within organisation in WSN for connected homes [7] is freed from various places;
they are power energised, small in scale and have good indicators. Via a visual func-
tional tissue, a brilliant home current controller that used a far-off network system
was already developed for healthy products in this article. It will, in turn, be realised
without the involvement of customers in the future. As a result, it is simple to securely
monitor and manage the insightful household using web-based technologies.

2 Related Work

Pawar et al. [1] have designed a Home Automation System concept that includes
the Arduino ATmega328 microchip, a Wi-Fi device and motion sensors. The CPU
is the core computer, which communicates the with Wi-Fi unit and takes requests
to view monitor computers. The steelworker manages the communication between
the programme and the chip, as well as the buyers and the creations. The platform
for the items conversation system is an Android device that establishes a connection
for the client to communicate only with a processor. The proposed setup involves a
staff, a client, several contact networks, that are all managed by connection tools.

Choudhary et al. [2] have suggested a flexiblewireless homemechanisation device
that utilises Wi-Fi technology to link its dispersed instruments to a homes frame-
work labourer. In this article, an Arduino Uno R3 microcontroller and a connecting
wires Voltage regulator are being used to power a variety of equipment and program-
ming and other devices with a large amount of energy. PIR meter, when PIR-based
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technology locators are used to the discerning enhancement of humans, pets, or
different posts, thermocouple, etc. for testing heat and moisture content, design iden-
tifiable evidence, video seeing, etc. are among the different sensors usedduringdevice
structure [5].

Sagar et al. [3] Assign probabilities to build a ringed home coordination device
using an Arduino Microcontroller pic microcontroller with a simple Wi-Fi card slot,
in addition to the serial communication sensors (sensors) that are used.As a result, the
Galileo serious progress functions as a network specialist, allowing the development
layout to be passed from web programmes on any main Computer in a comparable
LAN using journeyman carpenter IP and from any PC or network globally using
Network IP Wi-Fi technology is the organisation used in this article. Thermocouple
and moisture, construction transparency, fire and smoke field, light scale and on/off
function for multiple devices are all included in the proposal components. [8]

Pooja et al. [4] The aim of the External Keyword Powered Consumer Products
Monitor Progress Program was to analyse data from the Microcontroller, initialise
the Hdtv and Arduino show and display the circumstance with physical pressures on
the LCD. The machine is familiar with the divider’s wiring clicks. And using direct
current devices, the danger of dangerous electrocution may be held to a minimum.
The design employs two user interfaces, one for the PC the other for the Device. This
GUImay be used to determine the status of the creations, such as whether they are on
or off. Any time the story with the hardware shifts, a quick suggestion appears here
on GUI. Only after Device’s Wireless is connected to the PC’s HDMI, the screen
GUI will most likely act like a professional to advance or transfer any info to both
the mobile and the main power pad. If the network card between both the PC or PC
and the power fence fails, connection may be s right by connecting via USB. The
person can control and operate the devices using IOT of any mobile location on the
network.

Dhakad Kunal et al. [5]. A system’s components are divided into three types:
PCB, toughness processor and Microcontrollers controller. On the PCB, the LPT
port, transistors and diode shunt resistor are all connected. They connected two
gadgets to the PCB, such as a machine and a lamp. The Arduino and the dampness
transmitter are connected. It can also tell the difference between temperature and
moisture. PC is connected to Arduino and the PCB Arduino and PCB can connect
along others through the Window. They measured the mass and also the amount of
dust in the atmosphere. They have just a fixed time when temperatures but moisture
are accurately resourced. It consistently services temperature and tensed muscles
at regular intervals throughout the screengrab. Predilections (a) Increases safety by
controlling appliances (b) Obtains the home by using web access Increment usability
by regulating the temperature (c) loses time (d) reduces costs and adds relaxation (e)
allows computers to be regulated while the user is away [8].

Santhi et al. [6] capture how the innovations and correspondence production are
used to achieve a company’s home medicine expenses or information technology.
Rate focused on strewn data registration assist in connecting with matters encom-
passing all because one can know that it is simple to get to something at any moment
and in any location in a simplistic manner with beautifully portrayed line stuff. As
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a result, cloud will most likely serve as a gateway to IoT. The inspiring opportuni-
ties for constructing the organisation and connection of mobile gadgets for homes
advancement reasons to the internet that are still accessible.

Jain. StevanMaineka et al. [7] depicts The Internet of Things (IoT) as a case inside
which objects, species, entities were granted specific identity as well as the ability
to send data over the network without the need for a person link. The term ‘Web
of Things’ refers to a variety of capabilities and investigative tools that allow the
Net to delve into the current reality of actual items. Summary the furthest contacts,
RFID, unreferenced and far smart cities (WSNs), are all a component of the Internet
of Things (IoT). The use of IoT technology and then a large network to digitalise
the writing activities greatly integrates basic digital units to it and the devices are
operated sufficiently indirect via the site. This report covers the potential of WSN,
IoT and connected home architecture.

Existing System

TheBluetooth, ZigBee andSnapdragon software are currently used for homeautoma-
tion. The system necessitates a time-consuming and expensive powered installation
as well as the use of an end PC. Gestures are used to organise a home control system.
The controller transmits hand gestures to the system using a glove. A cell phone
remote controller for office automation. The system differs now that all communica-
tions are conducted over a specific phone system rather than over the network. Any
mobile that supports double tone different reoccurrence can be used to access the
system (DTMF). Our project’s current setup does not access the internet of Things
concept to power home appliances. This is fitting for modern technologies that allow
you to monitor devices anywhere on the globe. As a result, we’ve decided to use IoT
engineering as a basis for our connected home project (Fig. 1).

Fig. 1 Overview of the
proposed system
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3 Proposed System

The suggested plan inside this paper is not identical to one of the regular WSN-
based superb residences [9], that are using WSNs to pass controlling orders for
home working frameworks. The main motivations for the designed antenna are to
raise awareness of a clear home remote controller and to reduce the effect of far-off
resistance on the WSN [10] innovation for a sharp layout and data collection device.
The proposed platform, which is intended for protection and to screen, consists
primarily of Arduino software and a meter. To monitor the hardware, the Micro-
controller board is connected to the internet through the Modulated signal Killing
(MODEM) GUI. When an individual enters the house and the PIR sensor detects
them, it sends out a different task to regulate, such as turning on the light and fan. We
may use Wearable technology to control domestic electrical equipment such as light
bulbs, fans and engines (IOT). For identifying metal for identifies cheat, the product
tracking device is used. If some unknown party comes into another phone app zone,
it would be personal to the property owners. Following that, a water reservoir is used
to assess the total available in the drain pipe. LDR is used to naturally switch on the
lighting in the evenings and turn off lights all through the day.

The A PIR sensor can also be placed above the hospital’s head so that when he
wakes up, the switch in the police station turns on, alerting the hospital personnel. The
LDR sensorsmeasure illumination from inside the hospital and control the lighting in
the corridors and other areas. The metal detector sensor can be placed in the doctor’s
office so that if someone approaches the room playing metal ions, the bomb sounds
off and the doctors and nurses are notified (Fig. 2).

Hardware Implementation

Fig. 2 Aurdino UNO
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Fig. 3 Hardware Aurdino UNO

3.1 Aurdino UNO

Arduino Uno Arduino is a device that allows you to appear well-intentioned when
controlling a larger portion of the adult situation beyond your computer. It’s an active
real-time computing platform based on a simple microcontroller module, as well as
a development environment for writing programs for the system. The ATmega328
is used in the Arduino, which is a microcontroller. A USB connection, a force jack,
an Honest view and a 16 MHz clay transformer light switch are among the 14
computerised feedback pins (of which six can be used as PWM returns). It includes
anything needed to assist the processor; basically, attach it to a PC through USB
or compel that with an Ond cable or battery to get started.“Arduino is a real-time
recording level that is open-source. The Buying framework is built on a basis so I
also row and an enrichment layout. The microcontroller can be used to make self-
contained connected devices.Otherwise, it could be linked to the computer’s coding.”
A real Input/Output (I/O) board with such a configurable Embedded System (IC)
(Fig. 3).

3.2 Bluetooth

Bluetooth HC-05 module The HC-05 The Bluetooth module is also used to connect
between Arduino Ide and a device over a distance. The HC-05 is a slaves device that
runs on 3.6 to 6 V of fuel. State, RXD, TXD, GND, VCC and EN are the six pins.
Assign the TXD pin of the Bluetooth enabled device HC-06 to RX (pin 0) of the
Arduino Board and the RXD pin to TX (pin 1) of the Arduino Uno for equipment.
Adriano’s connection with the Bluetooth (BT) unit is sketched forth (Fig. 4).
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Fig. 4 Bluetooth hardware

3.3 Pir

A PIR tracker senses activity by detecting the heating emitted by a living body.
These are often mounted on security cameras so that they can switch on as soon as
an individual approaches. They are incredibly convincingwhen it comes to upgrading
home surveillance systems. The sensor is turned off because, but instead of sending
lighting ormetastasis, it really should be obstructed by a passing individual to “sense”
The person, the PIR, is sensitive to the cosmic rays emitted by all living things (Fig. 5).

At an intruder walks into the field of view of the monitor, the tracker “sees” a
sudden increase in thermal energy. A PIR sensor light is expected to turn on as
someone approaches, but it won’t react to someone passing. The lighting is set up in
this manner.

Fig. 5 PIR



Manual and Automatic Control of Appliances … 205

The spatial production of the PIR sensor is obtained in Fig. 7 and also the opera-
tional amplifier of the PIR sensor is obtained in Fig. 7. The PIR sensor is primarily
used only for action track and to reduce power usage. When an individual walks into
the room, the colour will change on and the transfer function will be produced and
in PC, as seen in Fig. 6.

Fig. 6 Hardware PIR

Fig. 7 PIR sensor output
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3.4 Metal Detector

Metal A locator is an automated visual depiction of metal in the immediate vicinity.
Metal detectors are useful for locating metal speculations hidden inside objects or
metallic articles deep underground. They routinely involve a handheld unit with a
sensor. This is a test that can then be run on the land or on different posts. A shifting
sound in earbuds or a needle proceeding forward a pointer appear if the indicator
steers against a hunk of iron. The device frequently provides a sign of location;
the closest the metal is to the headphones, the louder the sound or the further the
device goes. Set “walk around” iron reminders used for security bugs at ways in
confinement workplaces, civic centres and airports to detect rotating steel arms on
a part of the body are also another basic kind. As the LC circuit, which really is L1
and C1, receives a dissonant repeat on any material nearby, an electromagnetic field
is generated and causes a stream to flow up and down and alters the sign direction
through twist. In comparison to the circuit, a reference voltage is often used to adjust
the togetherness indicator. It is far smarter to verify the distance as there is a circle
and no strategy for dealing with the material (Fig. 8).

Right LC circuit may have altered sign as the metallic is seen. The modified sign
is sent to the proximity indicator (TDA 0161), which will detect the shift in the flag
and react accordingly. The attract system yields 1 mA when no object is observed
and around 10 mA once the circle is near to the earth. Once the express trigger is
high, the resistor R3 can give a reference voltage to silicon Q1. Q1 will indeed be
switched on and the drive will shine, as well as the doorbell. The regulator r2 limits
the current channel (Fig. 9).

Fig. 8 Digital sensor PIR output
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Fig. 9 Digital sensor PIR

The real out of the metal detector sensor is seen in Fig. 11 above, while the voltage
signal of the metal detector sensor is shown in Fig. 11. The metal detector is mostly
used to locate metal and for safety purposes. When an object is detected and also an
alarm sounds, the display can be seen in Fig. 10 and also the sensor signal received
in a PC is seen in Fig. 12.

LDR Sensor

A heat variable, also known as a photographic diode, colour resistor (LDR), or
photoconductor. A picture resistor’s opposing decreases as the event illumination

Fig. 10 Hardware of metal detector
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Fig. 11 Output of metal detector

Fig. 12 Digital output of metal detector

voltage increase, indicating photoelectric effect. In light-sensitive identifier circuitry
and glow dim activated sharing protocols, an image regulator may be used. An image
resistor is produced of a transistor with high resistance. An image resistor can get an
obstruction as high as a fewmegaohm (M) in the dark, in the sun, it can have distortion
as low as very few hundred ohms. If the incidence light on a photosensor exceeds a
predetermined occurrence, photons consumed by the semiconductor provide enough
energy for bound electrodes to jump into the conduction band following that, the
charge carriers (and their opening companions) guide force, lowering conflict. The
distortion scope and assorted variety of a picture blocker can vary greatly between
different devices. In fact, fascinating photo transformers can react differently to
photons within particular frequency categories (Fig. 13).
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Fig. 13 LDR sensor

Fig. 14 Hardware of LDR sensor

The visible out of the LDR sensor is shown in Fig. 15, or the operational amplifier
of the LDR sensor is shown in Fig. 16. The LDR sensor senses light output and turns
on the lighting so when intensity of light in it is extremely low, as seen in Fig. 15,
which is great for students who could really toggle on the lights at a certain time.
Figure 16 depicts the display screen achieved in a Device (Fig. 14).

3.5 Water Level Sensor

Level Neurotransmitters discern various oils and fluidised bed particles such as
blends, ridged materials and powders with a higher solid body. Level sensors can
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Fig. 15 Output of LDR sensor

Fig. 16 Digital output of LDR sensor

detect the level of free-flowing liquids, as their name suggests. Fluids include water,
grease, mixtures and other emulsions, as well as solid particles of cement matrix,
which are included in those materials (solids which can stream). These compounds
can, in general, because of the force, become at balance or in storage facilities, main-
taining their amount in closed condition. The level of a sensor is measured against a
standard index (Figs. 17 and 18).

The visible output of the water level sensor is obtained in Fig. 19 and the voltage
signal of thewater level sensor is obtained in Fig. 20. Awater level sensor is primarily
used for detecting water level and motor switch, as seen in Fig. 19 and indeed the
voltage signal obtained is observed in Fig. 20.
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Fig. 17 Water level sensor

Fig. 18 Hardware of water level sensor

Relay Module

A leg is an electrically driven mechanism that could be turned down the brightness.
This device is used in the field of force coverage. This is applicable to all AC and DC
systems. This device is small, consistent and secure. It regulates an input torque. The
turn component is depicted inFig. 22.Thefirst section is the genius transfer apparatus,
which is connected to the existing wiring of machine tools in the home, such as a roof
cooler and lights to obtain electricity. This unit will significant contributions from
the lifestyles and unrelated home stocks that are linked to the action module. With
a 5 V amplifier style Dc power Wi-Fi connection, it is 240 VAC to turn from (AC)
to (DC). The hand-off component’s potential as a usual switch “ON” and “OFF”
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will toggle a light on and off. An ambient recognizing system includes an ultrasonic
camera as well as a switch module and an ArduinoWi-Fi connection. Wi-Fi is an RF
module with a lot of features that can be used on a central network system. The IEEE
802.15.4 standard greatly reduces the amount of code required to ensure knowledge
exchanges. Aside from its data warehousing capabilities, Wi-Fi has a slew of other
advantages for use with a WSN (Fig. 21).

Fig. 19 Water level sensor output

Fig. 20 Digital output of water level sensor
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Fig. 21 Relay module

3.6 GSM

The GSM protection platform sends immediate messages based on the sensors used
in this module. If the PIR sensor detects something out of the norm, the server will
be notified immediately. This indicates that there is someone close to the house who
is not the customer. With the aid of fire detection, the GSM also plays an important
role in the fire alarm system. When smoke is detected, the guide dog an SMS alert
via GSM.

4 Conclusion

The proposed kit is a practical method for partnering with your house. It also has
a management structure that is used for interaction. It improves the intelligence
and efficiency of household partnerships. A structure and production concept for a
fantastic home advancement device based on the Arduino microcontroller board is
published in this research scheme. The microcontroller board is connected to the
sensing. Due to any signals received from similar sensors, the residential mechan-
ically installations can be tested, managed and accessed normally. The device is
reliant on electricity. The partnership will be terminated and SMS ready restrictions
will be lifted if the power source falls short of expectations. For defence productivity,
every power centrepiece energises the security mechanism. It is not able to achieve
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Fig. 22 Relay driver hardware

the framework without a security framework. Any base cost may even be induced
in the conceptual proposal for dream homes or buildings. It alters the problem of
establishing trading centres in WSNs and expands the effect of far-flung blocks.
The suggested system was said to be a foundational, monetarily informative and
adaptable system.
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Eye Controlled Wheel Chair System
for Physically Challenged People

S. Karthikeyan, M. Maheshwar Reddy, Md. Dhariq Refai, R. Narmadha,
and S. Jayanthi

Abstract As per another report mutually set up by the World Bank and the WHO,
on the planet there are 15% handicapped are incapacitated. Utilizing an amazing
wheelchair to drive paddling is one of the principal steps to coordinate individuals
with extreme physical and scholarly inabilities into society. For seriously incapac-
itated individuals, driving a wheelchair is a troublesome assignment except if the
tongue is utilized to control the toy stick. Simultaneously, the visually impaired and
the handicapped deal with two issues, which establish an unforgiving climate for
them, which imply haughtiness and limitation. Different projects have been intended
to conquer the previouslymentioned issues lastly permit clients to performsafe activi-
ties andperformsignificant day-by-day life undertakings.Themechanicalwheelchair
utilizes eye development and head development to control the wheelchair. Moreover,
we can speak with room gear, for example, fans, by utilizing a similar head develop-
ment to give more autonomy to the incapacitated. Use RF transmitter and collector
to finish this correspondence. Utilizing this capacity, you can undoubtedly control
different gadgets.

Keywords Wheel chair · RF transmitter · Visually impaired

1 Introduction

Wheelchairs are intended to assist individuals with inabilities to move around and
perform day-by-day exercises, yet consider the possibility that the debilitated have
serious incapacities. There are many savvy wheelchairs being produced. With the
headway of innovation, new and more brilliant wheelchairs entering the market will
help the seriously impaired. Our wheelchair is the exertion of beginning, standing,
and moving the wheelchair through the simple developments of the eyes and head.
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Furthermore, we likewise associated different modes in the wheelchair room and
associated themwith the RFmodule. Hence it is more conscious of walking for elder
people’s neediness. Because the foveal vision is very important for old age people
compared to younger ones. The significance of a focal or fringe sightsees misfortune
on the vision procedure acclimated manage strolling adopt by mensuration strolling
techniques for outwardly obstructed adherents. Companion in treatment vivid virtual
setting was adapted separately the standard procedures for the optic-stream and
egocentric-heading approaches by counteracting the walker’s inspiration of reading
from the precise course of strolling. Conditions comprised of an objective at spans
a coppice, the detached alone, or the backwoods alone after a speedy show of the
objective. Marginal vision is the main important procedure for ambulatory. It has to
be stabilized and making the flexibility in an appropriate way. The mind requires
data from the eyes until it can see objects in the atmosphere. When this evidence
is available, the cerebrum will use it to build an emotional picture of the situation.
In general, we have the imprint that we see the refinements of our environmental
influences unmistakably, and our visual perception is smooth and consistent. The
expansion of firmly fitting contact lenses has resulted in supplementary precise eye
undertaking soundtracks, and ways like compelling search coils are the greatest
effective choice for scientists working the dynamic and physiology underlying eye
movement. This approach permits eye movements within the vertical, horizontal,
and torsion directions.

2 Related Work

An enormous number [1] of individuals create spinal line wounds each year, and
about a portion of them cause quadriplegia. Loss of human portability is one of
the significant changes in life achieved by quadriplegia, and strolling has become a
deep-rooted battle. Quadriplegics depend on electric wheelchairs to move, however
without hands control frameworks are right now huge and costly. The point of the
undertaking is to plan an electric wheelchair with another control framework, reason-
able for quadriplegics with a face shape, and a brilliant camera and flicker sensor
changed before the client’s face. Face zone was discovered dependent on the Ada
Boost learning calculation. At that point utilize the Flandmark Detector to distin-
guish milestones. In this paper [2] uplifted wheelchair constrained by eye-to-eye
connection and squinting. The camera is set before the wheelchair client and is used
to take photographs of subtleties. Successive pictures are deciphered as visual direc-
tion and flicker structure. The course of the view is addressed by the even review
point, which can be found in the triangle framed by the focuses of the eyes and
nose. The review and flickering aides are utilized to give directional guidelines and
time, individually. The course order is identified with the development bearing of the
electric wheelchair, and the time grouping is identified with the development season
of the wheelchair.
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In this paper [3], electric wheelchairs with high portability affectability are quite
possibly the main strides for individuals with serious physical and mental inabilities
tomingle. For individualswith extreme incapacities,wheelchair access is a drawn-out
undertaking other than the control of toy twig using their patois. The visually impaired
and the incapacitated need to manage two issues at a time, which can make them
become diverted, which is the development and the standing position. To conquer the
issues referenced above, different projects are being created to permit end clients to
do more secure exercises and complete certain significant undertakings in everyday
life. The venture [4] examined wheelchairs dependent on eye-to-eye connection and
non-verbal communication. This task is helpful for individuals who can’t do anything
because of sickness, injury, or inability. They can move the wheelchair to one side
and right by taking a gander along the edge you need, or they can use different eyes
and body hands to begin and position the wheelchair.

3 Existing System

In this framework, we would now be able to utilize optical sensors to control the
wheelchair dependent on the development of the eye cover. It can begin and balance
the wheelchair in a matter of moments.

Regardless of whether you flicker or open your eyes, squint. With the assistance
of lighting the appreciation, the optical sensor works, and in addition to that the
palpebra in ultraviolet region and uses a phototransistor and a differential circuit to
identify changes in mirrored light.

At the point when the eyes flicker, it implies that the wheelchair can push ahead.
Multiple times implies turning left and multiple times implies turning right. Supple-
menting Communication Potentials [5] between People with Agility Losses and their
Close Situation.With the help of eye blink sensors [6, 7] and software solutions (keil)
[8, 13] solve the difficulties of ailment individuals. Solution also produces with the
help of [6, 9, 10] special instruments. Existing systems have its own limitations
solution given with [11, 12] image processing.

4 Proposed System

In this system, we used eye blink sensor to control the wheelchair. Firstly we map
the house or any area and then we give the command to the wheelchair by eye blink
sensor and the controller.

When the eye blink sensors detect two blinks means it goes to move first room and
then it detects three blinks means it goes to move to next room, three times means
goes to move fourth room and, etc.

The projected arrangement is very useful and no need to regulator the helm chair
as per the direction.
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5 Implementation of Prototype Model

5.1 Motor Driver

The 16 pin L293D is a popular IC used for driving the motor. It is used principally
for driving the motor alone. This IC has the power to drive two motors of DC sort
at the same time and it’s additionally ready to management the direction of motors
severally. This IC will be the correct high-quality if the engines with the power of
less than 36 V, with the presence of 600 mA which can be measured by circuits of
555 timers, op-amp, Arduino, ARM, PIC, etc. The motorized heavy is made humble
using this L293D IC.

Half H-bridge is the employed attitude of this integrated route. Here, using H-
bridge set up themotorized innings together in anti-clockwise and clockwise courses.
As supposed earlier, this integrated device can run the motor at a comparable time;
the arrangement for this is shown in Fig. 1. In this we used 15v battery to function
motors it is associated with motor motorist (Fig. 2).

Fig. 1 Proposed system with sensors and software solutions

Fig. 2 Motor driver
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Fig. 3 Battery

5.2 Eye Blink Sensor

Figure 3 is used for emitting and detecting infrared radiation. In Fig. 4 there are two
parts which are LED for light production and the handset. If the thing is adjacent
to the device, the IR frivolous from connection rectifier can get reflected off to the
thing and it’ll be detected by the receiver appearance. The proximity sensors are used
for detection of the obstacles. An Active Infrared sensor will be acting as proximity
sensor here. The diversity outside the eyes will change with the blink of an eye.When
the eyes are closed, the output is high and the output is low. This knows whether the
eye is closed or open area. This output is equipped with a signal circuit to indicate
an alarm. Since you don’t understand the eyes, you can use it for projects including
risk management.

5.3 Arduino UNO

Figure 5 is an Arduino board which are used for the supervisory of the definite
world than the Individual Processer management. This dispensation period is an
exposed foundation for the microcontroller boarding and it can be intelligent to do
development software design on the boarding. This boarding is amicrocontroller that
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Fig. 4 IR sensors

is contingent on ATmega328. It has electronic 14 input/produce pins, in which six
pins arematerial sourceswhich are of 16MHzclay resonator, force jack, ICSPheader,
switch for rest, and USB connotation. It has all that can be help themicrocontroller in
interfacing to individual processer with a USB or with an AC current to DC current
get-together or it necessitates a cordless to inaugurate. “Using the software solution
must be an open-source genuine recordkeeping period.”

5.4 Sensor Output

From Fig. 5 we know that it is in on state if give a command like two blinks then it
will move to first room. Same if we give three blinks means it will move to second
room.

From above figures, if the LED’s are blinking as shown in Fig. 6 then it is moving
in forward direction. If it is blinking like shown in Fig. 7 then it is moving backward
direction. If it is blinking like Fig. 8 then it is turning left. If it is blinking like shown
in Fig. 9 then it is turning towards the right.
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Fig. 5 Arduino

Fig. 6 IR sensor
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Fig. 7 Motor driver connections

Fig. 8 Output in off state
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Fig. 9 Output in on state

5.5 Vision Status and Mobility

The wheelchair is in the off state after connecting to the battery and it is in on state,
now it is ready to move.

For two blinks it will move upto 5000 ms

For three blinks it will move upto 10000 ms

For four blinks it will move upto 15000 ms

For five blinks it will move upto 20000 ms

Identification of substitute is done even on illumination except if the enhancing
is covering the complete eye, this is on the estates that when the light hits the pupil
and brightening banquets on the student casing complete replacement which indif-
ferences those pixels so as we treat the bright spots it will permission behind most
life-threatening modification edges that can’t be strong-minded and the adminis-
trator will believe another situation to be an iris area. This communication works
notwithstanding of whether depiction taken in negligible dim temperature.

References

1. Teodiano FB-F, Auat Cheein F, Member, IEEE, Müller SMT, Celeste WC, de la Cruz C,
Cavalieri DC, Sarcinelli Filho M, Amaral PFS, Perez E, Soria C, Ricardo Carelli, Senior
Member, IEEE (2013) Towards a new modalityIndependent interface for a robotic wheelchair.
In: XXIV CongrEsso BrasIlEIro Em EngEnharIa BIomédICa, 2014

2. Gajwani PS, Chhabria SA (2010) Eye motion tracking for wheelchair control. Int J Inf Technol
Knowl Manag 2(2):185–187

3. Perez E, López N, Orosco E, Soria C, Mut V, Teodiano F-B (2013) Robust human machine
based on head movements applied to assistive robots. Sci World J 2013

4. MazoM, Rodriguez FJ, Zaro JlL, Ureia J, Garcia JC (1995)Wheelchair for physically disabled
people with voice, ultrasonic and infrared sensor control. Auton Robot 2(3):203–224



224 S. Karthikeyan et al.

5. Caon M, Carrino S, Ruffieux S, Abou Khaled O, Mugellini E (2012) Augmenting interaction
possibilities between people withmobility impairments and their surrounding environment. In:
Communications in computer and information science, pp 1–11

6. https://learn.sparkfun.com/tutorials/accelerometer-basics/all
7. http://www.keil.com/c51/c51.asp
8. https://www.pantechsolutions.net/sensors/user-manual-for-eyeblinksensor#sthash.Rv5vb3yy.

dpuf
9. http://www.engineersgarage.com/electroniccomponents/rf-module-transmitter-receiver
10. https://www.sparkfun.com/datasheets/Components/ADXL330_0.pdf
11. Koshy MM, Karthikeyan S (2017) A survey on advanced technology for communication

between deaf/dumb people using eye blink sensor & flex sensor. In: Proceedings of inter-
national conference on innovations in information, embedded and communication systems
(ICIIECS)

12. Balaji SR, Karthikeyan S (2017) A survey on moving object tracking system using Image
Processing. In: Proceedings of 11th international conference on Intelligent systems and control,
IEEE explorer conference, pp 11–16

13. Narmadha R, Rajkumar I, Sumithra R, Steffi R (2020) Continuous monitoring of electricity
energy meter using IoT. Adv Intell Syst Comput 1057:731–738

https://learn.sparkfun.com/tutorials/accelerometer-basics/all
http://www.keil.com/c51/c51.asp
https://www.pantechsolutions.net/sensors/user-manual-for-eyeblinksensor%23sthash.Rv5vb3yy.dpuf
http://www.engineersgarage.com/electroniccomponents/rf-module-transmitter-receiver
https://www.sparkfun.com/datasheets/Components/ADXL330_0.pdf


Improved Sparse PLSR and Run-To-Run
Algorithms for Traffic Matrix Prediction
in Software-Defined Networks

Madhwaraj Kango Gopal , M. Amirthavalli ,
and B. Meenakshi Sundaram

Abstract Predicting the correct traffic matrix is crucial in addressing many network
issues like routing, availability of networks, clear communication, etc.… In conven-
tional networks, link load measurements are used for better traffic matrix prediction.
The precision of a system, however, is small since this method does not evaluate the
fundamental series of linear equations governing the problem of traffic prediction.
Software-Defined Networks(SDN) offer statistics of certain forms of movements,
thus providing different ways of solving issues with the traffic matrix. A network’s
performance and complexity can be measured using SDN. In this research work, a
deep traffic matrix prediction model is proposed to evaluate the traffic in a better
way. Further, the network traffic can be forecasted by using the traffic knowledge
of a particular network. Gradient descent is considered to be an iterative machine
learning modeling method that helps in reducing errors, optimizing weights, and
thereby lowering the cost function. Evaluating the gradient of the negative likelihood
equation in calculating the trafficmatrix is a challenging part since all statemodels are
composed of the gradient. In the traffic matrix, some methods deliver correct predic-
tions, and some do not. In the proposedwork, we have introduced two algorithms, the
sparse PLSR and Run-2-Run algorithms for traffic prediction. A comparative study
between the proposed algorithms and the already existing algorithms was done based
on the training efficiency and performance in traffic prediction.
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1 Introduction

SOFTWARE DEFINED NETWORK (SDN) is called a form of network engi-
neering that enables the network to be operated with software applications intelli-
gently as well as centrally or ‘programmed’. This assists operators in managing the
entire network continuously as well as holistically, regardless of the network inno-
vation that underlies it. SDN is based on logically centralized network topologies
for controlling and managing intelligent network resources. Present approaches
to network management are distributed. With little knowledge of network status,
computers usually run independently. For the type of unified control that an SDN-
based network has, bandwidth management, maintenance, security, as well as regu-
lation can be highly complex and automated, and an organization can reach a holistic
point of the network. The generalization and centralization of the operation of
company networks are done using SDN. Traffic programmability, flexibility as well
as the opportunity to produce policy-driven network supervision and implementation
of network automation are seen to be the most common benefits of SDN. Its greatest
advantage is that a system for supporting more data-intensive technologies such as
big data and virtualization can be developed. Machine learning techniques have been
used across many disciplines too and have found to be more effective in delivering
predictions [13–16].

Machine learning approaches are nowbeing usedwith software-defined networks.
The use of machine learning methods in SDN [1] is acceptable and effective for
the reasons mentioned below. Initially, the new advances of computational tech-
nology such as the Graphics Processing Unit (GPU) and the Tensor Processing
Unit (TPU) could offer a strong opportunity for promising techniques in machine
learning (e.g., deep neural networks) to be applied in the network field. First, for
machine learning techniques, knowledge is important for driving. The unified SDN
controller has a greater knowledge of the system and could gather multiple network
data for implementations of the machine learning methodology. Third, through data
processing, networkmodeling, automatic network service delivery, machine learning
algorithms focused on real-time as well as historical network data can add the intel-
lectual capacity to the SDN controller. Finally, the programmability of SDN enables
optimum network remedies (e.g., setup and allocation of resources) throughmachine
learning techniques or deep learning architectures.

Nowadays, SDN’s are used for large-scale networks too. Global networkmanage-
ment can be comfortably done and also well-supported while using SDNs via their
control plane, unified control provides large-scale network management. In wired
networks, nodes are largely static but connected to high-speed links. Many reviews
have recently been carried out to resolve the limitations of traditional wireless mesh
networks (WMNs) in adapting the SDN architecture to WMN administration. A
hybrid routing scheme was designed to enable and communicate with traditional as
well as SDN-based wireless devices for existing side-by-side in the data plane.

Therefore, by using a methodology called traffic matrix prediction in a deep
belief network, we deployed a traffic analysis framework for a large-scale network.
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For traffic matrix estimation, we investigated a sparse partial least square regression
(PLSR) and Run-2- Run PLSR algorithms.

1.1 Traffic Matrix Prediction

For network operators to incorporate heterogeneous network planning and control
on a massive scale, traffic information is an important configuration input. A Traffic
Matrix (TM) represents the amount of traffic that flows between all feasible nodes
of origin–destination pairs (OD) in a network. Different network management oper-
ations are selected on the basis of particular types of network traffic. The problem
that estimates the future traffic network from current and previous traffic network
data is known as traffic matrix prediction. The advantages of prediction of the traffic
matrix are as follows. Traffic flow adoption between nodes of origin and destination
and two. Estimating potential network activity using known traffic data. In this work,
a deep architecture for the calculation of TM has been proposed. Subsequently, by
using the proposed deep architecture using known network traffic information, we
predicted potential network traffic. The known TM, we assume, is X with x as its
entry. First, we standardize the TM X here by splitting the X limit, such that all X
entries become [0, 1]. For simplification, the TM is viewed as the standardized one
without special comment during the remainder of this section.

2 Literature Survey

Two methodologies, Deep Convolution Neural Networks (DCNN) and Deep Belief
Network (DBN) for large-scale networks,were suggested byFadlullah et al. [2]. They
obtained improved results depending on the rate of packet loss as well as throughput
in the large-scale network. The computational complexity was significantly reduced
in this work.

Nie et al. [3] recommended a deep framework for prediction and calculation of
the traffic matrix. They investigated the time-varying network traffic properties in a
data center network and introduced a new form of network traffic prediction focused
on a deep conviction network and a logistic regression model.

Xie et al. [1] suggested node mobility to solve the traffic balancing problem. To
decrease SDN controller response time, a two-layer supervised learning method was
introduced in helping the controller forecast node mobility as well as connection
probability of failure in adynamic network topology. They suggested an alternative
selection method for the route, accomplished optimum traffic balance, and at the
same time reduced the overhead control plane.

Gongming et al. [4] suggested PLSR-DBN for the recognition of a non-linear
system. They removed over-fitting as well as a local minimum outcome from
gradient-based learning, however in the unsupervised training process, a contrastive
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divergence algorithm was utilized. Utilizing PLSR- DBN, they achieved improved
results on non-linear system recognition.

Tian [5] incorporated the use of SDN for the estimation of the traffic matrix.
Traffic Control And Monitoring (TCAM) efficiency improved while calculating the
traffic using SDN. They also achieved major productivity improvements over other
strategies too.

Traffic steering methods used for the existing SDN-based SFC (Service Function
Chaining) methods were applied by Hantouti et al. [6]. They used this methodology
in real-life networks and found that they were performing better than the existing
methods largely due to scalability and versatility.

A Gradient Boosting Decision Trees (GBDT), a community learning approach,
was developed by Yang et al. [7] to predict short-term traffic based on traffic volume
data collected from detectors of the freeway loop. The performance was described
by integrating the data on the volume of traffic obtained as a reference by different
upstream and downstream instruments, increasing prediction quality.

Camacho et al. [8] suggested a Partial Least Squares (PLS)-based gradient descent
system. They also improved this approach with the usage of sparse variants of PLS.
The latest published real case analysis showed the useful application of the method,
revealing the relevant enhancement in detecting performance aswell as the evaluation
of network attacks.

A gradient fixing model was introduced by Fei et al. [9]. They designed a gradient
fixing-based Gibbs sampling training algorithm (GFGS) and gradient fixing-based
parallel tempering algorithm (GFPT) based on gradient fixing. They also performed
a comparative analysis of novel methodologies and current methods too. They effec-
tively resolved the gradient error issue and achieved greater training precision at low
cost of computational time.

3 Traffic Matrix Estimation Framework Based
on SDN—Methodology

Network problems are addressed by various traffic matrices such as congestion
control, network, and traffic engineering. Calculating a precise traffic matrix of
network is difficult to achieve. The reason for this is as follows. The network’s
traffic matrix is T = t(o,d) since t(o,d) d denotes the motion (o, d)-load of traffic
from origin to destination d. The aim of the traffic matrix prediction is to find a load
of each o–d flow provided each word in the matrix of traffic corresponds to one o–d.

T is defined in vector form as M = [m 1, m 2…….m J]ˆT, the entire traffic
collection is p.
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Fig. 1 Overview of the proposed work

3.1 Traffic Measurement

The overview of the proposed work is depicted in Fig. 1. In this work, three different
types of traffic measurements [6] have been discussed:

1. Link loads: SNMP protocols are used to perform these calculations.
2. Destination-based flows: For routing, SDN flow table has a flow for each

destination since this network uses shortest path routing.
3. Origin–destination (o–d) flows: SDN node flow table uses origin–destination

flow for calculating traffic (as directed by the centralized controller).

The traffic matrix is calculated with the above three forms of measurements. The
measurements of connection loads (type 1) and routing flows (type 2) in the network
are unaltered. The measurements of Type 3 are self-selected, which is the purpose
of our research. In the traffic matrix, each o–d flow resembles one variable. Ideally,
as far as possible, certain flows have been used in an appropriate way for traffic
calculation. For traffic estimation, we use a handful of these flows, and the focus of
this paper is how to successfully carry out this process. Flow signifies o–d flow here
and other flow forms may be indicated as destination-based flows.

3.2 Underlying Linear Equations

The network is supposed to be streamlined. There are routing nodes (conventional
routers), node Band one SDN router on this network. As specified in Eq. (1), p, L,
and other nodes mentioned below are added.

V: The set of nodes.
L: The set of links.
p: The set of all o–d flows. Note that |P| = |V |(|V | − 1)
I: The set of SDN nodes in the network, I ⊆ V

A linear equation of m is defined for any flow measurement. Traffic prediction is
done by considering the limitations of the linear equation.
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The following equation depicts the measurements of first series(load link
calculation):

R · m = QR (1)

It is noted that R is denoted as a binary matrix [L| | P| as well as link in each row,
is R. Through connection J-through connection l, the flow 1 and 2 passes then the
row is [ 1 1 0 . . . . . . .0] in R.The corresponding row will be [ 1 1 0 . . . . . . .0] in R.

Flow-based destination is computed from the following equation:

D · m = QD (2)

whereas QD= [ QD
1 , QD

2 . . . . . . . . . QD
n ] T and the outcome of destination-based

flow is represented as QD
i in the table of flow, the total number of flows based

on destination is denoted as nd , as well as D denotes a nd × |P| binary matrix. The
construction of flow based on destination is denoted by every other row in D. For
example, the row in D becomes [ 1, 0, 0, 1, 0 . . . . . . 0] , if a flow-based destination
contains o–d flow 1–4.

Measurement of o–d flow is done with the following equation:

O · m = QO (3)

whereas QO= [ QO
1 , QO

2 . . . . . . . . . QO
n ] T as well as QO

i represents the measured
outcome for o–d flow i.O is a nO × |P| binary matrix. In O, each row denotes the
creation of an O–d flow. Therefore, it consists of only one in each row.

By adding three pairs of equations that are linear, we get

A.m = Q (4)

whereas Q =
⎛
⎝

QR

QD

QO

⎞
⎠ as well as A =

⎛
⎝

R
D
O

⎞
⎠.

If the network comprises multiple SDN nodes, D and O apply to multi-node
measurements. Notice that certain D-rows from distinct SDN nodes can be the
same because they denote the same movement depending on the destination, and
the controller may delete those redundant rows. Since the controller does not install
the same o–d flow for traffic measurement in separate SDN nodes (one calculation
is very sufficient), all entries in O must be unique.

Before any debate, the two major characteristics of matrix A are underlined. Note
that P tends to all o–d flows in the set numbers start from 1 to 1 as well as each flow
the corresponding load of traffic is defined as m = [m1,m2 . . . . . . .mJ ]T . M is the
traffic matrix–vector form, to put it another way.
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• Each row in A belongs to a categorized flow type. Suppose in row A, for instance,
is [1 1 0 . . . . . . .0] , there are two o–d flows such as o–d 1st flow and o–d 2nd
flow in the pooled flow.

• Aflow of o–d applies to each column at A. In a column, the count of 1 s shows how
many times the o–d flow occurs as other clustered flows are formed. For instance,
if a column is [ 1, 0, 0, 1, 0 . . . . . . 0] , this implies that the grouped flows would
contain this flow.

Rows 2 and 3 are related to A. There is one point that needs to be mentioned.
Multi-path routingmay be utilized alongwith the shortest path routingwhenmultiple
paths are of equal distance. For the trafficmatrix, the only variation triggered through
this multi-path routing would be that fractions, not only binary numbers, might be
the value in the R as well as D matrices. And the whole system isn’t evolving at all.

3.3 Generating O–d Flow

For traffic measurement selecting flow (O–d flow) relates to one row in the Omatrix.
The requirement for choosing an o–d flow for the traffic measurement are described
in the below sections.

(i) Prioritizing Flows

Several tools are necessary to give a rough estimate of the flow rate. The gravity
model uses the process below to predict to,d (o–d load from origin o to destination d
movement). Suppose.

mg= [mg
1,m

g
2 . . . . . .m

g
|J |]T ,

whereas mg
j denotes the flow estimated load j in J. Remember that, in the traffic

matrix,mg
j relates to one to,d . In that same way the resultingmg

j is determined by the
concept of gravity:

to,d = doad
g

whereas do denotes total traffic leaving its origin o, total trafficoccurring at destination
d is denoted as a, all of that is accessible from SNMPmeasurements, and constant of
normalization is denoted as g which is equivalent to the inclusion of all actual traffic
loads,

i.e.,
∑

o
do or

∑
d
ad or

∑
o,d

to,d

The tomgravity model is described to be improved and it is given as,
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vtg =
√
mg

1,

√
mg

2 . . . . . . ..

√
mg

|J |]
T

(5)

mtg = [mtg
1 ,mtg

2 . . . . . . . . . .mtg
|J |]T , (6)

whereas mtg
j denotes a revised value for mg

j ,m
tg
j derived using solved following

quadratic Equation.

mini

∣∣∣∣
∣∣∣∣
mtg − mg

vtg

∣∣∣∣
∣∣∣∣s.t QR = R.mtg, (7)

whereas ||.|| denotes the L2-Norm of a vector. EveryMKdenotes the refined predicted
output from mtg

K
We’ll utilizemtg

K throughout this section, the flowweight j in J. For themetric to be
added to the flow chart, the weight is used as its initial value: the greater the weight,
the greater the significance.mtg is used as an original estimate of the traffic matrix.
In this paper, an enhanced calculated matrix of traffic based on mtg is obtained by
the estimation process.

(ii) Rank Increasing Selection Principle (RISP)

No additional details on the traffic matrix can also be used with the inclusion of an
o–d flow to the flow graph. Taking the example below into account. Tell that there
will be two separate SDN nodes in the two destination-based flows, Q1 and Q2. It
defines the formulations as follows:

Q1 = m1 + m2 + m3 (8)

Q2 = m1 + m3 (9)

Next, y-1 and y-2 are calculated and then we can calculate the load of m-4. The
traffic matrix will be given by the addition of o–d flow 4 to the traffic calculation
flowgraphwith no additional information. The proposed trafficmeasurementmethod
would guarantee that the load that is measured from this flow is not derived from the
predominant flows of the flow tables when the centralized controller selects an o–d
flow for calculation. This assures that the flow that is corresponding to the inserted
flow inA is autonomous of otherA rows. The added row should dramatically increase
the rank of A to satisfy the requirement. In this case, the rank-increasing selection
principle is followed for flow selection.
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4 Deriving the Traffic Matrix

Calculating the initial traffic matrix,mtg .Then enhance the estimate by measuring
flows in Q. Along with Q, potential traffic matrix solutions have been situated on a
hyper plane Q = A · m. We’ll pick the projected point mtg on this hyperplane to
render the final approximation. That is, we pick M to reduce

∣∣∣∣m − mtg
∣∣∣∣.

min
∣∣∣∣m − mtg

∣∣∣∣s.t.Q = A.M

Traffic calculation is estimated from the above and obtained a matrix form of
network traffic data. Lastly, using traffic measurement and o generation (o–d flow
estimation), the traffic matrix is derived.

In our proposed work, estimation of the traffic matrix will approximate the deep
learning process and Run-2-Run algorithm is used to enhance deep learning better
than the current methodology. These techniques are useful in predicting the future
traffic of the network. The techniques are discussed below.

4.1 Traffic Matrix Prediction Using Deep Learning

The trafficmatrix forecast calculates the potential traffic of the network fromprevious
traffic data over the network. For TMestimation, an SDN-based deep architecture has
been proposed. Further, by training the proposed deep structures across established
traffic data from the network, the potential network traffic was accurately predicted.

The challenging part of the deep learning-based estimation of the traffic matrix[3]
is to measure the negative probability function gradient, even if the gradient consists
of all state models. Since gradient descent is considered to be an iterative machine
learning optimization technique that reduces cost function to a great extent, precise
trafficmatrix predictions are done through this model. In earlier works, they had used
a contrastive divergence algorithm for estimating this gradient instead of directly
computing it.

In the proposed work, we improve the gradient using deep learning instead of
directly computing it. We also used the sparse PLSR variants and Run-2-Run algo-
rithm for computing gradient. It improves optimization performance, learning ability,
and computational efficiency. These techniques are useful to estimate gradients when
compared with the existing contrastive divergence algorithm.

4.2 Partial Least Squares (PLS) Regression

To find the gradient, regression methods could be used for optimization. Regression
methods are used to analyze high dimensional sets rather than high dimensional
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parameters such as scaling and gradient parameters. PLS is a regression technique,
common in cases with large dimensions, and has been found to be useful in the
presence of collinearity while generating the predictors.

The PLS algorithm defines H subspace that significantly increases its covariance
with L, including aN ??O solutionmatrix L and aN ??M set H of predictor variables.
It contains o–d flow (origin and d- destination) in traffic matrix M.

Model PLS shall be described as:

H = T · I T + B

L = T · J T + O

• Residual X and Y matrices. Where L and O are residual matrices, A is known to
be a latent vector, T is N ?? A score matrix.

• The residual matrix used for the consistency model determination. The discrep-
ancy between the observed variable and the estimated data value is used in
regression analysis.

• I, J are o × d and m × d loading matrix for predictors.
• While T is defined as the matrix of the N/A score, the number of latent variables

(LVs) is A, used to fit the formula. And O-A and M-A loading matrices for the
predictors as well as the outcome are known as P and Q. Similarly, the residual
matrices N’M and N’O are defined as E and F. A traffic predictor model was
derived as follows:

mn,t+1 and (mn,t ,mn,t−1,....,,mn,t−w+1)

4.2.1 Sparse PLSR

Even though PLS can manage noisy predictor variables efficiently, the addition of
variables that are not important for estimation of the response typically reduces the
model’s predictive efficiency.

This family of algorithms is termed as sparse partial least square regression. It
is used for very high dimensionality data and also improves learning ability in the
traffic matrix. In addition, the performance of the network is also improved while
employing this technique.

By restricting (i.e., forcing 0) the loads that appear to be the PLS model’s calcu-
lation of the relative value of each vector by solving the optimization problem, a
sparse PLS solution can be obtained:

argmini|∣∣c − pqt
∣∣|2 f + λ1||p||1 + λ2||q||2
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4.2.2 Group-Wise PLSR

The recently suggested Group-wise PLS (GPLS) is another method for achieving
sparse PLS solutions, whereby the result is derived by identifying classes of asso-
ciated predictor variables instead of regularization. The GPLS algorithm will start
shortly by describing a set of K (potentially overlapping) sets of associated variables
derived from the M-M relationship map M calculated from the M-M relationship
map M is C = XTY. The scores and weights of K PLS systems along with 1 LV are
then calculated, each of which takes into account only the set of variables relevant
to one of the classes. Among these, it preserves the one with the highest association
with Y while the other ones are discarded. This is iterated in the case of several LVs.

For data discovery, GPLS analysis is particularly suitable. However, in terms of
predictive goodness, the approach substantially outperformed PLS and SPLS once
data is constrained in a GroupWise way, i.e., while there are classes of associated
aspects linked to the response. To classify the variables group inM, theGPLSmethod
fitting requires the formulation of a threshold, aiming to regulate both the size and
number of the variables groups to be used simultaneously. Optimum values are
graphically chosen for analyzing the correlation map M, by controlling as well as by
exchanging between group size and dimension.

4.2.3 Run-To-Run Algorithm

The gradient is estimated in the previous section using PLSR Method. Let us define
input as R (traffic matrix), needed to optimize network performance and predict the
traffic in an SDN. W is considered as output (predicted values). The goal of this
algorithm is to optimize the output W value using input R. The algorithm gave a very
accurate traffic prediction.

The Run-to-Run optimization technique, used in PLS, SPLS as well as GPLS for
a general optimization issue, can be described below:

Select an initial prediction parameter s and vc (level of exploration).

1. Initialize the input Ri for i = 0.
2. Repeat initial predictor parameter from PLS method s = {1 . . . . . . . . . S}
3. Generate the input R (traffic matrix)Rk

i = Ri + vc + vk
i , for vk

i drawn from the
multi-normal distribution.

4. Apply input Rk
i to the system and measure the output Wk

i
5. Setup a PLS model with k cases, then organize the input in Rk

i rows as well as
the output in row Rk

i .

Wi = W · Bi + F (10)

6. Compute the next input Ri+1 = Ri + 3 . . . Bi

7. Check the solution for convergence and otherwise loop back to step 11
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In our previous section, we discussed the process of improving the gradient using
deep learning. We use PLSR, sparse PLSR, and GroupWise PLSR for improving
the learning rate, and the performance of the network has also improved. A traffic
predictor model as mn,t+1 and (mn,t ,mn,t−1,....,,mn,t−w+1) was obtained. After esti-
mating traffic matrix prediction, the closeness, and period were calculated using
the Spatio-temporal technique. After this process, these two were fused by using
a parametric-based matrix. Therefore, it becomes possible to predict the traffic,
maintain daily history, and also predict the traffic in SDN in an easy effective manner.

5 Spatio-Temporal Dependence

After calculating traffic matrix prediction in SDN, by treating output of predicted
traffic data set as images, Spatio-temporal analysis [10]was done to find the closeness
and period for predicted traffic. The output predicted traffic can be split into two-time
slots, one is closeness and the other the periods. Assuming the target to be measured
is the estimated amount of t slot traffic, the periods preceding t are split into two
parts, i.e., the latest time and the daily history.

Let’s define I as the duration of the dependency on closeness and the traffic of
the current time fragment to design the dependency on temporal proximity could be
defined as

Ztc = Zt−i , Zt−(i−1), . . . . . . . . . . . . .Zt−1 (11)

The above equation refers to closeness (recent times)of predicted traffic. The
recent times come under the hour, minute, seconds. This temporal closeness
dependence is called short-term traffic prediction.

In the sameway, the duration of time dependency is expressed by j and the sampled
traffic from everyday history can be represented as temporal dependence as follows:

Z ′
tp = Zt− j∗24, Zt−( j−1)∗24, . . . . . . . . . Z j−24 (12)

Z ′′
tp = [Zt− j∗24, Zt−( j−1)∗24, . . . . . . . . . Z j−24] × 7 × Z ′

tp (13)

Z ′′′
tp = [Zt− j∗24, Zt−( j−1)∗24, . . . . . . . . . Z j−24] × 4 × Z ′′

tp (14)

5.1 Parametric Matrix-Based Fusion

According to the above understanding, it is understood that the traffic of different cells
is related to both proximity and time, but the significance varies from one to another.
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To achieve this interaction, a parametric system based on a matrix is suggested to
combine the closeness and time characteristics. Suppose that the output of the SDN
is Z L+1

C and Z L+1
d respectively. After fusion, we have

ZO = ZC � Z L+1
C + Zd � Z L+1

d (15)

whereas� is represented as aHadamard product, ZC and Zd are the learnable param-
eters that demonstrate the relationship between the time of closeness and wireless
traffic.

6 Results and Discussion

6.1 Performance Analysis of Traffic Prediction Ratio

The three different algorithms that were taken for performance comparison in traffic
prediction are plotted in Fig. 2.

Figure 2 also depicts the traffic prediction of proposed sparse PLSR when
compared with other existing methods to analyze its performance (Table 1).

In comparison, the gradient for the deep learning algorithmwas determined by the
contrastive divergence algorithm [3]. Traffic prediction learning rate can be increased
byusing thismethodology. The only limitation of thismethod is that it is not adaptable
for high-dimensional data.

The DBNSTCS algorithm [11] is used to predict the network traffic in two ways,
i.e., long-range component and fluctuation dependence by low pass component and

Fig. 2 Performance
improvement ratio
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high pass component. Owing to the lack of gradient improvement in deep learning,
the efficiency study of traffic prediction was lagging to an extent.

In our proposed work, sparse PLSR is used for deep learning based on traffic
matrix prediction. PLSR is used to compute the gradient of high dimensional and
it is more robust. It increases learning ability and more reliably forecasts traffic.
Compared to current approaches, the overall efficiency of traffic matrix estimation
in large-scale networks is increased.

6.2 Training Efficiency

We equate the training efficacy of the proposed Run-to-Run algorithm with other
existing approaches, as depicted in Fig. 3. It is obvious that the Run-to-Run algorithm
performs better when compared with the Contrastive Divergence Algorithm and
WSTNET (Table 2).

The contrastive divergence algorithm [3] is a learning algorithm that improves the
training efficiency of traffic prediction based on deep learning. The only limitation
is that it takes more average training time for large-scale networks. In WSTNET
algorithm [12], the traffic gets predicted accurately, but there were issues while
employing it on practical networks. Further, it also increased the training time, and the
performance efficiency was also seen to lag while using it on a large-scale network.

Initially, in our proposed solution network-wide traffic data is processed on large
scale by enabling SDN, derived from a technically centralized control system. The
SDN control plane also tends to be programmable to enable the modular implemen-
tation of new network features, making it possible to incorporate the TM predic-
tion method alongside controllers as an application. This can be used for practical

Fig. 3 Training efficiency of
traffic matrix prediction
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SDN implementations and mostly more reliably and efficiently follows methods of
forecasting TM. Using a Run-to-Run algorithm, traffic data can be quickly trained
into SDN. The training performance in deep learning-based traffic prediction gets
increased and the total training time for traffic data in large-scale networks also gets
decreased.

7 Conclusion

In this work, a heterogeneous framework for solving the traffic matrix prediction
in a large-scale SDN has been developed. Firstly, SDN facilitates the processing of
massive network-wide traffic data on awide scale, taking advantage of the technically
centralized control structure. The modular introduction of new network features is
facilitated by the programmable control plane of SDN. Incorporating the TM model
as an application has also become simple and looks effective. This is used for prac-
tical SDN implementations, is more reliable, and efficiently follows TM forecasting
strategies. Different forms of flow were generated in SDN which gave additional
opportunities to resolve the issue with the traffic matrix. A deep architecture has
been suggested for traffic matrix prediction in this research work. Additionally, the
proposed deep architecture was trained using known network traffic data and was
found to reliably predict network traffic. The Sparse PLSR was used as the traffic
matrix estimation algorithm. For high dimensional data, sparse PLSRwas used and it
was found to be more robust than PLSR. In this proposed work, instead of computing
the traffic and gradient directly, the gradient was strengthened using deep learning.
For computing gradient, we used sparse PLSR variants and the Run-2-Run algo-
rithm. The output optimization, learning capacity, and computing efficiency were
increased considerably. When compared with the existing algorithms, our approach
was an effective one while calculating gradients.
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An Efficient Object and Railway Track
Recognition in Thermal Images Using
Deep Learning

Rohini Goel, Avinash Sharma, and Rajiv Kapoor

Abstract To avoid rail accidents, an efficient railway safety system is essential.
The collision between the trains and obstacles on the railway track is one of the
main reasons for accidents that result in terms reduced safety and higher financial
burdens. Researchers are ceaselesslyworking to enhance railway safety for curtailing
the accident rates. In this paper, a novel technique is discussed for recognizing the
objects (obstacles) on the railway track in front of moving train. This methodology
presents identification of the railway track along with deep network-based technique
for recognition of obstacles on the railway track. The deep network gives the model
understanding of real-world objects and enables obstacle recognition. The thermal
image data is used for the training and validation of deep network. In this work, Faster
R-CNN is utilized to effectively recognize obstacles on the railway tracks. This work
can be an incredible assistance for railway to curtail mishaps and monetary burdens.
The results demonstrate that the proposed work assists to boost railway safety with
good accuracy.

Keywords Thermal imaging · Railway track detection · Hough transform · HSV
color space segmentation · Faster R-CNN

1 Introduction

These days, because of the development of high-speed railways, the safety [1] prereq-
uisites of the railways are additionally increasing continuously. As the high-speed
railways straightforwardly lead to an increase in train mishaps. Numerous individ-
uals lose their lives in train mishaps every year. The elements liable for the mishaps
are, such as obstacles on the railway tracks, humanmistakes, and unfavorable climate
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conditions. The obstruction due to obstacles is because of the carelessness of pedes-
trians and vehicles crossing the tracks, animals strolling on the tracks and any other
heavy non-living item fallen on the track from the overpass. The human error can
happen because of the laxity of driver/railway staff. The unfavorable natural condi-
tions like low visibility because of haze and rain can cause issues. Many railways
crossing in various countries need sufficient admonition devices like gates and lights.
These issues cause troubles for the travelers as well as lead to monetary loss to rail-
ways as train cancellations and accidental compensations paid to infested individuals.
These problems can be vanquished by utilizing an early admonition framework that
not just tracks the obstacles and earlier cautions the driver yet also aids in unfa-
vorable climate conditions. This framework can enormously mitigate the number
of train mishaps occurred because of obstacles and troublesome climate conditions.
The object on the railway track might be a moving body [2]. Several research has
been done to distinguish and recognize moving object, such as M. Irani et al. [3]
discussed a unified methodology dependent on the separation of the moving object
detection in situations and relating techniques. R. Cucchiara et al. [4] introduced
an HSV color space analysis-based shadow detection and suppression method for
moving visual object identification and tracking. S. Mockel et al. [5] delineated a
multisensory obstacle detection framework dependent on fusion of active and passive
optical sensors. J. J. Garcia et al. [6] showed an intelligent framework dependent on
optical emitter and codification technique to recognize obstacles in railway tracks. N.
Hautiere et al. [7] introduced a strategy for estimating visibility distance under hazy
climate utilizing vehicle-mounted camera and implementing Koschnieder’s Law. S.
Wu et al. [8] portrayed a novel strategy for crowd modeling and anomaly detection
dependent on particle trajectories, chaotic dynamics, and probabilistic systems. J.
J. Garcia et al. [9] proposed a multisensory framework comprised of infrared and
ultrasonic that can inform about the presence of obstacles on railway tracks. X. Zhou
et al. [10] combined object recognition and background learning by proposing a
unified system named DECLOR for moving object identification. Y. Chen et al. [11]
proposed a technique dependent on image matching and frame coupling to handle
the object detection issue caused by moving camera and object motion. A. Berg
et al. [12] proposed a technique for obstacle detection on the railway track utilizing
monocular thermal camera and gained a novel data collection. H. Mukojima et al.
[13] proposed a background subtraction based strategy to distinguish obstacles on
the railway tracks utilizing images captured from train frontal view camera. D. Sinha
et al. [14] introduced an object identification approach on railway tracks utilizing
vibration sensors and filter out the sign from high-level acoustic noise utilizing a
novel Monte Carlo based Bayesian analysis. V. Amaral et al. [15] portrayed obstacle
detection systems in railway level crossing utilizing 3D point clouds gained with 2D
laser scanner.Y.Wuet al. [16] introduced a coarse to fine thresholding plan on particle
trajectories in video of moving objects captured by moving camera. M. Karaduman
[17] presented the obstacle recognition framework utilizing laser distance meter and
trained installed camera.

R. Manikandan et al. [18] introduced an obstacle identification approach utilizing
thermal camera and ADA boost algorithm. G. M. Shafiullah et al. [19] built up a
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forecasting model to examine the vertical–acceleration behavior of railway wagons
attached to moving trains utilizing regression algorithms. O. Rat et al. [20] proposed
a hybrid way to combine CRBM and ESN for predicting time series of railway speed
limitations. S. Mittal et al. [21] introduced a vision-based railway track observing
methodology utilizing deep learning classifier for uncontrolled real-world data. G.
Krummenacher et al. [22] introduced two machine learning techniques dependent
on SVM and neural network [23] to identify rail wheels.

M. E. Garcia et al. [24] proposed a methodology for autonomous train stop
activity utilizing monocular vision-based methodology and Deep Learning models.
In this paper, a framework is intended to distinguish tracks through Hough trans-
form first and afterward segment the moving objects from the image utilizing
color HSV segmentation. At last, the Faster Region-Convolution Neural Network
(Faster-RCNN) is utilized to identify the obstacles on the track region.

The paper is organized in different subsections as follows: segment II discusses
the proposed technique in detail including data collection steps utilizing thermal
imaging, detection of railway tracks, and deep network [25] (Faster R-CNN) for
recognition of objects. The results and discussion are given in segment III. Finally,
the paper is concluded in segment IV.

2 Proposed Method

The proposed technique is utilized to recognize the railway track along with the
obstacle on it from the frames of thermal video sequence [26]. The essential block
diagram of the proposed strategy is shown in Fig. 1. The frames are separated from
the thermal video sequence for further processing. The different steps of the proposed
approach for the identification of the railway track alongwith obstacles on the railway
track are shown in Algorithm 1 and discussed in following subsections.

Detected 
Railway Track 

& Object 
on the Track

Railway Track Detection

Segmentation 
of Track Area 

Hough 
Transform

Edge 
Detection

Extraction 
of Frame/ 

Image 
from 

Thermal 
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Thermal 
Video 

Sequence 
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Track Object Recognition 

HSV Segmentation 
for Unwanted
Surroundings 

Object Recognition
Using Deep 

Classifier Network  

Fig. 1 Basic block diagram of the proposed method used to detect railway track and along with
object on the track
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2.1 Detection of Railway Track

The first and most significant element in the proposed work is the identification of
railway tracks. The railway track recognition step includes edge detection utilizing
canny edge detector [27], segmentation of track area utilizing handcrafted triangular
mask and finally, the utilization of Hough transform [28] as line detector as the
railway track appears as straight lines in the frames. The details of the steps followed
for the detection of the railway track are given as follows:

Edge Detection. After the extraction of frames from the video successions the edge
recognition is applied to the frame utilizing canny edge detector [27]. The frame
is changed over into grayscale image as just luminance channels are needed for
distinguishing the edges. The canny edge detector is computationallymore affordable
than other edge identification techniques. In canny edge detector, at first, the noise
and undesirable subtleties in the video frame is decreased by utilizing Gaussian
filtering [29] as

F(x, y) = h(x, y) ∗ I (x, y) (1)

Where, h(x, y) = 1

2πσ 2
e− i2+ j2

2σ2

Where I(x,y) is the input frame. At that point the gradients of the filtered frame
F(x,y) is determined utilizing the gradient operator as given below:

FM(x, y) =
√
F2
i (x, y) + F2

j (x, y)

And Fθ (x, y) = tan−1
[
Fj (x, y)/Fi (x, y)

]
(2)

After finding the gradients, the dispersing of the widened edges is performed
by utilizing non-maximum suppression [30], as the thin edges are wanted in the
final output image of edge detector. To filter out weak edges, twofold thresholding
techniques are applied. In this methodology, two threshold lt and ht (where lt < ht)
are utilized to acquire strong edges and suppress weak edges. The choice of these
two values lt and ht will influence the general performance of canny edge detector.
Fundamentally this stage is capable to find the actual edges in the railway track
image.

Track Area Segmentation. After the identification of edges, the track area is
segmented as video of the railway track containing numerous things nearby railway
tracks. The removal of undesirable zones helps in efficient detection of railway tracks.
It is seen that the area containing railway track looks like the geometry of the isosceles
triangle as demonstrated in Fig. 2a. The track area is segmented [31] by utilizing a
triangular mask on the desired zone. The height h and base b of the triangle are



An Efficient Object and Railway Track Recognition in Thermal Images … 245

(a)  (b)
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Fig. 2 a Railway track area Mask dimensions (h & b) for segmentation of railway track area. b
Transformation of a point from line space (x,y) to parameter space (ρ, θ) [28]

acclimated to find the optimum mask dimension. The bitwise AND operation is
performed between the image and mask to segment track region is given as:

ITrack(x, y) = FT (x, y)&&Tmask (3)

where, Mtriangle = tr iangle[(0, 0), (0, b), (h, 0.5 ∗ b)]
F(x, y)& ITrack(x, y) are the input and output image respectively and Tmask is

the triangular mask three vertices.

Algorithm 1: Detection of Railway Track & Object Recognition

Input:
Thermal Video Sequence of Railway Track
Output:
Detected Railway tracks and obstacles on the track
begin
1. Extract frames I(x,y) from the thermal railway track video sequence
Case 1: Detection of Railway Track
2. Apply Canny edge detection on each frame to extract edges FT (x,y)
3. Segment the Railway track region from FT (x,y)
4. Apply Hough transform to find the coordinates (i,j) of railway tracks
Case 2: Recognition of Object
5. Apply HSV color space segmentation on the input frame I(x,y) to remove noise from the frame
6. Identify the object from the HSV segmented frames using the Faster R-CNN
7. The coordinates of the railway track and object information are unified to generate the final
output
8. Combine all the output frames as video sequence
End

Hough Transform. After the track region segmentation, a confined search space
is found to distinguish the railway tracks. The Hough transform [28] approach is
utilized as a line indicator to recognize the railway tracks. The Hough transform is
an efficient strategy for recognizing lines in the images. In Hough transform, every
straight line can be represented by a single point in the parametric space. A straight
line is determined by the angle ‘θ ’ of its typical and its algebraic distance ‘ρ’ from
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the origin utilizing normal parameterization as demonstrated in 2b. The identification
of presence of line is depicted as:

ρi = xi ∗ cosθi + yi ∗ sinθi (4)

where (xi, yi) are the coordinates of point in the x–y plane in the segmented track
region. If the count in the given cell (θ i, ρ i) is ‘C’ then ‘C’ figure points lie along
the line whose normal parameters are (θ i, ρ i).

2.2 Object Recognition on the Railway Track

When the railway tracks are distinguished, the next stage is to recognize objects
(obstacles) on the railway tracks. At first, the noise (undesirable surroundings) is
taken out from the image and afterward, objects are recognized utilizing Faster R-
CNN [32] network.

HSV Segmentation for Noise (unwanted surrounding) Removal. The undesirable
surroundings of the track like trees, poles, and buildings are considered as noise.
Human and other living objects discharge more noteworthy infrared radiations than
other non-living objects. Due to thermal imaging, the living objects seem brighter
than others. Subsequently, HSV segmentation [33] is applied to eliminate the less
bright objects. In the initial step of HSV segmentation [33], the image is changed
over from RGB color space to HSV color space as given below:

H =
⎧
⎨
⎩
1 + (G − B)/�(if R = max(R,G, B))

3 + (B − R)/�(ifG = max(R,G, B))

5 + (R − G)/�(if B = max(R,G, B))

.

S = [max(R,G, B) − min(R,G, B)]/max(R,G, B)

V = max(R,G, B) (5)

where � = [max(R,G,B) − min(R,G,B)] and (R, G, B) is the RGB color space
at pixel location (x,y) in the image. Consequently, the lower limit lT and upper edge
hT threshold of the HSV color space is performed to separate the white color from
the image that addresses living obstacles.

ISeg(x, y) =
{
1 (if lT ≤ IHSV(x, y) ≤ hT)
0 else

(6)
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where ‘1’ and ‘0’ addresses white and black tones respectively, IHSV(x,y) input image
in HSV color space and ISeg(x,y) is output image after noise removal. Finally, the
obstacles are segmented from the image, and the surrounding is suppressed.

Object Recognition using Deep Network. Faster R-CNN [32] is utilized to recog-
nize obstacles on the railway tracks. The Faster R-CNN comprises of two modules:
initial, a deep fully convolutional network used to propose regions and second is the
Fast R-CNN detector [32] that recognizes the objects utilizing region proposals. The
Region Proposal Network utilizes ‘attention’ system to tell the Fast R-CNN detector
networkwhere to look. In this work, VGG-16 networkmodel [34] is utilized in Faster
R-CNN model [32]. The small network is slid over the convolutional feature maps
that produce the set of rectangular object proposals. It is hard to portray objects of
various shapes by going through a fixed-sized window hence distinct size anchors
are utilized. By default, the anchors are at position of image having 3 scales and 3
ratios.

The Fast R-CNN network [35] is utilized for classification which has two fully
connected layers. The one-layer classifies the proposals in N + 1 distinctive class.
Another fully connected layer is utilized for better adjustment of bouncing box for
‘N’ classes utilizing regression prediction. For the Region Proposal Network (RPN)
preparing, all the anchors are categorized in two distinct categories. The anchors
that overlap the ground truth with an Intersection over Union (IOU) more than 0.7
are classified as foreground and the anchors that don’t cover any ground truth object
(IOU under 0.3) are classified as background. The loss function to be limited is given
as:

FLoss({mv}, {nv}) = 1

C

∑
v

Lc
(
mv,m

∗
v

) + γ
1

R

∑
v

m∗
v Lr

(
nv, n

∗
v

)
(7)

wheremv is the predicted probability of anchor v being an object. Vector nv signifies
the parameterized coordinates of predicted bouncing box. Lc and Lr are the classi-
fication and regression loss respectively. For classification, Cross Entropy Loss is
utilized and for Bounding Box Regression smooth L1 loss is utilized. The normal-
ization parameters C and R are mini batch size (i.e., C = 256) and number of anchor
locations (i.e., R = 2400). The term ‘γ ’ is the weight balancing parameter set to 10
(default value).

3 Result and Discussion

This segment presents the experimental details of the methodology to assess its
performance. The experimental results are illustrated as.
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3.1 Experimental Setup

In this work, the thermal video of the railway track is utilized to figure out the perfor-
mance of proposed approach. The 749 frames from the railway track video are sepa-
rated for implementation of the proposedwork. The implementation of FasterR-CNN
is performed using a system with configuration Intel(R) Core(TM) i5-1035G1CPU
@ 1.00 GHz, 1.19 GHz, 16 GB RAM, and NVIDIA MX230 GPU.

3.2 Detection of Railway Track

For the detection of the railway track, as a matter of first importance, the frames
are extracted from the video sequence as demonstrated in Fig. 3a. At that point, the
Canny edge detection approach is applied to the frame to visualize the edges that are
the initial step of railway track detection. The performance of the canny edge detector
relies upon the double threshold (low lt and high ht). Consequently, the values of
these thresholds are picked so that only desired data is acquired in terms of edges. It
is seen that the desired results of edge detection are acquired at [lt, ht] = [150, 200]
for this railways image data. Subsequently, the lower threshold ‘lt’ is set at ‘150’ and
higher threshold ‘ht’ at ‘200’ for this proposed technique. The output of the Canny
edge detector is at the optimized threshold value is shown in Fig. 3c.

Fig. 3 a Extracted frames from the thermal video sequence. b Original frame. c Result of edge
detection at threshold values lt = 150 and ht. dRailway track area segmentation atMask dimensions
(hM = 0.6 × h & bM = 0.5 × b). e Input frame. f Detected railway track at �ρ = 1 and �θ = 1

(b) (c) (d)

Fig. 3 (continued)
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Fig. 3 (continued)

(e) (f)

When the edge detection in all the frames is done, at that point the edges of the
track region are extracted from the entire scene edges in the image. The segmentation
of the track region edges is done by utilizing masking of the frames. It is seen that
the contour of the railway track area looks like the isosceles triangle. The height h
and width b of the frame is utilized to find the optimized size of the mask. It is seen
that for smaller mask measurements the segmented area loses some desired railway
track area and for higher values, the output contains some undesirable surrounding
regions. It is analyzed that the mask measurements (hM = 0.6 × h & bM = 0.5
× b) better portions the desired railway track region when contrasted with other
mask measurements. The segmentation performed similarly well for all frames. The
segmentation of the edge detector output with the mask dimensions (hM = 0.6 × h
& bM = 0.5 × b) has appeared in Fig. 3d.

After the extraction of the railway track territory with some surroundings, the
following stage is to recognize and visualize the railway track. As talked about in
Sect. 2, the geometrical model of railway tracks look like straight lines so the Hough
transform is utilized as a line identification strategy to distinguish the railway tracks.
In Hough transform, the track identification accuracy is influenced by quantization
parameters�ρ and�θ, so the values of the quantization parameters are to be chosen
carefully. The values of �ρ and �θ are varied from 0.1 to higher range. The Hough
transform is applied to detect railway tracks at different combinations of�ρ (0.1–2.0)
and �θ (0.1–5.0). The results illustrate that the detected railway tracks efficiently
fitted with the ground truth at �ρ = 1 and �θ = 1. The experiment is carried out
with different frames of the video sequence data and the optimized values of �ρ =
1 and �θ = 1 performed well for distinct frames. The input image and the detected
railway track output are shown in Fig. 3e, f.

3.3 Object Recognition

When the railway track is identified and visualized, the subsequent stage is to recog-
nize an object (obstacles) on the rail line track. At first, HSV segmentation approach
is utilized for the removal of undesirable surroundings. In the previous section, obsta-
cles appear whiter than other objects when captured by the thermal camera So HSV
segmentation performs well for noise removal. For masking, two thresholds (lT &



250 R. Goel et al.

hT) are utilized for white color. As the obstacles seem whiter than all other objects
in the scene, so the upper threshold hT is set to ‘1’. In the experiment, the lower limit
lT value is varied between ranges (0–1) to get the optimum segmentation result. The
optimum results are recorded at threshold values (lT = 0.85, hT = 1) for the frames
containing obstacles. The consequences of the HSV segmentation at the optimum
threshold values (lT = 0.85, hT = 1) are appeared in Fig. 4b.

At last, HSV segmented image is input to the Faster R-CNN Network which
gives recognized obstacles at the output. The important parameter to optimize is
Intersection over Union (IoU) threshold to assess the accuracy of the network. In
general, the IoU value between 0.7 to 0.9 is considered an acceptable range for the
accurate recognition utilizing Faster R-CNNNetwork. The initial results are obtained
by detection network utilizing threshold value 0.7 as demonstrated in Fig. 4c yet the
obstacle is recognized at a shorter distance from the train. The lower IoU values
give better outcomes in terms of timely identification yet, in addition, confronted
challenge of lower accuracy. To take care of this issue, an optimum IoU threshold
value ‘0.5’ is acquired which timely perceive the obstacles on the track with good
accuracy as demonstrated in Fig. 4d. The final results of railway track and obstacle
recognition of the proposed algorithm have appeared in Fig. 4e, f. The performance
of the proposed strategy is assessed with the assistance of following parameters:

Accuracy = (True Positive + TrueNegative)

Total Number of images
(8)

(a) (b)

Fig. 4 a Input frame b surrounding removal at threshold values lT = 0.85 and hT = 1. c Faster
R-CNN result with at IoU = 0.7 d at IoU = 0.5. e The final results of railway track detection and
obstacle recognition with Faster R-CNN at IoU = 0.7 f at IoU = 0.5

(c) (d)   (e) (f)

Fig. 4 (continued)
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Table 1 Performance of the
proposed method for different
IoU

IoU Classification accuracy Precision Recall

0.5 0.8297 0.8312 0.8716

0.7 0.7627 0.7789 0.8106

Fig. 5 The classification
accuracy, precision, and
recall for different values of
IoU

Precision = True Positive

True Positive + False Positive
(9)

Recall = True Positive

Number of images having object class
(10)

These parameters are assessed for various values of the Intersection over Union
(IoU) as demonstrated in Table 1. Figure 5 represents that the performance of the
proposed strategy is better at IoU = 0.5 with an accuracy of around 83%.

4 Conclusion and Future Scope

The proposed technique performs satisfactorily for the detection of railway tracks
and objects recognition on the track. This paper introduced a novel methodology
dependent on deep learning network to distinguish the railway tracks as well as to
recognize obstacles on the railway track in a thermal video sequence. Thus, this work
can be a robust technique to build up an early warning framework to avoid railway
mishaps for railway safety enhancement. This technique will be additional cost-
effective as it doesn’t need any critical change in the train’s infrastructure as well as
will diminish the monetary burden of railways regarding accidental compensation.
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As future work, the framework will be extended to efficient recognition of other
object classes close to the railway track to boost the adequacy of the framework.
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Employee Health Monitoring System
for Industry 4.0

Devansh Atray and Rajeshwar Dass

Abstract With the advent of Industry 4.0, degree of automation in the industrial
sector has been rising exponentially over the past decade. Though this trend is that
of a rapid increase, it hasn’t yetmanifested as complete independence from the human
workforce. This paper aims to facilitate health monitoring of human workforce in
large industrial setups. This is achieved using the principles of Internet of Things
(IoT). By collecting daily data points of employee health on three metrics: Blood
Pressure, BodyMass Index, and Temperature, it aims to prevent deterioration in their
health and seeks to help diagnose of clinical conditions, which may not otherwise
be identified early. Collected data are sent to a cloud server where these are stored
andmade available for remote visualization using Grafana. The system also provides
alerts in case of serious deviations from accepted value ranges.

Keywords Industry 4.0 · Internet of Things · Grafana · Healthcare · Remote
visualization · Remote monitoring

1 Introduction

Industry 4.0 consists of the overall transformation of an industrial setup using prin-
ciples of digitization and intelligent engineering. Digitized products and services are
a necessity for any industrial system under Industry 4.0. Increased productivity and
reduced costs are achieved in modern industries with the help of intelligent commu-
nication, internet of things, remote sensing, monitoring and control, big data, and
artificial intelligence [1, 2].

Although their nature of roles and responsibilities have been changed due to the
fourth industrial revolution, people are still key players in the overall process and
functioning of the industry. Thus, it becomes essential that health and safety of
Human resources are ensured in such environments.
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It has been shown that good employeewellbeing andhealth have salutary influence
at societal level and also contributes to overall business success in the long term. By
placing an increased focus on improving workplace health, organizations have the
potential to reduce operational costs and thus increase cost savings. To enhance
strategic success, it is essential that both employees and organizations recognize the
importance of workforce health [3].

The waste of human potential due to ill-health represents a significant economic
and societal cost and impedes the prospects of many individuals in their field of work
[4].

Estimated percentage of sickness absenteeism in the Indian Industry is 66.9%.
Overall 16.5 and 16.2 days are lost by male and female workers, respectively, in
a single year because of sickness absence. Blue-collar workers approximately lose
21 days while white-collar workers lose 11 days per year. The prevalence of ailments
relating to the musculoskeletal system is highest at 31.4% among workers followed
by that of the gastrointestinal system at 25.8%. Hypertension affects 24.4% of the
workers and illnesses related to respiratory system affect 18.1%. 7.4% workers are
hospitalized at least once in 12 months due to sickness and 81% experience at least
one health event in 12 months [5].

This contribution aims to provide a scalable and cost-effective approach tomonitor
workforce health across the industry. Unlike the Body Sensor Network (BSN)
approach, the infrastructure available for such measurements is shared among a
specific number of people [6]. This ensures low upfront cost of this method. Also,
the problem of asset management, due to non-zero attrition rate in an organization,
when employing separate devices for each individual of the workforce is eliminated.
By establishing a regular measurement routine, consistent and reliable individual
health data may be obtained.

Here, measurement of three main body parameters is considered, i.e., Body Mass
Index (BMI), Body Temperature, and Blood Pressure (BP).

At present, among theworld’s population, 11 and 15%ofmen andwomen, respec-
tively, are suffering fromobesity. The percentage of population suffering fromobesity
has been consistently rising and has nearly tripled in the last five decades [7, 8]. As
adult population forms the backbone of industrial workforce, it is important that such
condition is identified early from evidence-based data and preventive action may be
taken. Another prevalent non-communicable disease is elevated blood pressure, also
called Hypertension. It is known to cause an increased risk of other medical condi-
tions related to heart, brain, and kidney. An estimated 15% of the world’s population
suffers from hypertension, most of whom live in middle and low-income countries.
Hypertension is a major cause of premature deaths worldwide [9, 10]. Due to the
homeothermic nature of humanbody, a certain temperature ismaintained to direct and
coordinate its metabolic activities [11]. Significant deviations from this normal level
always occur due to abnormalities within the body and should never be overlooked
[12].

Thus, by measurement of the above parameters, comprehensive data is obtained
which corresponds directly to the overall health of an individual. This data is sent
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to medical officers inside the factory for remote viewing and analysis, ensuring
occupational health and safety of employees.

The paper is divided into five sections. In Sect. 1, introduction was covered.
Section 2 consists of a system overview while methodology used is provided under
Sect. 3. Results obtained from the system are discussed in Sect. 4 followed by Sect. 5
that covers the conclusion and future work.

2 System Overview

Figure 1 denotes the overall block diagram of the system. Each component is labeled
and is detailed in the following sub-sections separately.

2.1 Microcontroller

Arduino is an open-source electronic prototyping platform that uses different AVR
microcontrollers, each having its own unique features and functions. Arduino plat-
form consists of a physical board for hardware and an Integrated Development
Environment (IDE) which uses language identical to C++ for board programming.
The presence of a USB port that handles both power and communication ensures
Arduino’s ease of use [13]. In this paper, Arduino Mega with ATmega 2560 micro-
controller (MCU) is used because of the presence of four hardware serial ports on
the board.

Fig. 1 Basic block diagram of the system
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2.2 Blood Pressure Measurement

Sunrom 1437 Blood Pressure sensor is a digital sensor with serial output at 9600
baud. Each reading consists of 15 bytes and reading packet’s last byte is always an
enter key character. Serial output consists of 8 data bits along with 1 stop bit but
no parity bit. All the output parameters are in ASCII format. Its output consists of
systolic, diastolic, and pulse readings. It operates on a regulated 5 V power supply
[14]. The single output wire from the sensor is connected to Arduino’s UART at RX
pin. The incoming ASCII data has to be converted into Integer format before any
further processing can be done.

2.3 Body Mass Index Measurement

Body Mass Index (BMI) is measured indirectly using the body weight of an indi-
vidual. As the height of an individual is fixed from start of adulthood, from the below
equation BMI is obtained.

BMI =
Weight (kg)

[Height (m)]2
(1)

For purposes of body weight measurement, HX711 is employed which is char-
acterized by a selectable dual channel analog-to-digital converter (ADC). It has a
24-bit output precision that provides a resolution of 4 milli-grams. The output data
bits are denoted in 2’s complement format and in case of overflow output saturates at
value of 800000 h. Internally, the two channels are selected via a multiplexer whose
output is connected to a low-noise programmable gain amplifier (PGA). The gain of
Channel A is programmable where it can either be set to 128 or 64 whereas Channel
B has a gain of 32 which is fixed. For a 5 V power supply, at a gain of 128 and 64
on Channel A,± 20 mV and± 40 mV of full-scale differential voltage are obtained
respectively. It features an internal crystal oscillator for clock generation. At internal
crystal oscillator frequency, output data rate is set at 10 samples per second.

HX711 is controlled using external hardware pins and does not require program-
ming of its internal registers as they are pre-configured. MCU is interfaced to the
chip via a two-pin serial interface [15]. Four 50-kg half-bridge load cells are used
in full-bridge configuration which yields a maximum measurement of 200 kg of
weight, under proper load placement. Differential output is taken from both arms of
the bridge which corresponds directly to the unbalance in the bridge circuit.
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2.4 Temperature Measurement

MLX90614-DCI is used for non-contact high precision temperature measurements
with a 5° Field-Of-View (FoV). It comes in TO-39 sized package which integrates
the infrared sensor and the signal conditioning circuitry in a single package. The
MLX90614 comes factory calibrated for temperature ranges of −40 to 125 °C for
ambient and −70 to 380 °C for object temperature. Output temperature value is
obtained by averaging all temperatures of all the objects present in FoV. DCI variant
used in this paper provides an accuracy of ± 0.2 °C at human body temperature
range and ± 0.5 °C at room temperature range [16]. Measured values are accessed
by 2 wire serial I2C interface with MCU which provides a resolution of 0.02 °C.
Also, thermal gradients, which can lead to inaccurate measurements, are measured
internally and the measured temperature is compensated for them. The sensor is
operated via a 3.3 V supply from MCU.

2.5 SIM800L

SIM800L is a miniature cellular module that uses General Packet Radio Service
(GPRS) to connect with the internet. It features an inbuilt TCP/IP stack that can be
accessed with the help of AT commands. Due to these reasons, SIM800L is used in
applications of data logging where low bandwidth is available on the network. The
recommended supply voltage is in the range of 3.4–4.4 V [17]. Several modules are
available based on SIM800L with inbuilt level shifting for interfacing with TTL-
based MCUs. The module used here is one such variant. Serial Interface is used to
communicate with the module using AT commands. Message Queuing Telemetry
Transport (MQTT) is implemented on the application layer using MCU.

2.6 MFRC522

It is a highly integrated Radio Frequency Identification and Detection (RFID) reader-
cum-writer IC for contactless data exchange at 13.56 MHz ISM band. The reader
supports ISO/IEC 14,443 A/MIFARE and NTAG cards and labels. Data framing and
error detection is done in accordance with ISO/IEC 14,443 A which includes both
CRC and parity functionality. RFIDmodule is powered by a 3.3 V supply fromMCU
and uses SPI to transmit data serially to MCU at 10 Mbit/s [18]. Unique compatible
passive tags are used for employee identification before the measurement of data.
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Fig. 2 Two-layered
deployment on EC2 instance

2.7 Cloud EC2 Server

Amazon AWS provides infrastructure as a service platform known as EC2. For
purpose of this system, a Windows EC2 instance was created to serve as a cloud
server.

Two layers of deployment on this instance are shown in Fig. 2. InfluxDB serves on
the database layer where data sent from sensor nodes are stored. As this application
inherently generates time-series data, use of a time-series database is preferred over
other relational databases. With the use of INSERT statement, available data are
stored inside the database, and using SELECT statements are retrieved from the
database [19].On the application layer,wehave two applications, namely,Node-RED
and Grafana.

Node-RED is an open-source flow-based development tool for visual program-
ming in event-driven applications [20].MQTTbroker is deployed in this environment
as a Node using which relevant topics are subscribed, where sensor node publishes
employee data. Received data are processed and written to in InfluxDB [21].

Grafana is an open-source web application, used for data visualization and data
analytics, developed by Grafana Labs. It features different types of charts, graphs,
and tables that can be used for visualization of data from supported sources [22].
Here, Grafana is configured with InfluxDB as a data source. Grafana also features
alerts where if the alert rule is satisfied, a notification is pushed onto the configured
notification channel.

3 Methodology Used

Figure 3 denotes the process flow of the implemented system. Before measurement
of any kind of data from the sensors, employee is identified using a unique RFID tag.
This approach uses event-driven data transmission, where data is sent to the cloud
server onlywhen an employee is available formeasurement. After successful identifi-
cation, BMImeasurement takes placewhere the data from load cells is communicated
serially to Arduino. Similarly, blood pressure and temperature values are acquired
by Arduino. After acquiring the three parameters, they are collectively sent to the
cloud server using SIM800L. The advantage of using GSM rather than other network
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Fig. 3 Process flow diagram

technologies like Wi-Fi is that functioning of such a system is independent of the
condition of organization’s network. Also, multiple such devices may be used in
geographies where organization’s network is either unavailable or not of appropriate
strength.

For data transfer through MQTT, three separate topics are created, each for a
different metric. MQTT broker in the cloud server listens to these topics and thus
receives data sent from the sensor node. Apache web-server running on the EC2
instance redirects all the incoming HTTP traffic to the Grafana port so that remote
visualization may be obtained.

At Occupational Health Centre (OHC) of the factory, employee-wise data is visu-
alized where the staff reviews the trends. If a metric value deviates from the specified
band, Grafana issues an alert on the defined notification channel via Simple Mail
Transfer Protocol (SMTP) so that the factory medical officer is notified of the event
and corrective action is taken.

4 Results

After successful implementation, it is observed that the acquired parameters from
employees are viewed on the Grafana dashboard. Figure 4 represents the screenshots
from one such dashboard which is allocated for a single employee. Here, Fig. 4a
denotes the most recent measured values of the employee using simple tiles of data.
Here, unique color is used for each individual metric and it does not correspond to
any other information. Figure 4b–d shows the line chart visualization of measured
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(a) 

(b)

(c) 

(d)

Fig. 4 Representation of measured metrics in Grafana for Remote Visualization (a) Latest metric
values in tile format (b) Blood Pressure metric’s line chart (c) Body Mass Index metric’s line chart
(d) Temperature metric’s line chart



Employee Health Monitoring System for Industry 4.0 263

Fig. 5 Database created in InfluxDB

data where a measurement on the three parameters was taken from a single employee
each day at a specific time for sixteen days.

Figure 5 shows a measurement created inside an InfluxDB database where the
received values from the controller are stored in a time-series format. The height of
the employee is assumed to be already available and a node-red flow appends the
incoming data with the height value each time it is written into the database. Height
is thus assumed to remain constant throughout the testing.

Figure 6 is that of an alertmail sent to factorymedical officerwhen the temperature
of employee was more than 100 ˚F and less than 96˚F during measurement. Critical
thresholds for BMI were taken at 25 kg/m2 whereas for systolic and diastolic at
150 mmHg and 100 mmHg respectively.

5 Conclusion and Future Work

A scalable system was developed which is capable of monitoring employee health
based on three parameters—Blood Pressure, BMI, and Temperature—and providing
real-time alerts for Industry 4.0 environments. Measured data are sent to cloud
via MQTT protocol where it is stored and made available for purposes of remote
visualization. Future work includes implementation of deep learning algorithms on
acquired data for long-term health predictions and integration of these data with
organization’s Human Resource Management System (HRMS). This may open up
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Fig. 6 Email received after
critical deviation

the possibility of existence of long-term employee health records and allocation of
work to employees on the basis of their health.
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Intelligent Tutoring System
for Preschooler Enhancement

P. Raja, Rajesh Sigh, and Anita Gehlot

Abstract The Preschooler is children aged from 2 to 6 years old. The Intelligent
Tutoring System (ITS) review is done to learn various existing solutions and future
scope in the field of ITS. The need for a robot to exponentially benefit the preschooler
with the knowledge and IQ is a demanding need and making children learn basics
is a normal schedule. Making it controlled by a robot that is trained to serve the
purpose will help the nation for the betterment. The system proposed has modules
that can be accessed remotely by the robots to educate a Preschooler. Awide range of
literature work is done to precisely state the different existing technologies to ensure
the novelty of developing an innovative solution to serve better. The implementation
part of the system is discussed and the module attachment on clouds and Machine
learning in the domain model is to be carried out in further research.

Keywords ITS · ICT · Preschooler · Tutoring Robot

1 Introduction

Children, the backbone of the nation are affected mentally due to social problems
at an age of 2–6. The betterment of the future is in the hands of the children. The
way they are grown up decides the mentality and health of the future. The need to
ensure good growth forces us to focus on the preschooler agewhere the child changes
from toddler to a world explorer. The Preschooler children are intended to learn new
things and the age where they love exploring things and learn basics. Verbalizing
one thought loud gives a persistent gain in a week [1–3]. The things learned at this
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age are the basics which are going to serve as the basics for the future. Alphabets,
grammar, colors, social behavior, public actions are some basics that are learned at
this age. The children at this age have a strong grasping power and could think of
situations in a multidimensional manner. The lack of time that the parents spend
with their children pushes them into stress and emotional disorder. The children are
curious to explore but the resources they get in pre-kinder garden or in home is
not sufficient to calm down the hunger for knowledge acquisition. The children get
addicted deep into the mobile gadgets. They see gadgets as advanced tools, where
they could find better resources. But the resource they often go through isn’t relevant
to the mental development of children. They land up affected with radiation from
gadgets neither with the knowledge. This affects mentally and which leads to some
dangerous diseases like Autism. The medication could help get rid of the built-up
problems, but the technology could help, not getting into the problem.

The world is running behind technology which has both a boon and bane. The use
of technology is a good way would help fight the issues caused due to the bad way
of the technology or by emotional and physical disorders. There are lots of solutions
proposed to make a kid interactive and to act as an unlimited knowledge source. The
Intelligent Tutoring System (ITS) has been evolved to provide multi-disciplinary
solutions to raise up an intelligent kid. The system to tutor kids is a social problem
these days that require attention and proper research work which could serve better.

Autism Spectrum Disorder (ASD) is especially seen in the age of 2–5. ASD
is specially defined as the mental stress and disorder of children who lack mental
growth. This usually happens due to the workload of the parents or not taking care
of the children. The parents don’t have enough time to spend with children and
mostly appoint a caretaker, the work of the caretakers isn’t immense and that leads
to various disorders. To encounter the problems of ASD and to bring good health of
children in future, this problem is stated, and a literature work is done. The radiation
from electronic gadgets is the second thing that is being focused on for the research
work. An eco-friendly green environment is intended to be built by the end to serve
children with sufficient and efficient resources. The paper would help us identify the
flaws in the existing system and would help us recommend a change in the society
for the betterment. The previous work stated, is focused on children from age 6 to
12 years old. 12 children with ASD are selected and undergo a one-month training
with a robot and positive results are seen in their social activities [4]. The use of a
similar system in the younger ages would help in avoiding the children getting ASD.
The previous research work is not focused on the 2–5 age group which is focused to
ensure the health and emotions of the children. In this paper, author has planned to
implement the system to enhance the learning skill of children using the proposed
system. The paper includes the various related work under significance of Intelligent
Tutoring System and the relationship model to the teaching–learning process and
algorithm and enabling of features in Smart Tutoring system is detailed.
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2 Significance of Intelligent Tutoring System

Robots are classified based on the different domains. Industrial, domestic, military,
medical, education, Security robots are the major domains available in the field of
robotics. The same is shown in Fig. 1. The proposed framework lies in the education
sector. The various robots in the education domain are taken into consideration, the
Intelligent Training System (ITS) based robots serves the purpose efficiently.

IntelligentTrainingSystem (ITS) is aSystem that holds a set of rules andprinciples
where a system is trained beforehand to train humans later. The system may be ML
enabled, Big data-enabled, the purpose of the system is to reduce human intervention.
There are several types of ITS. ITS is applied in the field of healthcare, education,
social effects, companionship, and social definition [5]. The most seen and used
method is social robots [6]. The social robots have the ability to read and learn from
the user in an easy manner and train humans in the same way again. ICT by teachers,
personal and contextual factor is seen [7]. Let’s consider an example to make it clear.
Let’s have a tutor, she has a lot many students to take care. She could focus only
on one student to give a better knowledge. So, an ITS-based robot could serve by
learning from a tutor and replicate the same like the tutor to the children [8]. The
tutor teaches the robot to play three-note harmonies and the robot further teaches
the children. The training in design and manufacturing of the gears is also done
through ITS using ML algorithms and which is some application of the ITS [9]. One
more application for elders in the field of ITS would be the social development of a
student meeting his faculty and moving on to a manager in a company. The needs of
a manager and the knowledge that a teacher gives in a college are trained to make

Fig. 1 Classification of
Robots based on different
domains
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students learn the things and standards that a manager expects [10]. ITS is a subpart
of Machine Learning (ML), but not compulsory that ML is the only solution to take
care of the model efficiency [11]. ITS consists of four major models or nodes which
makes it an efficient full-fledged system.

Domain model: The behavior and knowledge are located in this model.
Student model: Gaining the students’ knowledge and AI functioning essentiality

is defined.
Teaching model: Lessons and activities are completed in this node.
Learning Environment: The student interaction interface.
Various technologies are used based on the application and problem statement.

The personalized learning time in robots is proposed in the paper and the efficient
positive results in the mental growth of the children are seen. The interface is given
with four kinds of activities, which a child is initiated to do, based on the mood
and thinking of the child. The four operations are a game (tic-tac), physical exercise
(standup, raise your hands, clap your hands), refocusing (Find a number), relaxing
(breathe In andOut). The timingmanagementwithin a continuous sessionwould help
better in learning things [12]. Curriculum gap identification based on the student test
assessment, attendance, and syllabus covered helps in training the module to frame
curriculum [13]. Some technologies even claim to calculate age, emotion, and gender
based on the children’s speech [14]. Images-based lessons are the other new way to
easily teach the students with basic flowers, fruits, vegetables, animals and, etc. [15].

Tutoring robots are classified into various types based on the applications. The
different learning techniques such as formulas, calculations, simple mathematical
problems, and problem-solving basics are discussed in the paper [16]. Robots are
again classified based on the positive and negative impacts. Focusing on the positive
part is the best thing that a person should peruse for the betterment in the case of
children [17]. The research percentage of different countries based on ITS is shown
in Fig. 2.

Fig. 2 Nations where the research studies were carried out
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The language is a barrier between themachine and a child.Considering anEnglish-
speaking nation, it is fine that a child is fluent enough in English to communicate
and learn with the machine. The system should be capable enough to communicate
in the mother tongue which would provide better experience with the robot. One
such is a storytelling session. The story is narrated by a robot in Spanish and the
child is asked to translate it into English, On the successful translation to English,
the story is continued. This is a two-week course with five sessions and each session
would have 30–40 sentences and could go up to 20 min [18]. Building a system
with multiple languages would make it unique and useful. Some negative vibes are
produced by robots in the field of education for preschoolers which would ruin the
child to the core. The possible ways are mentioned over here which one has to stay
away from [19]. There are three different ways proposed in managing the affective
state of the children like engagement, disengagement, negative engagement [20].
The technology could take in any way, that depends on the study purpose. In some
places, even learning programming was done easily using ITS [21]. The factors that
may affect the influence of adaptation are real survey, attitude towards ICT, teacher
level, technological, lack of time, and resistance to change [22].

3 The Teaching–Learning Process and Algorithm

Towards the behavioral intervention, learning outcomes, and Internal motivation the
system is developed to tutor the child in a better way. Every child has their own way
to learn things. Knowing they started and giving customized teaching would help in
bringing up a brighter student. A solution with NAO with a mobile application is
proposed to serve the problem statement [23]. NAO, Robo vie R3, TIRO, Pepper,
Maggie, Mio Amico are robots that are used as social robots in the language learning
class [24]. The percentage of application of several robots in the field of ITC is shown
below in Fig. 3. Applications proposed with NAO [12, 18, 23–29]. Sometimes a

Fig. 3 Types of robots used in the studies
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Fig. 4 Types of machine learning algorithms

robot is forced to learn from children to train the children for future. The perceptual,
language, and social development is observed in the baby and trained [25]. Affect and
learning is another relationship model that helps in social interaction enhancement
[30].

The research articles are based on different Machine learning Algorithms. The
classification of algorithms is done based on the efficiency of input data and the type
of data. The different types of supervised, unsupervised, and reinforcement learning
algorithms are discussed and the continuous or categorial data-based classifiers are
separated and shown in a better way in Fig. 4.

Machine learninghas awide rangeof applications.The applications servedifferent
problem statements. Each problem statement expects a special type of algorithm.
Machine learning in education is taken into consideration as ITS is concerned. The
different applications of ML in education are discussed in Fig. 5.

4 Smart Tutoring System with Advanced Techniques

The Smart Tutoring Robot consists of both hardware and software. The hardware
of the robot is considered as a system and the same is developed. The software part
is the modules. The modules are to be installed in the system. The modules are
different activities or games that are intended to provide knowledge to the children.
The system encloses a display that is programmedwith aMicroprocessor (Raspberry
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Fig. 5 ML application in education sector

Pi) which is enabled with Google API for voice commands. The system consists of
a Microphone and Speaker which helps in communication part and the vision sensor
is used to monitor the child. The system enclosed an Encoded DC motor to drive the
motor. The system is enabled with a basic structure of ITS which comprises a set of
sensors to monitor the children and an actuator to respond and communicate with
children to make the system user friendly. The block diagram of the proposed work
is stated in Fig. 6.

The proposed system includes a microphone (Respeaker 4 Mic Array V2), image
sensor, speaker, and microprocessor. The indication circuit is added to show the
user interaction by glowing LED. The system is implemented and working. The
implementation of the proposed work is shown in Fig. 7. Different modules are to
be installed which will be discussed further. The modules include alphabets detec-
tion, numbering, shapes, etc. The system teaches the child if he/she is wrong and
appreciates the correct move. The system is featured to display a set of alphabets,
shapes, or numbers. The character is selected randomly through the Raspberry Pi
and displayed. The child must touch the character as said. The training of the kid in
an interactive way, such as voice assistant and visual guidance helps the child better
way. The complete implementation including the modules in cloud and validation of
the system with the children is to be done further.
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Fig. 6 Block diagram of the system

Fig. 7 Interconnection of all peripheral

5 Results and Discussion

The hardware of the system is implemented, and the output is taken into considera-
tion. The system is intended to detect the voice and convert it into text using Google
Cloud Speech API for the STT. The visual sensor is integrated to monitor the chil-
dren and the speaker is added to the system to ensure a better speaking output in the
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Fig. 8 Result of basic implementation

system. The speaker is used in the other way to provide feedback to the children.
The microphone used has four microphones in different directions. The system is
enabled to detect the child’s position using a different microphone. The indication
lights in the module indicate the same. The system has a high-end core processor to
ensure the better working of the system. The interfacing of the microphone, speaker,
display, motor, and cloud is added. The smooth running of the system requires a
proper processor and that motivated in using Raspberry Pi. The system is developed
with the features and the work is tested. The results of the basic implementation are
shown in Fig. 8.

6 Recommendation and Conclusion

The energy of the nation, children are taken into consideration. Focusing on health
and emotions forced us into the education methodologies. The problem statement on
tutoring is stated and the solution is proposed. The Intelligent Tutor System (ITS)
is the basic system or domain that provides various solutions to solve problems for
children. The ITS has lots of applications in the education domain for preschool
children. The implementation of ITS gives a brief knowledge on the principle of the
ITS but the literature part stands high showing the experiments of different authors.
The system is designed and the implementation of the same is proposed in this paper.
The further implementation of themodules on cloud computing andmachine learning
on domain models is specified. Review on related work is done and the knowledge
gap is considered to propose the idea for implementation. The inclusion of edge
computing, vision node architecture, modules in cloud computing, deep learning,
Artificial Intelligence to enhance the performance is to be enabled in further research.
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Abstract When left unchecked, arrhythmia is considered a life-threatening condi-
tion that causes severe health problems in patients. Arrhythmias can be diagnosed
early in order to save lives. Electrocardiogram (ECG) signal is a vital role in the
identification of arrhythmia. Because of the low data quality obtained by wearable
devices and unprofessional consumers, automatic analysis and reliable identification
of ECG signals remain unresolved problems. This raises the difficulty of hand-crafted
feature extraction, affecting feature extraction performance and detection precision.
As a reason, we need to build a more precise and effective automated method for
the early diagnosis of arrhythmia. For that, the proposed solution used a machine
learning algorithm for identificationwith the rawECG signal in a wearable telehealth
system to solve this problem and increase detection accuracy. For arrhythmia detec-
tion, machine learning algorithms such as support vector machine, Naive Bayes, and
random forest are used to analyze the ECG signal. The experimental results show
that our prototype solution is feasible and efficient in real-world use and that by
comparing their accuracy, we can determine which machine learning algorithm is
the best fit. The unique feature of the project is that it would classify the patient into
one of the 16 arrhythmia classes.
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1 Introduction

People in today’sworld suffer from a number of chronic diseases. Heart disorders, for
example, are found to affect a significant proportion of the population. Since coronary
diseases can be life-threatening and cause accidental mortality, early diagnosis and
precision medical aid to heart attack patients could save lives. The electrocardiogram
(ECG), which is monitored based on electrodes mounted on the body and generates a
graphical pattern of the heart electrical impulses, is the most commonly used method
for diagnosing heart activity [1–3]. T waves, P waves, and the QRS complex are the
most common ECG signals. Time length, form, and the interaction between P wave,
QRS complex, T wave, and R-R interval are all important parameters to consider
when examining cardiac patients. Any sudden change in these parameters signals a
heart problem that may be caused by a variety of factors [4].

Arrhythmia is a type of erratic heart rhythm that can lead to heart failure, which
presents a significant danger to people’s lives. It must be properly diagnosed as soon
as possible to minimize the chance of premature death, as it can even cause a heart
attack if left untreated. Arrhythmia is a condition that disrupts the heart’s electrical
system’s smooth rhythm, causing the heart to beat too slowly or too quickly, run, and
miss beats, as well as heart signals nonsequential movement. Arrhythmia is usually
diagnosed and analyzed by ECG records, as well as symptoms such as inadequate
cardiac pumping, shortness of breath, chest pain, exhaustion, and unconsciousness.
As a consequence, arrhythmia creates an atypical and sudden ECG signal [5].

Arrhythmias are classified into two types: bradycardia and tachycardia. Brady-
cardia occurs when the heart beats too slowly, typically less than 60 beats per minute
(bpm), while tachycardia occurs when the heart beats too quickly, up to 100 bpm [6].
The importance of an effective, intelligent, and comprehensive arrhythmia detection
model is being increasingly recognized with the implementation of various remote
healthcare services for heart patients. Different ML (machine learning) methods
have been used in the past to increase the precision of ECG signals based cardiac
arrhythmia classification in order to create a reliable diagnostic method [7, 8]. The
choosing of an effective methodology for arrhythmia classification is a challenging
task since it is based on the application’s context, data interpretation, prior encounters,
and the needs of the individual patients.

In this article, we suggest an appropriate system for classifying ECG reports into
normal and diseased types, i.e., distinguishing between the occurrence and absence of
arrhythmia. The dataset was taken from themachine learning library at theUniversity
of California at Irvine (UCI), and classification was used to organize the data into
one of 16 categories. A large feature collection is present in the dataset, which is
minimized using a better feature selectionmethod [9, 10]. To pick themost important
features from the given dataset, the proposed feature selection process uses an Extra
Trees Classifier algorithm. The following are the paper’s main contributions:

(1) For choosing the most appropriate features, an optimized feature selection
process based on extra trees classifier is suggested.
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(2) On the UCI-arrhythmia dataset, machine learning algorithms are used with the
chosen parameters to achieve high classification accuracy.

2 Previous Works

Many approaches for developing an intelligent classification model for arrhythmia
diagnosis have been suggested. To identify cardiac arrhythmia patients, a learning
vector quantization base NN (neural network) was applied to the ECG dataset. To
define instants as regular or have arrhythmia, the characteristics are reduced bymeans
of principal component analysis (PCA), followed through six NNs.

Another analysis uses automated artificial neural networks to identify arrhythmia
patients based on data from a typical 12-lead ECG. The missing data is treated
by substituting the nearest value from the concerned class for attribute values. For
arrhythmia classification, amultilayer perceptron (MLP)with static backpropagation
approach is utilized after missing values are replaced.

To classify cardiac arrhythmia into 16 distinct groups, researchers have used
a generalized feed forward neural network, MLP with one-against-all approach,
Bayesian artificial neural networks, and modular neural networks, proposes a new
method for cardiac arrhythmia classification that employs a correlation-based feature
filtering strategy for choosing the most important features from the UCI dataset, as
well as an incremental back propagation neural network and Levenberg–Marquardt
for early and accurate arrhythmia identification. Decision trees have also been used
to design a computer aided diagnostic method for successfully classifying cardiac
arrhythmia. These diagnostic and decision support services will assist doctors in
quickly diagnosing diseases and reducing workload at the hospital’s end.

3 Proposed Work

This paper proposes the three machine algorithms such as Support Vector Machine,
Naïve Bayes, and Random Forest for prediction arrhythmia centered on medical
data attributes from UCI. Figure 1 illustrates the workflow for arrhythmia prediction
follow as,

i. The ECG dataset from the UCI-Machine Learning library is used to propose a
novel model for classifying arrhythmia patients in this article.

ii. Using an improved feature selection strategy called Extra Trees Classifier; the
suggested model first selects the most defining attributes.

iii. Then, modified dataset by feature selection is divided into 75% of training and
25% of testing data.

iv. Following the selection of important features, SVM, NB, and RF machine
learning approaches are used to classify the patients into 16 arrhythmia
subclasses using the selected features.
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Fig. 1 Process for arrhythmia prediction

Prediction of Arrhythmia implemented by following modules

1. Data Visualization
2. Feature Selection
3. Data Splitting
4. Classification

1. Data Visualization

It’s easier to grasp and interpret a vast volume of data when it’s depicted graphically.
Some employers demand that a data analyst be able to produce PowerPoint presenta-
tions, graphs, maps, and models. The histogram plot and feature extraction are seen
as visualization in our approach (Fig. 2).

2. Feature Selection

In this module, the improved feature selection model like extra tress classifier is
proposed for selecting the important features from a large features dataset.

Fig. 2 Data visualization
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Extra Trees Classifier

The Extra Trees Classifier is a form of ensemble learning that works by fitting a
number of randomized decision trees to the results. To ensure that the model does
not overfit the results, random splits of all measurements are performed. A total of
50 features were chosen using this model.

3. Data Splitting

The modified dataset is divided into two parts: a train set and a test set, with a 75
percent and a 25 percent break, respectively.

4. Classification

In classification, machine learning models are used to evaluate split training and
testing data. To build the prediction, three machine learning models are proposed.
First, three ML models, Support Vector Machine (SVM), Naïve Bayes (NB), and
Random Forest (RF) is used to train training data, and then testing data is predicted
using the learned learn model. Finally, certain parameters such as Mean Squared
Error (MSE), Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), R-
squared, and Accuracy are used to compare the above algorithms. The following are
the descriptions of three related algorithms:

A. Support Vector Machine (SVM)

Support Vector Machine (SVM) is a set of similar supervised learning methods for
classification and regression in medical diagnosis. SVM maximizes the geometric
margin while minimizing the empirical classification error. SVM stands for
MaximumMargin Classifiers, and it uses the kernel trick to effectively perform non-
linear classification. An SVM model is an illustration of the examples as points in
space, mapped such that the examples of the different groups are separated by a wide
margin distance. As data points of the type, named training data is provided. After
transforming the input vectors into a decision value, the SVM classifier performs
classification using an acceptable threshold value (Fig. 3).

Fig. 3 SVM
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Fig. 4 Flow of random
forest

B. Naïve Bayes (NB)

Naive Bayes classifiers are a family of basic “probabilistic classifiers” based on
applying Bayes’ theorem with strict (naive) independence assumptions between the
features in machine learning. It’s a classification method based on Bayes’ Theorem
and the predictor independence principle.ANBclassifier, in basicwords, implies that
the existence of one function in a class is irrelevant to the presence of anyother feature.
The NBmodel is easy to construct and is particularly useful for large dimensionality
data sets. NB is considered to better even the most advanced categorization methods
because of their simplicity.

C. Random Forest

Random Forest is another common paradigm of supervised machine learning.
Although RF can be used for both classification and regression, it is best for classifi-
cation. Until having the output or outcome, often decision trees are used in random
forests. As a result, the term “random forest” refers to the joining of many decision
trees. In RF, a large number of trees will provide a reasonable outcome. In grouping,
a voting scheme is used to determine the class, while in regression, the mean estimate
is made for all of the decision tree outputs. Random forest performed well with a
large range of datasets of high dimensionality (Fig. 4).

4 Experimental Results

In this chapter, we demonstrate the prediction results from different ML models.
We utilized various parameters for build comparison with three ML models; the
parameters are Accuracy, Root Mean Squared Value (RMSE), R-squared, Mean
Absolute Value (MAE), and Mean Squared Error (MSE) Value.
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Table 1 Accuracy analysis
with three different models

Algorithm Accuracy (%)

Support vector machine 47.82

Naïve Bayes 23.45

Random forest 68.18

Fig. 5 Performance metrics
of support vector machine
algorithm

The dataset is being gathered from the UCI-Machine Learning library. There are
279 attributes in this database, 206 ofwhich are linearly valued and the rest are trivial.
Class 01 denotes a “normal” ECG, while classes 02 through 5 denote various types
of arrhythmias, and class 15 denotes the majority of the unclassified ones.

From the prediction results in Table 1, we can conclude the random forest (RF)
model provides high accuracy is 68.18% than the other two models.

Figures 5, 6, and 7 shows the performance analysis of three machine learning
models.

5 Conclusion

This paper suggests three related threemachine learning basedmethods, i.e., Support
Vector Machine (SVM), naïve Bayes (NB), and random forest (RF) for classification
of arrhythmias using ECG records. To reduce the dimensions of files, an improved
feature selection approach is implemented for selecting the most important features
which are done by an extra tress classifier. To prevent problems caused by the inclu-
sion of binary values, the data is often standardized. On the normalized data, machine
learning algorithms are used to identify the presence or nonappearance of disease and
group the records into one of 16 categories. The synthesis of feature selection and
classification techniques has yielded positive classification results. By comparing
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Fig. 6 Performance metrics
of Naive Bayes algorithm

Fig. 7 Performance metrics
of random forest algorithm

their accuracy, the classification results revealed which approach is better suited for
classification on the ECG dataset taken from the UCI repository.
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Effective Plant Leaf Disease Detection
for Farmers

Deepa Jose, M. Pavithra, S. Sasipriya, M. Satya Venkata Santosh,
and Jhonatan Fabricio Meza Cartegana

Abstract Agriculture is backbone of India,more than half of the population depends
on agriculture as source of income and India’s economy is also depends on agricul-
ture. This industry needs more attention for automated software. Artificial intelli-
gence is more powerful when applied to agriculture industry. The proposed system
discusses plant leaf detection through deep learning algorithm. Plants when affected
by pests, it highly affect production and thus continuous monitoring is needed to
avoid this problem. The proposed system uses images to capture and analyze the leaf
whether infected or not. The deep learning algorithm, Convolution neural network is
used for analysis. The model used images from mobile phones are loaded to Rasp-
berry PI and applied deep learning algorithm. The dataset with infected leaf images
and normal leaf images is considered for training. This involves image pre-processing
techniques such as segmentation and grayscale conversions and then training and
detection. Plant leaves are classified as normal and infected in the proposed work.
Experimental results show that the accuracy of plant leaf disease is more accurate
through our proposed model.

Keywords Artificial Intelligence · Image segmentation · Grayscale conversion ·
CNN algorithm · Raspberry Pi

1 Introduction

Agriculture plays an important for our economy. The plant disease identification is
important for productivity for farmers. Plant disease if diagnosed at right time, may
prevent severe damage to crops and production. The usage of pesticides without
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proper training may cause reduce immunity of plants to fight against any disease.
Thus the disease identified on time is important to prevent loss in agriculture and
give high productivity. Changes in climatic conditions may also affect the plant and
be monitored continuously. Sometimes, experienced farmers can only identify the
disease others may not notice, thus causing huge damage. To avoid this problem, an
effective solution for plant disease diagnosis is preferred.

Visible symptoms through naked eyemaynot be seen in someof the plant diseases,
if those are unattended or lately notice may cause severe damage to plants. The
computer visionmonitoring systemmay be effective to solve this problem. Advance-
ment in artificial intelligence domain has paved way for proper diagnosis of plant
disease. Earlier machine learning was used for training diseased and non-diseased
leaves then used for monitoring. In this proposed work deep learning was used.
Commercializing agriculture these days is creating negative impact on environment,
soil nature, and plant’s healthiness. Usage of high pesticides level may bring spoil
of underwater, soil, and nature. Though they can give productivity in short term, the
impact on a higher time frame is dangerous.

India has the largest farming land and many vary are cultivated, there are many
techniques developed for smart farming. Expansion of computer vision in the forming
has largest scope in the future for artificial intelligence field. Whenever the plants
are getting disease, the leaves are eventual part which shows early signs of disease,
it these are detected on time, can help farmers with production and reduces loss. Due
to industrialization and due to globalization, farming is affected a lot in our country.
When the farmers get benefited through smart techniques, with less expenses, the
economy grows eventually.

There are many researchers who proposed plant leaf disease detection through
different analyses and methods, some of them included machine learning classi-
fication such as Support Vector Machine (SVM) and clustering techniques such
as k-means algorithm was proposed. These models give less accuracy on predic-
tion. Thus an effective algorithm and implementation are required for leaf disease
detection (Fig. 1).

The main objective of proposed work is to identify plant leaf disease by an auto-
mated disease diagnosis system based on Deep learning algorithm. We use Convo-
lutional Neural Network (CNN) model, which gives best performance on plant leaf
disease prediction. This proposed work can be achieved on real time detection with
the hardware kit and monitoring stations. This model gives us better detection results
based on both deep learning algorithm, which is considered for the implementations.

Implemented a plan leaf disease classification system through an automated
machine vision and deep learning diagnosis model. The dataset used for training
contains diseased and healthy leaves. Healthy leaves of 388 instances and disease
leaves of 364 images. The motive of work is to classify leaf as a binary classification
type 0(healthy leaf) to 1 (diseased leaf). User or farmers can go for input of image to
get the leaf classified as healthy and unhealthy. The implemented application helps
farmers in making advance decisions for treating the plants early without damage.

The proposed work carried out in three phases, the first phase is to design a
hardware architecture, where the input from mobile phone is taken and given to



Effective Plant Leaf Disease Detection for Farmers 291

Fig. 1 Overview of plant leaf disease prediction

Raspberry model, the second phase contains training the CNN algorithm for a given
dataset and making a trained model. The third phase, get input from mobile phone
and use the trained model for detection of plant leaf disease in the given sample.

2 Related Work

There are several researchers who worked on plant leaf disease predictions and
analysis. Machine vision and artificial intelligence are growing areas for agricultural
industry, thus the research on this field is increasing dramatically. Some of such
works are addressed below.

Diagnosis of plant leaf disease is proposed in [1] using a neural network algorithm.
Author used grape leaves for the study. Back propagation neural network is used for
detection. Pre-process of images are handled with k-means clustering and GLCM
feature extraction modules. However, this work on BPNN has achieved less accuracy
compared to our proposed model.

Watermelon leaf disease detection was studied in [2] with neural network algo-
rithm of binary classification with Anthracnos, Downey Mildew are the two classes
for detection. The dataset with 200 images on each class type is studied in this work.
Implementation is carried out in Matlab. The accuracy achieved in this work 75% to
76% only. However, the work handled with real-time image detection, the accuracy
of detection is less compared to CNN.

Some of the work on supervised machine learning algorithm is carried out, in
which [3] used with Tomato leaf images with multiple classifications such as healthy,
early blight, bacterial infection, and curl virus infections. Implementation is donewith
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Matlab with image pre-processing with GLCM and classifier as K-nearest neighbor
(KNN) classifier. The accuracy ofmachine learning is less than deep learningmodels.

The work [4] discussed plant leaf disease detection through R-CNN, Region-
Based Convolutional Neural Networks. Author used COCO for object detection,
which is a pre-trained model using R-CNN, this model can detect more leaves based
on pre-trained architecture from PlantVillage dataset. The author also proposed F-
RCNN, Fast RCNNmodel disease detection,which identifiedmore classes of disease
in more species of plants.

A novel, hybrid model for plant leaf disease detection was proposed in [5],
for capsicum leaf on binary classification as healthy and unhealthy. Image pre-
processing for feature extraction and segmentation is used. The authors evaluated
more than one machine learning model, to predict the best one. Algorithm used for
classification includes SVM, KNN, and linear Discriminant models. Experimental
results concluded that SVM has achieved good accuracy than other machine learning
algorithms.

A review of plant disease classification through different classifications is
analyzed in [6]. The work suggested other pattern recognition and also considered
front and back views of leaves for accurate analysis. This also suggested finding
severity of the disease.

It is inferred from the analysis of existing studies, there is a demand for highly
effectivemodel,which bringsmore accuracy to plant leaf disease prediction. Through
this literature, it is observed thatmany researchers are proposed leaf disease detection
through machine learning and deep learning neural network algorithm. However, the
work was achieved around 75 to 76% on accuracy. Thus, in our proposed work,
CNN algorithm is proposed for implementation, which is given high accuracy than
existing models [7–13].

3 Proposed Work

The proposed implementation includes Raspberry Pi device install Raspberry soft-
warewith Python 3.6.4with libraries Tensor flow,Keras,matplotlib, and other needed
libraries. We downloaded dataset from kaggle.com. The image dataset downloaded
has binary types of data such as healthy and diseased. Deep learning algorithm is
applied for detection of plant leaf disease.

The proposed work used Convolutional Neural Network (CNN) algorithm for
train and detection of plan leaf images taken fromkaggle.comof plant village dataset.
The camera module captures images using raspberry pi then image pre-processing
applied to prediction leaf is diseased or healthy. The image processing technique
involved here includes color and feature extraction processes [14–16].

The above figure represents proposed architecture of plant leaf disease detection
throughdeep learning,CNNalgorithm,which is briefly explainedhere.Deep learning
is a part of artificial intelligence and this learns similar to human brain through
activated neurons. There are three layers represented in deep learning are input layer,

http://kaggle.com
http://kaggle.com
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hidden layer, and output layer. The algorithm input is given in the put layer are
the features of images here. The hidden layer is activated with neurons and Adam
optimizer.Output layers save the learnedmodel as h5file in the system.Deep learning
models can themselves learn features automatically by input of images (Fig. 2).

The implementation is done with the below methodologies.

a. Dataset collection from kaggle.com
b. Image pre-processing
c. Split dataset into training set and testing set
d. Apply Deep learning CNN algorithm for training and analysis
e. Train the model with CNN
f. Get input from mobile phone to Raspberry pi
g. Given test set to trained model and predict disease.

PlantVillage dataset considered for study purpose, this image dataset is divided
into training data and testing data. Around 70% images are considered for training
algorithms for deep learning algorithms and to create a fit model. The remaining
around 30%of image dataset is taken for testing data for Plant leaf disease prediction.

Fig. 2 Architecture of plant
leaf disease prediction

http://kaggle.com


294 D. Jose et al.

3.1 Dataset Details

The dataset collected with binary values of 0 means healthy and 1-means diseased.
The number of images in each class is 388 and 364 respectively. Sample of image
dataset considered for the study is shown in below image for healthy leaves (Fig. 3).

The below figure shows the sample dataset view of disease leaves used for training
(Fig. 4).

Fig. 3 Data set sample view of healthy leaves

Fig. 4 Data set sample view of diseased leaves
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3.2 Image Pre-processing

Data pre-processing involves converting the image dataset to features in CSV
(Comma-separated values). Data pre-processing is handled in two phases. One is
segmentation and other is feature extraction. Under the segmentation, the image
path and image status (healthy or diseased) are given as input. The input image is
converted to grayscale image for the first step. The grayscale converted image is
shown below (Fig. 5).

The next level in pre-processing is thresholding with help of OTSU. In this
process, a value of the threshold is identified automatically. This method considers
two different values with two peaks to identify the threshold value of middle level.
The next process would be noise removal on images. OpenCV enables background
detection can be done through distanceTransform for binary value. The below figure
shows the pre-processing output once segmentation is completed (Fig. 6).

The next level of pre-processing is done image feature extraction. The segmen-
tation image is taken input for feature extraction process, we used KAZE extraction
from OpenCV, this detects key point from image and extracted as CSV data file. The
following image represents the output of segmentation on plant leaf image (Fig. 7).

Fig. 5 Grayscale image
after pre-processing
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Fig. 6 Pre-processing
output after segmentation

Fig. 7 Image segmentation
on leaf

3.3 Convolutional Neural Network Algorithm

The proposed Convolution neural network (CNN) algorithm’s architecture is shown
below. TwoDimensional Convolutional Neural Network (Conv2D) is used for imple-
mentation. In the convolutional layer, each point on input data is given as leaf image
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Fig. 8 Convolutional neural network architecture

features as input. The number of epoch given in the hidden layer is 25 number to
optimize the learning (Fig. 8).

As per the shown architecture, input layer of the algorithm is given as dense layer
with 128 neurons for activation. Rectified linear Unit (Relu) is an activation function
used in hidden layer. Maxpooling with pool size 2. The hidden layer gets the feature
vectors of images as input. Epoch 25 is given for iterated learning in hidden layer,
which increases accuracy and decreases loss. Thus optimized epoch value is preferred
which can be tested on development time. Adam optimizer utilized for optimization
this reduces noise and gradient problems.

4 Results and Discussions

The proposed plant leaf disease classification is implemented Raspberry Pi and
on Rasbion OS with Python and mandatory libraries Keras, Tesorflow, pandas,
matplotlib. Plant leaf dataset with binary class healthy and diseased downloaded
from kaggle.com is taken for study. Deep learning algorithm, CNN is implemented
for disease detection. Experimental result shows that Convolutional Neural Network
(CNN) is outperforming n disease detection with good accuracy. The following table
shows the accuracy achieved in our proposed work (Table 1).

Table 1 Experimental results Algorithm Accuracy (%)

Convolutional neural network (CNN) 96%

http://kaggle.com
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Fig. 9 Accuracy of plant
leaf disease prediction
through CNN

The below figure shows the experimental learning loss MSE (mean square error)
error data on the training set and validation sets as shown below for the CNN model
(Fig. 9).

5 Conclusion

Plant leaf disease detection is considered in this proposed work with deep learning
algorithm, Convolutional Neural Networks (CNN). Plant leaf diseasewhen identified
early, proper measures can be taken by farmers to resolve this problem, thus their
productivity increases. Machine vision and artificial intelligence growth enhance to
achieve this work with simple hardware and less maintenance. Plant leaf can be
taken through surveillance camera in real time or through mobile phone, given as
input to the trained CNN model to identify whether the leaf is healthy or diseased.
Experimental results show that the deep learning model achieved good accuracy on
detection (Fig. 10).

Future work is to be carried out for classification of diseases in different plant
species and to improve the classification accuracy.
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Fig. 10 Model loss—plant
leaf disease prediction
through CNN
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Analysis of Various Non-invasive
Methods for Pulmonary Cancer
Identification

S. V. Banabakode and Swati R. Dixit

Abstract This Paper represents the various methods of pulmonary cancer detection
and comparison of various methods of cancer detection. The main objective behind
this study is to select the method which can be able to detect pulmonary cancer at an
early stage. There are different methods available for detection of pulmonary cancer.
These methods are mainly classified as invasive and non-invasive methods. The
invasive methods which are available for detection of pulmonary cancer are not able
to detect pulmonary cancer at early stages. The main reason behind this is signs of
pulmonary cancer typically do not occur until the disease is reasonably in advanced
stage and in non-curable stage. So even after detection, there are less chances of
positive results because disease is already in advance stage and the treatment for
this is also very costly which is beyond the capacity of common man. The invasive
methods are also very dangerous. So there is only one option left to cure pulmonary
cancer and that is to detect pulmonary cancer at an early stage then only from proper
treatment pulmonary cancer can be cured.

1 Introduction

There are total 18.1 million new cases of cancer in the year 2018 out of which 9.6
million people were dead due to cancer worldwide. Out of these new cases, 2.1
million people deal with pulmonary cancer which is 11.6% of all cancer which is
highest among all types of cancer and death due to pulmonary cancer are 1.76million
which is 18.4% of all the deaths is also highest (Figs. 1 and 2).

S. V. Banabakode (B) · S. R. Dixit
Electronics & Telecommunication Engg Department, G H Raisoni University, Amaravati,
Amaravati, India
e-mail: sanket.banabakode@raisoni.net

S. R. Dixit
e-mail: swati.dixit@raisoni.net

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
N. Marriwala et al. (eds.), Emergent Converging Technologies and Biomedical Systems,
Lecture Notes in Electrical Engineering 841,
https://doi.org/10.1007/978-981-16-8774-7_25

301

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-8774-7_25&domain=pdf
https://orcid.org/0000-0002-2675-0008
mailto:sanket.banabakode@raisoni.net
mailto:swati.dixit@raisoni.net
https://doi.org/10.1007/978-981-16-8774-7_25


302 S. V. Banabakode and S. R. Dixit

lung =11.6%
12%

Breast = 11.6%
12%

Colorectum 
=10.2%

10%

Prostate= 7.1%
7%

Stomach=5.7%
5%Liver=4.7%

5%
Esophagus
=3.2%

3%

Cervix 
Uteri=3.2%

3%

Thyroid =3.1%
3%

Bladder=3.0%
3%

Others=36.6%
37%

Fig. 1 Incidence of new cancer cases

The main reason behind large numbers of death is the symptoms of pulmonary
cancer typically do not occur until the disease is reasonably advanced and in non-
curable stage. Thus early detection of pulmonary cancer is a key issue to recover from
pulmonary cancer. So for early detection as a screening tool, lowdose chest computed
tomography (CT) scanning has been proposed. This type of procedure should be
carried out every year by personwhich is likely to be infected from pulmonary cancer
which increases the probability of early-stage tumour diagnosis which increases
the percentage of Survival of a person. The primary drawback of this approach
is that it increases the risk of developing cancer as body is regularly exposed to
the ionizing radiation of low dose computed tomography (CT). So for premature
detection non-invasive methods are required which have no disadvantages on human
body.

2 Cancer Detection Methods

There are various cancer detection techniques that are divided into two categories
which are as follows.



Analysis of Various Non-invasive Methods … 303

Lung= 18.4%

Colorectum=9.2
%

Stomach=8.2%

Liver=8.2%

Breast=6.6%Esophagus=5.3
%

Pancreas=4.5%

Prostate=3.8%

Cervix 
Uteri=3.3%

Leukaemia= 
3.2%

Others=29.3%

Fig. 2 Mortality rate due to cancer

(a) Invasive Method
(b) Non-invasive Method.

2.1 Invasive Method

In an invasive method, some part of body (infected) tissue is taken out from the body
for testing using machine or exposed body to radiation, these methods are dangerous
and costly and there is a chance of transmission of cancerous cells. Important thing
is that using this method it is not possible to find pulmonary cancer at an early stage
because signs of pulmonary cancer typically appear when the disease is at a very
advanced stage. There are various invasive methods which are as follows,

(1) Needle Biopsy.
(2) Chest X-Ray.
(3) Low Does Spiral CT Scan.
(4) Bronchoscopy.
(5) PET Scan (Positron Emission Tomography).
(6) Sputum Cytology.
(7) Detection Based on Convolution Neural Network.
(8) Detection using Support Vector Machine (SVM).
(9) Detection using ASIC Based fluoroscopic capsule.
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(1) Needle Biopsy:
In this method, a long thin needle is inserted in the suspicious part of the body
through skin. Some cells from the suspicious area are extracted and analyzed
and decided the status of cells. The disadvantage of this method is that it may
give false-positive or false-negative results.

(3) Low dose CT scan:
When the results of chest X-ray is not sufficient to detect cancer then low dose
CT scan method is used for screening. In this method, the body is exposed to
radiation which may be dangerous.

(4) Bronchoscopy:
In this method, a bronchoscope tube is inserted inside the body through lungs
airways or through mouth which consists of light and lens. This procedure is
used to reveal the areas of tumours that can be sampled for diagnosis.

(5) PET CT Scan:
This is called positron Emission Tomography which uses small amount of
radioactive material which is called a tracer. This tracer was inserted into the
body through veins and required 1 h to absorb by body. This method decides
whether tumour tissue actively grow or not and find the type of cells within
particular tumour.

(6) Detection Based on Convolutional Neural Network:
The above-mentioned method is deep learning-based method for detection of
pulmonary cancer which uses histopathology images. Two CNN architectures
were employed for sampling histopathology images. This method is good but
classification of histopathological images need more accuracy.

(7) Detection using Support Vector Machine (SVM):
The above method uses CT images for detection of pulmonary cancer. After
collecting CT images, image enhancement operation and segmentation is
performed on images separately and then detection and prediction algorithm
is applied using multiclass support vector machine (SVM).

(8) Detection using ASIC Based fluoroscopic capsule:
The above method uses ASIC based fluorescence capsule for early detection.
The sensitivity of the ASIC based capsule is very high which detect very low
photocurrent so that system is able to detect low concentration of the biomarker
present in the cells. In this method, external instrument is required to receive
the signal.

2.2 Non-invasive Method

In this method for testing any disease, there is no need to involve any instrument. In
this method, exhaled gas of humans is used to detect the disease. Concentration of
various compounds is different in exhaled gas of a normal person and an infected
person. So by examination of exhaled gas one can determine the disease as well as
severity of disease. Using this method premature detection of disease is also possible
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and there is no chance of spreading the cancerous tissues when someone used this
technique.

Techniques.
There are various Non-Invasive techniques that are used for detection of pulmonary
cancer which is as follows,

(a) Nucleic Acid-based detection
(b) Protein-based Detection
(c) Cell-Based Detection
(d) VOCs Based Detection (Breath Analysis).

Out of the above four detection techniques, VOCs based detection has some
advantages over others. VOC based detection is done using breath analysis which
has some advantages over above-mentioned techniques. There are different types of
breath analysis techniques which are as follows,

(1) Gas Chromatography Mass Spectrometry
(2) Proton Transfer Reaction Mass Spectrometry
(3) Ion Mobility Spectrometry
(4) Selected Ion Flow Tube Mass Spectrometry
(5) Chemical Sensor Platform
(6) MEMS Microstructure.

(1) Gas Chromatography Mass Spectrometry:

It is an analytical method that is carried out to find different samples within a
substance. This method considers as a gold standard for identification of different
types of samples in a substance because the result of this test is very accurate. Breath
analysis is carried out to find the particular biomarker from VOCs. After finding
specific biomarkers from VOCs use mass spectroscopy to find the concentration of
that particular biomarker. After finding concentration one can decide the extremity
of disease. Concentration of biomarkers is different for normal people and infected
people. The advantage of this technique is sensitivity. Reactivity of this technique is
in ppb range. There are also some advantages like the system which is used in this
technique is not handy and mobile and real-time measurement is not also possible
using this technique.

(2) Proton Transfer Reaction Mass Spectrometry:

This technique is used for chemical evolution of VOCs. This technique is used to
detect gaseous organic compounds in air. VOCs in air have both natural andmanmade
sources. Natural sources include VOCs exhaled by both plants and animals. The
VOCs present in the air constitutes a very small percentage of air. The most common
VOC found is methane which is present at the level of two parts per million by
volume. After methane, ethane, propane, iso propane such VOCs are found but they
are also at the level of parts per billion or parts per trillion but such a small quantity
is also not good for humans which may cause the problem. So if some of the above
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mentionedVOCs are found in human respiration then it can be dangerous andmay be
caused serious disease. So if we are able to detect suchVOCs from human breath then
it is possible to detect the disease from such VOCs. Proton transfer is performed in
this system via the soft ionization mechanism that fragments the analyte molecules.
The first step of the Proton Transfer Reaction Mass Spectrometry is the Proton
Transfer Reaction ionization source where gas-phase VOCs molecules are ionized
by the transfer of a proton from to VOC molecules. The VOCs ions produced in
this reaction are subsequently detected by mass analyzer. Following are the main
components of Proton Transfer Reaction Mass Spectrometry,

(a) Sampling Inlet.
(b) Ion Source.
(c) Proton transfer reaction cell.
(d) Ion processing Interface.
(e) Mass Analyzer.

There are some benefits of the above-said technique like real-time measurement
possible, sensitivity in parts per billion. The disadvantages are like VOCs chemical
identification not possible.

(3) Ion Mobility Spectrometry:

It is an analytical technique that distinguishes and recognizes the ionizedmolecules in
the gas based on their mobility. The main consideration for this process is mobility of
different ionswhich totally depends on charge,mass, shape and size of the biomarker.
Separated ions or biomarkers from VOCs are transferred to the drift tube. Drift tube
is a hollow cylindrical structure that is operated with an electric field and buffer gas.
Buffer gas flow in the opposite direction of ion flow. Different ions or biomarkers
have different mobility’s based on the size and mass. These ions or biomarkers are
then collected and sent for spectrometry. After spectrometry, each ion or biomarker is
analyzed and characterized. The advantage of this process is that it is movable system
having low cost sensitivity in parts per million range but the main disadvantage is
that real-time measurement is not possible.

(4) Selected Ion Flow Tube Mass Spectrometry:

For gas analysis, it is a quantitative method. The chemical ionization of selected
volatile compounds by selected positive precursor ions along a flow tube involves this
process. From the precursor and product ion signal ratios absolute concentration of
selected compounds present in exhaled breath can be calculated. Real-time detection
is also possible with the technique. The range of this process extends up to parts per
trillion. There are three elements of these techniques which are as follows,

(a) Reagent ion generation and selection
(b) Analyte ionization
(c) Analyte Quantitation.
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The eight reagents H3O, NO+ , O2+ , O−, OH−, NO2− and NO3− are formed
using microwave. Then selected reagent ions are injected into the flow tube. Then
Sample is introduced at a known flow rate and reactive compounds it contains are
ionized by the reagent to formwell-characterized product ions and unreacted reagent
ions analytes absolute concentration can be found using software. The drawback of
this technique is that VOCs chemical identification is not possible.

(5) Chemical Sensor Platform:

The ideal chemical sensor is a low cost, easily movable, foolproof device that
responds with perfect instantaneous selectivity to a particular target chemical
substance present in any desiredmedium but in reality, chemical sensors are complex
devices. The complexity of chemical sensor is based on the material which is to be
analyzed. In this process, highly sensitive chemical compounds can be used to detect
the specific analyzer that detailed VOCs are obtained from human breathing. Then
analytes and chemical compounds are left for chemical reaction for a few hours.
After that pre-concentration is processed and characterization of various chemicals
present in VOCs are found through which we can detect the disease and severity of
disease. The primary benefits of this process are that it is very easy to use and has
less cost but the drawback is to design a chemical sensor if very difficult task.

(2) MEMS Microstructure:

In above technique, micro cantilever or array of micro cantilevers will be designed
using CMOS Technology. This structure is very reactive to particular biomarkers.
Various sensitive layers of various compounds are designed and these sensitive layers
are allowed to respond directly to VOCs. These sensitive layers are formed in such
a way that they are reacted only with the particular biomarkers present in VOCs.
The concentration of acetone, methanol and toluene are found to be increased in
the VOCs of the person who is infected from pulmonary cancer which is collected
from the exhaled breath of that person. So we will need to find the concentration
of the above-said elements from the VOCs. So compounds that are reactive only to
acetone, Methanol and toluene are deposited in the microstructure cantilever to get
the required result.

Table 1 shows the comparison of above techniques.
There are various parameters such as deflection of cantilever, pressure, voltage

which are to be considered to check the seriousness of disease The benefits of this
method are as follows,

(a) Real-time measurement is possible
(b) Very Simple and portable
(c) Sensitivity lies from parts per billion to parts per trillion
(d) Having less cost
(e) Time to produce result is less as compared to other methods.



308 S. V. Banabakode and S. R. Dixit

Table 1 Comparison of various parameters of non-invasive methods

Methods Parameters

Real-time
measurement

Sensitivity
range

VOC’s
chemical
identification

Cost Portable
system

Time to
produce
result

Gas
Chromatography
Mass
Spectrometry

Not possible ppm Possible High No High

Proton Transfer
Reaction Mass
Spectrometry

Possible ppb Not possible High No High

Ion Mobility
Spectrometry

Not possible ppb Not
POSSIBLE

Low Yes High

Tube Mass
Spectrometry

Possible ppb Not possible Low Yes High

Chemical Sensor
Platform

Not possible ppb Not possible Low Yes Less

MEMS
Microstructure

Possible ppb-ppt Possible Low Yes Less

Aswe saw all the different methods of breath analysis and from the above compar-
isonMEMSMicrostructure technique hasmore advantages compared to others. Also
using these methods we can avoid false positive and false negative results and get
accurate results at early stages which helps in treatment of patients.

3 Conclusion

This paper includes comparisonof various techniqueswhich are used for the detection
of cancer. From the above research work, we can find that non-invasive methods are
more reliable and promising for detection of cancer at early stage as compared to
various invasive methods which are currently used for the detection of cancer. Out of
above mentioned non-invasive techniques, MEMSMicrostructure technique is more
useful because of the advantages like accuracy, sensitivity, low cost and real-time
measurement. It is possible to detect cancer at early stage using above-said technique
so diagnosis of disease like cancer can be advanced with MEMS.
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Agriculture Assistant for Crop Prediction
and Farming Selection Using Machine
Learning Model with Real-Time Data
Using Imaging Through UAV Drone

Muskan Jain, Manpreet Singh Bajwa, and Hemant Kumar

Abstract Agriculture, as an income source, plays an important role in the economy
of a country like India for its holistic growth. For better results,we need to improve the
quality of products and predict the yield. which leads us to our problem statement,
we will be designing a machine learning model to predict yield depending upon
various features like soil moisture, fertilizers, and weather forecasting, etc. Farmers
are facing problems related to better yield due to multiple constraint dependencies
like rainfall, soil, weather prediction, the effect of natural calamities, timing. In
this model, we will be predicting and representing the ideal scenario of unexpected
devastating outcomes. Hence, we are proposing a model based on machine learning
using image processing to predict the best yield possible to the farmers with the help
of a drone. We are training our model using the dataset of the past few years and
training our model accordingly. There are various techniques available that make
the machines more optimized, but no technology works on finding the co-relation
between the crops and the conditions required for better yield of crops. There will
be no benefit to optimizing the machines until the crops will be provided with the
best conditions to prosper. These existing techniques only make farming optimal
but do not optimize productivity. There are many factors which affect the growth of
crops but there are two most important out of them: The soil in which our crop is
grown&weather. Other factors affecting will be water, fertilizers, manures, sunlight,
weather forecasting, area of cultivation, and financial perspectives. Depending upon
the factors discussed, we will predict the best outcomes and most suitable crop from
all parameters after training themodelwith themost effective, simpler, cheaper, faster
interface & efficient sensors with less requirement of labor and energy-efficient plus
eco-friendly components with a proper quality check measures on water, fertilizers,
manures, and soil.Wewill be focusing on the best prediction formarket demand. This
model is also optimized to even provide the best fertilizer to the farmer according to
the requirement of the crop.

M. Jain · M. S. Bajwa (B) · H. Kumar
Faculty of Engineering and Technology, SGT University, Gurugram, India
e-mail: manpreet_feat@sgtuniversity.org

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
N. Marriwala et al. (eds.), Emergent Converging Technologies and Biomedical Systems,
Lecture Notes in Electrical Engineering 841,
https://doi.org/10.1007/978-981-16-8774-7_26

311

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-8774-7_26&domain=pdf
mailto:manpreet_feat@sgtuniversity.org
https://doi.org/10.1007/978-981-16-8774-7_26


312 M. Jain et al.

Keywords Agriculture monitoring · Precision agriculture · Prediction ·Weather
forecasting ·Machine learning · E-agriculture

1 Introduction

Agriculture accommodates the staple to the industry that adds up to contribute to
the rise in GDP in the overall growth of India. With the emerging population, the
pressure on the need for agricultural productivity is additionally increasing. As the
population is rising, the demand for its growth went up high at an exponential pace
and the traditional methods using manpower aren’t enough to serve the whole popu-
lation. So, to satisfy the market demand and increasing needs, they need to determine
the best possible soil for which farmers may not be able to use harmful pesticides
and insecticides in excessive quantity. These pesticides may increase the produc-
tivity of crops in contrast to adverse effects on human health. The usage of UAVs
will ensure the amount of pesticide spread evenly in the land thus reducing cost and
increasing efficiency, making the model best for pest control. However, determining
the patterns of movements of pesticides applied by air spraying is a difficult task.
Based on Computational Fluid Dynamics (CFD). The UAVs give us the freedom to
control the movement of pesticides as well as the drip distribution features based on
Computational Fluid Dynamics (CFD). UAVs used for smart farming have impor-
tant extracted features for their usage like payload, stabilization, flight time, and
autonomous missions. This paper discusses a variety of UAV-based farming tech-
niques including health screening and diagnosis of plant diseases, pest monitoring,
and yield estimation [1]. Due to the stability of UAVs, we will be able to acquire
high-resolution images very conveniently. As a result of using these harmful pesti-
cides, the land gets barren with no fertility in the end. In the era of big data and AI
[2], we will predict many factors like the soil during which our crop is grown, pH of
the water, crop health, cropping pattern, and growth rate that will ultimately boost
the productivity of the crop. Using machine learning in agriculture helps to detect
the disease in crops and provide the immediate solution there too, aerial vehicles will
monitor the crop and can provide us with accurate and precise data sets. Automated
irrigation systems will use the weather outlook to predict the requirement of a crop
to extend the typical yield. The problems faced with the agriculture field are weed
management, lack of storage management, pesticide control, types of weed, crop
diseases, and types of pests, these problems can be solved by the model proposed
below [3].

2 Objective

The objective of this paper is to visualize the factors affecting the growth of crops
like soil, nutrients, fertilizers, water and to observe the changes occurring in the
climate. By collecting the data through user or UAVs, and then feeding this data to
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machine learning algorithms to predict the best fertilizer, find suitable climate and
soil for the particular crop to get aware of the amount of sunlight needed by crops.
Moreover, the amount of moisture and water required by the crop for maximum
yield production is calculated. It is also essential to know the area of cultivation and
financial outcomes obtained through it. The purpose of this qualitative study is to
build a Machine Learning model to help identify a correlation between the crops and
the conditions required by the crops to grow and give maximum yield with effect on
plant diseases in less-economically-developed countries like India using drones. We
explored the best method for the increase in agriculture productivity, with the help of
machine learning and UAVs. UAVs can click and record multispectral photography
but the interpretation of these high-resolution photographs are difficult without the
help of machine learning algorithms. So, training the algorithms with proper data
set obtained from different sources provide clarity to the farmers with what is best
for their crop. The amount of water provided to the crop is sufficient or not, the soil
moisture for the growth of the plant is correct or not, in what amount the sunlight
to the crop should be provided, best fertilizer for that particular crop, etc. are some
factors including others which would be taken care of.

We will be implementing this through the collection of details mentioning fields
like the type of soil, environmental conditions, location, an investment he/she can
make, and some other basic things and he/shewill get the best possible results accord-
ingly. It will be easily available to him/her in the form of the Android Application.
The problem which our invention is solving is to how to increase the productivity of
his/her field. It works on the root cause of all problems. This is because if a farmer is
getting good productivity, he/she will not be trapped in the problem of debt. More-
over, it will make a farmer independent and provide freedom for experimentation on
different varieties of crops.

3 An Overview on Machine Learning

Machine learning is considered the foundation of Artificial Intelligence through
which computers use a large number of knowledge sets (training models) and apply
algorithms to classify and predict. In other words, Machine learning is the ability
for a program to find out something without having to be programmed to find out
that specific knowledge. Machine Learning tasks are divided into broad categories,
namely the type of training: supervised and unsupervised, the learning models:
regression, clustering, etc. The data in supervised learning is representedwith sample
inputs and thus the corresponding outputs that means mapping input(s) to output(s),
on the other hand, there’s no discrepancy in training and test sets in unsupervised
learning with unlabeled data. The learner processes the input file to discover hidden
patterns. Inspiration for ANNs work on the human brain and represent a simplified
model of the neural network emulating complex functions such as pattern produc-
tion, comprehension, learning, and decisionmaking. In agriculture, theymust predict
crop yield and quality.
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Fig. 1 Working of machine learning on datasets

ANN is used to calculate input, output energy to input rate, and also used to
calculate energy productivity with the help of Life cycle Assessment [4]. Also, used
to save the crop from extreme temperatures by providing a greenhouse environment
[5].With the help ofDeepCNN, satellite images of crops canbe recognized [6]. Plants
also need a good quality of air to growwell which can be predicted by Deep Learning
[7]. Machine Learning Techniques used to predict the photosynthetic capacity of a
crop using Leaf Reflectance spectra, if increased, can increase the yield [8] (Fig. 1).

4 Background

Machine Learning is used in agricultural practices for several years [9] where wewill
be predicting crop yield, which dependsmainly uponwhen,where, how, howmuch to
grow. So, analysis of the field, crop, and environment can be done effortlessly using
machine learning tools [10]. Apart from yield prediction, weed detection, disease
detection, and crop quality are also analyzed using machine learning. The datasets
provided to the machine learning algorithm are obtained from a variety of sensors
equipped on the UAVs for a better understanding of the environment and weather
conditions [11] (Table 1).

5 Literature Survey

With the advancement in technology, applications of agricultureUAVshave improved
with time. From providing just image-based dataset [26] to the version of decision-
making intelligent system helping farmers in making smart decisions by giving
them intelligence-based oriented data processed from images with the assistance
of machine learning tools and other technologies [27]. An illustration explaining it
is multimodal plant identification developed with the help of datasets obtained from
capturing images with the help of UAV drones using hyperspectral data [28]. Many
global agricultural systems are present that uses satellite imagery and remote sensing
that provides information regarding food production [29]. The data from the satel-
lites and remote-sensing technology with machine learning calculates parameters
like rainfall or Standardized Precipitation Index [30]. Also, for the prediction of crop
pests, machine learning can be used [31] using various techniques. In the lessening



Agriculture Assistant for Crop Prediction and Farming … 315

Table 1 Different machine learning tools used in agricultural practices

S.
no.

Year of
publication

Author name Machine learning tool Functionality References

1 2019 Charoen-Ung
and
Mittrapiyanuruk

Random Forest Crop yield
prediction

[12]

2 2019 Ranjan and
Parida

Linear Regression Crop yield
prediction

[13]

3 2019 Filippi et al. Random Forest Crop yield
prediction

[14]

4 2019 Xu et al. Support vector machine Crop yield
prediction

[15]

5 2019 Bo Jiang,
Jinrong He

AlexNet-CNNs deep
learning network

Crop yield
prediction

[16]

6 2018 Shah et al. Support vector machine,
random forest, multivariate
polynomial regression

Crop yield
prediction

[17]

7 2018 Goldstein et al. Gradient boosting tree,
linear regression

Crop yield
prediction

[18]

8 2018 Ferentinos DNN/CNN Disease
detection

[19]

9 2017 Ali et al. ANFIS, neural networks,
multiple linear regression

Crop yield
prediction

[20]

10 2017 Pantazi et al. ANN/Clustering/one-class
MOG

Weed
detection

[21]

11 2017 Binch and Fox SVN Weed
detection

[22]

12 2016 Maione et al. EL/RF Crop quality [23]

13 2015 Paul et al. Naïve Bayes, k-nearest
neighbor

Crop yield
prediction

[24]

14 2014 Mohsou et al. SVM/LS-SVM Disease
detection

[25]

of crop yield, an aspect resulting in crop loss is plant disease, which can be over-
come with algorithms of ANN or with image processing techniques in identifying
crop diseases [32, 33]. Based on the needs of agricultural fields, various applications
of UAVs can be put to use that we have thoroughly described. A farmer can make
several decisions with the data provided by the UAVs to solve the problem(s) that
are detected and to improve the harvest by assessing the yield.
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5.1 Application of Using UAV in Agriculture

Some of the popular applications of using drones in Precision Agriculture, as listed
in the literature, are mentioned below:

• Analyses of soil and field.

Soil is a very crucial parameter with important features contributing to the success
rate of crop production. The analyses of soil and field should be at different times
during crop growthwhich includes the start stage of planting, mid-waywhile the crop
is growing, and at the time of gathering in of the crops. Analyses can be performed
with the help of UAVs as they can provide us with the soil health, pattern in which the
planting is done through precision cameras and thus providing with necessary data
of the substances needed for irrigation [34]. Additionally, this data obtained through
the UAV imagery can also help the farmers in knowing the quantity of nitrogen,
fertilizer required for growing any particular crop. By this approach, overall yield
can be improved, hence saving costs on fertilizers and pesticides [35]. A perfect soil
profile data [36], including soil temperature [37] at multiple-depth is necessary for
crop yield predictions based on crop modeling applications.

• Planting crops.

Crop planting is an expensive and difficult task that has traditionally relied on human
ability. Modern advanced drone farming technology provides planting techniques
that reduce planting costs up to 85%. The dramatic reduction in planting costs is
probably the result of the drone’s ability to perform many responsibilities including,
planting within the soil, injecting pods with seeds, and making plants that can be
grown and used, drone features are just not limited to this but many more. For a
farmer it is very important to know the distance between roots and plants, number
of plants grown per square meter of land as proper growth of plants is essential [38].
Also, to keep a check on the balance of the soil and the plant, the regeneration of
nutrients, it is important to know the value of the plant.

• Crop spraying application.

Crop spraying has been an onerous and exhausting process for the farmers and
producers as it is the main factor defining the yield production. To ensure the proper
growth of plants, large areas of land are sprayed with fertilizers and chemicals. Often
crop spraying uses many harsh chemicals present in pesticides, etc., with continued
exposure to it may result in danger to human health. So, Drone technology can
be a much safer alternate instead of traditional crop spraying. Due to its speed and
accuracy, it can cover longdistances in a short period.Using ultrasonic lasers, sensors,
precision crop spraying can be achieved as UAV make sure the proper coverage of
land with the spread of right amount of pesticide or insecticide for correct growth of
plants, avoiding unnecessary waste. With UAVs it is important to accurately measure
the height of the flying drone due to the constraints present in the flight environment
and the amount of pesticide reaching the ground as if the height is more, the pesticide
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may flowwith the wind, if the height is less, spraying may not impact much. Another
such method similar to crop spraying is spot spraying which targets weeds. UAVs
with help of resolution cameras, can identifyweeds and can spray precisely onweeds,
and can save up to 90% of the chemical herbicides [39].

• Plant observation.

One of the biggest problems faced by the farmers in farming is poor crop monitoring
in large fields as the humans alone cannot monitor the whole field at a time. This
problem is exacerbated by the increase in unpredictable weather conditions which
can lead to an increase in the risks and the repair costs. Observation of the field
is a very important task because if the boundary of the fields is not secured by
fences, then they may be prone to animals, and birds disturbing the croplands. In
traditional methods, the use of a scarecrow is generally done to discourage the birds
from feeding on crops. Now drones can be used as surveillance on cropland, using
multispectral photography UAV can differentiate between humans, animals, birds,
and crops easily. Also, UAV remote sensory can provide us with crop stress maps
generated with the help of UAV captured images, helping farmers in monitoring the
field [40].

• Crop irrigation.

Irrigation of crops is important while preventing the crops from dry conditions that
end up being dead due to absence of water. The most refined drone technology uses
a wide range of sensors including thermal, multicolored, and hyperspectral types
to research and identify specific dehydrated plants. In addition, these sensors are
used to measure the density, temperature, and overall health of the sector to bring
a holistic view of growers and producers. Also, UAVs can be used to detect areas
that are waterlogged which in traditional farming is either inefficiently done or is
very expensive. A lot of the time is consumed in the detection of precise crops or the
exact location on the field which may result in less yield but, with the help of UAVs,
farmers can do it themselves [41].

• Plant health assessment.

It is extremely important to access the health of plants and fields time to time, as it
will turn in maximum yield production only if all the requirements that are, nutrients,
water, needed by the crops are fulfilled. Themedical examinationwill not only record
dry, dead plants but will also perform important fungal and bacterial analyses of trees,
plants, and fields. Using light sources like infrared, drones detect plants having spots
that reflect sunshine indicating some disease or deterioration of plant health. As a
result, farmers use agricultural drones to obtain real-time drawings of the fields to
prevent losses and ensure the growth and success of their crops. Using machine
learning algorithms with UAVs, the problem of agricultural pests in farmlands can
be improved [42] (Table 2).

Nowadays, UAVs [46] are becoming effective sensing systems as they comprise
specialized sensors that complement IoT that makes them reliable to use. These
sensors capture high-resolution images, which in turn helps farmers in monitoring
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Table 2 Some sensors used for particular application

S. no. Application Sensor used Implementation

1 For detecting the type of
crop

Raspberry pi Module +
camera and TensorFlow
Machine learning

On UAV

2 To calculate the dirt and PH
of water

PH sensor and Turbidity
sensor [43]

Water canal (field)

3 To calculate the humidity
and temperature

DHT11 sensor Root zone of crop

4 To check the raining
condition

Rain sensor On sprinkler system

5 To measure nutrient solution Electrical conductivity In soil

6 To detect the area of
cultivation

AI and ML- Raspberry pi
Module with a camera and
TensorFlow Machine
learning

On UAV

7 To check how acidic/basic is
water

PH sensor Water canal (field)

8 To determine the ability of
water to disinfect itself

ORP Water canal (field)

9 To detect the moisture in soil
and electronic conductivity

Soil Moisture sensor In soil

10 To calculate the air quality
and the dust amount in the
environment

Dust sensor On UAV or suspended in air

11 For Air Quality Monitoring
(Gases like NH3, NOx,
alcohol, Benzene, smoke,
CO2)

MQ135 sensor + Arduino On UAV

12 Sunlight sensor LDR sensor Field

13 Environmental sensor with
temperature, barometric
pressure, and humidity

BME280 sensor Field

14 To obtain the ambient light
data

BH1750FVI Is a Digital
Light sensor

Field

15 To check if motor is
providing water or not

Water flow sensor Water pipe

16 To open pipeline of the
certain area

Electronic gatewall Water pipe (field)

17 To connect b/w the modules
(to make connection totally
wireless and mess free, also
no Wi-Fi and GPS required
for up to 40 km Range)

LORA Module Nearby field

(continued)
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Table 2 (continued)

S. no. Application Sensor used Implementation

18 A depth sensor
(distinguishing between
crops, weeds, and soil, weed
detection)

Kinect v2.0 [44] On UAV

19 Crop spraying (dense
vegetation environments)

Lightware SF11-C [45] UAV or on sprinkler system

20 Crop spraying (sparser
vegetation)

LeddarTech M16 [45] UAV or on sprinkler system

21 Crop Observing RGB camera On UAV

crops and fields. Different sensors depending on the parameter for which the crop
monitoring is used with an agricultural drone, these sensors are available in the
market in a wide variety. However, a limitation is that the drones do not have high
payload capacity and minimum space limits the selection of sensors equipped. The
sensors applied to drones should meet the minimum requirement that they should be
of low weight, small size, and should consume low energy. Sensors used for Preci-
sion Agriculture that surpasses the mentioned restrictions are Visible light sensors,
Multispectral,Hyperspectral sensors, LightDetection andRanging (LiDAR) sensors.
Characteristics like color, texture and geometric outline of the vegetation are moni-
tored with the help of sensors through high-resolution cameras. The data obtained
through these sensors are further used to analyze soil and fields, monitor crop health,
etc. at different crop growth stages.

5.2 Types of Farming

• Subsistence Farming.

Majority of the community in a country like India practice farming. As the farmers
are poor, they suffer, due to less money they are not able to use proper fertilizers and
seeds which provide maximum yield in their fields to the extent that they should. The
main reason for low productivity can be the absence of necessities like electricity
and water supply which are not available to them. Areas where the rainfall is low and
irrigation facilities are inadequate, they practice dryland farming, where, with a focus
onmoisture conservation the plants such as Jowar, Bajra, and pulses are grown as they
require less water. Only one crop is grown whole year in dry farming. In areas that
receive high rainfall and are irrigated areas, they practice wetland farming, growing
crops like Rice, sugarcane, and vegetables. In wet farming, in a year, minimum of
two crops can be grown, in kharif and rabi seasons respectively.
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The characteristics of this farming are: the whole family works on a farm, most
of the work is done by hand, the farms are small, they follow the traditional farming
methods, yet the yield is not very high [47].

a. Intensive Farming.

In areas where farmers have easy access to irrigate their farms, those farmers use
fertilizers, pesticides, and insecticides on a large scale. They also need to bring their
land under themost productive type for yielding seedswhich requiremaximumnutri-
ents. To make farming easy, they introduced machines in various farming systems
thus reducing manpower and saving time. This helps in making the yield by unit area
high and increasing cost.

b. Primitive Farming.

(1) Shifting Agriculture
In this sort of agriculture, the first set is to clear a small amount of forest

land by cutting down trees and burning logs and branches. As soon as the land
is cleared, the seeds are planted deep in the ground. This type of planting does
not involve soil cultivation or other agricultural practices. The crops are planted
for 2–3 years, then the clearing is abandoned because the production of the
yield decreases due to weeds, erosion, and loss of soil fertility. Then a fresh
clearing is formed, and therefore the community migrates to new areas and so
the process is repeated again. Thismay be awastefulmethod of cultivation. Dry
paddy, maize, millets, and vegetables are the crops commonly grown during
this sort of farming.

(2) Nomadic Herding
Nomadic herding is an ecological system of agriculture. It’s carried on

mainly to supply food for the family and to satisfy the requirements of clothing,
shelter, and recreation. It’s the only sort of pastoralism. The nomadic herders
are hooked into sheep, cattle, goats, camels, horses, and reindeer for his or her
livelihood. The composition of the herd varies from one region to the other,
but throughout the arid zone sheep and goats are the most common animals
used in nomadic herding and cattle are the least used in quantity as they do not
like hot and dry areas.

• Commercial Farming.

a. Plantation Agriculture.
Plantation farming is to plant trees or shrubs. The Britishers introduced

plantation farming in themiddle of the nineteenth century. Plantation farming
includes trees like rubber, tea, coffee, cocoa, spices, coconut, and fruit crops
such as apples, grapes, oranges, etc. Good investment and management of
the farm are required. Some fields, such as tea, coffee, and rubber, have a
processing plant inside or on the edge of the farm. This type of farming is
done in the hilly areas of north-eastern India and the Nilgiris.
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b. Mixed and Multiple Agriculture.
Mixed farming is crop farming and animal husbandry at the same time.

In multiple farming, two or more crops are grown together. In such cases,
several crops with different times of maturity are planted at the same time. If
any of the planted crops mature early, it means it is usually harvested before
the long-term extension of the growing crop, therefore there is not much
completion between the plant growth [48]. Mixed farming is practiced in
areas receiving good rainfall or having better facilities for irrigation.

• Precision Agriculture.

Precision farming uses history, real-time data, and machine learning algorithms to
make specific decisions for smaller application areas, rather than performing the
same function on a wider area within the traditional model. For instance, instead
of placing large amounts of pesticides over large areas, applying small amounts of
pesticides over certain trees, shrubs, or even leaves, to cut costs and avoid waste
while protecting the potential damage caused by chemicals when used in bulk [49].
Using a UAV to collect the data which is helpful in precision agriculture as the UAV
is connected to an Android app where all back-end algorithms work simultaneously
to provide maximum results [50] (Fig. 2).

Fig. 2 Farming types
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6 Procedure

We are using machine learning at the back end and android app development at the
front end to provide this complete package to farmers. In machine learning, we are
using Linear Regression (Multiclass), Logistic Regression, KNN, and Tensors. We
will deploy this entire model into Android using Tensor Flow Lite. We are training
our model using previous data of some years and training our model accordingly.
A user just must provide some details regarding crops like which crop to grow,
environmental conditions there, and many of the data will be collected from drone
and he/she will get the best possible outcomes. Likewise, the details of fertilizer are
provided to the farmer.

Difference Between Problems Solved and Benefits Over Existing Technology.

– Existing Technology. There are many techniques available that make themachines
more optimized, but no technology works on finding the co-relation between the
crops and the conditions required by the crops to grow well. There will be no
benefit to optimizing the machines until the crops will be provided with the best
conditions to grow. These existing techniques only make farming faster but do
not optimize productivity.

– Our Technology. It solves a major problem on how to increase the productivity
of his/her field. It works on the root cause of all problems. This is because if a
farmer is getting good productivity, he/she will not be trapped in the problem of
bad loans. Moreover, it will make a farmer independent and provide freedom for
experimentation on different varieties of crops.

Important Measures Used as the Basis for our Prediction.

1. Necessities. There are many factors which affect the growth of crops but there
are two most important out of them.

a. The soil in which our crop is grown.
b. The water which is used there.

2. Climate conditions. There are various types of climate conditions and there is
a crop associated which suits that climate conditions. Our machine learning
model tries to find out the best crop suited to that climate.

3. Fertilizers. There are many kinds of fertilizers available in the market. All differ
in terms of salts present in them. Our model works on choosing the best salt of
fertilizer that will provide all the necessary nutrients to the soil. The choice of
fertilizer also depends on the crop we are interested in growing.

4. Manures. These are natural substances. We will find the amount of manure
required for a crop.

5. Sunlight. Sunlight is a natural phenomenon that cannot be controlled by us, but
we can find the intensity of sunlight in a season. By doing this we can find the
best time period for crops to grow so that our crops can get adequate heat and
light.
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6. Area of Cultivation.We have also tried to find out the area factor impacting the
growth of crop production so that to get the best outcome.

7. Financial Perspective.This is a very important factor that was taken into consid-
eration while making this model. At last, our focus was only on increasing the
output of the field and decreasing cost for the same.We are also calculating using
various algorithms the cost which will be approximately used on the selected
crop.

8. UAVs.

Results. Our output depends on the above factors discussed. In order to get the
best outcomes, we have trained out our model in an efficient manner by adding on
important factors and eliminating out useless features.

7 Experimental and Model Evaluation

This research paper focuses on how machine learning is often integrated with drone
technology to supply solutions to identifying plant diseases. This project is focusing
on: The constraints of building a cheap, easy-to manufacture drone; what materials
should be used, and how machine learning has been a great tool in identifying plant
diseases and the way this will be linked to drone spot-checking.

Throughout In the last ten years, there have been different companies trying to
solve these agricultural problems but have failed due to costs and the project being
inefficient. My report showcases the stages in starting with an idea, designing it, and
then building it to a point where it can be used as a product. The product is often used,
mainly, in less-economically-developed countries to assist provide a simple solution
to the issues of the farmers and crop yielders for many years. According to National
Geographic, ‘Agriculture is the art and science of cultivating the soil, growing crops
and raising livestock. Smart Agriculture, a term that has not been heard of for a long
time, we are hearing more use cases of drones and with the growing population,
making crop yields more efficient.

8 Prototype

In this project, the drone with the use of machine learning helps us to detect plant
diseases using images that it will take andwith the use of crops, as away of improving
crop yield. So, to program a machine learning model in drone; IBM Watson is used
as it is one of the most advanced machine learning computers in the world. The
drone is programmed in a way that categorizes the crop as ‘Healthy’ and ‘Diseased’.
Then, by adding images to every category showing the machine learning model what
a healthy plant seemed like and what a diseased plant seemed like. Furthermore,
this would add credibility to the images that the machine learning algorithm would
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be processing. The drone is programmed in a way that every time it flies in a set
path it captures the images at different stages of the flight. The drone autonomously
takes the pictures, resizes all the pictures, and tests themwithin the machine learning
model to output whether the image was ‘healthy’ or ‘diseased’ and therefore the
confidence level of the model. This prototype Autonomous Agricultural drone can
hold up to 2Ltrs. Of herbicides or pesticides and the field, mapping is done before
the autonomous drone takes flight. Creating a plane map (for Autonomous missions)
for the agriculture drone has never been so easy, a software program called Mission
Planner (similar to Google Earth) provides a satellite image of the Farm or inventory
and the edge is often drawn around the target field.

Mission Planner automatically sets up thewaypoints for the functioning area. And
this all communicated wirelessly fromMission Planner to the drone. We do not need
to physically map the device as required by current agricultural drones. The drone
automatically links up to the waypoints and begins its precision spray application,
combined with a six-wheel UAV and spray actuator consisting of a tank, a pump,
pressure gauge, and a meter to measure water flow for a flexible UAV spray device.
The battery propels the entire drone flight and the spray application and the battery
lasts up to 20 min and this drone can travel at a speed of 15 feet per second meaning
that in a single run it can cover about 0.5 Acre (Figs. 3 and 4).

As it is a Prototype Agricultural UAV, an actual with a bigger size can also be
made with less cost than the market.

Disadvantage in Present Scenario

• No such model.
• No Prediction yet.
• Loss of resources/time/money.
• Unwanted/Unpredictable weather change.
• Machine Automation is there but no optimization is there in way of farming.

Fig. 3 Mapping of flight path before an actual flight on Mission Planner
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Fig. 4 Images of agricultural drone “AGRONE” from different Angles

S. no. Existing state of art Drawbacks in existing
state of art

Overcome

1 No such Model Not able to analyze
without data

Developed such model to
analyze

2 No Prediction Not able to detect without
prediction

Our model will predict the
best possible outcomes

3 Loss of
resources/time/money

Its only leads to wastage We come up with our
invention to tackle this by
optimizing farming

4 Unwanted/Unpredictable
weather change

This leads to damage of
crops

We have analyzed these
changes to make crops
seasonal

5 Machine automation but no
farming optimization

Machine automation only
makes farming fast but
don’t make it optimized to
make it productive

Our invention will optimize
the farming by best possible
outcomes out of the data we
have

Advantage

• It is time saving.
• It provides better results with time.
• It will work on root cause of how to increase productivity.
• It is a Machine Learning based model which is cost effective.
• It will be deployed into Android to make its access fast and simple.
• It will work better with time. As soon as this model work more data will be

generated and we can try to optimize it as much as we can.
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9 Conclusion

The agricultural field should bewellmonitored at all timeswithoutmuchhuman inter-
vention. The day-by-day demand for food is increasing at a much higher pace than
crop productivity so, without using the shortcuts in agriculture such as machinery,
robots, it is very difficult to compete with the growing demand. Monitoring agri-
culture is a major concern as it helps to reduce labor work and increase production.
Artificial Intelligence has been used to select crops and to assist the farmer in selecting
fertilizers in accordance with the soil type and environmental conditions. With the
help of a database that the user has collected and specified in the system, the machine
interacts with them to determine which crop is suitable for harvesting and the fertil-
izer needed that promotes full growth. Using deep learning gives extra benefit in
addition to machine learning as it adds depth to machine learning, providing wide
reach and its application in the industry has made great strides. Using new tech-
nology, the farmers can ensure the betterment of their crops and field management,
as food is what people most need and cannot live without, thus contributing to the
overall growth of theworld.Other than deep learning, IoT iswidely used in intelligent
irrigation systems as it highlights its importance in assisting real-time information
monitoring. With these technological advancements, water crisis issue can be solved
by effective use of the available fresh and salty water. Water scarcity and floods are
both the major problems that farmers face using the traditional methods and these
methods of irrigation have little effect in this modern time. There are a lot of gaps
in this system so in this agricultural automation it is necessary to protect the agri-
cultural land. This paper represents the idea of building a system that uses sensors,
IoT, and machine learning to automate the common agricultural practices followed
by farmers in rural areas.

10 Discussion

An android app is provided for monitoring environmental, soil, or climate conditions
and increasing the productivity of the crops using the android app. The android app
includes controlling various sensor devices formonitoring environmental conditions,
soil, or climate and controlling the irrigation of the crop. The android system also
provides a wireless sensor network that monitors the environment, soil, or climate
conditions and controls the productivity and irrigation of a particular crop at the site.

The agricultural sector is focused on sustainable agriculture where management
will be carried out according to the care required by the crop. The precision require-
mentmeans the requirement of a plant to grow efficiently and productivity’s precision
requirement depends on various factors that help to visualize the growth of a crop.
The various factor includes but is not limited to the suitable climate and the weather
required for a particular crop, prediction of the best fertilizer, soil, moisture level,
water required, area of cultivation required for a particular crop to grow. On the
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basis of the favorable environmental conditions suitable for the sustainable devel-
opment of the plant, farmers use expanded methods like deep learning to discover
a variety of things such as the type of flower or plant. Eventually, resulting in the
increased production of customized fruits and vegetables, leading to increased diver-
sity of products and production methods. Technologies like Artificial Intelligence
including, CNN, RNN, or other computer networks are growing at a higher pace
which can be used to detect plant diseases and the growth of unwanted weeds on the
farm. Nowadays greenhouse farming is widely used as they provide an environment
for the plants to growwell, but it is not possible without human intervention. This led
to the involvement of wireless technology, IoT, the latest communication protocols,
and sensors which are used to implement systems like climate monitoring, water
flow, and the farm can be automated without the presence of humans. Robots would
do the harvesting of crops and fruits which is equivalent to 20 workers’ manpower.
The use of robots is great for farming as robots can also be used for sowing, planting,
fertilizing, irrigating, weeding, spraying, and herding.Monitoring of the farm is done
by drones which provide the information related to the land to the farmers so that they
can work accordingly. For instance, if some part of the field is facing water scarcity,
then the farmer starts the day by irrigating that area and providing the crops water.
It not only prevents waterlogging or water shortages in the field but also makes sure
that the correct amount of water is always available to the crops. The crops need a
viable environment at all times which can be gained using different approaches but
in end, the result obtained should be proper growth and maximum yield from the
field.
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Handling Security Issues in Fog
Computing Environment Using Blowfish
Encryption Algorithm

Sapna Gambhir, Parul Tomar, and Preeti Sharma

Abstract There are different applications for different IoTs, hence IoT is a tech-
nology that is diverse in terms of applications. IoT devices do not have their own
capability of storage, processing or computing, so we use IoT with cloud computing,
as cloud provides pay as per use services such as; on-demand, scalable and shared
resources. But due to the enormous growth in IoT devices cloud computing has
issues like; low latency, location awareness and immediate data processing. Another
computing paradigm like cloud computing was introduced by Cisco, with the differ-
ence to provide services near to the end devices in the network, called fog computing.
Fog computing introduces a new layer, called fog layer between cloud and end
devices, which help to resolve the problems that occurred in cloud. Fog computing
has its own issues which required to be explored. In this paper, the security issue of
fog has been discussed. This paper proposes a security system for fog environment by
using Blowfish algorithm, Third Party Auditor and Three-way hand shaking method.

Keywords IoT · Fog computing · Cloud computing

1 Introduction

Initially, IoTwas introduced in 1999 [1], with this idea of minimizing human interac-
tion. This idea proofs it’s working in many fields such as: health care, transportation
and many more. IoT does not have the capability of computation and storage as its
own so it requires some computing paradigm that can work with IoT, Cloud, in order
to provide resource pooling and elasticity [2] to work with IoT. Cloud is centralized
in nature but the IoT devices are not. Due to the growing demand for IoT devices,
the traditional cloud environment is insufficient to provide services that required
immediate processing, for taking decisions, for time-sensitive data. A new concept
in computing, called Fog Computing has come into existence to solve these issues
and it is not evolved to do work without the cloud but to work together with cloud
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environment so that it can provide high-quality services. An approach called fog
computing [3] was proposed by Cisco in 2015,

A standard that defines how edge computing should work and it facilitates the operation of
compute, storage and networking services between end devices and cloud computing data
centers.

A foundation, by Cisco in 2015, called OpenFog Consortium [4] founded along
with Dell, Intel, Microsoft Corp. and the Princeton University Edge Laboratory,
whose first priority is to provide standardization in Fog computing. They focus on
fog computing-related technologies, new innovations in fog and the potential market
for fog [4] and have proposed a lot of technical and white papers on fog, specifically
on its architecture, to give a view of fog architecture. As the focus is on the high-
level view, that document does not address security issues. Focusing on security is
started in last few years by researchers, yet to identify which security challenges are
inherited by fog computing from cloud computing and also to address some other
new ones that may be not in cloud.

2 Fog Computing

Like cloud, fog computing provides services required for users; data processing and
storage. But the difference between cloud computing and fog computing is that fog
computing provides services locally to end devices instead of sending data to cloud
for storage or processing. The main motive of fog computing in IoT is to improve
efficiency, performance and reduce the amount of data transferred to the cloud for
processing, analysis and storage. Basically, fog computing is, a new layer introduced
in between cloud and end devices, called fog layer. The fog layer has fog nodes that
have the capacity for data processing and storage. A three-layer architecture for fog
computing was given in [5–7]. And another architecture, which has six layer was
introduced by Aazam et al. [8].

The characteristics [5, 9, 10] of fog that is different from cloud;

• Location Awareness
In the field of fog computing, there is a possibility for tracing down the location
of a particular fog node. The nodes can be used to provide information about the
applications with an awareness of the geographical location of a terminal node.
Therefore, the location of end devices can be known.

• Geographical Distribution
In the area of fog, nodes can be spread widely over a geographical area and
can be large in numbers. The nodes are deployed in a way that the quality of
data transmission is guaranteed even in the case of mobile terminal nodes. In
the situation where the latency with respect to services gets poor because of the
mobility of the terminal nodes and the nodes have moved away from the fog
node correspondingly, then to handle the situation the nodes are instructed to
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get connected to another fog node that is available at that time and can provide
improved latency.

• Low Latency
Fog nodes have good storage and computational capabilities. The nodes can work
on the data that is being received from the terminal nodes without interfering
with the working of the cloud system. The time for getting a response is less as
compared to the cloud system because the fog nodes are set closer to the edge of
the network.

• Large-Scale IoT Applications Support
Fog nodes have the ability to be used in a versatile range of fields and hence
support IoT applications to a larger extent. This would deal with the problem of
overhead if they had to be managed by the centralized system. They have a high
degree of scalability and autonomy that can support terminal nodes.

• Decentralization
The fog system or atmosphere is not managed in a centralized way to provide
different services. The fog nodes have a high degree of autonomy and thus,
cooperate with one other for providing services to the users.

• Heterogeneity
Fog nodes can have versatility in various forms and hence, can be deployed in
different environments.

3 Literature Survey

There are plenty of security issues in the atmosphere of fog computing. These issues
are divided into two families, one is risks and other one is vulnerability.

3.1 Security Risks Encountered in Fog Computing

There is no predefined array of security risks encountered in fog computing. In recent
years various researchers presented some risks that were encountered by them in their
papers. This is different from that of cloud computing, where risk occurs in switches,
routers or points of access.

Venomous malefactors/Forgery [6] can attempt to misguide other entities by
forging their identities by generating false details. False data can cause exhaustion
of network resources, such as memory and bandwidth. This is the case with Forgery.
It can befall under the MitM category.

Amalefactor/(Data)Tampering canmeddle the informationbyperformingvarious
activities like altering, deleting or delaying it. This is frequently hard to identify since
the remote idea of the fog system can once in a while bring about re-transmissions
and deferrals. Alrawais et al. [11] utilize the expression “information modification”
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to allude to this assault. Successful altering endeavours can be misused into infusion
assaults [9, 12].

Spam risks/jamming include the creation of a lot of pointless information so as
to keep typical fog nodes from ordinary correspondence [6]. Spam information is
any undesired data that is delivered by assailants so as to build asset utilization and
flood the system, or even endeavour confidential information spills through phishing
assaults.

Imitation is a risk aspect referenced by [6] and [13]. In computation of fog, there
are two situations of imitation. In the primary situation, the malefactor imitates a real
client (end gadget) so as to access data or utilize different administrations given by
the nodes of fog. This situation can be the aftereffect of a savage power or phishing
risk and is investigated by different papers as “suspicious insider” [5, 10]. In the
secondary situation of imitation, the malefactor mimics a genuine node of fog, so
as to offer phoney types of assistance and execute phishing and MitM risks. This is
alluded to by most papers as a rogue hub risk or is utilized with regards to depicting
the procedure behind a MitM risk.

In the family of potential danger, Sybil attack is one of them. Sybil attacks are
normal in shared frameworks [14]. In such situations, a suspicious hub produces
counterfeit characters and works with other attacking hubs so as to disturb the ordi-
nary hub activity.ASybil risk can include producing counterfeit cloud sensing reports
so as to subvert the reliability of crowdsensing results. Papers [6] and [13] give some
basic review of the Sybil assault, while [9] just notice it.

Other kind of risk is rogue hub, which is a device of fog that claims to be a typical
hub of the system and attempts to deceive clients to interface with it. As Roman et al.
[12] state, the open idea of edge and fog ideal models makes situations where the
malefactor may convey his own rogue passage gadget. When viably associated, the
malefactor can control approaching and active solicitations from the end clients or the
cloud. Therefore, the malefactor can gain admittance to fog-cloud administrations,
endeavour phishing assaults or any MitM related assault, which makes the fog hub
an extreme risk to information security and protection.

3.2 Security Vulnerability in Fog Computing

Vulnerabilities of security in fog computing is a major concern, such as performing
authentication or detecting the intruder, that has not been properly addressed yet in
environments of fog, mostly due to lack of experience and standardization.

Trust is a significant security instrument for any edge worldview, for example,
processing of fog. Notwithstanding, rather than cloud, fog figuring has almost no
human mediation and absence of excess, implying that it is more probable for fog
hubs to encounter vacation [15]. The eccentric status of fog hubs makes them harder
to trust. Cloud-fog-IoT systems must offer secure and solid types of assistance to the
end clients. Trust issues have been recognized in fog conditions [15]. Between the
fog and the end-gadget layer, trust ought to be bi-directional. The fog hubs that offer
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administrations to IoT gadgets must confirm if the end gadget is genuine. Then again,
the IoT gadgets that demand some help from the fog hubs, need to know whether the
fog hub they connect with is secure.

System/Network security is a serious expansive term, yet with regards to the ebb
and flow explore in fog registering, it is commonly used to allude to make sure
about correspondence. Similarly, as with some other remote innovation worldview,
fog registering is powerless against a great deal of remote empowered assaults, for
example, sniffer, caricaturing, sticking and so on. Abbasi et al. [16] notice that fog
organizes security is extremely significant since fog goes about as a middle of the
road layer among cloud and IoT and traded off fog hubs or systems can influence the
whole foundation, if not detached appropriately. [14] and [17] express that arranging
security for the board can likewise be a difficult errand, as a result of the need to
isolate the executives from standard traffic in circulated conditions of such huge
scope and without simple access for support.

Privacy Spillage of private data has been a significant issuewhen benefits as cloud,
remote network and IoT are utilized, which are all components of fog processing.
Specialists [14, 18, 19] have distinguished three separate issues concerning protection
in fog processing: information security, utilization designs, area protection.

We have studied about the Fog computing and also the differences between fog
a cloud and the conclusion is that fog has many issues, as it is a new concept and
also need standardization but it has lack of implementation issues. From the various
issues of fog like; resource allocation, load balancing, optimization, security and
some other issues are also existing, we work to choose on security of fog.

4 Proposed Work

After doing the literature survey we get to know there are many security challenges
in fog computing. Under the security challenges, there are also many issues that can
affect the security in fog computing like trust, authentication, privacy, access, access
control, network security and some other issues. Among these issues of security
challenges, privacy issue seems to be important from the user’s point of view. So,
in the proposed work, data privacy is handled by using Blowfish algorithm, Third
Party Auditor and Three-way handshaking method. In our proposed work, we used
BlowfishAlgorithm for encryption reasons for enhancingdata security and efficiency.
Data travelling over fog is encrypted using blowfish algorithm. The proposed system
specifies that users can access the data in a fog without worrying about the security
and integrity of the data (Fig. 1).
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Fig. 1 Framework of
proposed system

4.1 Working of Proposed Framework

For the communication between client and server, three-way handshaking process is
used, the hash keys used by TPA (which has all the information about the files at the
server with their hash values) to provide data integrity.

The process starts when the client wants to access the file for getting the data
and sent the request to the server for communication. TPA check whether there is
any request for data file. When it gets to know that there is a request, then it finds
for which file the request has arrived. After that TPA compare the hash code for the
requested file with the already saved hash code for that file, if both are the same,
then the request for the file will be accepted, otherwise, the user cannot access the
file. After the verification, the server allowed the communication by sending the
acknowledgement. After getting the acknowledgement the user will take the file
from the server and decrypt it and access the data.

4.2 Terms Used in the Proposed System

We use the concept of Blowfish algorithm for encryption, the Third Party Auditor,
which use the hash key values for data integrity. And for the communication between
client and server, we use three-way handshaking. Various terms used in proposed
system are:

Third-Party Auditor (TPA):

TPA provides integrity to the proposed system. It will check the hash codes for the
requested file. It ensures that the file had not to get affected by any malicious entity.
This happens by checking the hash code of the file. It contains the hash code for
those files, which are stored at the server. When the user wants a file for decryption it
requests that file. TPA check that whether any request has arrived or not. If there is a
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request for data, it will check the hash code for that file and verify whether the hash
code at the time of request is the same as the code when it was saved at the server. If
both hash codes are the same the user allows to access the file otherwise not.

Hashing Algorithm:

Hashing algorithm uses a mathematical function, called hash function that converts
a numerical input value into another compressed numerical value, values returned by
a hash function are called message digest or simply hash values/keys. Has key can
be used for integrity check. Here, in our proposed system we use hash key for data
integrity check, which is the most common application of the hash functions. With
the help of integrity check, the user is able to detect any changes made to original
file.

Three-Way Handshaking:

It is a three-way process inwhich both the client and server exchange synchronization
and acknowledgement before starting the real data transfer communication. For the
communication between client and server, the three-way handshaking process is
used. In this process, client requests the server to start the communication. Then after
receiving the request the server sends the acknowledgement to the client. When the
client gets the acknowledgement from the server, client can start the communication.
It is designed in such a way that both ends can help in, to start the process, transfer
the data and end the process.

Blowfish Algorithm:

Blowfish algorithm [20] is symmetric encryption technique which is proposed by
Bruce Schneier in 1993. This algorithm has a block size of 64-bits and variable key
size from 32-bits to 448-bits. The diagram which is shown below is for Blowfish’s
encryption routine. Each line represents 32 bits. There are five subkey-arrays: one
18-entry P-array, wementioned P-array asK and P is the plain text and four 256-entry
S-boxes (S0, S1, S2 and S3).

Every round r consists of four steps:

Step 1-XOR the left part (L) of the plaintext with the r th P-array entry

Step 2-Use the XORed result as input for Blowfish’s F-function

Step 3- XOR the F-function’s output with the right part (R) of the plaintext

Step4- Exchange L and R

Blowfish algorithm uses a function, called F -function which breaks the 32-bit
input into four groups of 8-bit and uses them as input to the S-boxes (substitution-
boxes). S-boxes takes 8-bit input and produce 32-bit output. The outputs are added
modulo 232 (addition will be divided by 2 and remainder will be taken) and XORed
to produce the final 32-bit output. After the last round that is the 16th, undo the last
swap and XOR L with K18 and R with K17.
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The process for decryption is the same as the encryption, except P1, P2, …, P18
(K1, K2,.., K18 are used in the figure) are used in the reverse order. It is because
XOR is commutative and associative. Or decryption, first XORing P17 and P18 to
the ciphertext block, then using the P-entries in reverse.

4.3 How Is the Proposed Framework Help in Fog Security?

In our proposed framework, we used various concepts so that security in fog
computing can be improved. We use Blowfish encryption algorithm to secure the
data and the proposed framework has TPA, which is used for data integrity check,
ensures that the file is not get affected by any malicious entity and for communi-
cation between client and server, three-way handshaking process is used, in which
both client and server communicate in a synchronized way. So, in the proposed
framework, we ensure that secure communication will be held and the user gets its
data without any change in it. Hence data privacy can be improved by this proposed
system.

5 Conclusion and Future Scope

In recent years the use of IoT devices is increased, hence the data generated by
these dives also vast amount, which cannot be handled by cloud because of its
centralized approach. So, a new computing paradigm introduced by Cisco, known
as fog computing, add an extra layer between cloud and end devices to handle the
enormous amount produced by the IoT devices. But this new paradigm also has
some issues. Our paper focused on security challenges of fog, various papers were
published on security in fog but many of them surveyed the security issues in fog.
We also studied various security issues in fog environment, but in this paper, focus
is on data privacy issues and we proposed a system, which can improve the data
privacy issue in fog. We use encryption algorithm to decrypt the data and to provide
more security we introduced TPA (Third Party Auditor) which takes care of the data
integrity, by which user/client ensures the correctness of data. Our system tries to
ensure the privacy of data, but as the IoT devices improved day by day and also
working on fog is in progress we require more security aspects in fog, maybe we can
use ECC for encryption so that minimum number of keys used to encrypt the data
and data integrity check should be more for privacy, so this can be our future scope.



Handling Security Issues in Fog Computing Environment … 339

References

1. Shi W, Cao J, Zhang Q, Li Y, Xu L (2016) Edge computing: vision and challenges. IEEE
Internet Things J 3(5):637–646

2. Mell P, Grance T (2011) The NIST definition of cloud computing, 2011.
csrc.nist.gov/publications/detail/sp/800-145/final

3. Fog computing and the Internet ofThings: extend the cloudwoWhere the things are,Cisco.com,
2018. https://www.cisco.com/c/dam/en_us/solutions/trends/iot/docs/computing-overview.pdf

4. OpenFog Consortium, Openfogconsortium.org, 2018. https://www.openfogconsortium.org/
5. Mukherjee M et al (2017) Security and privacy in fog computing: challenges. IEEE Access

5:19293–19304
6. Ni J, Zhang K, Lin X, Shen XS (2018) Securing fog computing for Internet of Things appli-

cations: challenges and solutions. IEEE Commun Surv Tutor 20(1):601–628, Firstquarter
2018

7. Sarkar S, Chatterjee S, Misra S (2018) Assessment of the suitability of fog computing in the
context of Internet of Things. IEEE Trans Cloud Comput 6(1): 46–59

8. Aazam M, Huh E (2016) Fog computing: the cloud-IoT\/IoE middleware paradigm. IEEE
Potentials 35(3):40–44

9. Rauf A, Shaikh RA, Shah A (2018) Security and privacy for IoT and fog computing paradigm.
In: 2018 15th learning and technology conference (L&T), Jeddah, 2018, pp 96–101

10. Roman R, Lopez J,MamboM (2018)Mobile edge computing, Fog et al.: A survey and analysis
of security threats and challenges. Future Gener Comput Syst 78:680–698

11. Alrawais A, Alhothaily A, Hu C, Xing X, Cheng X (2018) An attribute-based encryption
scheme to secure fog communications. IEEE Access 5:9131–9138

12. Irwan S, Redesigning security for fog computing with blockchain | OpenFog Consortium,
OpenFog Consortium |. http://www.openfogconsortium.org/redesigning-security-for-fog-com
puting-with-blockchain

13. Aljumah A, Ahanger TA (2018) Fog computing and security issues: a review. In: 2018 7th
international conference on computers communications and control (ICCCC), Oradea, 2018,
pp 237–239

14. Yi S, Qin Z, Li Q (2015) Security and privacy issues of fog computing: a survey WASA
15. Rahman FH, Au TW, Newaz SHS, Suhaili WS (2017) Trustworthiness in fog. In: Proceedings

of the 2017 VI international conference on network, communication and computing—ICNCC
2017

16. Abbasi BZ, Shah MA (2017) Fog computing: security issues, solutions and robust practices.
In: 2017 23rd international conference on automation and computing (ICAC), 2017

17. Kumar P, Zaidi N, Choudhury T (2016) Fog computing: common security issues and proposed
countermeasures. In: 2016 international conference system modelling & advancement in
research trends (SMART), 2016

18. Alrawais A, Alhothaily A, Hu C, Cheng X (2017) Fog computing for the Internet of Things:
security and privacy issues. IEEE Internet Comput 21(2):34–42

19. Abubaker N, Dervishi L, Ayday E (2017) Privacy-preserving fog computing paradigm. In:
2017 IEEE conference on communications and network security (CNS), Las Vegas, NV, 2017,
pp 502–509

20. https://en.wikipedia.org/wiki/Blowfish_(cipher)

https://www.cisco.com/c/dam/en_us/solutions/trends/iot/docs/computing-overview.pdf
https://www.openfogconsortium.org/
http://www.openfogconsortium.org/redesigning-security-for-fog-computing-with-blockchain
https://en.wikipedia.org/wiki/Blowfish_(cipher


Investigating Novel Coronavirus
Through Statistical Methods
for Biomedical Applications:
An Engineering Student Perspective

Amit Kumar Shakya, Ayushman Ramola, and Anurag Vidyarthi

Abstract TheWorld of today is suffering fromnovel coronavirus (nCOV2). This is a
respiratory infectious disease that has affected the entire globe. This respiratory infec-
tion is first originated in Wuhan, China. Today, it has many variants like the “United
Kingdom (UK) variant called B.1.1.7,” “South African variant is called B.1.351,”
“Brazilian variant is known as P.1,” etc. In this research work, we will discuss the
Indian scenario to tackle nCOV2. We will also present an engineering student’s
perspective to detect changes developed in the patient’s chest suffering from nCOV2
employing statistical methods. Among all the statistical techniques, GLCM-based
texture analysis-based technique has gained popularity due to its diverse applications.
It is used in many applications like remote sensing, image processing, biomedical
applications, seismic data analysis. Thus in this research work, this methodology is
used various changes in the before and after images of the patient suffering from the
novel coronavirus.

Keywords Novel coronavirus (nCOV2) · B.1.1.7 · B.1.351 · P.1 · Statistical
methods

1 Introduction

The World of today is infected from the “novel coronavirus SARS-CoV-2 (COVID-
19)” [1]. This virus has stopped the fast-moving World all of a sudden [2]. Due
to the spread of this infection, most World countries were in lockdown mode in
2020. Besides this, measures, like imposing curfews, deploying military personals
to restrict peoples’ physical movement, thermal scanning, avoiding social gather-
ings, identifying virus hotspots, etc., are some measures taken by the worldwide

A. K. Shakya (B) · A. Ramola
Department of Electronics and Communication Engineering, Sant Longowal Institute of
Engineering and Technology, Longowal, Sangrur, Punjab, India
e-mail: xlamitshakya.gate2014@ieee.org

A. Vidyarthi
Graphic Era (Deemed to be University), Dehradun, Uttarakhand, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
N. Marriwala et al. (eds.), Emergent Converging Technologies and Biomedical Systems,
Lecture Notes in Electrical Engineering 841,
https://doi.org/10.1007/978-981-16-8774-7_28

341

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-8774-7_28&domain=pdf
mailto:xlamitshakya.gate2014@ieee.org
https://doi.org/10.1007/978-981-16-8774-7_28


342 A. K. Shakya et al.

government to prevent the spread of the virus. Wearing masks in public places, no
handshakes, daily sanitization of offices, frequent hand wash, social distancing, etc.,
are some of the people’s measures that become a necessity in 2020 [3]. Global super-
powers like the China, United States of America (USA), the United Kingdom (UK),
France, Italy, Spain are severely affected by this coronavirus [4]. The death toll in
theWorld is increasing day by day. By the time, we write this paper, confirmed coro-
navirus cases reported globally are 119,220,681, and 2,642,826 deaths are reported
due to this virus attack [5]. nCOV-2 has also put a brake on my country. Recently,
after February second wave of coronavirus has struck our country. It is assumed that
this second wave is more deadly and dangerous than the previous one. During the
first strike of the coronavirus PM, Mr. Narendra Modi took several precautionary
measures in 2020 to tackle this global epidemic.

Some of the crucial steps taken by India’s government (GOI) as a preventive
measure are as follows.

The first step was imposing Janta Curfew on March 22, 2020, in which no move-
ment of the public was allowed. Schools, colleges, universities, government offices,
private offices were all closed [6].

Declaration of the complete lockdown Phase 1 (March 25, 2020 –April 14, 2020).
It lasted for 21 days [7].

Declaration of national lockdown Phase 2 (April 15, 2020 –May 3, 2020). It lasted
for 18 days [7].

Declaration of national lockdown Phase 3 (May 4, 2020 –May 17, 2020). It lasted
for 13 days [7].

Declaration of national lockdown Phase 4 (May 18, 2020 –May 31, 2020). It
lasted for 14 days [7].

After that government started to unlock the country, unlock 1 to 10, which started
from June 1, 2020, and still in progress. In India, there are currently 219262 active
cases which are (1.93%), 11007352 discharged cases (96.68%), and 158725 deaths
(1.39%) reported due to this deadly virus [8]. India has twenty-eight states and eight
union territories, but coronavirus has spread in an entirely different way in every state
and union territory. In the Indian states, Maharashtra is most severely affected by this
epidermic, followed by Kerala and Andhra Pradesh [9]. Among all these alarming
situations, a ray of hope “vaccination” is also started, and it is expected that in the
coming years, nCOV-2 will become history all around the globe.

2 Experimental Results

Several methods, techniques, and algorithms are designed and developed in image
processing throughwhich the amount of statistical change developed in an image can
be monitored. Some of the prominent techniques include gray level co-occurrence
matrix (GLCM) [6, 7], content-based image query (CBIQ) [8], deep learning algo-
rithms [9], supervised learning algorithms [10, 11, 12], unsupervised learning algo-
rithms [10, 13], etc. Among all these algorithms, GLCM and deep learning methods
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are the most popular in image processing. Robert M Haralick invented GLCM [14].
He presented fourteen different features through which images can be classified and
changes developed can be quantified. Four texture features, contrast, correlation,
energy, and homogeneity [14], explain the change in the texture features’ behavior
as they are known as visual texture features. Thus, we have used these features in this
work. While calculating the GLCM from the input image, one should take care of
distance and orientation angle. They are the most important parameters while calcu-
lating the GLCM from an input image. In this research, digital images in commu-
nication and medicines (DICOM) images of human chest infected from nCOV2 are
obtained from [15, 16]. The pre-COVID image is slightly lighter in color than the
post-COVID image represented by Fig. 1a, b, respectively. The “gray level repre-
sentation” of the pre-COVID and the post-COVID image are presented in Fig. 1c,
d, respectively. Through these versions of the images, it can be easily identified that
the chest is clear and responding effectively to the light signals. Thus, no un-usual
behavior is observed shown in Fig. 1c. In Fig. 1d, excessive infection in the chest
can be observed. The light signals cannot pass through them, and they behave like

Fig. 1 Result of the changes developed in the pre- and post-DICOM image human chest infected
from nCOV2
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a barrier surface toward the light signals. Histogram signature plots represented in
Fig. 1e, f shows the different behavior in terms of variation in the frequency intensity.

Mathematical notations of the visual texture features and their operational range
are expressed by Eq. (1–4). This range of numerical values belongs to the normalized
GLCM. Let for an input image I (m, n) having m number of rows and n numbers of
columns. The number of total pixels present in the image is m × n. Let a pixel of
interest (PoI) be P(q, r),Dg represents the number of unique gray levels present in
the image. Then the visual texture features are expressed as follows.

3 Contrast [17]

f 1 =
Dg−1∑

n=0

z2 ×
⎧
⎨

⎩

Dg∑

m=1

Dg∑

n=1

P(q, r)

⎫
⎬

⎭ (1)

Here the difference between the |q − r | is represented by z,which is the difference
between the gray level pairs. The range of contrast is more significant than zero.

4 Correlation [18]

f 2 =
∑

m

∑

n

(m, n)P(q, r) − μmμn

σmσn
(2)

Here μm, μn and σm, σn are the mean and standard deviation of the row and
column, respectively. The range of correlation is [−1, 1].

5 Homogeneity [19]

f 3 =
∑

m

∑

n

1

1+ (m − n)2
P(q, r) (3)

The normalized range of homogeneity for an input image is [0, 1].

6 Energy [20, 21]

f 4 =
∑

m

∑

n

(P(q, r))2 (4)

The normalized range of energy lies between [0, 1].
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Table 1 Texture feature quantification of the “pre-COVID image”

S.
no

Degree Features D = 1 D = 2 D = 3 D = 4 D = 5 D = 6 D = 7 D = 8

1 0° Contrast 0.0873 0.1746 0.2342 0.2712 0.2912 0.3086 0.3285 0.3477

2 Correlation 0.9799 0.9599 0.9462 0.9378 0.9333 0.9294 0.9249 0.9026

3 Energy 0.6957 0.6908 0.6881 0.6864 0.6851 0.6838 0.6825 0.6812

4 Homogeneity 0.9655 0.9513 0.9449 0.9416 0.9397 0.9383 0.9368 09,350

5 45° Contrast 0.1220 0.2208 0.2691 0.2916 0.3190 0.3465 0.3739 0.4007

6 Correlation 0.9720 0.9494 0.9384 0.9334 0.9273 0.9212 0.9151 0.9092

7 Energy 0.6933 0.6883 0.6857 0.6837 0.6816 0.6795 0.6775 0.6754

8 Homogeneity 0.9587 0.9460 0.9414 0.9395 0.9368 0.9344 0.9323 0.9301

9 90° Contrast 0.0756 0.1507 0.2146 0.2687 0.3030 0.3221 0.3353 0.3499

10 Correlation 0.9826 0.9654 0.9507 0.9384 0.9306 0.9263 0.9233 0.9201

11 Energy 0.6965 0.6918 0.6887 0.6863 0.6847 0.6834 0.6821 0.6807

12 Homogeneity 0.9684 0.9545 0.9469 0.9418 0.9390 0.9375 0.9362 0.9347

13 135° Contrast 0.1065 0.2060 0.2835 0.3224 0.3421 0.3631 0.3859 0.4087

14 Correlation 0.9755 0.9528 0.9351 0.9263 0.9220 0.9174 0.9124 0.9074

15 Energy 0.6941 0.6888 0.6854 0.6831 0.6813 0.6794 0.6773 0.6753

16 Homogeneity 0.9616 0.9479 0.9407 0.9374 0.9357 0.9339 0.9318 0.9299

The texture feature computation for the pre-COVID image is presented in Table
1 for eight different distances and four orientation angles.

The texture feature quantification for the post-COVID image is presented in Table
2 for eight different distances and four orientation angles. This quantifies the features
of the image texture. We can predict the behavior of the COVID infected images.
Like in Table 1, quantification for the pre-COVID image is present. Likewise, in
Table 2, texture features of the post-COVID image quantification are present. Thus,
we can quantify numbers of images to obtain a pattern of the changing texture.

Thus, similar texture visual features can be quantified and compared to obtain the
amount of change developed in the “pre-COVID image” and “post-COVID images.”

7 Conclusion

This research presents the image processing-based statistical techniques’ efficiency
to quantify and present the change developed due to COVID infection. The proposed
GLCM-based technique presents the change in terms of visualization as well as in
terms of quantification. Thus,GLCMcan be considered as an effective tool to analyze
the COVID images so that more interpretations can be obtained by analyzing these
images.
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Table 2 Texture feature quantification of the “post-COVID image”

S.
no

Degree Features D = 1 D = 2 D = 3 D = 4 D = 5 D = 6 D = 7 D = 8

1 0° Contrast 0.8663 2.2068 3.4531 4.5047 5.3648 6.0841 6.7005 7.2365

2 Correlation 0.9149 0.7834 0.6610 0.5579 0.4735 0.4030 0.3425 0.2900

3 Energy 0.1603 0.1316 0.1127 0.0990 0.0889 0.0811 0.0752 0.0706

4 Homogeneity 0.8073 0.7277 0.6773 0.6373 0.6084 0.5829 0.5611 0.5423

5 45° Contrast 1.4847 3.3436 4.7794 5.8603 6.7269 7.4547 8.0684 8.5872

6 Correlation 0.8542 0.6717 0.5307 0.4245 0.3394 0.2679 0.2075 0.1565

7 Energy 0.1453 0.1148 0.0962 0.0839 0.0752 0.0689 0.0644 0.0612

8 Homogeneity 0.7647 0.6827 0.6306 0.5924 0.5611 0.5353 0.5142 0.4977

9 90° Contrast 0.9896 2.4016 3.6267 4.6336 5.4449 6.1194 6.6967 7.2050

10 Correlation 0.9028 0.7641 0.6438 0.5448 0.4650 0.3987 0.3418 0.2917

11 Energy 0.1565 0.1277 0.1093 0.0963 0.0870 0.0800 0.0746 0.0703

12 Homogeneity 0.7953 0.7157 0.6658 0.6280 0.5984 0.5741 0.5538 0.5362

13 135° Contrast 1.4941 3.3752 4.8295 5.9053 6.7502 7.4382 8.0133 8.4898

14 Correlation 0.8533 0.6686 0.5258 0.4201 0.3371 0.2695 0.2130 0.1661

15 Energy 0.1440 0.1125 0.0939 0.0823 0.0743 0.0686 0.0645 0.0615

16 Homogeneity 0.7600 0.6736 0.6198 0.5820 0.5530 0.5300 0.5117 0.4973
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Abstract Communication is one of the imperative sides of the twenty-first century.
We as humanbeing cannot even imagine thisworldwithout communicatingwith each
other. For honest communication to happen two persons should agree on a common
language that each of them understands. Keeping this context in mind, there will
be a necessity for a translator in between a hearing/speech-impaired person and a
normal person. But the translators or consultants who understand sign language do
not seem to be simply and commonly offered all the days, if offered conjointly, they
charge tons. To help the social interaction of hearing-impaired–speech debilitated
individuals with the society economical interactive communication tools are made.
As the importance of sign language interpretation is increasing day by day so several
triple-crown applications for linguistic communication recognition comprise new
forms of real-time interpretation with progressed artificial intelligence and image
processing approaches. In this paper, we gave an entire outline of various method-
ologies andprocesses rooted in deep learning anddiscussed technological approaches
for linguistic communication interpretation, also achieving 95.7% accuracy with two
layers of CNN model classifier for the sign gestures of 26 English alphabets with
readily available resources. This paper also provides current analysis and advances
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1 Introduction

Gesture-based communication is a remarkable kind of correspondence that regularly
goes understudied. Deaf or speech-disabled people tend to communicate with others
using gesture-based communication to convey their contemplations and emotions.
Sign language is a little complicated language that involves the movement of hands,
face, and different stances of the body. Each nation has its own local sign language
[1]. Different sign languages have their own standard of language structure, different
gestures for different words, and different pronunciations. Hearing/speech-impaired
individuals are not self-reliant henceforth prepared gesture-based communication
translators or consultants are required during clinical, legitimate arrangements, and
instructional meetings. Though it is good to have access to translators, it very well
can be seen as problematic for various reasons: first and foremost, hearing/speech-
impaired individuals face quandaries in expressing themselves, so an interpreter
needs to understand their gestures and represent them on their behalf, and second,
the interpreter who is more than the judge of phonetic content acts as a medium
between the signers and the non-signers [2]. Translators are masters of depiction but
they are not commonly and easily offered all the days, if offered conjointly, they
charge tons. The vast majority of ordinary people do not possess any knowledge of
sign language. Thus, numerous corresponding hindrances exist for hearing/speech-
impaired gesture-based communication users.

The number of deaf people has recently reached four hundred million [3], as per
the data provided by World Health Organization. Following this cause, the latest
experiments are being intensified to make it easier for disabled people to communi-
cate [3]. Though there are several sign languages concerning other sign languages,
American Sign Language (ASL) is more spoken. In contrast, we see that ASL which
is used in the USA and English-speaking Canada has a vast variety of lingos. There
are 22 handshapes related to the 26 alphabets in order, and one can sign the 10 digits
on a single hand.

With the wish to accelerate the capacity of hearing/speech-deprived people to
receive assistance in their own society without the aid of a skilled consultant in
sign language. These kinds of virtual machines can address the unmet need for
professional decoding facilities and increase the quality of living considerably.

The primary aim of this paper is to propose a two-layer CNN classifier model
which can achieve significant accuracywith readily available resources and to provide
a comprehensive analysis of different processes,methodologies for the understanding
of sign language focused on deep learning and computational approaches. The recent
developments in this field are further explored which helps to recognize prospects
and obstacles for future research work.
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2 Methodology

Decades after human–computer interaction (HCI) became popular in the industry,
sign language recognition (SLR) has been explored. The standard and widespread
methodology for the identification of vision-based SLR is depicted in Fig. 1, which
involves user input, preprocessing, extraction of features, classification based on
various methodologies of deep learning, and then output predictions. Sign gesture
illustration covers the spot to represent the key data. One of the important parts of
the whole framework is preprocessing because it involves different stages.

2.1 Preprocessing

Creation of histogram. The very initial step is hand gesture recognition, and for this,
a threshold of the image is required. For the creation of the threshold of an image, a
histogram is made. Graphical representation of the frequency of pixels in a grayscale
image in which pixel value varies from 0 to 255 is known as histogram [4]. To get a
good histogram of our hand with respect to surroundings, our hand should cover all

Fig. 1 General flow diagram
for sign language recognition
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Fig. 2 Hand covering all
green spots to create a good
histogram

those small squares to get a good histogram as shown in Fig. 2. The histogram has a
significant role in the calculation of the threshold value.

Separation of background and creation of the binary image. To facilitate
the process of sign gesture recognition, the hand gesture region must be separated
from the background. Hand and background have different pixel intensities; hence,
differences in their pixel intensity are used to separate them out from each other [5].
Pixels representing the hand region are assigned with a value so that those pixels
could be identified. If pixel value exceeds a threshold value, it is assigned with a
value that will represent that it is white, else it is assigned any other value which
will represent that it is black. To remove our hand from the background, an adaptive
threshold method is used and images are scaled to 128 × 128 pixels.

ContourDetectionusingOpenCV.All the continuous points along theboundary,
having the same intensity or color are joined which forms a curve called contour. For
shape analysis, object detection, and its recognition, contours proved to be a useful
method [6]. Filtered binary images are preferred for better accuracy. Threshold or
canny edge detection should be applied before finding contours [6]. Point to note that
finding contours in OpenCV is like detecting a white entity on black background.
Inbuilt OpenCV functions are used to identify the shape of the hand through the
contour detection method. Different contour properties are required for the identifi-
cation of gestures and to map with their meaning therefore outline is being drawn
[5].

Image Labeling. After the creation of grayscale images, those grayscale gesture
images are assigned a number that is in sequence and can be considered as a gesture
identification number. Later these images are mapped with their corresponding
meaning, and this process is called image labeling. After this process, the labeled
image is saved in the database.

Data Augmentation. While making gestures, restricting users to make gestures
from one hand (either left hand or right hand) would not be convenient at all. If they
are allowed to do so, it will affect the model accuracy. Therefore, data augmentation
is one of the important aspects to get good accuracy.We can define data augmentation
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as the method by which slightly altered copies of pre-existing data are added to the
already existing dataset in order to increase the amount of data which helps the
model to learn from a different type of situation. This modification can be done
by flipping images along horizontal or vertical axes or by rotating images by few
angles. It behaves as a regulator and helps to bring down the extent of overfitting
while training deep learning or a machine learning model [7].

2.2 Feature Extraction

The process to pull out condensed and discriminative descriptors which are further
used as training data for the classifier for a stronger recognition purpose and to
enhance accuracy is known as feature extraction. One of the difficult issues that are
being faced is to pull out the discriminative feature from different kinds of videos
or images exposed to different lighting conditions. For the proposed model, the red–
green–blue (RGB) input images are converted to grayscale images and Gaussian blur
is applied to minimize unwanted noise.

2.3 Model Training

The selection of a deep learning method among the pool of various deep learning
methodologies which can give promising results over varied data is another consid-
erable issue. Among various deep learning methodologies, convolutional neural
network (CNN) gives promising results while making predictions in vision-based
SLR. The architecture of CNN which is being followed is shown in Fig. 3.

128 × 128 pixels are the size of the input images. These are processed using 32
filter weights in the first convolutional layer (3× 3 pixels each). This produces a 126
× 126 pixel representation for each of the filter weights.

Further, they are down-sampled using max-pooling of 2 × 2 resulting in images
of 63× 63 pixels. The input picture was subjected to max-pooling with a pool size of
(2, 2) and to the rectified linear unit activation function. This decreases the number
of parameters, lowering both the computing expense and the risk of overfitting. The
resulting 63 × 63 images from the first pooling layer are then served to the second
convolutional layer as an input. It is then processed in the second convolutional layer
using 32 filter weights (3 × 3 pixels each). The resulting 60 × 60 pixels images
are again down-sampled using a max pool of 2 × 2 and further reduced to 30 × 30
resolution of images. These images are fed into a 128-neuron which is a completely
connected layer, and the output of the second convolutional layer is then reshaped
into a 30 × 30x32 = 28,800-value array. This layer receives a 28,800-value array
as input. The second densely connected layer receives the contribution of all these
layers. To prevent overfitting, a dropout layer is used with a value of 0.5. The output
from the first densely connected layer is fed into a 96-neuron entirely connected
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Fig. 3 CNN architecture

layer. The second densely connected layer’s output is fed into the final layer, which
would have the same number of neurons as the number of groups were classified
(alphabets + blank symbol).

The prediction layer calculates the likelihood of the picture falling into one of the
groups. As a result, the output is scaled between 0 and 1, and the sum of each class’s
values equals 1. We were able to accomplish this by using the softmax function.
The prediction layer’s contribution will initially be a little off from the actual value.
To improve it, we used labeled data to train the networks. Cross-entropy is the
performance measurement that is used in classification.

3 Results and Discussions

3.1 Project Outcome

The primary goal was to improve the model’s performance with readily available
resources while also improving its accuracy. Two layers of the CNNmodel algorithm
were used for this. In the first layer, a threshold was generated using the histogram
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obtained, and then aGaussian blur filterwas used to extract features from the captured
hand gesture. The data was then augmented to generate more inputs, allowing the
model to identify movements from multiple angles and sides. The processed image
input was then transferred to the layer 1 CNNmodel, which yielded the same results
for a particular set of symbols. The symbols for which the model did not make
sufficient predictions are described below.

• For D:U, R
• For U:R, D
• For T:I, K, D
• For S:N, M

Then such sets were categorized using four different CNN classifier designed
specifically for each of them in layer 2. The principle behind layer 2 is that if the
layer 1 model decides that the input belongs to one of those sets, the input would
then proceed through the CNN classifier in layer 2, which was designed explicitly to
distinguish ambiguous symbols.

We obtained 85.4% accuracy in our model using just layer 1 of our algorithm, and
95.7% accuracy using a mix of layer 1 and layer 2 of our algorithm, which is higher
than most existing study papers on American Sign Language. The confusion matrix
of our model is shown in Fig. 4. We used the Adam optimizer to update the model in
response to the performance of the loss function. Adam integrates the advantages of
extensions of two stochastic gradient descent algorithms which are adaptive gradient
algorithm (ADA-GRAD) and root mean square descent algorithm (RMSD).

Fig. 4 Confusion matrix of the proposed model
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3.2 Challenges Faced

Initially, a dataset containing raw images of all ASL characters was to be compiled;
however, no fitting dataset could be identified in either of the public dataset reposito-
ries. As a result, a new dataset was developed. The next issue was to choose the filter
for feature extraction. Various filters, such as Gaussian blur, binary threshold, canny
edge detection, and others, were tested, with the Gaussian blur filter proving to be
the most efficient. Aside from that, there were problems with the model’s accuracy
due to lighting conditions; the model did not have promising accuracy when lighting
conditions were poor. However, the advances and other techniques in this area are
discussed in further sections which have high cost and the resources used in these
methodologies are not easily available.

3.3 Object Recognition Techniques

In the case of single object recognition, for its clear recognition, two-dimensional
features like histogram of oriented gradient [8], scale-invariant feature transform
(SIFT) [9], kernel descriptors [10] are used. All these methods are good only for
single object detection. Therefore, these methods might not perform well when
gestures involve multiple parts of the body as a part of the gesture. SIFT [9] can
compute at the edges which will be invariant to scaling, rotation, the addition of
noise. One of the advantages of depth images is that it is not get affected by illumina-
tion changes. Therefore, this advantage gives an edge to reduce the texture and color
variability which occurs due to background, skin, and hair. Space–time occupancy
pattern (STOP) [11] is proposed to resolve the problems like occlusions and noise
in-depth images. Space–time occupancy pattern is focused on characterized space–
time patterns of human gestures (which are four-dimensional in nature) to utilize the
temporal and spatial contextual knowledge and permitting intra-class variations [3].

3.4 Sensor-Based Technologies

The category inwhich physical intervention of the user is required includesmagnetic,
visual, or acoustic sensor-based devices which need to be connected with hands or
other body parts to locate their position. Few examples are: information gloves [12],
accelerometer [13], digital camera sensor [14]. All these sensor-based technologies
vary with different parameters like latency, resolution, accuracy, the vary of motion,
price, and user comfort. In this category, individuals are required to wear a bulky
gadget and to hold a load of wires or cables that link the device to a computer
system. The ease and naturalness of user engagement are impeded by this. Also,
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when handling such instruments, a lot of precautions and calibration are required.
Therefore, this class adds a layer of complexity to the user experience.

On theother hand, there is a category inwhichphysical intervention is not required.
This category gets much more appreciation than the previous one when Microsoft
Kinect was first introduced. Google Tango Project [15], Microsoft Kinect [16], Leap
motion controller [17] provide depth images or maps. As already discussed before,
the advantage of depth images is that it does not get affected by illumination changes.
Hence, the effect of illumination variability can be decreased to a larger extent. In
the past recent years, it has been seen the increment in the studies carried out by
researchers focused on human gesture-based recognition by utilizing depth informa-
tion provided by different sensing devices. Google Tango Project [15] is a limited-run
experimental device which has a Microsoft Kinect-like vision along with innovative
system-on-chip (SoC) integrated inside. It has also a dedicated and very subtle 3D
scanner. All these recent advances would make methods based on depth maps even
more convenient and useful for signers [3].

3.5 Different Sign Languages Across the Globe

There is no specific standard for sign languages. Diverse gesture-based communica-
tions are utilized in numerous nations or locales. Table1 shows the most commonly
used sign languages and their respective geographical region in which they are being
spoken.

Table 1 Different sign languages and their respective countries/regions

Sign languages Respective countries/Regions References

British Sign Language (BSL) UK [18]

British, Australian, and New Zealand
Sign Language (BANZSL)

UK, Australia, New Zealand [18]

French Sign Language (LSF) France and French-speaking areas of
Switzerland

[19]

American Sign Language (ASL) USA, Canada, West Africa, and
Southeast Asia

[20]

Irish Sign Language (ISL) Ireland [18]

Chinese Sign Language (CSL or ZGS) China [18]

Brazilian Sign Language (Libras) Brazil [18]

Indian Sign Language India [21]

Thai Sign Language Thailand [22]

German Sign Language (DGS) Germany [23]

Arabic Sign Language Arab Middle East [24]
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Table 2 Deep learning methodologies and their accuracy

Various deep learning methodologies Accuracy (%) References

Motion Sensor Information + SVM k-NN 79.83 [25]

Edge Orientation Histogram 88.26 [26]

DBN (3 RBM layers + 1 translation layer) 79 [27]

CNN 82 [28]

DNN + CRF 92 [29]

HMM + BLSTM-NN 96.2 [30]

PCA + HMM 89.10 [31]

Random Forest + Depth Comparison 90 [32]

Full Dimensional Feature + k-NN 99.6 [33]

SURF + SVM 97.13 [34]

AdaBoost + HAAR 98.7 [35]

GRNN + Ring Projection and Wavelet Transform 90.44 [36]

CNN + Convex Hull + Skin Detection 98.05 [37]

Edge Detection + Cross-Correlation 94 [38]

Hybrid CNN-HMM 92.6 [39]

3.6 Comparison of Various Deep Learning Methodologies

Deep neural network (DNN)-based methodologies can take in reasonable contextual
information from crude pictures or video fragments straightway, which is sturdy and
adaptable. The comparison between different deep learning methodologies based on
their accuracy is shown in Table 2.

4 Conclusion and Future Scope

On the whole, this paper provides the different advances in sign language recogni-
tion. Experts in different disciplines have primarily performed past studies on sign
language comprehension for numerous sign languages, reducing real-world utility.
More than 25 studies were reviewed to get the knowledge of the past researches,
and then the different works based on sign language recognition using various deep
learningmethodologies and other technological approaches are discussed. This paper
also highlights the various terms and processes involved in this area.

From the various studies, it can be depicted that there is no universal sign language.
Sign language changes with concerning countries and regions. Therefore, when a
deaf- or speech-impaired person travels to another country or region, he/she might
face the problem because the device in which SLR is integrated might not have the
sign language of the region he/she belongs to. Also, deep neural network (DNN)
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shows promising performance in various practical aspects. But it can learn good
features frommultimodal histogram because these histograms can enhance the accu-
racy of recognition by providing more knowledge or features about sign gestures.
So, further studies should be concerned about integrating all the sign languages used
across the globe into one device with a convenient and customizable user interface
to make it more robust and barrier breaker. In conjunction, in future research work,
studying high-level functionality across deeper networks remains questionable to see
the potential in terms of usability and accuracy development.

Conclusively, everyone is of value in society and has the right to communicate
with others regardless of their physical impairments contemplating this, let us try
to embrace hearing- and speech-impaired people in our everyday life and fostering
them ahead in their life by incorporating innovation with their exigencies and other
needs.
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25. Vaitkevičius A, Taroza M, Blažauskas T, Damaševičius R, Maskeliunas R, Woźniak M (2019)
Recognition of American Sign Language gestures in a virtual reality using leap motion. Appl
Sci 9(3):1–16. https://doi.org/10.3390/app9030445

26. Pansare JR, Ingle M (2016) Vision-based approach for American Sign Language recogni-
tion using edge orientation histogram. In: 2016 international conference on image, vision and
computing ICIVC 2016, pp 86–90. https://doi.org/10.1109/ICIVC.2016.7571278

27. Rioux-Maldague L, Giguere P (2014) Sign language fingerspelling classification from depth
and color images using a deep belief network. In: Proceedings—Conference on Computer and
Robot Vision, CRV 2014, no May 2014, pp 92–97. https://doi.org/10.1109/CRV.2014.20

28. Ameen S,Vadera S (2017)A convolutional neural network to classifyAmerican Sign Language
fingerspelling from depth and colour images. Expert Syst 34(3). https://doi.org/10.1111/exsy.
12197

29. KimT et al (2017) Lexicon-free fingerspelling recognition from video: data, models, and signer
adaptation. Comput Speech Lang 46:209–232. https://doi.org/10.1016/j.csl.2017.05.009

30. Kumar P, Gauba H, Pratim Roy P, Prosad Dogra D (2017) A multimodal framework for sensor
based sign language recognition. Neurocomputing 259(2017):21–38. https://doi.org/10.1016/
j.neucom.2016.08.132

31. Zaki MM, Shaheen SI (2011) Sign language recognition using a combination of new vision
based features. Pattern Recognit Lett 32(4):572–577. https://doi.org/10.1016/j.patrec.2010.
11.013

32. Dong C, LeuMC, Yin Z (2015) American Sign Language alphabet recognition usingMicrosoft
Kinect. In: IEEE computer society conference on computer vision and pattern recognition
workshop, vol 2015, pp 44–52, 2015. https://doi.org/10.1109/CVPRW.2015.7301347

33. Aryanie D, Heryadi Y (2015) American sign language-based finger-spelling recognition
using k-Nearest Neighbors classifier. In: 2015 3rd international conference on information

https://doi.org/10.1109/TSMCA.2011.2116004
https://doi.org/10.1109/AFGR.2000.840627
https://en.wikipedia.org/wiki/Tango_(platform)
https://doi.org/10.1109/SSIAI.2012.6202484
https://doi.org/10.1109/ICMLA.2014.110
https://k-international.com/blog/different-types-of-sign-language-around-the-world/
https://www.tradonline.fr/en/blog/french-sign-language-a-language-in-its-own-right/
https://en.wikipedia.org/wiki/American_Sign_Language
https://indiansignlanguage.org/
https://en.wikipedia.org/wiki/Thai_Sign_Language
https://en.wikipedia.org/wiki/German_Sign_Language
https://en.wikipedia.org/wiki/Arab_sign-language_family
https://doi.org/10.3390/app9030445
https://doi.org/10.1109/ICIVC.2016.7571278
https://doi.org/10.1109/CRV.2014.20
https://doi.org/10.1111/exsy.12197
https://doi.org/10.1016/j.csl.2017.05.009
https://doi.org/10.1016/j.neucom.2016.08.132
https://doi.org/10.1016/j.patrec.2010.11.013
https://doi.org/10.1109/CVPRW.2015.7301347


A Comprehensive Analysis on Technological Approaches … 361

communication technology ICoICT 2015, pp 533–536. https://doi.org/10.1109/ICoICT.2015.
7231481

34. Jin CM, Omar Z, Jaward MH (2016) A mobile application of American sign language trans-
lation via image processing algorithms. In: Proceedings—2016 IEEE region 10 symposium
TENSYMP 2016, pp 104–109. https://doi.org/10.1109/TENCONSpring.2016.7519386

35. Truong VNT, Yang CK, Tran QV (2016) A translator for American sign language to text and
speech. In: 2016 IEEE 5th global conference on consumer electronics GCCE 2016. https://doi.
org/10.1109/GCCE.2016.7800427

36. Fiagbe Y (2020) World journal of engineering, no April
37. Taskiran M, Killioglu M, Kahraman N (2018) A real-time system for recognition of American

Sign Language by using deep learning. In: 2018 41st international conference on telecom-
munications and signal processing TSP 2018, pp 1–5. https://doi.org/10.1109/TSP.2018.844
1304

38. Joshi A, Sierra H, Arzuaga E (2017) American sign language translation using edge detection
and cross correlation. In: 2017 IEEEColombian conference on communications and computing
COLCOM 2017—proceedings. https://doi.org/10.1109/ColComCon.2017.8088212

39. Koller O, Zargaran S, Ney H, Bowden R (2016) Deep sign: hybrid CNN-HMM for continuous
sign language recognition. In: British machine vision conference 2016, BMVC 2016, vol 2016,
no August, pp 136.1–136.12. https://doi.org/10.5244/C.30.136

https://doi.org/10.1109/ICoICT.2015.7231481
https://doi.org/10.1109/TENCONSpring.2016.7519386
https://doi.org/10.1109/GCCE.2016.7800427
https://doi.org/10.1109/TSP.2018.8441304
https://doi.org/10.1109/ColComCon.2017.8088212
https://doi.org/10.5244/C.30.136


Accurate Machine Learning-Based
Automated Sleep Staging Using Clinical
Subjects with Suspected Sleep Disorders
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Abstract Sleep is a basic requirement of human life. It is one of the vital roles
in human life to maintain the proper mental health, physical health, and quality
of life. In this proposed research work, we conduct an automated sleep staging
classification system to a proper investigation of irregularities that occurred during
sleep based on single-channel electroencephalography (EEG) signal using machine
learning techniques. The major advantage of this proposed research work over the
standard polysomnographymethod are: (1) It measures the sleep irregularities during
sleep by considering three different medical condition subjects of different gender
with different age groups. (2) One more important objective of this proposed sleep
study is that here we obtain different session recordings to investigate sleep abnor-
mality patterns, which can help to find better diagnosis toward the treatment of
sleep-related disorder. (3) In the present work, we have obtained two different time-
framework epochs from individual subjects to check which window size is more
effective toward identification on sleep irregularities. The present research work
based on a two-state sleep stage classification problem based on a single channel of
EEG signal was performed in a different stepwise manner such as the acquisition of
data from participated subjects, preprocessing, feature extraction, feature selection,
and classification. We obtained the polysomnographic data from the ISRUC-Sleep
data repository for measuring the performances of the proposed framework, where
the sleep stages are visually labeled. The obtained results demonstrated that the
proposed methodologies achieve a high classification accuracy of 99.46 and 97.46%
using SVM and DT classifiers, respectively, and which support sleep experts to accu-
ratelymeasure the irregularities that occurred during sleep and also help the clinicians
to evaluate the presence and criticality of sleep-related disorders.
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1 Introduction

Sleep is one of the important physiological activities for the human body, which
directly controls memory consolidation, and it also decides the performance of the
daily activities. Sleep plays an important role in the human body because it repre-
sents the primary functions of the human brain. One human individual is spending
one-third of its duration as sleep. Proper quality of sleep maintains the physical and
mental fitness of the human body, which is alternatively helpful to perform well in
workplaces, control emotions, and be able to take proper decisions [1, 2]. Nowa-
days, it has seen that sleep diseases (SD) are becoming one of the major causes of
death across the world. The main reason for this serious health issue is an imbal-
ance of sleep patterns, and it has occurred due to job pressure, and rapid changes in
lifestyles. Across the globe. It has been observed that the prevalence of sleep diseases
has significantly increased over the past years. According to the report of the Center
for Control of Disease and Prevention (CDC) of the US Government, around 9
million populations have difficulty maintaining good quality sleep [3]. According to
a survey of the National Highway Traffic Safety Administration in the USA, it has
been found that due to the drowsiness factor, around 56,000 to 100,000 car accidents
have happened, which directly reported that more than 1500 have died and 71,000 are
affectedwith injuries annually [4]. It has been found that sleep diseases are considered
to be the most predominant death cause with the different age groups of populations
across the globe. In general, different types of sleep disorders are categorized such as
obstructive sleep apnea, insomnia, hypersomnia, narcolepsy, breathing-related disor-
ders, stroke, stress, and cardiovascular diseases [5]. All these diseases progressively
increased with age. So early diagnosis is helpful for the human being to prevent the
severity of these diseases, and it helps to improve the subject’s quality of life. The
first most important step for sleep diseases is sleep scoring. The most popular test
for analyzing sleep quality is the polysomnography (PSG) test. PSG tests include the
signals such as electroencephalogram (EEG), electrocardiogram (ECG), electromyo-
gram (EMG), and electrooculogram (EOG). The entire sleep staging procedures
are analyzed according to two available sleep standards such as the Rechtschaffen
and Kales (R&K) [6] and the American Academy of Sleep Medicine (AASM) [7].
According toR&Ksleepguidelines, thewhole sleep cycle is categorized into six sleep
stages such as wake stage(W), non-rapid eyemovement (NREM stage1 (N1), NREM
stage2 (N2), NREM stage3 (N3), and NREM stage4 (N4)) and rapid eye movement
(REM) stage. The only changes reflected with the AASM manual incomparable to
R&K standards are NREM sleep stages. According to the AASM guidelines, the
total sleep stages are five, the NREM stage 3 (N3) and the NREM stage 4 (N4)
are combined into one sleep stage called the NREM stage3. Traditionally the sleep
scoring procedure was conducted through the visual inspection method, where one
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clinician was monitoring the sleep behavior of the subject for 6–8 h. of sleep. This
traditional sleep analysis method requires more human resources for monitoring the
whole sleep recordings, and also, it consumes more time for analysis, due to more
human interpretation, sometimes the results are erroneous [6]. Sometimes it is also
one of the major causes of not achieving higher classification accuracy in the clas-
sification of sleep stages. With consideration of all these above-mentioned facts, the
automated sleep scoring approach has gained a lot of attention in recent researches
[7, 8]. Automated sleep scoring not only causes accuracy improvements but also
provides quick diagnosis [9]. It has been observed that the PSG test is one of the
costly experiments, and it also gives so many unpleasant scenarios for the subjects
because of its so much connectivity of wires in the different parts of the body [10,
11]. Henceforth instead of PSG signals, most of the researchers preferred to EEG
signal, because it directly provides the brain activities during sleep hours. This helps
a lot for analyzing the sleep abnormality, and it is also more popular for its easier
recording facility. In general, EEG signals are combinations of different waveforms,
which help to characterize the different sleep stages with different frequency bands
such as delta band (0–4 Hz), theta (4–8 Hz), alpha (8–13 Hz), beta (13–30 Hz),
spindle(12–14 Hz), sawtooth (2–6 Hz), and k-complex (0.5–1.5 Hz). Finally, the
scoring and decisions are taken by the sleep experts through proper interpretation of
the quantitative and visual analysis of collected sleep recordings. In some cases, the
sleep experts use an algorithm for pre-scoring the entire sleep recordings, and these
successive representations of the sleep stages information called hypnograms, which
is highly required during the diagnosis of the different types of sleep disorders. Sleep
staging is generally a tedious job, which requires highly experienced technicians and
experts. This other limitation with subject to sleep staging is variations on sleep
scoring from experts to experts, which is also one of the major causes for diagnosing
sleep diseases [12, 13].

In this paper, we have obtained a single-channel EEG signal for sleep staging
analysis; this approach makes it more interesting because of its ease of operational
deployments on mobile devices. It also makes more comfortable situations for the
patients due to less cabling used during recordings. It has been observed that most of
the contributions with single-channel EEG signals were executed two-step method-
ology. In the first step, the different hand-engineered features are extracted from the
different waveforms, and in the second step, the extracted features are forwarded to
a classifier for classifying the sleep stages based on the feature characteristics. In
general, it has been seen that most of the authors obtained one of the three following
domains of the features [14] (a) time-domain features, (b) frequency-domain features,
(c) nonlinear features. It is a very difficult part for sleep experts to manually moni-
toring the recorded EEG signals, and it raises so many errors because during long
7–8 h. EEG recordings, its hectic situation for sleep experts to monitoring within the
30 s framework and fix the labeling of sleep stages. This approach consumed more
time and required more manpower for hours of sleep recordings. To overcome diffi-
culty from the manual approach, nowadays automated sleep stage classification is
obtained to analyze the sleep-related disorder and real-time diagnosis, and the most
important step is designing sleep stage classification. Currently, overnight sleep study
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through polysomnography is one of the standard procedures for measuring sleep
irregularities during sleep [14].

1.1 Related Work

Several sleep analysis studies were proposed for characterization the sleep-related
abnormalities based on the sleep standards recommended by R&K and AASM
manuals. Various computational methodologies were proposed by researchers to
support sleep experts for assisting sleep staging. Those carried steps were on the
information extraction (polysomnography channel selection), on the preprocessing
(removing the data artifacts and data normalization), on the feature extraction step
(transformation of time- and frequency-domain features), on the feature selection
technique (identifying the most relevant features) and finally on the classification
algorithm.Herewe have presented some comparative studies regarding sleep staging.
In [15], the authors have obtained wavelet concept techniques for feature extraction
and classified the selected features using the fuzzy algorithm. The classification
model provided 85% accuracy. Güneş, K et al. [16] used K-means clustering and
feature weighting techniques to design an ASSC system. Welch spectral transform
was considered for feature extraction, and those selected features were forwarded to
a decision tree (DT) and obtained with an overall accuracy of 83%. Aboalayon [17]
used EEG signal and obtained Butterworth bandpass filters and used SVM classifiers
and reported 90% classification accuracy.

In [18], extracted features form an empiricalmode decomposition of the signal and
use bootstrap-aggregating techniques for multi-class sleep staging classifications.

In [19] applied the EEMD algorithm for signal enhancement from single-channel
EEG signal, and extracted statistical features are forwarded into boosting techniques,
and the reported accuracy for two-six sleep stages is reported as 98.15%, 94.23%,
92.66%, 83.49%, and 88.07%, respectively.

Kristin M. Gunnarsdottir et al. have designed an automated sleep stage scoring
systemwith overnight PSGdata.Here the authors extracted both time- and frequency-
domain properties from PSG signal, and considered healthy individual subjects with
no prior sleep diseases and the extracted properties were classified through DT
classifiers. The overall accuracy for test set data was reported as 80.70% [20].

Sriraam,N. et al. used amulti-channelEEGsignal from tenhealthy subjects. In this
study, the author has proposed the automated sleep stage scoring in betweenwake and
stage1 of sleep. In this research work, spectral entropy features are extracted from the
input channels to distinguish the irregularities among the sleep states. The extracted
features processed through a multilayer perceptron feedforward neural network and
the overall accuracy with 20 hidden units were reported as 92.9%, and subsequently
for 40,60, 80, and 100 hidden units in MLP, it was reported as 94.6, 97.2, 98.8, and
99.2, respectively [21].

In [22] proposed two-state sleep staging and the acquired signal decomposed into
eight sub-bands, finally 13 features are extracted from each sub-band epoch. The
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suitable features are identified through the mRMR feature selection algorithm. The
model achieved an overall accuracy of 95.31% through a random forest classifier.
Da Silveira et al. used discrete wavelet transform (DWT) for signal segmentation.
Skewness, kurtosis, and variance features were extracted from respective input chan-
nels. The extracted features were applied to a random forest classifier, and overall
accuracy was reported as 90% [23]. Prochaska et al. [24] used polysomnography
data features to identify the sleep abnormalities from three different medical condi-
tions of subjects and used an SVM classifier for two-state classifications in between
the Wake versus NREM stage and another one in between the Wake versus REM
stage. The proposed study achieved an overall accuracy of classification between the
Wake-NREM and Wake-REM stage as 85.6% and 97.5%, respectively. Xiaojin Li
et al. introduced the hybrid model for identifying the irregularities that occurred in
different stages of sleep during the night, and extracted features were forwarded into
random forest classifiers. It has been reported that overall classification accuracy has
reached 85.95% [25].

2 Experimental Data

To analyze the proposed methodology effectiveness, we have obtained the session-1
and session-2 sleep recordings from the subjects who were already affected by the
different types of sleep-related disorders. These required recordings were retrieved
from the subgroups of ISRUC-Sleep dataset, which is one of the public databases
specifically available for sleep research. These recordings were prepared by the
groups of domain experts at sleep center in the Hospital of Coimbra University.
This dataset contained the recorded subject details from different age groups, gender
categories, and medical conditions. All recordings were recorded through the sleep
experts in the sleep laboratory at the Hospital of Coimbra University (CHUC). As
per our proposed research objective, the first subject used for experimental work
from Subgroup-I of ISRUC-sleep repository. The second category of a subject is
taken for our proposed experimental work from Subgroup-II of the ISRUC-sleep
database. The distribution of sleep stages epochs per individual subjects is presented
in Table 1.

3 Methodology

In this work, we proposed a machine learning-based sleep scoring system using a
single channel with subjects having different medical conditioned subjects. Themain
objective of this proposed work is to study the sleep stages behavior of the subjects
who were already had some types of sleep diseases symptoms. Additionally, in
this research work we also analyzed the sleep quality of the subjects by obtaining
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Table 1 Detailed information of each subject sleep dataset records used in this study

Enrolled subjects Wake N-REM1 N-REM2 N3-REM3 REM

Subject-16 Subgroup I/
One Session

128 125 280 120 97

Subject-23 Subgroup I/
One Session

212 99 270 65 104

Subject-3 Subgroup-II/
One Session

68 126 271 175 110

Subject-3 Subgroup-II/
Two Session

76 127 236 168 143

the different session recordings on two different dates. The complete layout of this
proposed work is described in Fig. 1.

Fig. 1 Complete layout of the proposed sleep staging system
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Table 2 Short explanation of the extracted features for this proposed study

Feature set Feature no. Feature set Feature no.

Time-based

Mean 1 Minimum 3

Maximum 2 Standard Deviation 4

Median 5 Variance 6

Zero Crossing Rate 7 75percentile 8

Signal Skewness 9 Signal Kurtosis 10

Signal Activity 11 Signal Mobility 12

Signal Complexity 13

Frequency-based

RSP in delta, theta, beta and alpha bands 14,15,16,17 Power Ratios 18,19,20,21
22,23,24Band powers 25,26,27,28

3.1 Feature Extraction

The selection of inputs for the classifier is the most valuable for identifying sleep
pattern abnormality. Even if obtained highly effective classificationmodel performed
very poor performance, if proper inputs are to be identified. It can be found that
the different classifiers performed different results for the same set of features; it
indicates matching both may found results. On the other part, sometimes we have
given some set of features that favors the classification process. It has been found
that the sleep behavior of the subjects is highly unstable and non-stationary because
the changes characteristics are directly linked with the time and frequency ranges. To
properly discriminate the sleep stages, we need to analyze the signals by obtaining
the time- and frequency-based parameters. In this study, we have as whole extracted
28 features from the input signal, out of those 13 features are time-based and the
other 15 features are frequency-based [26–28]. The obtained features are described in
Table 2.

3.2 Feature Selection

Next to feature extraction, the other important task with regard to classification
problem is screening the relevant parameters which help to model for properly clas-
sifying the sleep stages. Sometimes it has been found that the extracted fall the
features may not be more effective with respect to analyze of the sleep behavior,
which directly put impacts on the classification performance of the models. In our
study, we adopted the feature screening techniques as online streaming feature selec-
tion (OSFS) techniques to screen the suitable features from the pool of extracted
features [29]. The selected features concerning the individual subject are presented
in Table 3.
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Table 3 Screened Feature Lists

Name/Gender Selected features

Subject-16
MALE

F116,F216,F316,F416,F516,F716,F916,F1016,F1116,F1316,F1416,
F1516,F2216,F2516,F2716,F3116 (16 Features)

Subject-23
FEMALE

F123,F223,F323,F423,F523,F723,F1123,F1223,F1523,F1623,F1723,
F2023,F2423,F2623,F3123,F3323,F3723 (17 Features)

Subject-03
MALE
(Session-1)
Recording

F103S1,F203S1,F303S1,F403S1,F503S1,F703S1,F803S1,F903S1,F1103S1,
F1203S1,F1303S1,F1403S1,F2103S1,F2203S1,F2503S1 (15 Features)

Subject-03
MALE
(Session-2)
Recording

F103S2,F203S2,F303S2,F403S2,F503S2,F703S2,F803S2,F903S2,F1103S2,
F1203S2,F1303S2,F1403S2,F2103S2,F2203S2,F2503S2 (15 Features)

4 Experimental Results and Discussion

The main intention behind this research is to analyze the changes sleep stages
and classifying the sleep stages using machine learning classification models. This
entire procedure is called as sleep scoring. In this work, the entire experiments were
performed on two different subgroups of sleep recordings one from ISRUC-Sleep
subgroup-I and the other from ISRUC-Sleep subgroup-II dataset. The entire sleep
staging experiments followed according to the AASM sleep standards. The proposed
sleep scoringmethodology is executed through four basic steps that are signal prepro-
cessing, feature extraction, feature screening, and finally classification. In this work,
we have considered only the single channel of EEG signal for acquisition of the
signal recordings. Next to the acquisition, the required signals need to be processed
for further eliminating the irrelevant noises and artifacts which are contaminated
during recordings in the raw signal and eliminated these muscle artifacts and noisy
portions from recorded signals through the Butterworth band-pass filter. In the next
phase, a set of experiments were conducted to extract the features from both the
time and frequency domains. As a whole 28 features were extracted from recorded
signals of the subjects, and the same details are mentioned in Table 2. The size of
the feature vectors for all enrolled subjects for 30 s epoch length is 28× 750. Matrix
dimension for feature vector is feature number x epoch number. The next task is
the selection of the most efficient features from among the feature vector. To work
out this selection experiment, we have applied OSFS feature selection techniques.
The matrix representation for feature selection vectors is selected feature number x
epoch number. These matrixes are 16 × 750, 17 × 750, 15 × 750, 15 × 750 for
subject-16, subject-23, subject-03 (session-1 recording), and subject-03 (session-2
recording), respectively, for input length of epoch is 30 s. By implementations of
tenfold cross-validation techniques on the SVM [30, 31] and DT [32] classifiers, the
selected best features are fed as input to the model. We also conducted a comparative
analysis with all these enrolled subjects and their session recordings, and finally,
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comparison experimental results are presented according to the single channel of
EEG signals and two sleep classes (wake versus sleep). In this proposed study, we
have used some criteria of evaluation metrics for measuring the performances of the
proposed sleep scoring study. Here, we have considered six performance metrics
for analyzing the performance of the proposed methodology such as classification
accuracy [33], recall [34], specificity [35], precision [36], F1-score [37], and Kappa
score [38]. Analysis of the comparative results from conducted experiments, and
obtained results are presented below.

4.1 Classification Accuracy of Category-I Subject
ISRUC-Sleep Database

In this experimental part, we have obtained two subjects who have been affected
by some kind of sleep-related disorders and here from subject session-1 recording
recorded by sleep experts for diagnosing the irregularities that happened during sleep
hours. Table 4 presents the confusion matrix for two-state sleep stage classification
problems for both the subjects 16 and 23 with time length of epoch is 30 s. It has been
observed that the SVMdepicts an overall classification accuracy of 95.62 and 91.20%
achieved through DT classifiers for subject-16. For subject-23, the same classifiers
SVM and DT reached overall accuracy of 91.46% and 87.73%, respectively, for
epoch length 30 s.

The results achieved from the input of 30 s length epoch for subject-16 and subject-
23 are specified in Table 5. Figure 2 displays performance statistics for 30 s epoch
length for subject-16 and subject-23.

Table 4 Confusion matrix of
subjects 16 and 23 according
to AASM guidelines

Subject-16

W S

SVM W 133 30

S 3 584

W S

DT W 133 29

S 37 551

Subject-23

W S

SVM W 174 38

S 512 26

W S

DT W 167 45

S 29 509
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Table 5 Performance of the proposed SleepEEG study using SVM and DT classifiers

Subject enrolled epochs length-30s

Channel SVM classifier DT classifier

C3-A2 16 23 16 23

Accuracy (%) 95.62 91.46 91.20 87.73

Precision (%) 95.14 93.09 94.99 91.45

Recall (%) 99.59 95.17 93.70 91.45

Specificity (%) 81.64 82.08 82.21 78.30

F1-Score (%) 97.29 94.12 94.34 91.45

Accuracy Precision Recall Specificity F1-Score
SVM Classifier 16 95.62% 95.14% 99.59% 81.64% 97.29%
SVM Classifier 23 91.46% 93.09% 95.17% 82.08% 94.12%
DT Classifier 16 91.20% 94.99% 93.70% 82.21% 94.34%
DT Classifier 23 87.73% 91.45% 91.45% 78.30% 91.45%
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Fig. 2 Performance statistics of model with 30 s epoch duration for subject-16 and subject-23
using SVM and DT classifiers

The overall performance value of the proposed Category-I subject ISRUC-Sleep
database is measured through the evaluation parameters that are recall, specificity,
precision, and F1-score, and it reported for subject-16 as 99.59%, 81.64%, 95.14%,
and 97.29% through SVM, 93.70%, 82.21%, 94.99%, and 94.34% through DT,
respectively; similarly, the same parameters reached for subject-23 through SVMand
DT are 95.17%, 82.08%, 93.09%, and 94.12%, and 91.45%, 78.30%, 87.73%, and
91.45%. The computation of score is of six levels of agreements:0.81–1, 0.61- 0.80,
0.41–0.60, 0.21–0.4,0.00–0.20, and less than 0 correspond to excellent, substantial,
moderate, fair, slight agreement, and poor agreement [38]. Table 6 gives the kappa
coefficient score concerning obtained classification techniques for both the subjects
16 and 23, and it has been found from results that all classification techniques are
found excellent agreement with subject to best accuracy for investigation on sleep
irregularities.
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Table 6 Performance of the accuracy and Kappa score based on the two-state sleep classification
problem for subjects 16 and 23

Classifiers Subject-16 Subject-23

Accuracy (%) Kappa
score

Accuracy (%) Kappa
score

SVM 95.62 0.92 91.46 0.78

DT 91.20 0.73 87.73 0.69

4.2 Classification Accuracy of Category-II Subject
ISRUC-Sleep Database

In the ISRUC-Sleep subgroup-II dataset experiment, the proposed sleep stage clas-
sification model has experimented based upon only a single channel with two
different session recordings from one gender enrolled subject with suspected sleep-
related disorder symptoms. Table 7 represents the confusion matrix for both session
recordings of subject 03 with the duration of epoch 30 s.

The achieved results for subject-03 for both the sessions are shown in Table 8.
The performance graph results for subject-03 for both session recordings of epoch
length 30 s are displayed in Fig. 3.

Figure 3 presents the reported performances for the two-state sleep classification
model, Subgroup-II with session-2 recordings for subject-03.

Table 7 Performance of the
proposed SleepEEG study
using SVM, and DT
Classifiers for Subject-03
(session-2 Recordings)

30 s epoch length

Subject-03

Session1_Recording

W S

SVM W 20 47

S 20 663

W S

DT W 12 63

S 55 620

30 s epoch length

Subject-03

Session2_Recording

W S

SVM W 20 69

S 10 651

W S

DT W 18 63

S 40 629
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Table 8 Performance of the
proposed SleepEEG study
using SVM and DT classifiers
for Subject-03 (session-2
recordings)

30 s epoch length

Subject-03

Session1_Recording

W S

SVM W 20 47

S 20 663

W S

DT W 12 63

S 55 620

30 s epoch length

Subject-03

Session2_Recording

W S

SVM W 20 69

S 10 651

W S

DT W 18 63

S 40 629

Fig. 3 Performance measures using SVM and DT classification techniques for the two-state sleep
classification model with session-2 recordings for subject-03 (30 s epochs Length)
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Table 9 Performance of the accuracy and Kappa score based on the two-state sleep classification
problem for subject with mild sleep problem having session-2 recording for subject-03

Classifiers Subject-03
(Session-1 Recording)

Subject-03
(Session-2 Recording)

Accuracy (%) Kappa
score

Accuracy (%) Kappa
score

SVM 91.06 0.87 89.46 0.86

DT 84.26 0.67 86.26 0.74

From each subject, here we have acquired two different session recordings; it has
been observed that subject 03 with session-1 recording SVM classification model
depicts an overall accuracy of 91.06% and 84.26% for DT, respectively. Similarly, it
has been found that the classification results of subject 03 with session-2 recordings
through SVM and DT were reported as 89.46% and 84.2%. The overall performance
of recall, specificity, precision, and F1-score reported with the session-1 recording of
ISRUC-Sleep Subgroup-II database of subject-03 through SVM as 97.07%, 29.85%,
93.38%, and 95.19%, similarly for DT classifier, the performances reached 93.70%,
82.21%, 94.99%, and 94.34%. Similarly, the performances with session-2 record-
ings are reported as 98.49%, 22.47%, 90.42%, and 94.28% through SVM, 91.45%,
78.30%, 91.45%, and 91.45% through DT. The results of the kappa coefficient for
subject-03 with both session recordings are presented in Table 9.

For measuring the impact of session recordings for the classification of sleep
stages, we have computed the Cohens kappa coefficient; according to session-1
recording for subject-03, the kappa score through SVM and DT is 0.87 and 0.67.
From this kappa score, it concludes that DT is not up to themark performance incom-
parable to the SVM classification techniques. Similarly for session-2 recording, the
kappa performance for SVM and DT is 0.86 and 0.74, respectively.

4.3 Comparative Analysis in Between Proposed Study
and State-Of-The-Art Works

Here we have made a comparison with other similar contributions work to measure
the proposed research work effectiveness toward the identification of sleep disorder.
Table 10 presents the comparison of the performances based on single-channel EEG
acquisition among the proposed research work results with five contributed works.
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Table 10 Comparison of performances of the proposed work with previously published works

Author Year Signal type Method Accuracy (%)

Eduardo T. Braun et al.
Ref. [27]

2018 Single-channel
EEG

FFT + Random forest
classifier

97.1

Hassan, A. R. et al.
Ref. [18]

2017 Tunable-Q wavelet
transform (TQWT)
+Bootstrap
aggregating

92.43

Diykh, M. et al.
Ref. [19]

2016 Structural graph
similarity K-means
(SGSKM) +SVM
classifier

95.93

K. Aboalayon et al.
Ref. [17]

2014 Frequency sub-bands
features extraction + SVM
classifier

92.5

Zhu, G. et al.
Ref. [23]

2014 Graph domain features +
SVM classifier

96.1

Proposed Work 2020 SleepEEG study +SVM
and DT classifier

99.46

97.46

5 Conclusion and Future Directions

The present proposed research work application showed themost effectiveness in the
sleep stage scoring by using a single channel of EEG signal. This proposed SleepEEG
study would provide an effective mechanism for handling different health conditions
of the subjects with high accuracy of sleep abnormality identification from sleep
recordings. The main objective of this application is to analyze the irregularities that
occurred during sleep hours from various session recordings, and additionally, this
application also successfully deals with the specially aged category of subjects with
various disease conditions. The major part of this research work is to find the proper
solutions based on irregularity’s accuracy during sleep. Another important signifi-
cance of this proposed SleepEEG study is that, according to our best knowledge, this
proposed researchwork considered different session recordings from the participated
subjects in these experimental processes.

This experimental research study provides new directions on scoring sleep stages
to identify sleep abnormality through the extraction of different features from both
domains such as frequency and time. The major changes are shown between the two
different session recordings of sleep stages from two different days, and the general
sleep stage classification problem is that annotations of sleep stages are another
important source of information. These certain things support for discovering new
concepts of investigation on sleep irregularities during sleep, and it may get more
advantage for predicting the proper diagnosis plan for treating the disorder.

The proposed scheme automated sleep stage classification based on a single
channel of EEG signal gives the benefits with the inclusion of different session
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recordings and obtained different health condition subjects. It has been observed
from the experimental results that the proposed sleep analysis indicated an excellent
agreement between automated sleep staging and the gold standard.

The present research work has certain disadvantages that the (1) data used for
the experimental purpose from ISRUC-Sleep repository for statistical evaluation
was relatively small, (2) only we have included single channel of EEG signal was
used for classification, (3) we have not considered the subjects who were effects of
diseases, such as narcolepsy and insomnia.
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Handwritten Multi-digit Recognition
Using Convolutional Neural Networks
with Par-Mod

Suraj Tiwari and Piyush Gupta

Abstract Since the dawn ofAI, the ability to convert handwritten text to digital form
has been an active area of research. Various models were introduced to perform elec-
tronic conversion of various types of images containing texts into machine-encoded
text, also known as the OCR problem in technical community. Multi-digit numbers
recognition is a sub-problem of the same OCR problem. In this paper, the perfor-
mance of various deep convolution neural network architectures is compared for
the task of recognizing arbitrary multi-digit numbers and a final model is proposed
with state-of-the-art accuracy. The model will be tested against multiple datasets
that include SVHN dataset and self-made dataset from MNIST handwritten images
dataset. A comparison is held among the results, and it is shown that the use of
ZFNet architecture of convolutional neural networks with par-mod led to significant
improvements among other CNN architecture for the same task.

Keywords Convolution neural networks · LeNet · AlexNet · ZFNet · SVHN

1 Introduction

Numbers are everywhere around us. With so many handwritten numbers around,
it becomes important for us to develop a mechanism to digitize these numbers.
Recognizing multi-digit numbers from real-life images can be said to be a sub-
problem of OCR [1]. The recognition problem is difficult because of a number of
factors like improper lighting, shadows, specularities, occlusions low resolution,
motion, and focus blurs [2].

A lot of work has been done earlier in the field. In Ref. [3], author introduces
deep multilingual CNN for LVCSR. Author used the model to recognize real-time
documents. In Ref. [4], Yan Lecunn et al. introduced graph transformer networks
(GTNs) that allow training all themodules to optimize a global performance criterion.
Later, Ian J. Goodfellow demonstrated how a convolution neural network can be used
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to achieve a state-of-the-art accuracy of up to 97.84% per digit recognition task [5].
The model suggested by author took six days to train and had eleven hidden layers.

In this paper, we focus on creating a lightweight model which can be used to
recognize multi-digit numbers, handwritten or printed with a good accuracy. The
model presented in the paper took 4 h to train and had about 20–25million parameters
varying with implemented CNN architectures.

The identification process in any image is basically done in three steps that include
localization, segmentation, and recognition steps [6].We’ll be implementing a unified
model that integrates all these steps by using deep CNN [7] that operates directly on
image pixels. The model consists of multiple hidden layers, and the model is itself
divided into two parts—aCNN for feature extraction and par-mod or parallel module
that consists of a set of parallel layers for classifying the value of each digit. The
feature extraction module can be changed to various models. LeNet [8], AlexNet [9],
and ZFNet [10] are examples of various models that can be implemented in feature
extraction module. The best performance was achieved on a ZFNet model with nine
hidden layers. The developedmodelwas later tested onmultiple challenging datasets,
and an average test accuracy of 99.7%was obtained on self-made data set and 92.7%
on SVHN dataset [11] in the best configuration. A best state-of-the-art accuracy of
99.3 can be obtained with it.

The paper demonstrates the unified approach to identify a complete multi-digit
number by using a model consisting of feature extraction module followed by
multiple parallel output layers. The results of applying model on multiple chal-
lengingdatasets are also evaluated.Various architectures ofCNNthat includesLeNet,
AlexNet, and ZFNet have also been tested, and their effect on model performance
has been evaluated.

2 Convolution Neural Networks

The idea of the CNN was motivated by a concept of biology-Receptive Field [12].
Receptive field is an area present in sensory neurons, the presence of any stimulus
in this area will alter the firing of that neuron, and the organ will respond differently.
They are more like a detector for certain types of stimulus. Their key presence can
be noticed across visual field. Depending upon the neuron fired the description of
location of stimulus can be determined.

Similarly, in a CNN a filter kernel performs the work of receptive field. It senses
various pixels of an image and assigns weights to them (Fig. 1).

CNNs unlike traditional neural networks take images as input. Artificial neural
networks are used to take vectorized image as input, thus destroying the spatial struc-
ture of image. CNNs exploit the structure of image. They approximate the biological
functions in form of convolution operations. They take as input, an image volume,
and each layer outputs another 3D volume followed by convolution and pooling
operations. The convolution operation [13] between any image i and a convolution
filter kernel k can be defined as:
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Fig. 1 Filter kernel operation on image to generate edges in an image

φ[a, b] = i[a, b] ∗ k[a, b] =
∑ ∑

i[x, y]k[a − x, b − y] (1)

The dot product of the kernel k and matrix of sub-image Si of image i having
dimensions same as k and center atA (a, b) produces the pixel value of ø at coordinates
(a, b). The size of filter kernel can be changed for changing receptive field. This filter
kernel is alignedwith every sub-imagematrix.Contrasts toANNhaving large number
of weights for neurons, CNN has parameter sharing that reduces number of weights
and exploits local connectivity.

Pooling and Stride: It is also necessary to make model more acquiescent, and it
will be a better step to reduce the size of activation map. The reduction of size is
done on the deeper layers of network as require lesser information of exact spatial
presence of patterns and more filter kernels to recognize high-level patterns. Thus,
we reduce the size of activation maps to reduce computation to a reasonable level,
keeping upper spatial patterns, and hidden patterns intact.

To achieve this, one of the ways is to define a pooling layer [14]. We define
pooling layer following a convolution or a series of convolutions. The pooling layer
downsamples the data volume.One can usemax pool or average pool depending upon
features of image. Another way to reduce size is to perform strided convolutions. The
stride [15] parameter controls the convolution operation for every nth pixel (where
n may range from 1 to image length) (Fig. 2).

The convolutional layers implement a nonlinear activation function [16], to
produce a nonlinear decision boundary. Rectified linear (ReLU) activation func-
tion is the most common activation function used in CNN. Activation functions can
sometimes be defined in a separate layer. The activation layer can be placed after
convolution layer before performing pooling operation. Many architectures imple-
ment local response normalization in a different layer. Local response normalization
is an efficient and commonly used regularization method. It decreases the activity of
neighboring neurons as it mimics lateral inhibition.

The final layers of a CNN are usually fully connected layers followed by an output
layer. These layers require very small volume of data to be practically possible.
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Fig. 2 Stride with one pixel

These layers capture patterns that are usually ignored by parameter-sharing convo-
lutional layers. These fully connected layers are followed by SoftMax output layer
for classification task.

Various architectures of CNN that have been worked upon are:
LeNet: LeNet-5 consists of seven layers. In addition to input, every other layer

can train parameters. Layer1 is a conv layer with 5 × 5 kernels and 28 × 28 feature
mapping followed by a 2 × 2 subsampling / pooling layer. It generates a 14 × 14
output. This is fed to conv layer with 5 × 5 kernel and obtained 10 × 10 feature
mapping is further subsampled to 5× 5 by next subsampling layer. The output of this
layer is sent to a series of two fully connected layers after flattening. The SoftMax
layer classifies the image into one of eleven classes.

AlexNet: The original AlexNet architecture accepted the input of size 227 × 227
× 3 and consists of 8 layers. It had more about 60 million parameters and was trained
on multiple GPUs. It had five convolution and three fully connected layers. It used
ReLU instead of tanh as activation which was the standard at that time. AlexNet also
used the concept of overlapped pooling that reduced overall error by 0.5% and was
harder to overfit. The architecture used dropout to avoid overfitting.

The AlexNet was originally designed for recognizing objects in ImageNet and
produced the probability distribution of 1000 classes. The parameters of model are
reduced specifically for making it compatible with our dataset and reducing the
computation involved. The stride we’ll be using will be of two instead of four used
in original AlexNet, also the output will be a probability distribution of 11 classes
that are numbers 0–9 and nan instead of 1000 classes seen in original design.

ZFNet: ZFNet has similar architecture to AlexNet. It was recreated same as
AlexNet for ease of comparison. It addressed two major problems observed in first
two layers of AlexNet. It reduced the filter size and the number of filters used. It
reduced the filters of size 11 × 11 present in AlexNet to 7 × 7. It also replaced the
strided convolutions of AlexNet from 4 to 2. This resulted in much cleaner features
visible after first two layers in ZFNet than AlexNet. The ZFNet used filter kernels
of size 512, 1024 and 512 instead of 384, 384, and 256 used in third, fourth, and
fifth layers of AlexNet, respectively. The ZFNet was also designed for recognizing
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objects in ImageNet and original design had 1000 classes as final output. However,
we reduced certain parameters of original structures, keeping basic design same. The
final output will belong to one of 11 classes, and also, the stride is taken to be one in
our case of ZFNet.

Remaining of work is organized in multiple sections. Section 3 discusses works
related tomulti-digit classification part in a chronological order. Afterward in Sect. 4,
we define problem statement that is addressed in paper. Section 5 presents basic
methodology that was implemented while solving the problem statement. Section 6
does the experimental analysis and is concluded by Sect. 7, followed by some useful
references.

3 Related Work

In the paper “A Detailed Analysis of Optical Character Recognition Technology”
[17], author defines OCR as the electronic or mechanical conversion of images of
typed, handwritten or printed text intomachine-encoded text, whether froma scanned
document or from a photograph of a document. Initial approaches toward OCR
include the implementation of various neural networks that were able to recognize
characters but their accuracy was low and they were too slow to train.

The major breakthrough in OCR came when convolutional neural networks were
introduced in paper “gradient-based learning applied to document recognition” [18].
The proposed model was able to extract more features from images than any other
neural network of same depth. Author introduced graph transformer networks and
finite state transducers for reading bank checks. The model had accuracy better than
the best artificial neural network till that time, and paper was able to establish CNN
as a better option over neural networks, in extracting features from images.

Later various improvements in CNN were done by many researchers. Next major
contribution in recognizingmulti-digit numberswas by Ian JGoodfellow. In the paper
“Multi-digit Number Recognition from Street View Imagery using Deep Convolu-
tional Neural Networks” [5], authors showed how deep CNNs can be used to recog-
nize multi-digit numbers with high accuracy. The model served as a benchmark for
various other multi-digit classification models for years. It was an eleven-layer deep
model and was trained for six days over multiple GPUs. The final average accuracy
achieved was about 97.84% in per digit recognition task.

In another paper “Convolutional neural networks applied to house numbers digit
classification” [19], authors also demonstrated that CNNs can achieve high accuracy
when it comes to recognize multi-digit numbers. Paper showed how a deep convo-
lution neural network can extract important feature from images without any need
to explicitly localizing and then recognition.

Other than constant progress in multi-digit number recognition task, a lot of work
has been done on developing various CNN architectures. A network similar to LeNet
was developed by Yann Lecun and was first introduced in his work “Generalization
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and network design strategies” [20]. Author also mentions weight space transforma-
tion in this paper and demonstrates the working of his network over 16 × 16 images
of numbers created by a person over 16 by 13 bitmap using mouse.

Since then lot of enhancements have been done on CNNs. Capsule networks or
CapsNet is also another form of network that is used for task of digit recognition.
It was first introduced by Geoffrey E. Hinton et al. in the paper “Dynamic Routing
between capsules” [21]. These models also preserve relative position of an object
unlike CNNs giving them an edge over conventional CNNs.

4 Problem Statement

Given a set of images I, where each image consists of a multi-digit number N of
length L and digits X1, X2… XL. Our aim is to define a probabilistic model of
sequences and maximize the correctness of probability P (L’ = L) and P (Xi’ =
Xi) for i in range 0 to L-1. We will also analyze the effect of changing CNN over
LeNet, AlexNet and ZFNet architectures on accuracy of model. The criteria of error
detection will be the average error E of E1 in determining length of number, C(�L)
and E2 in determining value in each digit,

∑
C(�X).

5 Methodology

5.1 Datasets

The model was trained on multiple datasets that include self-created multi-digit data
set, that was created by joining random images from MNIST dataset [22] and then
rescaling it to 64 × 64. In case of SVHN data, images were scaled to 64 × 64
after expanding boxes by 40% along x- and y-axes and cropping the image. Data
augmentation was done on the dataset by making random crops and random rotation
of up to 100.Color perturbations [23] can also be usedbut it’ll not impact performance
of model much (Fig. 3).

SVHN dataset image normalization is done by subtracting mean of pixel calcu-
lated over all images. The normalization can also be done by using local contrast
normalization [24]. It operates on local patches in images instead of performing a
global normalization based on the range of values of the entire image (Fig. 4).
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Fig. 3 Self-created MNIST multi-digit dataset

Fig. 4 SVHN dataset used for training the model

5.2 Architecture

Once the datasets are obtained, next step is to create a convolution model. We will
create a probabilistic model of sequences. The objective will be to maximize the
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correctness of probability of prediction of length L and prediction for each digit Xi.

P
(
L̂ = L

)∏L−1

i=0
P

(
X̂ i = Xi

)
, L ∈ [0, l], Xi ∈ [0, 9] (2)

The input is provided to model in form of 64 × 64x1 image matrices. The output
consists of two parts, the length of number L and prediction for each digit Xi. For
this, we have to create Lmax parallel layers in output out of which L layers will
give SoftMax output for digits [0, 9]. The accuracy in predicting length of number
is equally important. The activation used in output layers is SoftMax.

R(z)i = e(∂zi)

∑k
j=1e

(∂z j)
f ori = 1, ..., K (3)

The entire process of the development of model includes several steps. After the
model is made, it is trained using the processed dataset. Once trained, the model
can be used to predict multi-digit numbers. The model is trained by fixing Lmax,
so depending on usage the number of parallel layers can be increased. Our best
architecture is extension of model discussed; it consists of nine hidden layers and
seven parallel output layers.

The parallel layers receive the output from dense D1 layer. The parallel layers
consist of another dense layerwith SoftMax activation. The categorical cross-entropy
loss function is used to compute loss.

L
(
y, ŷ

) = −
M∑

j=0

N∑

i=0

(
yi j ∗ log

(
ŷi j

))
(4)

The metrics need to be evaluated for two sub-problems, the length of number
and value of each digits. The output of detector is SoftMax activated, that makes it
sufficient to achieve high precision and recall that can be compared to human labelers
(Fig. 5).

Fig. 5 Process of the development of CNN with par-mod model to recognize multi-digit numbers
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The model can be extended to recognize RGB images. The input in the case is
taken 128× 128× 3, and themodel is extended up to eleven hidden layers for precise
output. CNN with par-mod is a basic model that can be trained over any multi-digit
number dataset with certain extensions to achieve a good accuracy in predicting the
numbers. Since the model does not need explicit localization and segmentation, the
training does not require localization entities or blob detection and hence is fast than
any other model.

The model can be trained over a low GPUmachine due to its ability to learn more
features with lesser number of computations. A standard CNN with par-mod can be
trained in a 4GBRAM2.2Ghz processor systemwithin hours, making it lightweight
and efficient than other counterparts (Fig. 6).

The layers of feature extraction part are further changed in order to implement
various CNN architectures. The layers are changed to one corresponding to LeNet,
AlexNet, and ZFNet. The final layers of classification module are kept same.

Fig. 6 Architecture of the
basic CNN with par-mod to
recognize multi-digit
numbers from single-channel
images
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5.3 Environment

The model was built and trained over Intel core i3 processor with 2.2 Ghz clock
speed and 4 GB RAM. No additional GPU was used. For RGB images, the model
can be trained over any processor with base clock speed greater than 2.8 Ghz and
RAM more than 8 GB. AlexNet and ZFNet being deeper than LeNet require more
computation power to train. However once trained, the model can be deployed over
any system with no high-end configuration required.

6 Experimental Evaluation

The CNNwith par-modmodel was tested onmultiple datasets that include self-made
MNIST multi-digit dataset and SVHN dataset. The results of model on MNIST self-
made dataset were good. An average test accuracy of 98.9% was obtained on it. The
accuracy in predicting the length of number was 99.89% while the average accuracy
in predicting complete number correctly was 98.9%. This accuracy can be extended
up to the state of the art 99.9% per digit recognition.

The results on SVHN dataset are also promising. An average test accuracy of
91.2% was achieved in predicting complete number correctly. The accuracy in
predicting length of number was 98.9% while the maximum accuracy that was
achieved on any position of digit was 99.6%. This is slightly better than the models
introduced earlier (Fig. 7).

Fig. 7 Training and validation accuracy plot VS number of epochs per digit for SVHN dataset
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The accuracy consists of accuracy in determining digit at every position as well
as the accuracy in determining length of number correctly. The results for the same
are better in case if MNIST self-made dataset because there less noise is present in
images while in SVHN lot of extra features are present (Fig. 8 and Table 1).

The results on SVHN dataset on the other hand show a significant increase as
the model architecture is changed from LeNet to AlexNet to ZFNet. The overall
1.5% increase in test accuracy is observed in SVHN dataset from LeNet to ZFNet.
This means ZFNet is able to extract features better than any other architecture. The
maximum accuracy per digit also increases significantly with change in architecture
of CNN.

The results obtained onMNIST self-made dataset do not show significant increase
with change in feature extraction part. An overall difference of 0.8% accuracy is
observed between LeNet and ZFNet architectures (Tables 2 and 3).

A sanity check was also performed on model trained with SVHN dataset, and it
gave an accuracy of 94.7% in predicting real-time multi-digit numbers on a dataset
of 10,000 images.

Fig. 8 Training and validation accuracy plot VS number of epochs per digit forMNIST self-created
dataset

Table 1 Average accuracy of
predicting multi-digit
numbers of CNN with
par-mod over various datasets

Dataset Train accuracy Validation
accuracy

Test accuracy

MNIST self
made

99.7 99.5 98.9

SVHN 97.2 98.1 91.2
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Table 2 Comparison of performance of model with different CNN architectures and par-mod

CNN model Train
Accuracy
MNIST

Validation
Accuracy
MNIST

Test
Accuracy
MNIST

Train
Accuracy
SVHN

Validation Accuracy
SVHN

Test
Accuracy
SVHN

LeNet 99.7 99.5 98.9 97.2 98.1 91.2

AlexNet 99.8 99.7 99.2 98 98.4 92.3

ZFNet 100 99.8 99.7 98.9 98.7 92.7

Table 3 Comparison of average accuracy with different architectures and maximum value of
accuracy obtained among digits

CNN Model Mean accuracy
MNIST

Max digit Accuracy
MNIST

Mean Accuracy
SVHN

Max digit Accuracy
SVHN

LeNet 98.9 99.3 91.2 98.6

AlexNet 99.2 99.7 92.3 99.1

ZFNet 99.7 100 92.7 99.3

The influence of increasing depth in network should also be considered. As the
depth of CNN increases, the average accuracy in predicting each digit increases
significantly from 87.3% at two hidden layers to 98.9% at nine hidden layers in case
of MNIST self-made dataset and from 82.1% at two hidden layers to 91.2% at nine
hidden layers in case of SVHN dataset (Fig. 9).

The accuracy curve also indicates that the accuracy may further increase as we
introduce more hidden layers into network. But as the depth will increase it’ll also
increase the computation power required to train model.

Fig. 9 Plot of accuracy VS
number of hidden layers for
MNIST self-created dataset
and SVHN dataset
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7 Conclusion

We consider that this model can be used to solve small-scale multi-digit handwritten
number problems. The model up to nine hidden layers can easily be trained on any
regular home PC, which further solves the problem of requirement of high GPU
systems to train OCR models. One drawback of the model is that it can predict
numbers up to a specific length Lmax for which the model is designed. Another
problem that may occur is of numbers with large length, as we increase Lmax the
same metrics may not be good enough. Consider SVHN dataset, for example, the
entire dataset contains 0.01% of six-digit numbers, so if we consider the samematrix
thatwe considered for par-modwith Lmax= 5 then,we’ll be getting a better accuracy
even if the model is not trained sufficiently for 6th position. Also, as the length of
number increase, the capability of model with same number of hidden layers to
correctly predict length decreases. One solution to the above-mentioned problem
can be designing an adaptive network that determines the length of number first
and then sequentially determines the value of each digit. Another solution can be
designing a smart network that computes the length and fires parallel neurons, the
number of such neurons is not hard coded but the model itself determines the number
of parallel signals it requires and fire them accordingly.

The major finding of the paper was the utilization of low-weighted CNN’s in
recognizing multi-digit handwritten numbers. The concept can be extended to the
superset OCR for document recognition as the CNNs are outperforming existing
deep neural networks and human labelers in the task. Also, various models that were
tested for performance for multi-digit recognition show that ZFNet is a better model
for feature extraction than LeNet or AlexNet when it comes tomulti-digit recognition
task.
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Automated Detection of Cardiac
Arrhythmia Based on a Hybrid
CNN-LSTM Network

Shahriar Rahman, Shazzadur Rahman, and A. K. M. Bahalul Haque

Abstract Cardiac arrhythmia is an irregular sequence of electrical impulses which
result in numerous shifts in heart rhythms. Such cardiac abnormalities can be
observed using a standard medical examination known as electrocardiogram (ECG).
However, with the drastic increase in heart disease patients, interpreting such pulsa-
tions on ECG can be time-consuming and a challenging task. Thus, the primary
objective of this paper is to propose an automated system based on a hybrid model
which consists of an amalgamation of convolutional neural networks (CNN) and long
short-termmemory (LSTM) in order to accurately detect and classify several cardiac
arrhythmia ailments. The model incorporates a feature selection algorithm, principal
component analysis (PCA), that ingresses the new features into 14-layers deep one-
dimensional CNN-LSTMnetwork. The experiment is conducted using PhysionNet’s
MIT-BIH and PTB diagnostics datasets and multiple strategies have been contem-
plated for evaluation purposes: firstly, using smooth ECG signals with filtered noise
and alternatively, using signals that encompass artificially generated noise based on
a Gaussian distribution. The proposed system achieved an accuracy of 99% with the
denoised sets and 98% using the data with artificially generated noise, exhibiting a
consistent and robust generalization performance and possesses the potential to be
used as an auxiliary tool to assist clinicians in arrhythmia diagnoses.
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memory · Principal component analysis
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1 Introduction

Population aging is a global phenomenon. Between 2015 and 2050, the entire popula-
tion is expected to increase bymore than 2.1 billion, while the older populationwould
expand by about 1.6 billion. Besides, the rate of the aged population is projected to
escalate drastically, especially in southeastern Asia, North Africa, the Caribbean,
and Latin America [1]. According to the 2019 National Institute report, adults with
age over 60 are more likely to suffer from cardiovascular disease than the younger
population. As the human body grows old over time, the functionality of the cardio-
vascular system starts to deteriorate and undergoes various alterations, affecting the
heart and blood vessels, which leads to the body being more susceptible to heart
diseases. In old age, the myocytes and apoptosis of the nearby tissue expand along
with the left ventricle muscle wall, resulting in diastolic dysfunction [2], causing the
primary chambers of the ventricle to become inelastic, and thus, obstructs the flow
of the blood [3, 4]. Due to this blockage, the muscle tissues get damaged through
the denial of oxygen, resulting in inefficient contractions, and, as a result, the heart’s
ability to pump blood impacts heavily as the sinus node starts to generate electrical
impulses in an anomalous way, leading to cardiac arrhythmia disorder, which is often
accountable for sudden deaths [5, 6].

Arrhythmias can be categorized into non-ectopic (N), ventricular tachycardia
(V), supraventricular tachycardia (S), fusion (F), and unclassifiable (U) beats [7].
Table 1 demonstrates the five classifications of different ECG beats according to
ANSI/AAMI EC57. For appropriate diagnosis of the aforementioned arrhythmia
disorders, supervision by electrocardiogram (ECG) is employed to monitor the devi-
ations in cardiac muscle depolarization and repolarization for every cardiac cycle.
Treatment of each cardiac abnormality is non-identical and is incompatible with
other classes. Therefore, it is imperative for cardiologists to accurately interpret the
ECG signals before the administration of any medicament procedure. However, due

Table 1 Summarization of
the categorized ECG beats [9]

Class Group Annotations

0 N • Non-ectopic beats
• Left bundle branch block (LBBB)
• Right bundle branch block (RBBB)
• Atrial Escape
• Nodal (junctional) Escape

1 S • Supra-ventricular tachycardia
• Aberrant atrial premature
• Nodal (junctional) premature

2 V • Ventricular tachycardia
• Premature ventricular contraction

3 F • Fusion beats

4 U • Paced beats
• Fusion of paced and normal
• Unclassifiable/unknown
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to the exponential increase in the global population, especially adults having severe
heart complications, undertaking such tasks can be tedious and time-consuming.

The primary incentive of this paper is to present an automated predictivemodel for
ECG inspection, which will make signal classification much easier to comprehend
with precision.Many healthcare systems have adopted deep learning (DL) algorithms
[8] to classify arrhythmias accurately. The convolutional neural network (CNN) is an
example of one of thewidely used algorithms in finding a suitable solution for various
complex tasks and diagnoses in the medical field and has achieved great success.
Since the process of analyzing signals can be considered as a time-series problem,
the long short-term memory (LSTM) undergoes various utilization as well, as it
possesses the capacity to remember andpretermit knowledge dependingon the signif-
icance of the processed information. The overall structure of the proposed model can
be dissected into four phases: preprocessing, feature extraction, classification, and
assessment.

2 Literature Review

In this section, various strategies, models, and techniques will be explored thor-
oughly and comparisons for each outcome will be examined in order to grasp a clear
perception of the central mechanism applied for this problem.

2.1 Support Vector Machine

Developed by Vladimir Naumovich Vapnik, the support vector machine (SVM) is
based on statistical learning frameworks. Although mostly used for classification
purposes, SVM is also applied for tasks such as clustering and regression. The
primary goal is to separate d-dimensional data on a (d – 1) dimensional hyper-
plane. If the relationship distribution of a particular set exists as nonlinear, SVM can
circumvent the obstacle by using a kernel trick, which increases the dimensionality
to find a fitting separating decision boundary.

Kohli et al. proposed three models based on SVM: one-against-one (OAO), one-
against-all (OAA), and fuzzy decision function (FDF) [10]. The plan is to distinguish
and verify the presence of arrhythmia, categorizing them in a single class. Upon
studying with all the aforementioned models, the OAA model performs adequately.
It is argued that due to the complexity of the data, other models faced difficulties in
generalizing accurately. In a different journal, a related examination has been carried
out to confirm the appearance of an arrhythmia. Unlike the previous investigation,
a feature selection method known as principal component analysis (PCA) is used
[11]. Apart from the three models, a new approach, known as a decision-directed
acyclic graph (DDAG), is considered. Despite introducing a different SVM model
and PCA algorithm into the mix, the OAA model still gives a better result. A SVM
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classification algorithm is used along with a dimensionality reduction technique,
independent component analysis (ICA) [12]. Using SVMquadratic kernel, themodel
attained an average accuracy of about 98.50%.

2.2 Artificial Neural Network

Also known as neural networks (NNs), the artificial neural network (ANN) is based
on a set of neurons, which are interconnected with each other and operate similarly
to a human brain. ANN embodies three diverse layers: input layer, hidden layers,
and output layer. Each neuron carries weights that get adjusted as the information
inside the neurons is processed in the hidden layer. ANN is one of the most popular
algorithms in the field of artificial intelligent (AI) systems which gives consistent
and reliable results.

A Bayesian ANN classifier is developed by Gao et al. for performance compar-
isonswith othermodels such as decision trees (DT), random forest (RF), NaïveBayes
(NB), and so forth [13]. The use of logistic regression with the backpropagation algo-
rithm is simulated using the noisy ECG data. The classification results prove that
the Bayesian ANN gives decent results when compared to other contesting models,
producing a sensitivity score of 0.76± 0.04. It is hoped that there is still potential for
improvement on the recommended model. For classification of normal or abnormal
class of arrhythmias, Jadhav et al. constructed three different ANN models and are
able to achieve an accuracy of 86.67%, 93.75%, and 93.1% in specificity [14].

2.3 K-Nearest Neighbor

K-nearest neighbor (KNN) was first developed in 1951 by two well-known statisti-
cians Evelyn Fix and Joseph Hodges. KNN classifies new cases by comparing with
the given data that is accumulated and uses a similarity measure to find the veracious
class member, where k is a parameter indicating the number of nearest neighbors to
consider as themajority in the voting operation. KNN ismostly used for classification
and is a nonparametric algorithm.

Akernel difference-weightedK-nearest neighbor (KDF-KNN)algorithmhas been
proposed by Zuo et al. in which a standard 12-lead ECG recordings are used for
classifying arrhythmias. Themodel is considered distinct from the conventionalKNN
due to the computation of its weights by using the Lagrangianmultipliermethod [15].
Other models such as NBC, KNN, and VF-15 are used for performance observation,
which provides an accuracy of around 60% while the KDF-KNN achieved 70%,
proving that it performs better overall. Yang et al. also employed a modified version
of KDF-KNN (MKDF-KNN) which is used to impute missing values inside an ECG
dataset [16].
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2.4 Convolution Neural Network

Aconvolutional neural network (CNN) is a deep learning algorithm that is popular for
identifying various image patterns more precisely and effectively. A convolutional
layer or a conv layer inside aCNNconsists of filters that are responsible for extracting
temporal and spatial information of an image or a signal. Although image analysis
has been the widespread use of CNNs, they can also be used in other analyses such
as time-series problems.

For this particular problem at hand, CNN is one of the widely andmost commonly
used algorithms. A votingmechanism has been performed for classifyingmyocardial
infarction (MI) where for each lead out of the 12-lead ECG signals, a single CNN
is applied [17]. However, a total of 12 CNNs would be impractical for realistic
scenarios. A new approach, by Yıldırım et al., has proposed a 1D CNNmodel which
comprises 17 ECG classes and is based on 10-s fragments of one lead ECG signal
[18]. The overall accuracy obtained is 91.33% which has the potentiality to be used
in telemedicine. Furthermore, Acharya et al. employed a CNN model for detecting
MI from the ECG signals both with and without noise and achieved an accuracy
of 93.53% and 95.22%, respectively [19]. Kachuee et al. built a CNN model for
predicting the different types of arrhythmias and also suggested a model in which
the knowledge can be transferred to accurately classify MI, achieving an accuracy
of about 93% [20]. Liu et al. constructed a model based on denoising autoencoder
(DAE) extracts and divide the sound of heartbeats to classify normal and abnormal
beats [21]. Another related model is developed by Baloglu et al. in which a 12-lead
ECG is processed with an end-to-end structure using CNN to diagnoseMI [22]. Both
the prior mentioned models manage to achieve 99% accuracy.

2.5 Recurrent Neural Network

Recurrent neural network (RNN) iswell known for recognizing the temporal dynamic
knowledge, whereas another class of networks has information based on static
mapping. One of RNNs most advantageous functionality is their robustness during
the analysis of time-series data to produce an accurate prediction. Furthermore, RNN
can bemergedwith othermodels to effectively enhance the predictive capability [23].

There are various implementations of RNN regarding time-series predictions
and classifications. RNN, gated recurrent unit (GRU), and long short-term memory
(LSTM) models are recommended by Singh et al., which takes in the standard ECG
time-series data and attempt to classify regular and irregular beats, attaining accu-
racy of 85.4%, 82.5%, and 88.1%, respectively [24]. Schwab et al. proposed a diverse
RNN model where an annotated dataset is used to classify heart rhythm based on a
single-lead ECG [25]. A convolutional recurrent neural network (CRNN) is applied
to categorize ECG signals between 30 to 60 s by Limam et al. An SVM is used to
evaluate the final decision [26].
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Fig. 1 Framework of the suggested model

3 Methodology

3.1 Methodology Overview

The ECG time-series data obtained is analyzed and processed by using various
machine learning (ML) techniques to ensure stability and integrity.Multiple instances
of the dataset are synthesized. The first set includes data that uses a peak enhance-
ment technique to reduce and smoothen noise in the signals and the second data
involves artificially generated noise based onGaussian distribution applied to the raw
dataset. A feature selection algorithm, PCA, is applied on both datasets, followed
by a distribution procedure that segregates each dataset into training, validation,
and test subsets. The partition strategy is illustrated in Fig. 5. The prepared data is
applied in a series of CNN-LSTM layers with three layers of max pooling utilized.
Figure 1 displays the overall framework of the CNN-LSTM model for arrhythmia
classification.

3.2 Data Acquisition

The dataset utilized in this study is acquired from the Physiobank (PTB) database. To
classify cardiac arrhythmia disease, an ECGdataset is designated from the source site
[27]. Generally, the dataset was available to be used for experimentation purposes
and was distributed publicly in 1980. The dataset encompasses the recordings of
forty-seven patients which were recorded using two-lead ECG and were digitized at
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Fig. 2 Signal representation for each group on a two-dimensional histogram

360Hzwith 11-bit resolution over a range of 10millivolts. Furthermore, the database
included about forty-eight hour-long ECG signals and was annotated independently
bymultiple cardiologists. Figure 2 visualizes the silhouette of signals for each group.

3.3 Data Preprocessing

Before introducing the signal features to the suggested model, proper cleaning steps
are required to perceive any errors and redundant records. Each required adjustment
and modification to the dataset processing will be explored thoroughly below.

Monitor Anomalies. The assembled data might contain missing values, which
would compile an error referred to as NaN, which implies that the recorded value is
not a number. Thus, it is imperative to discard the redundant samples and has a clean
set of features.

Data Sampling. Upon close inspection, the overall distribution of the data seems
very skewed. Figure 3 displays each class pattern of the dataset. If the data is not
properly calibrated, the classification algorithm will produce an artificial bias to the
largest or majority class, thus hindering the model’s performance as a result. To
avoid such complications, the sample is restructured by under-sampling the majority
and up-sampling the minority class to operate with about 20,000 data per class. The
procedure applied is known as syntheticminority over-sampling technique (SMOTE)
[28].

Table 2 displays the comparison of the amount of data before and after the
sampling process. Samples for non-ectopic or normal beats take about 82.8% of
the entire distribution, whereas fusion beats consist of only 0.7% data. Even though
after sampling, around 8.6% of data are dropped, up-sampling the minority classes
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Fig. 3 Distribution comparison between pre- and post-sampled data using SMOTE

Table 2 Representation of
sample quantification for the
processed data

Class Group Pre-sampling Post-sampling

0 N 90,589 19,184

1 S 2,779 20,123

2 V 7,236 20,301

3 F 803 20,040

4 U 8,039 20,352

Sum 109,446 100,000

and balancing the classes becomes a necessary task and far outweighs the small
drawbacks.

Noise Suppression. For many signals processing applications, identifying peaks
in a signal is a crucial measure. During various surveys, the signal quality can often
be insufficient which could pose challenges for both clinicians and the algorithm
used to perceive such patterns. In order to enhance the performance of the model and
scrutinize its robustness on ideal set of features, the prudent approach is to filter out
undesired noise. There is amultitude ofways of denoising a signal [29]. For this study,
a peak enhancement technique has been considered which attempts to normalize the
amplitude followed by an increase in the largest amplitude or R-peak by using linear
transformations relative to the other portions of the signal. Thus, guaranteeing that
the R-peaks are uninterrupted and undisturbed [30]. Figure 4 demonstrates the shape
of the signal in contrast to the collective one.

Noise Generation. On the contrary, superimposing disturbance to the raw signal
data is also a logical concern. While clean, noise-filtered data is essential for evalu-
ating a model’s performance on a faultless condition, it is equally imperative to take
into consideration that in reality, and there is bound to be a few sporadicity in the
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Fig. 4 Graphical comparison of different ECG signals for ‘N’ class

dataset. In most critical cases, the quality of data can deteriorate due to the presence
of noise. Thus, it is also worth assessing the model’s accuracy for the worst-case
scenario, which would occur in practical circumstances. Furthermore, adding noise
in the samples can also reduce the overfitting issue as the variance will be lower due
to the increased training error. Therefore, a random value based on a Gaussian noise
is generated on a scale of 0.05 to create more disruption to the signal.

Dimensional Transformation. In this research, the input of the hybrid model is
two-dimensional. However, due to the nature of time-series data, the collected ECG
signal is one-dimensional. Additionally, when considering noise generation, filtering
and feature selectionmethods are involved in the preprocessing phase, it is essential to
reconstruct the original input signal into two-dimensional data to ensure its integrity
and avoid the data getting compromised [31]. Since the data are spatially distributed,
the dimensional conversion is performed by formatting the initial dimension, which
has a shape of AxB, into a new shape that represents a two-dimensional form of
NxAxB, where A is the total samples, B is the features, and N is the number of
channels involved.

Data Partition. According to the Pareto principle, the general rule of thumb
is to fractionate the data into two subsets where the training and testing sets are
divided into 80% and 20%, respectively [32]. However, an additional set is required
to monitor the performance so that the system’s hyperparameters can be tweaked and
tuned to get a consistent outcome with miniature overfitting or underfitting. Thus,
a validation set is considered as part of the partition strategy. The partition size for
the training set is 70%, the validation set is 20%, and the testing set is 10%. It is
also important to note that there were two separate datasets present, one for training
and another for testing purposes explicitly. Each dataset is then concatenated and
reshuffled afterward, then the partition procedure is applied. As a result, even though
10% for the test set might seem deficient on paper, but in contrast to the combined
data, it is quantitative enough in this context (Fig. 5).
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Fig. 5 Partition strategy for the data

3.4 Feature Selection

PCA is a widely used feature selection algorithm that benefits in identifying correct
predictions and classifications [32]. The PCA is a technique used to reduce the
dimensionality of the data to eliminate redundancy between the correlated data. It
achieves by identifying the orthogonal of the entire input features, which are in linear
combinations and combine them to form a new set of features that are smaller than
the original size of the feature. Thus, reducing the computation power and time to
train themodel. In this study, the number of components is set to 50. Table 3 describes
the computation time difference after applying PCA.

As displayed above, the model has 7.7% fewer parameters to deal with in the
absence of hurting its overall accuracy. Additionally, while training without PCA, it
takes about 262.5% more time than training time using PCA. Thus, the utilization of
PCA makes the model quicker which is preferable when using it as a medical tool
in realistic scenarios.

3.5 CNN-LSTM Network

The proposed model consists of five consecutive convolution layers, each with a
single stride and a kernel size of five. Padding is applied to maintain the identical
dimension as the input for the following convolution layers, which can be achieved
by applying shorter length segments with zero padding. The number of filters for the
first layer is 32, while the second and third layers include 64 filters and lastly, 128
for the fourth and fifth layers. A feature map can be obtained through the operation
of convolving the input with the specified kernels or filters. For instance, considering

Table 3 Comparison of
computational complexity

Comparison Without PCA With PCA

Input size Nx187 × 32 Nx50 × 32

Total parameters 835,181 770,581

Average time per epoch 319 s 88 s

Time for 10 epochs 3194 s 909 s

Accuracy at 15th epoch 97.90% 97.78%
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X as an input that comprises a list of n samples per beat, it can be expressed as:

Xi = [x1, x2, x3, . . ., xn] (1)

As a result, the output of a convolve operation can be stated as:

CL , j
i = s

⎛
⎝Bj +

F∑
f =1

W j
f X

j
i+ f −1

⎞
⎠ (2)

where σ signifies the activation function, Bj is the bias for the jth feature map, L
implies the index of the layer, and f represents the filter size [33]. The resultant
convolution computation is then inserted into a leaky rectified linear unit (LReLU)
activation function. A rectified linear unit (ReLU) can be applied to avoid the gradient
from vanishing and can be less expensive computationally. However, LReLU solves
a drawback that ReLU possesses where the weights for values less than zero stop
adjusting during gradient descent and thus halts responding to error variations. This
is known as a dying ReLU problem [34] which is why to avoid such impediments,
LReLU is employed in this scenario and can be mathematically described as:

σ(z) =
{

z, z > 0
αz, z ≤ 0

(3)

Here, z is the variable that holds the convolved computations, α indicates the
negative slope coefficient, and calculating σ (z) provides the subsequent feature map
for the layer. The parameter is assigned as 0.001 for slope coefficient. Following the
fifth convolutional layer, a subsampling layer is applied to reduce the input feature
map of the preceding layer. This layer is known as max-pooling layer, which uses a
max-pooling operation to fetch the maximum value and can be formulated as:

PL , j
i = max

(
CL , j
i∗S+r

)
; r ∈ R (4)

where S represents the stride of the pooling layer and r dictates the size of the
pooling. In this model, the strides for the max-pooling layer are two and the pool
size designated is five. A dropout layer with a parameter of 0.45 is then followed
afterward, which decides the activation of nodes during the training procedure on a
dropout rate of 45%. The information is then directed to a series of LSTM layers.
Figure 6 displays the hybrid architecture of the CNN-LSTM network. One limitation
of using RNN is the appearance of exploding and vanishing gradients as the network
migrates into the deep layers. LSTMhelps bymitigating this problemas it can be used
to regulate the amount of information the network can recollect over time. Thus, an
LSTM layer is utilized in conjunction with the CNN layers. The extraction of spatial
features is done by the series of convolution layers, while the succeeding LSTM
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Fig. 6 An illustration of the proposed hybrid CNN-LSTM architecture

layers are used on the resulting feature maps to capture the temporal dynamics. A
standard LSTM incorporates an input gate, output gate, a forget gate, and a cell, in
which three of these gates regulate the flow of the information while the forget gate
controls if the memory cell is reset to zero [35]. The activation for this gate Lt can
be defined as:

Lt = σ(W
[
Xt , ht−1, Ct−1

] + BL) (5)

where Xt represents the sequence of inputs, ht-1 can be dictated as the output of the
previous block, Ct-1 signifies the memory of the last LSTM block,W is the weights
for each input, and lastly BL is bias of the layer. The creation of new memory is
attained by using a tanh activation function and the preceding memory of the blocks.

It = s
(
W

[
Xt , ht−1, Ct−1

] + BI
)

(6)

Ct = Lt � Ct−1 + It � tanh
([
Xt , ht−1, Ct−1

] + BC
)

(7)

st = s
(
W

[
Xt , ht−1, Ct−1

] + B0
)

(8)
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ht = st � tanh (Ct ) (9)

Equations (6) and (7) are used for the calculation of the input operation and
Eqs. (8) and (9) for the output operation [36], where I t , Ct and σ t represent the input
gate, internal state and the output gate. Finally, ht denotes the equivalent output.

Following each LSTM layer, another subsampling layer is implemented. The
temporal sequence output of the individual LSTM layer is carried by the pooling
layer which then, applies temporal Max-pooling and guides it to the subsequent
layers. A flatten layer is used to perform a flattening operation that collapses the
pooled feature map into a vector to be supplied into a series of fully connected
layers. The data is compiled by extracting from the previous layer and then, process
it by performing softmax operation in the final layer of themodel, where probabilities
for each of the classes are assigned to classify arrhythmia, which can be represented
as ‘N’, ‘S’, ‘V’, ‘F’, or ‘U’. Table 4 describes a detailed overview of the suggested
structure.

However, overfitting can be a common issue as it can often result in poor perfor-
mance when evaluating a particular model. As a result, three dropout regularization
layers are employed to approximate training a comprehensive size of neural networks
with various architectures. Dropout methods allow the training process to be noisy,
forcing nodes in the layer to adjust probabilistically for the inputs and co-adapt in
order to rectify mistakes from former layers [37]. Moreover, since portion of the
output of a layer is affected by the dropout layer, it offers the effect of diminishing
the capacity or reducing the size of the network during training. As a result, multiple
schemes have been carried out for evaluation purposes. The dropout layer is utilized
in plan A: one after the final convolution layer and two after each LSTM layer,
whereas the model holds no dropout layer in plan B of the training procedure.

4 Result and Discussions

4.1 Simulation Specifications

All the aforementioned simulations are implemented using Python platform on Intel
core-i7 processor with a memory of 16 gigabytes (GB) RAM and 500 GB solid-
state drive (SSD) and are performed on a deep learning framework TensorFlow. In
terms of graphics processing unit (GPU), NVIDIA GeForce RTX 2080 is used for
the training operation.
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4.2 Evaluation Measures

The performance of the model is examined at every epoch by using the criteria of
precision (PR), sensitivity or recall (RC), f1-score (F1), and accuracy (ACC), which
are determined based on true positive (TP), true negative (TF), false positive (FP),
and false negative (FN), respectively. PR can be interpreted as positive predicted
value, RC is the true positive rate, F1 is defined as the weighted average of the
PR and RC values, and ACC is used to evaluate the model’s overall performance.
Whenever both the observation and prediction remain positive, TP is implied. On the
contrary, TF is determined if both are concluded negative. Moreover, FP stands out if
the observation is negative in contrast to the prediction being positive and similarly,
FN is defined when the observation is positive but the prediction is negative. The
equations for the metrics are stated as follows:

PR = T P

T P + FP
∗ 100 (10)

RC = T P

T P + FN
∗ 100 (11)

F1 = 2 ∗ P ∗ R

P + R
∗ 100 (12)

ACC = T P + T N

T P + T N + FP + FN
∗ 100 (13)

4.3 Performance Analysis

The experimental data in this work is derived from Physiobank (PTB) ECG database,
where the partition size is 70%, 20%, and 10% for the training, validation, and
testing set, respectively. Initially, the number of epochs used is 25, and an early
stopping callback algorithm is applied to avoid overtraining the model, as soon as
the degradation effect on the performance of the validation starts to form. One thing
to note from Fig. 7 is the observation that beyond 15 epochs, the training accuracy
continues to increase, however, the validation accuracy that begins to plateau.

The comparison in performance between plans A and B as illustrated in Fig. 7 is
from using denoised signals data. In plan A, dropout regularization is implemented
with a dropout rate of 0.45, as a result, 45% of information will be discarded, while
the rest 55% will be retained. In plan B of the training procedure, no dropout regu-
larization has been implemented, implying there will be no information loss during
the entire training session.
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Fig. 7 Accuracy comparison of the models using denoised signals

From Fig. 8, it can be noticed that the validation accuracy of the model without
dropout (plan B) starts to deteriorate faster than the model using dropout regular-
ization. Thus, the training phase is stopped earlier than other comparative models.
Nevertheless, the accuracy remains consistent across the entire models, obtaining
around 98% to 99% accuracy overall. Tables 5 and 6 describe the accuracy of both
the models for multiple experimental plans.

From Table 5, the overall PR, RC, F1, and ACC each show 99% when using
dropout regularization, whereas each presents 98% when dropout is completely
dismissed from the training model, depicting a reduction of accuracy by 1% when
contrasted with plan A of themodel. However, from Table 6, it can be interpreted that
the presence of dropout does not affect the scores whatsoever when noise-generated
data is applied. Figure 9 represents the confusion matrix of the models using separate
datasets.

Fig. 8 Accuracy comparison of the models using noisy signals
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Table 5 Classification performance for denoised signals

Classes PR (%) RC (%) F1 (%)

Plan A Plan B Plan A Plan B Plan A Plan B

N 98 98 96 95 97 96

S 98 98 99 99 98 98

V 98 98 99 98 98 98

F 99 98 100 100 100 99

U 100 100 99 100 100 100

Macroaverage (%) 99 98 99 98 99 98

Weighted average (%) 99 98 99 98 99 98

ACC (%) 99 98

Table 6 Classification performance for noise-generated signals

Classes PR (%) RC (%) F1 (%)

Plan A Plan B Plan A Plan B Plan A Plan B

N 93 96 96 95 95 95

S 98 97 97 99 98 98

V 99 98 97 98 98 98

F 98 99 98 98 98 99

U 100 100 99 99 99 99

Macroaverage (%) 98 98 98 98 98 98

Weighted average (%) 98 98 98 98 98 98

ACC (%) 98 98

In Model 1, approximately 3.81% of class ‘N’ fragments are misclassified, while
model 2 has only 3.58% misclassifications. The best-predicted fragments for model
1 are Class ‘F’ as 99.7% are correctly predicted, which is a 1.36% improvement
from model 2’s classification for class ‘F’. On the other hand, the best prediction
accuracy for the second model would be class ‘U’ segments that have a misclassi-
fied segment of only 0.98%. However, in contrast to model 1’s accuracy over class
‘U’, it performs 2.46% better making it the largest difference for the entire class.
Despite having a comparatively bad result from model 2 when compared to model
1, it still manages to generalize considerably well, as the discrepancy between the
two models is just 1%, demonstrating an overall robust representation for the entire
architecture. The concept of extracting spatial features by CNN and selection of
temporal dynamics by LSTM over a deep network serves strongly when compared
to some of the prior mentioned ML and DL algorithms, making the proposed model
remarkably consistent, as it succeeds to perform adequately when additional artifi-
cially generated noise is applied to the existing raw dataset, possessing the potential
to be adopted in practical scenarios in various medical examinations.
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Fig. 9 Confusion matrix for the classified segments

5 Conclusion and Future Work

Identification and detection of arrhythmia are a critical step in the diagnosis of cardio-
vascular illnesses for diminishing the frequency of heart disease. This paper proposes
an efficient computer-aided diagnosis system that encompasses a feature selection
algorithm PCA and a classification technique based on CNN+LSTMnetwork struc-
ture to accurately identify five fragments of arrhythmia ailments. One-dimensional
signals acquired from ECG Physiobank (PTB) database are synthesized to create
multiple instances for evaluating the model’s performance under various circum-
stances. The accuracy of using smooth and denoised signals achieved 99% while
the accuracy of using artificially generated noise signals achieved 98%, confirming a
satisfactory and consistent generalization performance and could be a convenient tool
for assisting clinicians to diagnose cardiovascular disease and reduce their workload
significantly. Future work includes redesigning a simple but effective hybrid network
structure without jeopardizing the accuracy. Furthermore, a transfer learning tech-
nique is strategized so that the necessary knowledge learned for arrhythmia detection
from the hybrid architecture can be transferred for the identification of myocardial
infarction which would be extremely beneficial in the field of medical science.
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Design of Visual-Image Classifier
for Web Application

Shivani and Nidhi Gaur

Abstract In this paper, a self-designed model is put forward, in which a web
application architecture interrelates with a self-designed classification-based image-
retrieval search algorithm for electronic commerce grocery stores. This developed
model for reference is named as “Search Images”. The architecture of this model is
designed in two segments—primarily the designing of convolutional neural network
(CNN) and secondarily combining the CNN model with web application segment.
Dataset of vegetables and fruits is used to train the CNN model also pre-processing,
data augmentation, plots of training and testing of the model are obtained before
assessing the accuracy of the designed model. Precise accuracies of the CNN model
are obtained. This developed model makes use of a forward-thinking technological
method which automatically classifies and retrieves the picture of desired vegetable
and fruit commodity on the web application with the assistance of this designed
visual-image search engine. This advanced visual search engine eradicates the
requirement ofmanual grocery search in theweb application. Thismodel can classify
131 classes of fruits and vegetables based on the selected dataset. This paper encom-
passes the methodology and description for designing this search engine applying
visual-image classifier.

Keywords Image processing · Visual-image search · Object recognition ·
Classification algorithm · Convolutional neural network · Vegetables classifier ·
Fruits classifier
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1 Introduction

Marketing of groceries by the means of electronic commerce medium is levelling
up immensely in recent times, and it also has been distinguished that for the reason
that coronavirus disease-19 epidemic, there is a hastened change of consumers and
vendors in the direction of electronic shopping [1, 2]. Grocery products are cata-
logued under everyday essential requirements for the population. In a contemporary
digital survey stipulates that more than half of the consumers get hold of grocery
products over the electronic commerce web application because of convenience and
also occasionally disregard the charge [3]. This developed visual-image navigation
engine for grocery products reinforces the local fruits and vegetables vendors exten-
sively as they obligatory required to close down their shops or take it frontward
through online approach amid the inflicted lockdown attributable to epidemic [4].
Mainstream of the population is taking apprehension about the origination of the
fruits and vegetables, and so the inflated requests for organically harvested groceries
are significantly multiplying which has identified boost among regional vendors.
Present time search engines work with text query algorithms to come up with navi-
gation results in web applications. The considerable restrictive characteristic of this
manual product navigation primarily is that the information of the grocery product is
being navigated by the consumer. The probability of a particular grocery item being
precisely navigated in search engine by the way of text query is comparatively less
than comparing it to the navigation in the search engines through an image, and the
grounds in arrears are that the information confined in images is high and precise
than text and so it assists in retrieving the grocery product efficiently and accurately
[5]. Designing this model encompasses the integration of CNN architecture which
has been verified to accomplish the multi-class classification of vegetables and fruits,
to the web application to execute the visual classification of the grocery products [6].

2 Literature Review

Retail commerce in the present time has surface to be mainspring for object recogni-
tion and classification in supporting the advanced guard technologies, for example,
implementation of image classification, object recognition and artificial intelligence
in electronics commerce web application province. Mentioned domains provide
multitudinous applications in web application architectures, navigation algorithm
which is one of them [7]. For categorization of fruits and vegetables of single cate-
gory with several classes in it, supervised learning procedure is used in the designed
convolutional neural networkmodel [8]. In the structure of this designedvisual-image
navigation algorithm for web application, two architectures are incorporated for fully
functioning of model [9], and primary section comprises of a server end architec-
ture designed with the support of Python’s substructures—Rest and Django [10]. In
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the secondary section, client end which is the user/consumer side of this applica-
tion manages the web application demonstrates data-specific information according
to consumers provided input. Both image classification and electronic commerce
web applications have significant demand in technological sector [11] in several
provinces such as commercial, on public enterprise scale, private corporations along
with others [12]. Designed search engine model can retrieve and categorize groceries
of multi-class vegetables and fruits in web application architecture [13].

3 Contribution

This designed grocery product navigation algorithm accomplishes the function of
visual-image search in electronic commerce web applications. Designed model
can categorize and retrieve fruit and vegetable products in web application by
selecting/uploading the picture of the desired grocery using the search engine
window. This model eradicates the requirement of consumers to navigate the grocery
items by smearing manual effort which is via typing the text and navigating in web
application. While traditional search algorithms can mislead in product navigation
sometimes in case of lack of product information, since this model provides navi-
gation through picture of product, this lessens the probability of mislead in product
search in web application. The existing local grocery ecommerce web applications
do not contribute extensively in the domain of automatic/visual product navigation.
This project connects this gap by developing an innovative design solution.

4 Designed Model

4.1 Design

Avisual-image navigation model is designed to classify/categorize the grocery prod-
ucts—vegetables and fruits on web application. Programming segment is operated
on visual studio code-editor tool and simulated utilizing windows terminal- power
shell which allows to execute the programming codes through web browser- Google
chrome and these tools befit for graphic image classification algorithms. The convo-
lutional neural network prototype is combined with architecture of Django. Before
integration, CNNprototype is trained on dataset and is acquired fromKaggle. Dataset
is Fruits-360 of version 0.18.05.2020, and it is applied to compute the accuracy of
training and accuracy of validation of themodel. For training of data, overall quantity
of images in the dataset is 90483. Training group has 67,692 pictures, and testing
group has 22,688 pictures with one fruit or vegetable per image. It also hasmulti-fruit
group having 103 pictures with more than one fruit each image. Dimension of all
picture is [100× 100] pixels. In succeeding phase, designing of web application with
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Fig. 1 Steps involved in designing fruits and vegetable image classifier

visual-image navigation engine. This CNN model is set aside in (.h5) arrangement
and then is integrated with the web architecture which is discussed further. Figure 1
mentioned below designates the stages involving the designing procedure.

Designed web architecture functions on the interior of browser google chrome
via uploading components in asynchronous technique while swapping information
without simulating web-page screen. With assistance of application programmable
interface (API), interaction between client end and server end is carried out, such
as saving the picture information into database. Presentation and configuration of
designed interface are performed across local server by means of http with certain
distinct instructions. The architecture of client end comprises a rectangular design of
picture drop window with magenta pink outline, and this visual grocery navigation
engine specifies “Shivani drag n drop some files here, or click to select files” implying
consumer has to search for grocery products from this section. Continuing in this
section, this web architecture has navigation segment, having home page which is
the product navigation page (navbar), it similarly has a section that shows picture
or classification search history named as “Images”. Moreover, client end section
includes picture selection click-button, loader (spins while the picture uploads or
result awaits). To extent this web architecture for consumer application across digital
phone or electronic gadgets, designing of server end with a functioning constricted
application programmable end-user interface is implemented. This section assists
with consumer information such as signing in/signing out process, and it executes
transaction of picture information with database when required. This section stores
the picture classification details in database as well, for instance, classification status,
date, product detail, time.
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Fig. 2 Working scheme of visual-image navigation

4.2 Working of Model

Designing aweb architecturewith visual picture grocery navigation, server end (back
end) is implemented utilizing- Django, rest substructure and client/consumer end
(front end) is based on java-script substructure- react combined with rest interface.
The CNN architecture is formed by stacking all the layers. The consumer end gets
hold of input picture of desired fruit and vegetable from consumer and transfers it
to the server end of Django’s local server, then designed local server reserves the
picture in its database and exchanges the address of the picture to the image classifier.
The image classifier (designed CNN architecture) then generates the outcome, saves
it in the database and then transfers it to the client end to render the result to the
consumer. Figure 2 shows the functioning arrangement of this designed model. The
consumer has to login to this grocery web application, “drag and drop or upload” the
fruit/vegetable they require to purchase, then this designed visual-image navigation
engine will classify the consumer’s input image and display the navigated grocery
item.

5 Results and Analysis

A visual grocery product navigation engine for web application architecture is
designed by integrated CNN structure with web application architecture, which can
categorize of 90,483 pictures of fruits and vegetables that are allocated into 131
groups. Evaluation of this model is accomplished by visually navigating and catego-
rizing grocery products. Classification or product navigation accuracy is regulated
by implemented CNN architecture, which delivers the training–accuracy of 99.14%
and validation–accuracy of 96.06%. Designed model can successfully navigate and
classify fruits and vegetables in web application architecture. Afterwards evaluation
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of visual product navigation, it is compared and equated with traditional manual-
search navigation algorithm in the present electronic commerce web applications.
Above attached outcome, Fig. 3 presents the navigation result, a desired picture
of vegetable is dragged and dropped in designed navigation engine, and the model
positively categorizes the input picture as “cauliflower” and retrieved its evidence
on the web application. Another result of analysis is indicated in Fig. 4, it presents
the navigation result of a fruit, a picture is selected and uploaded, this designed
navigation engine acknowledges the input picture by individual pixel component,
classifies it and successfully categorizes it in fruit picture input as “pomegranate”.
Figure 5 demonstrates the traditional text-based grocery navigation in self-designed

Fig. 3 Classification outcome of vegetable

Fig. 4 Classification outcome of fruit
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Fig. 5 Traditional manual navigation technique

web architecture, and Fig. 6 represents our recommended designed grocery picture
retrieval and classification model for web application. This model has home page,
navigation history page and consumers admin architecture for client applications.

Fig. 6 Suggested visual-image navigation technique



422 Shivani and N. Gaur

Afterwards, comparison between traditional text grounded manual grocery naviga-
tion and designed visual picture-based grocery navigation is performed. The outcome
turns out to be in approbation of visual navigation technique subsequently evaluating
and determining advantages and drawbacks of both navigation techniques for grocery
electronic commerce web application architectures.

6 Conclusion

The visual grocery picture retrieval and classification model can analyse the input
fruit and vegetables pictures pixel by pixel and can represent the conforming fruit
and vegetable labels accurately. Outcomes and comparison of designed model and
existing navigation techniques in web application are discussed above. The obtained
results of CNNmodel have high accuracy of 99.14 and 96.06%, and results of visual
classification are also exceedingly positive. This designed visual picture navigation
model can be scaled up and can be implemented separately or in additionwithmanual
grocery product navigation technique in web applications.
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A Comparative Analysis of Different
Despeckling Filters Using Breast
Ultrasonographic Images

Priyanshu Tripathi, Rajeshwar Dass, and Jyotsna Sen

Abstract Speckle noise is inherently present in breast ultrasonographic images,
and it degrades the overall visual quality of these images which leads to complex
interpretation and misdiagnosis of breast abnormalities. Hence to diminish its effect,
different despeckling filters are employed. The breast ultrasonographic images are
filtered using different despeckling filters, which are classified into two categories
as linear despeckling filters and nonlinear despeckling filters. The performance of
these despeckling filters is determined by computing PSNR, MSE, and SNR. Result
of performance assessment indicates that Lee Sigma filter yields highest value of
PSNR, SNR, and lowest value of MSE in linear category while SRAD filter yields
highest value of PSNR, SNR and lowest value of MSE in nonlinear category and
hence more suitable for despeckling of breast ultrasonographic images.

Keywords Speckle noise · Despeckling filters · Breast ultrasonographic images ·
SNR · PSNR ·MSE

1 Introduction

Ultrasonographic imaging technique is widely employed in diagnosis of medical
field due to its non-invasive property, lower cost, easily available, and non-radiant.
Ultrasonography is used to capture real-time images of human body organs using
sound wave having frequency greater than 20 kHz [1]. The visual quality of ultra-
sonographic images is highly desirable feature to detect any abnormal growth present
in the inner part of breast. Speckle noise diminishes the visual quality of ultrasono-
graphic images and leads to inaccurate diagnosis [2, 3]. Hence to diminish the effect
of speckle noise, different despeckling filters are used [4].
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Different linear and nonlinear despeckle filtering algorithms are implemented to
reduce the effect of speckle noise. The assessment of different despeckling filters has
been done by computing different performance evaluation parameters, e.g., signal-
to-noise ratio (SNR), mean square error (MSE), peak signal-to-noise ratio (PSNR).

2 Methodology

2.1 Dataset

In this work, 25 benign and 25 malignant breast ultrasonographic images are utilized
from benchmark dataset BUSI [5] and the filters are implemented using MATLAB.

2.2 Despeckling Techniques

Despeckling is a term which is used to reduce speckle noise. The despeckling algo-
rithms can be classified into two main categories as linear despeckling filters and
nonlinear despeckling filters as shown in Fig. 1.

2.3 Linear Despeckling Filters

Linear filters are based on equation which is given as

Xdenoised = gs,t + ωs,t (gs,t − gs,t ) (1)

Fig. 1 Different
despeckling filters

scale etc.

    

etc.

Despeckling Filters

Linear Filters 

Lee, Lee Sigma 
Kaun, Frost, Linear 

Nonlinear Filters

Median, Hymedian, 
AD, SRAD, Homog  
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gs,t represents pixel value having noise, gs,t represents mean pixel value, Xdenoised

represents pixel value after filtering operation, and ωs,t represents weighing factor,
and s, t are coordinates of the pixel.

Lee [6], Kaun [7], Frost [8], Lee sigma, and linear scale filters are classified as
linear filter [9].

2.4 Nonlinear Despeckling Filters

In this category, nonlinear iterative type filters are used such as median, hybrid
median (Hymedian), maximum homogeneity (Homog), anisotropic diffusion (AD),
and SRAD filters [10–12]. Nonlinear filters use increased neighborhood size and
complex computation in comparison of linear filters.

The breast ultrasonographic images after filtering operation are depicted in Fig. 2.
Blocking effect is noticed in breast ultrasonographic images using linear filters, and
slight blur is observed in breast ultrasonographic images using nonlinear filters.
Preprocessing of breast US images diminishes the effect of speckle noise but also
there is a loss of some texture features [13, 14].

3 Performance Assessment of Different Despeckling Filters

The performance assessment of different despeckling filters has been done by calcu-
lating PSNR, SNR, andMSE. The standard value of SNR and PSNRmust be greater
than 20 dB, and value of MSE must be as low as possible. Lower value of MSE
implies high value of PSNR which is the desirable feature. As we know that higher
the value of SNR and PSNR, lower will be noise. High value of SNR implies that
noise level is very low and high value of PSNR implies excellent quality of image
[15].

MSE can be computed as follows:

MSE = 1

mn

m∑

i=1

n∑

j=1

(g(i, j) − h(i, j))2 (2)

g(i, j)&h(i, j) represent original and despeckled image.
SNR can be computed as follows:

SNR =
∑m

i=1

∑n
j=1 h

2
i,j∑m

i=1

∑n
j=1 (g(i, j) − h(i, j))2

(3)

g(i, j)& h(i, j) represent original and despeckled image.
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Fig. 2 Breast ultrasonographic images i original image, ii speckled image, image despeckled by
iii lee filter, iv lee sigma filter, v frost filter, vi Kaun filter, vii linear scale, viii Homog filter, ix AD
filter, x median filter, xi hymedian filter, xii SRAD filter

PSNR can be computed as follows:

PSNR = 20log10(255) − 10.log10(MSE) (4)

MSE is mean squared error.

4 Results

The numeric values of MSE, SNR, and PSNR of different despeckle filters are
computed using Eqs. 2, 3, and 4, respectively. The numeric value of different linear
filters and nonlinear filters is given in Tables 1 and 2, respectively. The different
values of SNR and PSNR of different linear as well as nonlinear filters are also
represented graphically in Fig. 3.
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Table 1 SNR, PSNR, and
MSE values for
ultrasonographic images
using linear filters

Filter SNR(dB) PSNR(dB) MSE

Lee 22.85 31.60 89.82

Kuan 21.38 30.14 125.81

Frost 21.69 30.43 117.68

Lee Sigma 22.97 31.74 86.99

Linear scale 21.77 30.48 116.25

Table 2 SNR, PSNR, and
MSE values for
ultrasonographic images
using nonlinear filters

Filter SNR(dB) PSNR(dB) MSE

Hymedian 24.81 33.58 56.95

SRAD 36.84 46.53 12.24

AD 23.95 32.74 69.16

Homog 21.11 29.91 132.71

Median 22.76 31.53 91.30
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Fig. 3 SNR and PSNR values for breast ultrasonographic images using different filters

5 Conclusion

In the proposed work, the comparative analysis of different linear and nonlinear
despeckling filters has been carried out on the basis of computation of MSE, SNR,
and PSNR. As we know higher the value of SNR and PSNR, lower is noise and
hence excellent quality of despeckled images. In linear category, Lee Sigma filter
is considered as most effective filter since it has lowest value of MSE and highest
value of SNR and PSNR and in nonlinear category, SRAD filter is considered as
most appropriate filter since it has very low value of MSE and highest value of SNR
and PSNR. Nonlinear filters have higher value of SNR and PSNR. High value of
PSNR implies low value of mean squared error (MSE) and hence provides excellent
quality.
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Sign Language Recognition Using Hand
Mark Analysis for Vision-Based System
(HMASL)

Akansha Tyagi and Sandhya Bansal

Abstract Sign language recognition (SLR) is an essential study area that allows
us to provide a better communicating environment between humans and computers.
Some prevailing and standard features extracted from sign language gestures include
scale-invariant feature transform (SIFT), speeded-up robust feature (SURF), features
from the accelerated segment (FAST), and oriented FAST and rotated Brief (ORB)
are used. However, these element vectors contain a few highlights that are insignif-
icant or excess, subsequently expanding the generally computational time just as
acknowledgment error of a classification framework. To counter this issue, we have
proposed another object detection calculation dependent on profound hand math.
A novel approach called Hand mark analysis of sign language (HMASL) has been
used in this concern. It combines the concept of feature extraction and hand geometry
to reduce the computation and computes only and region in complex background.
HMASL is compared to other classical feature extraction method and tested on
several classifiers. The experimental results show that the HMASL eases the feature
aspect to a meaningful amount as well as surges the recognition accuracy.

Keywords Indian sign language · Computer vision · Feature extraction · Hand
geometry · Deep learning · SVM

1 Introduction

Sign language recognition (SLR) applies tomany domains featured for the deaf-mute
community. Even though various device-based recognition systems like sensors,
gloves have been recently used, but vision-based recognition is more approachable.
Vision-based recognition is becoming widespread due to the significant scope of
application areas as found in the literature [1]. However, Indian Sign Language
(ISL) comprises of 6000 words which are commonly used in Indian country.
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SLR using machine learning and soft computing has been a ground of interest
for a long time. Scientists have utilized a few methodologies and have made a ton
of progress in preparing distinctive machine and profound learning models that can
perceive signs comparing to various words. Most of the study that has been done
is for American Sign Language (ASL), and the systems require the utilization of
some sort of movement sensors or hand gloves to distinguish the places of various
fingers precisely. The way that these methodologies are no uncertainty successful
and can represent pretty much every sign, except these require the utilization of some
exceptionally delicate equipment that cannot be utilized by everybody and commonly
require explicit climate. Some different ways to deal with perceive communications
through signing incorporate the utilization of deep learning models that work on
skin enclosed images. Skin veiled pictures are framed by portioning out the part
from the picture which coordinates with the shade of the skin. That area is given a
particular tone (white), and all the rest pixels in the picture are doled out in another
tone (dark). In such methodologies after skin veiling, significant highlights are extri-
cated from the pictures utilizing a few strategies like SIFT, SURF, FAST, ORB, and
profound learning models are prepared for arranging various signs. These method-
ologies have demonstrated to be quick progressively, yet the utilization of profound
learning models requires the utilization of more assets, and they probably will not
have the option to perform so well on basic devices having restricted resources [2–4].

The recent success of deep learning approaches in a task like an image clas-
sification [5] has been extended to the problem of sign language recognition [6].
Unlike other traditional soft computing methods such as neural network, KNN,
or genetic algorithm (GA) where features were extracted manually, while neural
network models learn features from the training database [7]. These networks save
the spatial design of the issue and were created for object recognition roles, for
example, manually written digit acknowledgment. They are famous because indi-
viduals are accomplishing cutting edge results on troublesome computer vision and
normal language training tasks.

Another approach is that researchers have popularly started using this hand mark
analysis methods; that is, hand geometry parameters are combined with graphical
properties such as open pose and hand pose. The analysis of the shape and geometry
of the hand provides the essential features of the hand. These methods have shown
an impeccable result and giving an elevated recognition accuracy without using any
sensor devices. Thesemethods follow the state-of-the-art techniques, that is, to locate
a set of essential key points representing the position of coordinates with the help of
some neural network models. The sole issue with this technique is that even though
it can work progressively, it requires a decent number of the dataset, and it gives a
speed of 0.1 to 0.3 frames each second for the video input which is not acceptable
in any way. It cannot handle outlines easily continuously.

Our methodology integrated the distances between the 0th central key point (the
central key point at the extremely base in the palm) and the remainder of the 20
central key point as highlights. A hand geometry model is utilized to return the
standardized directions for these central points; i.e., it returns the central key point
by partitioning the x arranged by the width of the frame and y by the height of the
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frame, however, for a superior standardization, the new coordinates are determined
by moving the root to the 0th point itself. Presently, we have the situation of central
key points concerning the 0th central key points. Accordingly, the area of the hand
will not have a lot of impact on the directions of these central features, and the model
wants to deal with a broader scale.

This paper is composed of six sections: Sect. 2 discusses the literature review.
Section 3 discusses the dataset used in this paper. Proposed work is discussed in
Sect. 4. Experimental work and results are discussed in Sect. 5. Lastly, Sects. 6 and
7 highlight the conclusion and future scope of this work, respectively.

2 Literature Review

The communication between human beings is carried out in spoken form by speech
and non-verbal through gestures. Generally, people make gestures either consciously
or unconsciously while communicating with others. Non-verbal communication
among the deaf and mute community is known as sign language. They use their two
hands for making gestures to communicate among themselves. The sign language
among the community who live in India is known as Indian Sign Language (ISL).
ISL is composed of static and dynamic gestures precisely. Indian Sign Language
recognition (ISLR) is a better approach for devolving a vision-based gesture recog-
nition system that can help the above community to bridge the communication gap.
The concept of computer vision has facilitated the ISLR area for research [8–10].
Various feature extraction and soft computing algorithms have been developed to
train a model by using the above steps. Most of these techniques are deployed in
content-based image retrieval (CBIR) features followed by classifier such as support
vector machine (SVM) [11, 12], linear discriminant analysis (LDA) [13], neural
network [14–16], and convolution neural network (CNN) [17–20].

In ISLR, the research work has undertaken from pre-processing of gestures to
recognize gestures directly through CNN, while SIFT has evolved as the most
promising technique in terms of feature extraction [21]. Here, [22] has used SIFT
algorithm for feature detection and objectmatching on real-time images and achieved
60% more accurate results without performing pre-processing of images. To over-
come the challenges in ISLR such as the requirement of constant illumination and
wearing long attire sleeves for natural background constraint, an ISLRbased on pixel-
based segmentation and advanced SIFT is proposed [23]. Further, due to the invariant
characteristic of SIFT, over-illumination, rotation, translation, scaling, and slightly
to viewpoint [24] have implemented various phases of SIFT to extract features from
ISL gestures. Each image has more than 400 features with the highest peak of 80%
in the bag of visual words (BOG) providing a reliable matching between disrupted
images. Instead of using conventional methods which take more computation time,
an improved SIFT with a fuzzy closed-loop control method has been used for object
recognition in the cluttered environment [3]. Another study [25] has elaborated on
SIFT and CNN-based image retrieval processes and how they enhance the system’s



434 A. Tyagi and S. Bansal

performance. CNN works on a large dataset and extracts features from images as by
layers increase, but applying SIFT for refining of features reduces the model layers
and improves accuracy in few epochs.

Bedregal et al. [26] used fuzzy for recognition of LIBRAS (Brazilian Sign
Language) gestures. Hand gestures are classified using a set of angles of finger joints
and their segmentation. A set of finite automata is created for the segmented gestures
which are classified using fuzzy rulewhich enhances the classification accuracy of the
system. Christian Zimmermann and Thomas Brox [27] uses a deep network for the
classification of 3D hand pose using RGB pose estimation using low-cost customer
depth cameras for 35 static German Sign Language (GSL) symbols. Albanie et al.
[28] followed the co-articulationmethod to classify the British Sign Language (BSL)
signs. A dataset of 1000 keywords in 1000 h of video is also created to automati-
cally localize the sign-instances keywords. Kang et al. [29] proposed an efficient
method using a depth map to recognize the fingerspelling gestures. Images were
captured using the depth sensors following by some image pre-processing tech-
niques that are then classified using the convolution neural network (CNN). The
proposed system achieved an accuracy of 99.99%. Li et al. [30] proposed a vision-
based sign language recognition system for 2000 words/glosses. Two deep learning
models were approached, one is based on visual appearance, and another is based
on a 2D human pose. The proposed model has achieved an accuracy of 62.63% at
top-ten words.

From the literature survey, it can be concluded that hand mark analysis or hand
geometry is an important part of the ISLR. Feature extraction and selection of essen-
tial key points considering redundancy and relevancy of features can do better perfor-
mance. This hasmotivated us to develop handmark analysis which can be hybridized
with feature extraction technique FAST-SIFT to form HMASL. The evaluation of
our HMASL model is done on several classification models.

3 Dataset and Pre-processing

Sign Language Dataset: The two-hand gesture ISL words (“afraid,” “agree,” “bad,”
“become,” “chat,” “college,” “from,” “today,” “which,” “you”) images are captured
in uniform background as no standard dataset is available. This dataset is extended
by superimposing on complex backgrounds. The samples of the dataset are shown in
Fig. 1. It contains a total number of 3000 images of 300 for each class. The images
are in RGB mode. This dataset is also made publicly available for further usage of
ISLR.
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Fig. 1 Sample images from the ISL word dataset

4 Methodology

The necessary task is to extract features that are pertinent to any model and to
eliminate or dispose of the ineffective pixels inside each picture test preventing the
hand region. Thus, HMASL is utilized to distinguish the area of interest, that is, the
area containing fundamental features called key points.

The model used for performing sign language recognition is to first process the
images from the dataset. Then, we extract the features using the FAST-SIFT (FiST)
algorithm from the training set. Other tools of hand geometry such as the bounding
box are also used to perform the background segmentation. These images are then
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Fig. 2 Key points detected by HMASL

passed to the handmark analysis model to detect the 21 3D hand knuckle coordinates
inside the region of interest detected by the FiST. The detected hand landmarks are
then passed to two separate functions. Twenty-one landmarks detected by HMASL
are shown in Fig. 2.

The first function computes coordinated after the hand is moved to the 0th central
points, and the subsequent capacity determines the Euclidean distance between the
0th central points and the remainder of the fundamental points. The model learns a
reliable interior hand position representation and is powerful to halfway visible hands
and self-impediment. To all the more likely that cover the feasible hand motions
and give extra oversight on the idea of hand math, we likewise utilized complex
foundations and guide it to the comparing 3D directions. At that point, this cropped
area is given as aid to a second model that perceives the situation of hand landmarks.
Presently, the new coordinates, distances, and the handedness (left or right) are given
as a contribution to the classifier model which predicts and returns the class relating
to the sign. The model can likewise have the option to effectively choose whether it
is the right or the left hand.

The working of the HMASL is discussed in the above steps:

1. Capture image using the web camera of laptop.
2. Semantic segmentation is done to detect the different regions in an image and

locate their respective labels. Constrained our focus here is to segment hand
from the image. There are two stages to perform it:

a. Detect the hand region from the image and segment it.
b. Compute the number of fingers in the detected hand region.
3. Background subtraction: Compute the running average time over the current

frame and previous frame using Eq. (1).

Rt = CF

PF
(1)
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where Rt is the average running time, CF is the current frame, and PF is the
previous frame.

4. The object in the background will be transformed into black, and only the hand
gesture will appear in the foreground by applying the mask on the background
objects. After figuring out the background Bk model using running averages
Rt , now, we will use CF which holds the foreground object FO in addition to
the background.

5. An absolute difference is calculated between the background model and the
current frame to find the foreground object using Eq. (2).

FO(I ) = Bk − CF (2)

6. Thresholding: Thresholding is an assigning process of pixel intensities to 0’s
and 1’s based on a certain threshold value, so that an individual object can be
detected from an image using Eq. (3).

DT (I ) = T [FO(I )] (3)

where DT (I ) is the threshold image, T is the threshold value applied to the
image, and [FO(I )] is the image that contains the object. The threshold will
convert unwanted regions into black.

7. Contour extraction: Result from Step 4 DT (I ) is used to find the contour (C),
which is an enclosed boundary of the gesture with the pixel structure that has
the highest intensity. Let DT (I ) = (xi , yi ) be the edge coordinate in the edge
list, and k is the angle between the direction vector and k edges. Suppose that
there are n edge points (xi , yi ), …, (xn’yn) in the edge list. The length of
a digital curve can be approximated by adding the lengths of the individual
segments between pixels using Eq. (4):

C =
n∑

i=2

√
(xi − xi−1)

2+(yi − yi−1)
2 (4)

8. Find the approximation contour (CDT ), the total distance between the
endpoints using Eq. (5):

CDT =
√

(xn − x1)
2+(yn − y1)

2 (5)

9. Find the moments, that is, pixel intensity and their corresponding location
using Eqs. (6) and (7).

Mi j =
∑

x

∑
y
xi yi I (x, y) (6)

Mi j = m00,m01,m02,m03,m04,m05 . . . . . . . . . .m30 (7)
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10. Find the area of the contour and its perimeter using the moments, it will help in
the case of oriented gesture and the gestures which have different dimensions,
and recognition can be done using the area. The area will be a composite
analysis of contour moments as shown in Eqs. (8) and (9):

Area(A) = CDTMi j
. (8)

Perimeter(P) = ARLT .CDT (9)

where ARLT is the arc length of the contour curve.
11. A convex hull is now created over the detected object to check the curve for

convexity defects and correct them. It will help us to find out the bulged-out
or the flat hand regions by using Eq. (10):

HC = CoH .[CDT ] (10)

where HC is the hull,CoH is the convex hull, andCDT is the contour moments.
12. A bounding box is then created over the HC region, and further feature

extraction methods are applied.
13. Non-max suppression or FiST is used to locate and compute the key points

(Kp) using Eqs. (11) and (12):

DoG = DoG + ∂DoGT

∂x
x + 1

2
xT

∂2DoGT

∂x2
x (11)

Kp =
I=t∑

i, j=0

DoG (12)

where DoG is the difference of Gaussian used to compute values of Kp, while
Kp is the key points calculated from each image.

14. The resultant Kp is then located on the FO(I ) image, the result from HC is
combined, and a graph is formed to link all the essential features and store
them according to their coordinates values determined for all training images.

15. The resultant data are then provided to the classifier in array, and classification
will be performed.

16. The models are saved for prediction.
17. Results are analyzed based on confusionmatrix, recall, precision, and F1-score

calculated from experiments.

These steps are repeated for all the training images, and further results are gener-
ated over testing images. Our HMASL model has acquired a remarkable accuracy
over ISLwords gestures. The flowchart of theHMASL is shown in Fig. 3. The sample
image of the word “college” is taken in the flowchart.

Flowchart:
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Fig. 3 Flowchart for the process

5 Experiment and Result

5.1 Experimental Setup

Python 3 Jupyter Notebook has been used for performing the experiments presented
in this article. Specifications of the system are: Intel® Core™ i5-@1.8 GHz, 8 GB
RAM, and 256 cache per core, 3MB cache in total. Graphics with GPU type with
VRAM 1536 MB. TensorFlow is used as the backend for the CNN model. To store
FAST-SIFT key points, NumPy commands have been used. VLFeat, CuPy, Scikit-
learn, andCUDAcan also be used onWindows or Linux platform. These experiments
are performed on the macOS platform.

All the models are trained on 2600 images present in the dataset. The public
dataset is used for the validation of the model. Each network is trained for 20 epochs
with a batch size of 128. An accuracy of 96.74 is achieved by the proposed model
on the deep learning models. The proposed methodology is tested on several other
classifier such as SVM,MLP, and KNN. The results of HMASL on several classifiers
are shown in Table 1.

The confusion matrix here is used to summarize the performance at classification
stage. A good classifier represents a sparse matrix in the form of graph. Symbols
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Table 1 Results of HMASL
on different classifiers

Classifier Accuracy Precision Recall

SVM 96.73 99 99

MLP 95.65 97 98

KNN 93.47 96 98

NN 96.34 98 96

are represented by X-axis, while the predicted class is represented by Y-axis. Label
to point (X,Y) represents a number of the example for which actual class is X and
predicted is Y. When X is equal to Y, then it shows the accurate classification. The
confusion matrix in Fig. 4 represents the misclassification between gestures (1–10)
in terms of precision and recall per gesture, with an average classification accuracy
of 96.73% on the SVM classifier.

Likewise, the confusion matrix in Fig. 5 refers to the MLP classifier with an
average accuracy of 95.65%. Figures 6 and 7 represent the accuracy of KNN and
NN classifier, that is, 93.47% and 96.34%, respectively.

Precision for the precisely identified gestures to the number of particular predicted
gestures is specified by using the formula shown in Eq. (13).

Fig. 4 Confusion matrix for SVM
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Fig. 5 Confusion matrix for MLP

Precision = CFii∑n
1 CFi j

(13)

where CFii is (i, i)th entry in the confusion matrix, CFi j is (i, j)th entry in the
confusion matrix, and n is the total number of classes. Further to calculate the ratio
of correctly matched gestures to the number of gestures available for that class, recall
function is used as shown in Eq. (14).

Recall = CFii∑n
1 CFji

(14)

where CFii is (i, i)th entry in the confusion matrix, CF ji is (j, i)th entry in the
confusion matrix, and n is the total number of classes.

To seek a balance between recall and precision, the F1-score is also calculated
using Eq. (15).

f 1 = 2 ∗ Precsion ∗ Recall

Precision + Recall
(15)
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Fig. 6 Confusion matrix for KNN

Fig. 7 Confusion matrix for NN
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Table 2 Precision, recall,
and F1-score obtained by
HMASL for SVM

Sign Precision Recall F1-score

Afraid 100 100 100

Agree 100 100 100

Bad 98 100 97

Become 100 97 98

Chat 100 100 100

College 98 100 99

From 100 100 100

Today 100 98 100

Which 100 100 100

You 97 96 98

All values were calculated for a multiclass classifier using the above equations.
Table 2 shows the precision, recall, andF1-score obtained from theSVMclassifier,

and all the parameters were calculated for other classifiers also.

6 Conclusion

An HMASL has been proposed for a vision-based system for complex background
gestures. Hand mark analysis-based features are capable of representing the main
points representing the hand, and they do not require any image pre-processing.
Therefore, in multiclass, shape classification hand mark analysis has been proved
effective and efficient. Hybridization of FAST-SIFT is also done to detect and
compute themain features from the hand. These features alongwith features detected
by applying handmark analysis are stored. The stored dataset values are then used for
classification. This work is important in that robust hand gesture recognition system
with the complex background is recognized with an accuracy of 96.34%. The dataset
in this paper contains only ten ISL words.

7 Future Scope

Further work can be done to increase the number of signs as well as images per sign.
In the future,more real-world gestures can be used.HMASLcan also be implemented
for motion-based Indian signs. In the future, the proposed system work may include
dynamic gestures based on some real-world problemusing soft computing techniques
that can be implemented for real-time usage.
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Factors Affecting Memory Retention
in K-12 Students for the Development
of AR-Based Learning Application

Shubham Gargrish, Archana Mantri, Deepti Prit Kaur, Bhanu Sharma,
and Gurwinder Singh

Abstract Retention is an important aspect not only for students but also for teachers.
The main aim of the paper is to identify such principles that affect memory retention
in students and then considering those factors while developing an educational appli-
cation. For designing an application, some of the key aspects have been supported
by literature such as usability and learnability. However, no studies were found in
the literature which discuss the most suitable memory retention principles to follow
while designing an augmented reality (AR)-based application for students. The study
aims the development of the memory retention principles for designing AR-based
learning application. The paper proposes 32 memory retention factors through the
existing literature based on retention. The principles will then be checked for the
degree of importance so that in the future it can help developers to build an easy to
use, interactive, and effective learning application for students.
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1 Introduction

The success of any educational institute depends on the success rate of its students and
the knowledge/ skills they grab [1]. It becomes really important to retain the acquired
information at the correct time whenever required. For this reason, an institution’s
capability to retain the knowledge of the students becomes a vital component. The
retention among students depends onvarious factors, i.e., attention, self-efficacy, rele-
vance, satisfaction, mnemonics, testing, and rewards. So to have long-term retention,
the students need to pay complete attention while learning process.

Working memory (WM) is defined as a part of human memory that takes care
of temporarily storing and manipulating information. It works as a physiological
workspace that can be used flexibly to sustain everyday activities that need storage
as well as processing. Memory is divided into two parts short-term memory (STM)
and long-term memory (LTM). STM is a component of WM as it stores the original
information, i.e., with no manipulation. WM is different from LTM as it is a unique
part of memory that has a huge capacity for storage holding data in relatively much
stable form.

An example of an everyday activity that makes use of WM is mental calculation.
Imagine, an example, trying to get a product of two numbers (e.g., 29, 55) given to
you by some other person, using paper and pen or phone. Firstly, you would need
to carry two numbers in WM. In the next step, you would be using the learning
multiplication rules of calculating the multiplication of two consecutive numbers, by
adding the new product in the WM. So, to do these steps and get the results correctly
it is necessary to use WM for storage and then methodically apply arithmetic rules.
If while carrying such mental calculations, a distraction occurs or you lose your
attention you would not be able to continue the process error-prone. As the lost data
will not be recalled again, the only action to be taken then would be to start the entire
calculation again. If a student gets distracted due to irrelevant thoughts springing in
mind or someone else distraction, it will result in a total loss of the entire information
and the student will not be able to concentrate in the lecture again. There the retention
ratewill also decrease.But if the content of the lecture is delivered differently by using
technology-enhanced learning, it can help in better understanding and concentration.

This research focuses on finding and developing various memory retention princi-
ples suitable and required for designing an AR application for educational purposes.
Then the identified principles will be arranged in order of their priorities. The degree
of importance will be decided based on the literature review; a comparison analysis
will be done to arrange the principles.
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2 Literature Review

2.1 AR and Memory Retention

AR had been proved out to have a positive impact on students learning. It had also
been found that the students learning using AR scored more marks in the testing
phase [2] and also shows an increased retention rate. Research had revealed that
only the scores of the tests are not enough to justify that the student perceives a
higher and better understanding of the subject [3, 4]. Short-term memory is the most
important principle which had been identified to be improved by using AR but, does
AR helps in increasing long-term memory is still doubtful [3, 4]. Therefore, the
outcome of the above-mentioned research suggests that usage of AR can correlate
in deep understanding, only if the system successfully meets the emotional and
cognitive needs to correctly encourage the user [5].

2.2 How Effective is Augmented Reality in Classroom
Environments?

AR in the classroom have given the advantage of self-sufficiency within learning;
students can manage and control progress and learning according to their pace [6–
9]. AR gives a positive effect on education by providing an independent catering to
every student, without worrying about the speed of the content delivery students are
comfortable with.

2.3 Traditional Learning and Attention

Based on the research, there is an imbalance between the roles of students and
teachers while going through the learning process [10]. Educators targets delivering
the teaching content, whereas the students focus on taking notes and hearing. Sabatini
is one of the research revealed that most of the educators follow a traditional way of
learning where educators act as a source of information. This way of learning results
in a monotonous environment and boring situation in a classroom. The findings say
that some of the students cannot pay attention and focus on learning.

Confirm that attention of students’ in the classroom decline after 10–20min of the
lecture. The studies say that the student cannot learn by just sitting and listening to
the teacher [11]. One should talk on the topic of what they are learning and connect
it to the past work and apply where ever required. Students who have been involved
actively in the process of learning tend to retain the content for a longer duration
[12]. Table 1 covers the existing literature focusing on memory retention factors.
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Table 1 Identified memory retention principles

Author/Year Identified principles according to
the level of importance

Justification

Ausubel [14] Meaningful Learning and
Motivation

The literature review paper targeted two
factors; meaningful learning which
helps in easily relating the content with
the previously attend knowledge and
motivation that gives positive energy
toward learning

Miah [15] Attention The paper aims to find out the factors
that affect college-level students
memory retention. It has been
concluded that retention and attention
have a direct effect on students’
educational performance

Tinajero [16] Attention, Motivation The regression analysis has been done
to shortlist the principles required while
learning
Motivation targets to assess volitional
and motivational control strategies, that
is, strength and self-discipline to work
with complete determination

Amin [17] Attention, Testing effect,
Rewards, and Mnemonics

Attention increases long-term retention
and memory recall. Fractional attention
results in decreased recall performance
Testing helps in recalling the stored
knowledge from memory. Rewards
provide a positive enthusiasm to the
students

Kizito [18] Motivation, Self-Efficacy Factors affecting the memory retention
of students in the mathematics
classroom were identified by using a
questioner
Motivation helps in increasing the level
of interest among students. Whereas
self-Esteem will help in enhancing the
learning outcome

Velazquez [19] Motivation, Interest The use of AR-based learning has been
done to achieve better engagement
during the learning process. AR showed
better learning outcomes as compared to
traditional learning

Kitchel [20] Relevance and Self-Efficacy A research framework has been
designed which clearly shows how
relevance and self-efficacy are
connected to help students in better
retention

Birch [21] Student Satisfaction, Student
Motivation, and Self-Efficacy

The textbook has shortlisted a few
principles which are important and
affect the retention in students the most

(continued)
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Table 1 (continued)

Author/Year Identified principles according to
the level of importance

Justification

Alshehri [22] Usability The usage of any application also
affects the retention factor in students. If
the application is easy to use will result
in better engagement which further will
affect retention

These identified problems should be overcome to attain the learning outcomes
with the best results as Table 1 discusses the identified memory retention factors.
Somatic, auditory, visual, and intellectual (SAVI) were another approach that mixes
intellectual creativity with physical movement while learning [13]. Attention was
considered the most important aspect of learning. When the student uses the SAVI
approach, he/she would be able to engage and would actively participate in learning.
It also helps in enhancing the students’ memory retention by providing memorable
and vivid learning.

3 Method for Identifying Memory Retention Factors

A random sample pre-experimental study has been chosen in the current research
design [23]. As only a few studies have been investigated for retention of high school
students this research comes under exploratory type. This researchwill be carried into
two stages; the qualitative phase will elicit the factors of retention for peer form, and
the second is the quantitative stage of the research. This shows a triangulated design
of a study that blends quantitative and qualitative data that allows the information
to be collected from two different perspectives and escalating the construct validity
[23].

A total of 42 articles were selected for reviewing and selecting the parameters
affecting memory retention in students while learning in a classroom. Out of which
36 articles were found which supports the research and match with the keywords
searched as shown in Fig. 1. The keywords used were “memory retention, short-
termmemory, long-termmemory, classroom-based education, principles of memory
retention.“ From the selected articles, total of 32 principles were identified that affect
retention of students in learning.

3.1 Factors Affecting Memory Recall and Retention

Various studies have shown that the process of recall and retention is related to
each other and is associated with some concepts as learning, the complexity of the
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Fig. 1 Method of extracting
retention factors

material, capacity limit of memory, and testing [24]. Nonetheless, few factors had
been identified such as attention,mnemonics, testing, presence, usability, and rewards
as discussed in Table 2. The process of retrieval and learning is that knowledge takes
place while studying, whereas retrieval helps in assessing the learned information.

After reviewing the present literature and identified 10 memory retention factors,
a discussion was done with 42 expert teachers with a minimum of 2–3 years of
experience to clear and sort a few of the factors that affect retention the most. All
the duplicate entries were deleted while selecting the valid factors. The finalized
retention factors after discussion and deleting the duplicate entries are motivation,
self-efficacy, relevance, testing effect, mnemonics, rewards, satisfaction, usability,
interest, and presence.

Subsequently, we used a principal axis factoring for extraction. Forty-two teachers
from different diplomas and schools were part of the process. The rotation method
deployed was varimax rotation without Kaiser normalization as shown in Fig. 2 [29].
In this study, factors with eigenvalues greater than 1 and the loading factor in terms
of extraction rule, >0.7 have been considered as shown in Table 3 [29]. Out of 32
principles, 4 constructs were identified after removing the duplicates as shown in
Table 4.
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Table 2 Summary of factors depending affecting retention

Factor Affect Reasons

Attention [25] Full attention enhances memory
recall and longer retention. Partial
attention results in reduced recall
performance

Partial attention cannot hold the
knowledge which is desired while
learning. That ultimately results in
reduced retention

Satisfaction [21] Student satisfaction has a strong
positive impact on retention

Satisfaction among the students
comes when the delivered content is
presented uniquely. If the delivery
of the content is smooth and
presented in a way the students want
will make students more satisfied

Self-efficacy [20] The confidence of a student can
increase memory retention and can
help in better learning

Confidence can help in giving a
positive impact on learning.
Confidence can be increased by
making the learning interesting as
once the student starts learning will
eager to learn more

Mnemonics [26] Mnemonics help encode
difficult-to-remember information in
such a way that it becomes much
easier to recall correctly

It strengthens network interactions
and makes it easy to retain and
retrieve difficult information

Testing effect [27] Testing allows recalling of stored
data from memory

Repeated testing allows the same
neurons involved initially in
learning to fire repeatedly. The
neuronal networks become more
stable and synchronized, and
recollection of stored information
becomes easy

Reward [28] Reward-based training or learning
leads to better results than
non-reward learning or punishment
situation

Rewards may attract more attention
during the process of learning and
also continue neuronal relations,
which provide the stable memory
performance

Table 3 Factors with the loading factor value

Principle Components

Motivation Relevance Confidence Satisfaction

Rewards 0.692

Enjoyment 0.776

Association 0.762

Environment 0.713

(continued)
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Table 3 (continued)

Principle Components

Motivation Relevance Confidence Satisfaction

Visualization 0.752

Satisfaction 0.824

Learnability 0.675

Relevant Data 0.797

UI Design 0.853

Real
Time Examples

0.864

Context-Based 0.844

Consistency 0.902

Low
Physical Efforts

0.776

Organized Data 0.813

Appearance 0.825

Early-Test 0.744

Relevant Data 0.797

UI Design 0.853

Real
Time Examples

0.864

Context-Based 0.844

Consistency 0.902

Low
Physical Efforts

0.776

Organized Data 0.813

Appearance 0.825

Early-Test 0.744

Efficiency 0.717

Interactive 0.848

Simplicity 0.814

Error-Tolerance 0.832

Respond Time 0.839

Easy to Use 0.813

Skipable Content 0.856
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Table 4 Constructs assigned after factor analysis

S. no Memory retention principles Constructs assigned

1 Rewards, Enjoyment, Association, Environment,
Visualization, Satisfaction, Learnability

Motivation

2 Relevant Data, UI Design, Real-Time Examples,
Context-Based, Consistency

Relevance

3 Low Physical Efforts, Organized Data, Appearance,
Early Test

Confidence

4 Efficiency, Interactive, Simplicity, Error Tolerance,
Responsiveness, Easy to Use, Skip able Content

Satisfaction

4 Conclusion

The purpose of the study is to find already available literature for factors affecting
memory retention to build an AR application. In this work, 32 memory retention
factors were found out to be relevant according to the literature and teachers’ percep-
tion. Varimax rotations without Kaiser normalization have been used to arrange the
factors according to their level of importance in terms of retention. In our future
work, the development of AR-based application by using the anticipated factors and
the validation of them by heuristic evaluation would be done.
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An Advanced VGG16
Architecture-Based Deep Learning
Model to Detect Pneumonia
from Medical Images

Mohit Chhabra and Rajneesh Kumar

Abstract In today’s scenario, deep learning is considered as a powerful and popular
way to detect diseases using pattern recognition. The computer-assisted method for
more accurate interpretation of images has been an older issue in the area of medical
images, so deep learning could impact a vital role in the diagnosis of X-ray images. In
this research work, the authors have proposed a fine-tuned advanced VGG16 transfer
learning-based convolutional neural network model to identify pneumonia disease
fromX-ray images. The publicly available pneumonia X-ray images standard dataset
downloaded from the Kaggle repository have been used for experimental analysis.
Data augmentation techniques such as flip, rotation, brightness, enhancement had
been used for the betterment of classification and validation accuracy, which further
minimize the loss and maximize the accuracy and also other performance measures.
By properly applying the fine-tuning methods, the authors achieved an accuracy of
93.6% which is more than some of the recent literature work. Results suggest that
the proposed model had provided better accuracy and can be used as a screening test
for pneumonia disease detection.

Keywords Pneumonia · Convolution neural network · Deep learning · Data
augmentation · X-ray images · VGG16

1 Introduction

Today, pneumonia is considered as a fatal lung infection disease and can be life-
threatening due to several possible reasons. This can cause inflammation in the lungs
and can cause fluid to fill in the lungs. This infection can be present in one lung or both
lungs [1]. The main causes of this disease are bacteria, fungus, and viruses. Alveoli
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is an infection that causes air sacs in the lungs. Due to this deadly alveoli virus, it is
difficult for humans to breathe. The microbes which are responsible for pneumonia
are transmittable; it can spread from human to human. This virus can spread in
different ways such as inhalation of airborne droplets by sneezing or coughing,
a person may also be affected by exposure to objects or substances that may be
contaminatedwith viruses and bacteria [2]. The severity of the disease can be affected
bynumerous factors such as the ageof the patient, typeof germwhich causes infection
of the lung [3]. Due to this disease, the patient has to be hospitalized and millions of
people die of pneumonia every year [4].

By early diagnosis, managing the disease using various antibiotics and antiviral
drugs can secure the patient’s life [5]. The common and best diagnostic method for
diagnosis of this disease is a chest X-ray. However, this is considered as a tougher and
challenging job even for expert radiologists [6]. The presence of pneumonia in X-
ray images is unclear and may also act like other altruistic abnormalities. Therefore,
these discrepancies during diagnosis can lead to significant subjective findings and
variations among radiologists [7]. Hence, there is a scope for a computerized support
system that can help detectors to easily diagnosis pneumonia fromchestX-ray dataset
images [8, 9]. The method of reading X-ray images to detect pneumonia can be
considered less accurate and time-consuming. The reason behind this is many more
medical problems that show the same ambiguity in the images [10].

1.1 Introduction to Deep Learning

Deep learning is a combination of structured learning, machine learning, and hierar-
chical learning. It relies on some specified algorithm that tries to modify the intelli-
gence of different levels in the data using different processing layers using compound
formats and multiple constructs nonlinear transformations [11]. This learning tech-
nique can be represented as an integral set of different types of machine learning
processes that depend on learning the display method of data [12]. The picture can
be viewed in many different ways such as values per pixel intensity, set of edges,
areas of a particular size [13]. The most important capability of this technique is
replacing some variants with effective processes for various feature learning and
structural feature extraction [14, 15].

Due to technological advancement, deep learning and machine learning tech-
niques play an important role in building a disease diagnostic tool. This is the major
motivation behind this research work because health care services are very limitedly
available in developing countries like India [16]. Authors have proposed an advanced
deep learning-based VGGmodel to detect pneumonia using chest X-ray images [17].
The main focus of this research work is to develop an accurate and reliable pneu-
monia detection method. By the help of deep learning, disease prediction can be
done accurately using pattern recognition [18]. Multiple types of disease prediction
can be done by applying appropriate algorithm [19, 20].
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2 Related Works

Yousef and Abdelmunim [1] in this paper formulated a problem based on global
optimization solution whose purpose is to allow the use of an optimization solver; the
author executed two different enhanced versions of the solution which can combine
the pattern search solver and the objective function. Zhang et al. [2] in this chapter
introduced applications, technologies, advantages, and disadvantages of the theory
of learning and expert system, and also, the author introduces the concept of fuzzy
logic, data mining, statistical analysis. They also analyze the structural algorithm of
data mining technologies such that how e-commerce can be impacted by artificial
intelligence and fuzzy sets. Zerdoumi et al. [3] focus on the convention of feature
pattern recognition in the area of big data applications; also in that part, different
applications such as biometrics, multimedia are highlighted. A pattern-based feature
reduction algorithm was also discussed, and different techniques based on machine
learning were presented. Wu et al. [4] proposed a method that can be used in the
diagnosis of non-small cell lung cancer (NSCLC). Through the method of PET-CT,
640 images of each patient were generated for scanning. The author in this study
collects the information of 2,789,675 patients from three hospitals in china, then by
combining images and diagnosis parameters, an algorithm is developed named as
machine decision diagnosis auxiliary algorithm where accuracy can be extended up
to 77%.

Zhao et al. [5] in this study presented a method that depends on filtering, string
mapping, and grasping of local interest pointswith PCA-SIFTdescriptors. The author
in the pattern matching presented a one-to-one symmetric matching (OOS) algo-
rithm used for recognition of NDK, because of its expertise in neglecting wrong
LIP matches linked with other identical strategies. Two issues are addressed here
which are speed efficiency and search effectiveness, so propose a new system struc-
ture LIP-BS, then compare the two systems in terms of speed and accuracy. Srinivas
et al. [6] presented a clustering method based on dictionary learning. In this method,
similar types of images to be grouped into a cluster can be represented by learning
dictionariesmethods. The author proposed an orthogonal matching pursuit algorithm
in which an input query picture is toned with the standing phrasebooks needed to
recognize the contents of lexicon with the sparest demonstration. No training data
are required and work well on medical databases which can be visualized on IRMA
test image database showing better performance. Sotiropoulou et al. [7] presented a
real-time pattern matching embedded system in which a complex system is devel-
oped for image processing. The focus is to find features of the imaging system which
works as an identifier. It depends on perceptive image processing, so in resultant, it
produces precise data reduction and faster pattern matching. Results can be shown
on FPGA device chosen on a complex training algorithm. Sharmila and Sakthi [8]
formed a medical pattern by character collection. The pattern length can differ for
different types of diseases, so it will vary for all patients. So, the author here discussed
amethod that can be used to find the irregular arrangement by grasping the properties
of the dataset, and by this perceiving and finding, an irregular pattern is much easy.
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This research can be executed in MATLAB and investigated on the DNA dataset and
RNA dataset. Rao and Viswanadha [10] proposed a concurrent information retrieval
system (IRS) with multiple patterns for which shaft sequential and parallel string
matching algorithms are proposed. To manage it, a large quantity of data informa-
tion retrieval is required. The planned method simultaneously retrieves the user data
information from the data warehouse which consists of huge unfiltered data. Output
results have presented that the applied advanced string matching algorithms will
decrease the time of searching in both parallel and sequential situations. Zhou et al.
[11] worked on convolutional neural networks (CNNs) based on 3Dmedical images.
In this paper, the author presented an innovative and effectual three-dimensional
convolutional neural network that includes a deep training mechanism needed to
address these encounters. This proposed three-dimensional approach was proficient
in guiding volume-by-volume instruction and implication, and also, this algorithm
performed well on two tasks: (i) 3D CT scans of liver segmentation and (ii) getting
segmentation from 3D images of heart and vessels. The author finds that the speed
is more accurate as compared to conventional methods.

3 Materials and Methods

By analyzing the work done by the different researchers in the literature survey, it
has been observed that more work is required for the detection of pneumonia disease
with more accuracy and precision while observing the different X-ray images. So,
we had developed an advanced VGG16 model as shown in Fig. 1 to provide better
accuracy and can be used as a screening test for pneumonia disease detection.

Fig. 1 Sample images with pneumonia and without pneumonia
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3.1 Pneumonia Chest X-Ray Dataset and Specification

The dataset provided here is divided and grouped into three different segments which
are classified as train dataset, test dataset, and validation dataset. Out of a total
of around 6000 images of the dataset which are in jpeg format are available but
when we apply data augmentation, then the number of images will increase by
a huge margin. Then, it will be classified into two categories as pneumonia and
normal as shown in Fig. 1. This dataset of chest X-ray was used for the diagnosis of
pneumonia. For a better view, all the images of the chest radiograph were examined
by neglecting the low-quality unreadable scans. Some of the scans cannot be removed
as they were difficult to figure out. After this step, the diagnosis of the images was
graded with the help of expert physicians before being cleared for further diagnosis
by the artificial intelligence system. If there exists any type of grading error, their
evaluation can be checked by a third expert. Some of the different sets of images with
pneumonia and normal are shown below in Fig. 1. The sigma operator used below in
the architecture model will sort out the images in two different categories according
to disease prediction.

3.2 Data Augmentation

It is a technique that helps us to use deep learning when the images dataset is limited.
Most datasets today contain millions of images, but if the provided dataset is not
adequate, so here data augmentation can be used. Data augmentation is a very impor-
tant feature by which we can generate different images from the given dataset of
images by applying certain characteristics like flipping the image horizontally and
vertically, zooming, brightness, rotation, width shift, height shift, rescale as shown
in Table 1.

Table 1 Image augmentation
parameters

S. no Method Value

1 Flip Yes (horizontal)

2 Zoom range 0.2

3 Shear range 0.2

4 Rotation range 40

5 Width shift 0.2

6 Height shift 0.2

7 Rescale 1/255
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3.3 Model Deployment

Figure 2 shows the overall architecture of the advanced VGG16-based model which
consists of multiple different segments. In each of its layers, feature extraction takes
its immediate preceding layer as an input, and its output is provided as an input to
the succeeding layers. In the implementation part, firstly, we mount the dataset on
the given model; further, we will use data augmentation techniques to multiply these
images, then the advanced VGG16 model is categorized into three fields labeled
as test, train, and validation. In the test dataset part, sample data tend to produce
an unbiased assessment of the concluding model fitted on the training dataset. This
model is the sampled part of data that is used for model fitting. The validation set is
required for evaluating a given model. So, the directory will be required to categorize
the data in these three different fields, then data will be categorized as normal (0)
and pneumonia (1). Samples of the labeled images are given above in Fig. 1.

Model as shown in Fig. 2 consists of the proposedVGG16model. The architecture
model consists of different layers such as a convolutional layer, max-pooling layer,
batchnormalization, separable convolutional layer alongwithflattening, dropout, and
dense layers. The developed model consists of different convolutional layers with
different dimensions and a ReLU activator. After assembling all of them and after
applying operation, their output is stored as feature maps of different dimensions.
The dense layer is the artificial neural network placed at the end of the advanced
VGG16 model which can be used in the final step. Separable convolutional layer is
placed between dense layer and flattened layer. The flattened layer is contained in
classification value with 0.5 dropout; after this, sigmoid function is activated whose
task is to divide the data into two different categories pneumonia and normal.

In this approach, dataset consists of around 6000 images dataset taken from
Kaggle. The image contained in the dataset has different resolutions from 705*429
to 2331*2012. The set contains both types of images such that normal case and pneu-
monia case images are represented by 0 and 1, respectively. Then, authors perform the

Fig. 2 Advanced VGG16 architecture model
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distribution of data in form of training, validation, and testing phases. We implement
the model by firstly visualizing the data, segmentation, and finally data augmentation
to be applied, and we need it if the dataset size is limited. This will generate multiple
images from the given dataset by applying certain characteristics like brightness,
flipping the image, further, flipping can be consisted of two parts vertical flipping
and horizontal flipping and zooming.

The proposed advanced VGG16 model is divided into three main segments as
training, testing, and validation as shown in Fig. 3. The purpose of division into three
segments is to find the best model with high accuracy. In the first segment, the dataset
was trained; after that, we had applied the data augmentation technique to build an
advanced VGG16model for detection of pneumonia disease. In the testing part of the
model, weighted load and forward propagation were applied to test data to improve
the accuracy. In the validation segment, we are finding the accuracy of our model
by increasing the number of epochs from 1 to 20. After applying that step, multiple
models are developed, so out of all these models, we can save the advanced VGG16
model to predict pneumonia disease.

Fig. 3 Advanced VGG16 model for pneumonia disease
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3.4 Performance Parameters

Performance parameters can be used to find the performance of different classifiers.
After calculating the different fields from confusion matrix, we are able find the
different parameters such as accuracy, specificity, precision, recall, and F-measure.
In confusion matrix, we construct a matrix of 2*2 with the rows and columns. By
visualizing that, we can find the values of a true positive, true negative, false positive,
and false negative based on the true label and predicted labels. Provided a test dataset
and a specific classifier, different parameters decisions can be obtained as

Accuracy: Accuracy can be measured as the correct predictions out of total
predictions performed.

Accuracy = Correct Predictions

Total Predictions

Specificity: Specificity measures the ability of a system to make correct negative
predictions. It is also known as true negative rate (TNR).

Specificity or TNR = True Negatives

True Negatives + False Positives

Precision: Precision measures the ability of a system to produce only relevant
results and can be found by ratio of total positives to the summation of true positives
and false positives.

Precision = True Positives

True Positives + False Positives

Recall: Recall measures the ability of a system to produce all relevant results.
Mathematically, it can be equivalent to ratio of true positives to addition of true
positives and false negatives.

Recall = True Positives

True Positives + False Negatives

F-measure: F-measure calculates the harmonic mean of precision and recall.

FMeasure = 2 ∗ Recall ∗ Precision

Recall + Precision
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4 Results and Discussions

After deploying the advanced VGG16model, the different results of accuracy, speci-
ficity, precision, recall, and F-measure are obtained as shown in Table 3; it shows
the different types of cases where we distinguish the normal cases and cases with
pneumonia as shown in Fig. 4. A further result of our advanced VGG16 model is
shown in the form as described in Table 2with different layer types, output shape, and
parameters. As discussed above, different techniques are deployed into the advanced
VGG16 model. As a final result, we obtain different parameters with the help of data
augmentation and epochs. As we increase the number of epochs from 0 to 20, we see
a decline in the loss curve, and similarly, the accuracy increases as shown in Figs. 5
and 6. As a collective mean, the result showing both the accuracy and loss is shown
in Fig. 7. The performance parameters also obtain some substantial results, where
accuracy, specificity, precision, F-measure, recall are calculated.

The output of the proposed advancedVGG16model including layer type(), output
shape(), and parameter shown above in Table 2. Different parameters are obtained
for different layers with different values which are used for creating the advanced
VGG16 model and further used for the detection of pneumonia disease.

The graph plotted above as shown in Fig. 5 shows the curve between loss and
epoch. As the number of epochs is increasing, the curve for the loss is decreasing.

The graph plotted above as shown in Fig. 6 shows the curve between accuracy
and epoch. As the number of epochs is increasing, the accuracy curve is increasing.

Fig. 4 Normal versus pneumonia cases
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Table 2 Output of the
proposed advanced VGG16
model

Layer type() Output shape() Parameters

Image input (Input
Layer)

(None 224,224,3) 0

Conv1d_1(Conv2) (None 224,224,64) 1784

Conv1d_2 (Conv2) (None, 224, 224, 64) 36,928

Max_pool1
(MaxPooling2)

(None, 112, 112, 64) 0

Conv2d_1
(SeparableConv2)

(None, 112, 112, 128) 8896

Conv2d_2
(SeparableConv2)

(None, 112, 112, 128) 17,664

Max_pool2
(MaxPooling2)

(None, 56, 56, 128) 0

Conv3d_1
(Separable_Conv2)

(None, 56, 56, 256) 34,176

Conv3d_2
(Separable_Conv2)

(None, 56, 56, 256) 68,096

b.n2
(Batch_Normalization)

(None, 56, 56, 256) 1024

Conv3d_3
(SeparableConv2)

(None, 56, 56, 256) 68,096

Conv4d_1
(SeparableConv2)

(None, 28, 28, 512) 133,888

b.n3
(Batch_Normalization)

(None, 28, 28, 512) 2048

Conv4d_2
(SeparableConv2)

(None, 28, 28, 512) 267,264

b.n4
(Batch_Normalization)

(None, 28, 28, 512) 2048

Conv4d_3
(SeparableConv2)

(None, 28, 28, 512) 267,264

Max_pool4
(MaxPooling2)

(None, 14, 14, 512) 0

flatten (Flatten_Layer) (None, 100,352) 0

fc1.1 (Dense_Layer) (None, 1024) 102,761,472

dropout1
(Dropout_Layer)

(None, 1024) 0

fc2 (Dense_Layer) (None, 512) 524,800

dropout2
(Dropout_Layer)

(None, 512) 0

fc3 (Dense_Layer) (None, 2) 1026
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Table 3 Comparison with existing methods

Study (Year) Name of model Accuracy Specificity Precision Recall F-measure

Mohit (2021) Advanced
VGG16 model

0.936 0.918 0.931 0.935 0.942

Rajaraman (2018) Baseline
customized
VGG16 model

0.886 0.814 0.887 0.901 0.913

Zhang (2020) Cropped
sequential
residual model

0.809 0.861 0.753 0.848 0.875
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The graph plotted above as shown in Fig. 7 shows the curve between loss and
accuracy measured and epoch. As the number of epochs is increasing, the curve for
the loss is decreasing, and simultaneously, curve for the accuracy is increasing.

Figure 8 shows below amatrix of 2*2 having different axis true label and predicted
label. So, from these values, different predicted values are true positive, true nega-
tive, false negative, false positive. These values show as true positive (195), true
negative (39), false positive (25), and false negative (365) for a particular set of
implementation.



468 M. Chhabra and R. Kumar

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Lo
ss

 &
 A

cc
ur

ac
y 

M
ea

su
ed

Epoch

Epoch Vs Loss & Accuracy

LOSS

ACCURACY

Fig. 7 Epoch versus loss and accuracy

Fig. 8 Confusion matrix showing the true label and predicted label

True Positive: When a positive instance is predicted as positive, it is known as
true positive (TP).

False Positive: When a negative instance is predicted as positive, it is known as
false positive (TP).
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Fig. 9 Comparison with existing methods

True Negative: When a negative instance is predicted as negative, it is known as
true negative (TN).

False Negative: When a positive instance is predicted as negative, it is known as
false negative (FN).

All these parameters values are obtained as per the formulas given above in the
form of true label and predicted label, and after finding the value of all these perfor-
mance parameters, author tries to compare their values with the existing models who
worked on pneumonia and compare the values of these models as shown below in
the result section.

In the next step, we compared the performance of advanced VGG16 model with
the other models such as (baseline customizedVGG16model and cropped sequential
residual model) in terms of different performance parameters, and it was concluded
that the results of advanced VGG16 models were better as compared to other models
as shown in Table 3, and further, their parameters are shown below in Fig. 9. The
value predicted from our advanced VGG16 model is as follows: accuracy: 0.936,
specificity: 0.918, precision: 0.931, recall: 0.935, and F-measure: 0.942.

5 Discussions

In this study, authors focus on the advanced VGG16-based model with some of its
additional features such as augmentation, shearing, zooming, and here, the main aim
of authors is to develop an advance diagnostic system for prediction of pneumonia
from the X-ray images dataset. By using this model, different parameters can be
obtained. Our model actually uses three types of values such as test the model, train
the model, and validate the model. By providing the input values, we can easily
distinguish the data into two categories such as normal (0) and pneumonia (1).



470 M. Chhabra and R. Kumar

6 Conclusion and Future Work

Due to limited medical resources available in the developing countries like India,
disease diagnosis is still a major concern. Authors have proposed a deep learning
pneumonia disease detectionmodel. An advancedVGG16model has been developed
by applying different data augmentation techniques and fine-tuning technique. Pneu-
monia chest X-ray images dataset downloaded fromKaggle repository has been used
for evaluating the results. The performance parameters were accuracy, specificity,
precision, recall, and F-measure. Authors have achieved classification accuracy of
93.6%. The results were promising and better than some of the recent literature work.
There is an increase in accuracy around (5–15%) as compared to recent existingwork.

In the future, authors are planning to build a deep learning-based multiple disease
classification model from a single chest X-ray images dataset.
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Experimental Study of the Robotically
Controlled Surgical Needle Insertion
for Analysis of the Minimum Invasive
Process

Ranjit Barua , Surajit Das, Sudipto Datta, Amit Roy Chowdhury,
and Pallab Datta

Abstract Needle insertion practice is needed in numerous medical and analysis
techniques, for example, micro-surgery of kidney stone, brachytherapy, neuro-
surgery, biopsy. The main intention of this research is to study the different
phenomenon (force, material properties, deflection, vibrational effects, etc.) of the
surgical needle-tissue interaction process, in which presently micro-surgery mostly
dependent. We study and do research on this kind of experimental and simulation
analysis (FEM), in order to modify the instruments and program coding of robots.
In this current experimentation, the influence of dissimilar insertion speed and the
different types of vibrational frequencies on surgical needle insertion force has been
evaluated by 2 DOF robotically linear control investigational system. The precision
of this experimentation was established by robotically controlled surgical needle
penetration into gel. The surgical needle insertion tests were completed by different
types of speed such as 10 and 5 mm/s; different types of frequencies, i.e., 150 and
60 Hz; different percentage of hydrogel compositions (10 and 5% PVA); and also
different diameter of bevel needle (0.4 and 0.64 mm); the highest forces were chosen
for evaluating the outcome of speed and vibration frequency on surgical needle insert
force. In this experiment, the surgical needle’s highest insertion force was identified
at the speed of 10 mm/s and 150 Hz frequency.
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1 Introduction

Several crucial medical cures and diagnoses processes are effectively conducted by
surgical needle attachment practice. Flexible surgical needles are desperately advan-
tageous to influence any difficult human organ position like any inner curved vascular
networks or any internal anatomical section [1, 2]. Hence, it is significant to observe
and analysis the procedure of surgical needle insertion technique and also study the
different restrictions of insertion process like the deflection phenomenon of needle
and the distortion of sample tissue mimic bio-gel material or living tissue. Barua
et al., 2019, [3] have clarified that the cutting force of surgical needle throughout
the insertion practice is also varies on additional forces, such as needle-tissue/gel
friction force, cutting force of surgical needle, and also the stiffness force. During
the insertion process, surgical needle steering also comprises with different forms of
mechanism [4, 5], having with horizontal guidance [6], surgical needle tip oriented
direction, and applying the forces to the interaction zone where the surgical needle
will interact [7]. There are numerous benefits of conventional approaches of vibratory
cutting similar to exact surface finish and least cutting force [8]. In this experiment,
the sample gel material deforms with the experimental surgical needle tip edge. With
the analysis of Voigt model, dynamicmodel is considered to examine the relationship
between the surgical needle tip penetration force and also the velocity of surgical
needle tip. This model is useful to illuminate the effect of vibration on surgical needle
insertion force. Here, two different insertion velocities were accomplished to ratify
this experiment.

2 Work Proposal

In this experimentation, a robotically controlled surgical needle insertion method
has been examined by experimentation and simulation and by way of two dissimilar
speed (5 and 10 mm/s) and two dissimilar vibration frequencies (60 and 150 Hz); so
that in micro-surgery, the result of the minimum invasive procedure can be analyzed
properly, which is also considered to investigate the effect of needle speed and impact
of the vibrational frequency on surgical needle insertion practice. In this experiment,
we have used PVAhydrogel, as PVAhydrogel propertiesmimics the porcine liver [3].
Abaqus software by Dassault Systèmes® was used to analyze the force estimation,
and we will compare the experimental result with simulation result.

SurgicalNeedle InsertionModel. Surgical needle insertionmethodhas been applied
in various surgical procedures, for example, ureteroscopic lithotripsy (URSL), biop-
sies [9, 10], brachytherapy [11], and neurosurgery [12]. To examine the surgical
needle insertion method, the surgical needle steering [13] and the surface contact
mechanism [14] of surgical needle are significant constraints to evaluate the asso-
ciate forces [15]. Needle penetration force is mainly the summary of the frictional
force and tip force of the needle [16]. In this research, a 10% PVA gel has been
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Fig. 1 Surgical needle
insertion model

developed as an experimental gel material, such as there have no film on the outer
gel surface area. So, we are not bearing in mind the stiffness force of the surgical
needle for this present investigation (see Fig. 1).

The total surgical needle insertion force is defined below:

Fi = f f + ft (1)

Here, Fi defines the surgical needle insertion force, f f defines frictional force,
and ft is the tip force of surgical needle.

For the period of this insertion procedure, the element of frictional force is raised
as a result of the surgical needle shaft slithering into the tissuemimic bio-gel material
which is also influenced by the normal force of the needle.

f f = μ f N (2)

fN defines the normal force of the surgical needle, which is also influenced by the
diameter (d) and contact length (l) of the needle and also the foundation modulus.

fN = kld/2 (3)

“k” signifies the foundation modulus.
Frictional force of the surgical needle during the insertion process is also governed

by the outer diameter of needle (Dn), the physical properties needle material, and
tissue mimic bio-gel, i.e., the Young’s modulus of needle (pN) and gel (pG), insertion
distance (L), and the Poisson’s ratio (Vn) (see Fig. 2).

f f = −μDn0.65εN
2(1 − ϑ2

n )

(
12

√
εNπd4

εG I (1 − ϑ2
n )

)
L (4)

In this research, a robotically controlled vibrational surgical needle is applied for
needle penetration procedure, if the tip velocity is defined Vt , which can be deter-
mined by the vibrational surgical needle velocity (Vv) and surgical needle penetrating
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Fig. 2 Gel bending model

velocity (Vi ).

Vv = 2π ft Atcos(2π t/T ) (5)

Here, the frequency and amplitude of surgical needle tip are defined by ft and At .

At the stable situations, the surgical needle cutting force is continual, and the total
insertion force will be:

Fi =
⎧⎨
⎩ f f + fc

f f
=

⎧⎨
⎩

−μDn0.65εN
2(1−ϑ2

n )

(
12

√
εNπD4

n
εG I (1−ϑ2

n )

)
L + C ideformmax ≤ i ≤ i insrtmax

−μDn0.65εN
2(1−ϑ2

n )

(
12

√
εNπD4

n
EG I (1−ϑ2

n )

)
L i insrtmax ≤ i ≤ iexit

(6)

Experimental Model. In this experimentation, we practiced 16 G bevel tip needle
(length 70 mm) and two different percentage of experimental PVA gels (5 and 10%)
which are basically tissue mimic. The surgical needle is fixed to 2 DOF robotically
controlled experimental setup (Fig. 3). In the beginning, we applied dissimilar feed
deviation, and at that time, variant the frequency and every single difference are

Fig. 3 Experimental arrangement
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Fig. 4 Simulation model

verified for five times. Themeasurement of the experimental tissuemimic gel sample
is 40× 50× 20mm (h×l×w). F/T sensor (6DOF)was fixedwith the investigational
prototypical which have a basically the force range 25 N and the accuracy ≈ 5.75
mN.

A data acquisition card was applied to alter the analog to digital signal on the
screen of computer monitor. A pizeo-actuator was fixed with experimental surgical
needle for producing the vibration, and the vibration amplitude varies 0–100 µm. In
this experimentation process, two dissimilar forms of velocity, i.e., 5 and 10 mm/s
and two dissimilar vibrational frequency, i.e., 60 and 150 Hz were examined, and
also, two different types of gel material were used for force estimation like 5 and
10% PVA gel. Simulation process is being analyzed by Abaqus software by Dassault
Systèmes® (see Fig. 4).

3 Results and Discussions

Analysis of insertion force and velocity. Figure 5 displays that the surgical needle
insertion force increases for both experimental cases (5 and 10 mm/s), and also, it
is noticed that the insertion forces for both precipitously elevated between 30 and
40 mm of insertion depth. In this experiment, the gel has viscoelastic properties
(as the gel is tissue mimic), and the maximum force was detected for the period
of the concentrated speed of the surgical needle. Total experimental surgical needle
insertion force increases with the velocity of experimental needle, in addition to the
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Fig. 5 Force summary of surgical needle insertion by two altered speed: 5 and 10 mm/s

needle insertion depth. Hence, it can be understood that the both surgical needle
velocities and the penetration forces are relational and influenced by each other.

Analysis of insertion force and vibration frequencies. Figure 6 displays the influ-
ence of dissimilar vibration frequencies on surgical needle penetration force at fixed
amplitude 1.5 µm. At 150 Hz, the maximum force was observed, but the gradient
of the surgical needle insertion forces was equivalent as a result of const. speed and
amplitude.

Fig.6 Force summary of
surgical needle insertion by
two altered frequencies: 150
and 60 Hz
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Fig.7 Force profile during
different gel materials: 5 and
10% PVA

Analysis of force characteristics with gel material properties. Figure 7 displays
that the surgical needle insertion force is increasing for both gel materials during the
experimental practice; however, the determined force was observed at the insertion
experiment with 10% PVA, as the nonlinear viscoelastic properties of 10% PVA gel
(viscous and elastic properties) are more than 5% PVA gel. Therefore, the insertion
force depends on material properties; maximum insertion force will be required for
more density material.

Analysis of needle deflection at needle insertion experiment. In Fig. 8, it shows that
both the needles are deflected from their own path. In this experiment, two different
types of diameters like 0.4 and 0.64 mm bevel tip needle are used to observe the
needle deflection variation. The experimental gel is viscoelastic gel; when needle

Fig.8 Needle deflection
profile during different gel
materials: 5 and 10% PVA
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Fig.9 Simulation and
experimental force profile

insertion process takes place, dry Coulomb friction will act on the outer surface of
the needle. Therefore, the surgical needle needs more force for completion of the
insertion process. The maximum deflection was noticed in 0.4 mm diameter needle
insertion process. So, to keep the needle track in exact position, needle diameter
plays an importance role.

Analysis of simulation and experiment model. In this study, the simulation
of surgical needle insertion process was done by Abaqus software by Dassault
Systèmes®, and also, we consider the gel object as nonlinear properties because
human tissue also contains viscoelastic nonlinear properties. Figure 9 displays that
the force summary of both experiment and simulation is increasing with surgical
needle penetration depth, but in the event of experimental procedure, the maximum
force was observed.

4 Conclusions

Presently, micro-surgery plays an important in modern medical surgery like removal
of gall stone, kidney stone, ureteroscopic lithotripsy (URSL). In this study, a robot-
ically controlled surgical needle penetration experiment has been investigated by
conducting tests and computational simulation. In this experimentation, two dissim-
ilar speed and vibrational frequencieswere used. To get better results, each of the tests
was done five times, so that minimum invasive procedures can be analyzed properly.
This experimental study creates one thing noticeable that in the travel plan during
the micro-surgery process by surgical needle insertion, a number of considerations
play an essential character, for example, the velocity parameter of surgical needle
insertion, the effect of vibrational characteristics. The experiment indicates that the
needle insertion force proportionally rises with the needle vibration and velocity.
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In case of stable or const. frequency, the highest surgical needle penetration force
is detected at 10 mm/s, and furthermore, at const. speed and const. amplitude, the
highest insertion force of surgical needle was observed in 150 Hz.
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A Secured IoT-Based Health Care
Monitoring System Using Body Sensor
Network

J. Swetha Priyanka , Medamoni Sai Kiran, and Phanidar Nalla

Abstract Nowadays, the advancement in technology is seen replacing the existing
methodologies with the intelligent ones in the modern health care system. The main
perspective of this proposed work is to monitor the vital parameters of the patient
continuously, which is very helpful in controlling chronic diseases. In this paper,
an emphasized version of fall recognition is introduced to monitor the stance of a
senior citizen or a physically handicapped. Along with this, breathing, heartbeat, and
temperature of a person are alsomonitored to know the patient condition. The sensing
elements in this work are temperature sensor (LM35), sound sensor, microelectrome-
chanical system (MEMS) sensor, and pulse sensor, these sensor parameters are given
to Raspberry Pi and it will communicate with the cloud, where the monitored data
are stored. Whenever an abnormal value is observed, Twilio will send SMS to the
mobile of caretaker or doctor.

Keywords Temperature sensor · Sound sensor · Pulse sensor ·MEMS · Raspberry
Pi · Cloud · Twilio

1 Introduction

At present, the number of doctors is less compared to increased number of patients.
As the population in increasing, doctors are not enough to take care about patients.
The cost of patient care is also high. People must take care by themselves. They need
some technical support to ease their work. Many new devices are replacing older
ones. Though they are meant to help people, they are not used by many people like
older people, uneducated, etc. This will also help to know the fall detection of the
patient. By using these sensors, the sensor information is monitored by Raspberry Pi
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and sends information to ThingSpeak cloud. This work makes use of communication
platform like Twilio. Patient’s data can be monitored by the doctor or caretaker when
they are connected to the Internet. The emergency alert or message will be sent to the
patient caretaker/doctor if the sensor value exceeds given the threshold data. Thus,
the doctors can know the symptoms or reactions of a patient for a long amount of
time, then it the doctors can treat the patients effectively. So, this helps in speedy
recovery of the patients. By this, the cost of patient care can be reduced. This gadget
can be further used as medicine reminder also.

2 System Description

In this work, data aggregator is Raspberry Pi, where all the information is collected
and it is used as a processor, which performs calculations on the data obtained.
All the analog sensors continuously measure temperature, heartbeat, position of
patient, etc. These analog signals are given to Raspberry Pi. The sensors include
breath sensor, temperature sensor, pulse sensor, and microelectromechanical system
(MEMS) sensor. Since Raspberry Pi performs calculations with digital data, an A to
D converter is required to convert sensors’ analog input data to digital data. Output
can be monitored continuously on the monitor while executing. This can be simul-
taneously recorded on the cloud to store data. We also use Twilio communication
platform to send message to caretaker (Fig. 1).

Raspberry Pi 3B+ The Raspberry Pi is a low cost, credit-card sized computer
that plugs into a computer monitor or TV using HDMI to VGA converter, and uses
a keyboard and mouse to give input to the Raspberry Pi. It is device that enables
people of all ages to explore computing and to learn how to do programming in
different languages like Scratch and Python. It works on Linux operating system.

Fig. 1 Block diagram
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Raspberry Pi has many features, which are very helpful to build many applications. It
is faster than another microcontroller because of its high clock speed, i.e., 1.4 GHz.
It can process high-end programs for applications like cloud server, gaming, weather
station console, etc.

Analog to Digital Converter (MCP3008) Analog to digital converter MCP3008
uses successive approximation technique having 10-bit resolution. It has sample and
hold circuit to get discrete values. It could be programmed for 8 single ended inputs or
4 pseudo input pairs. Integral nonlinearity (INL) and differential nonlinearity (DNL)
are specified at ±1 LSB. It will use the serial peripheral interface bus protocol.
Raspberry Pi’s GPIO header supports this protocol. It has conversion rate up to
200ksps. Robotics, multichannel data loggers, data acquisition, instrumentation, and
measurement are some its applications.

Sound sensor (LM393) A sound sensor (LM393) is used to check whether a
person is having any abnormality in breathing. If the person breathes heavily, sound
waves are produced from the patient’s mouth. If that sound exceeds threshold, it can
be detected. The sound sensor module provides an easy way to detect sound and is
generally used for detecting sound intensity. This module can be used for security,
switch, and monitoring applications.

Temperature sensor (LM35) The LM35 series are exact integrated-circuit
temperature devices with an output voltage linearly proportional to the Centigrade
temperature. This output voltage can easily be evaluated to obtain a temperature
reading in Celsius. The benefit of LM35 over thermistor is external calibration which
is not required. The formula for converting the voltage to centigrade temperature for
LM35 is temperature (in Centigrade) = voltage read by ADC/10 mV).

Pulse sensor (SEN11574) This sensor is used to offer output digitally of heart-
beat at the same time as finger is placed, and this output will connect to microcon-
troller right now to degree the beats per minute (BPM) rate. While heart is pumping
blood through blood vessels, finger becomes more opaque. Because of this, very less
amount of light reaches from light emitting diode to the detector. For every pulse,
the detector’s signal is varied. Electric signal is generated with this varied detector
signal by conversion.

MEMS sensor (ADXL335)MEMS is the abbreviation for microelectromechan-
ical systems. The ADXL335 is an accelerometer, which has three axis, i.e., X, Y,
Z. Based on the position of axes, signal voltage is conditioned. The output of signal
obtained from the extent of diaphragm deformation. It is used to know the position of
patient, i.e., standing or sleeping. When the patient fell down suddenly, there will be
change in the values of axis. Whenever the value crosses threshold value, it implies
that patient has fell down.
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Fig. 2 Schematic diagram

3 System Implementation

The schematic diagram of this device is given below. All the sensors are connected
to ADC to convert analog to digital values. The output of ADC is connected to
Raspberry Pi. The flow of execution of the implementation is given below (Figs. 2
and 3).

The flow of execution of the proposed implementation is given below:

• Firstly, we convert sensors’ analog values to digital values.
• Connect the system to cloud using API key.
• Whenever digital data crosses threshold values, message will be sent to mobile

using Twilio.
• If the digital data are less than threshold, the digital values just displayed on the

monitor.
• For all the observed data are stored in ThingSpeak cloud simultaneously.

4 Software Implementation

Raspberry Pi is used in this work, and the software required for this work is ThingS-
peak cloud and Twilio. In this implementation, Python language is used for software
interaction. The Python program is saved in SD card of Raspberry Pi.
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Fig. 3 Flowchart

5 Results

The hardware setup is shown in below Fig. 4.

Fig. 4 Hardware setup
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Fig. 5 Output on monitor

Theworkingmodel for this proposed system is designed and implemented. All the
sensors are checked in such a way that their values are below and above the threshold
value. Since, the clock speed of Raspberry Pi is high, the calculations performed on
digital values are fast enough to get accurate values.

In the Fig. 5, temperature and pulse values have exceeded the threshold values.
Then, message is sent to mobile through Twilio. One should have Twilio account
to send or receive message. To store data in cloud, a channel must be created. This
channel must have fields which contain all the parameters of the patient.

The output on the monitor is observed as shown in the following figures:
While displaying on themonitor, those output onmonitor values is simultaneously

in the ThingSpeak cloud in the allocated channel. But the only problem with this,
user must have connected to Internet to check the recorded data in cloud (Fig. 6).

When an abnormal value is observed, message is sent to mobile as shown in figure
(Fig. 7).

6 Conclusions

This system helps to give better health care services to patients in the form of speed
and accuracy. The information collected is processed and sent to ThingSpeak cloud.
Then, doctors can use this data for analysis of the disease and provide effective
solution. This system reduces the cost of patient care by doctors or nurses in hospitals.
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Fig. 6 Data on ThingSpeak

Fig. 7 Received messages

The design and implementation of thework helpmonitoring the patient’s health status
fromanywhere.Message has been sent usingTwilio communication platform. Patient
data can be checked at any time. The developed system can be used at home aswell as
in traveling. This system has special features which involve less need of doctors. This
system is easy to operate and can be used for many purposes at a time. This system
can be also used medicine reminder, fitness monitoring, chronic disease monitoring,
etc.
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Breast Cancer Patient Classification
from Risk Factor Analysis Using
Machine Learning Classifiers

Deepti Sharma, Rajneesh Kumar, and Anurag Jain

Abstract Breast cancer-related mortality in females is a rising global health
problem. The fact that for the greater duration of its course of spread, it shows
no clinical symptoms, further makes it more challenging to control. Earlier diag-
nosis has deciding role on prognosis of disease. Innovative diagnostic techniques
have provided a large database of disease. These databases, with support of machine
learning, provide us a framework to arrive at a decision. This paper aims to find
machine learning usefulness, its techniques and algorithms for breast cancer predic-
tion. In thiswork, classifiers such as naïveBayes, random forest, sequentialminimum
optimization (SMO) and logistic regression are used for classification of breast cancer
patients based on different risk factors. Performance of these machine learning algo-
rithms is analyzed based on accuracy, F-measure, recall and precision usingWaikato
Environment for Knowledge Analysis (WEKA). Naïve Bayes classifier has given
the accurate classification of patients at high risk and low risk of breast cancer.

Keywords Breast cancer · Machine learning · Risk factors · And Risk
assessment · Random forest (RF) · Support vector machine (SVM) · Sequential
minimum optimization (SMO)
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1 Introduction

Any tissue growth consisting of mutated cells and which is uncontrolled is known
as cancer. It can involve any body part and any type of tissue. Cancer disease can
affect both young and old host bodies. In the case of breast cancer, it has been
found to have the highest incidence rate in females. It grows much faster in younger
females than older ones. It has been found to become double in diameter fromwithin
1.2 months in young females compared to 6.3 years in older females. When it has its
origin from cells of the milk duct, it is termed as ductal carcinoma, or in the case of
glands, it is termed as glandular carcinoma. It begins as a small tumor mass within
breast tissue, which, if having irregular border or speculation, may later become
malignant/cancerous [1]. Some of the significant symptoms associated are lumps in
the breast with any texture or volume and with hard or soft edges. Another sign is
the pain in breast tissue. Also, there may be a change in the nipple region in the form
of retraction, ulceration, itching and bleeding [2].

Broadly, breast cancer can be categorized in in situ, i.e., localized breast cancer
and invasive breast cancer. In situ carcinoma can further be of two types: ductal
carcinoma in situ (DCIS) and lobular carcinoma in situ (LCIS). Out of these two,
LCIS is generally believed tobebenign and is not having thepotential to progress in an
invasive variety of cancer. In contrast, invasive cancer variety can develop fromDCIS.
It grows very slowly and sometimes may not be requiring treatment. Researchers
have shown about 20–53% of cases of DCIS get to progress to an invasive type of
cancer. Invasive breast cancer constitutes a larger group of breast cancer, making
it about 81%. By invasive cancer, it implies that the tumor is infiltrating in nature,
and it has broken down the walls of glands and ducts from where it has originated.
Initially, breast cancer was considered a single entity, but it has been established that
it is having four molecular subtypes and twenty-one histological subtypes. Histology
refers to types of tissue from where breast cancer has the origin. Different histologic
types have various risk factors, clinical picture, treatment outcome, etc. Histology is
classified according to shape, size and arrangements of breast cancer cells [1]. The
different types of breast cancers are explained below in Table 1.

The two most common breast cancer risk factors are advanced age and family
history of the patient. For estimation of lifetime risk (LTR), many empirical and

Table 1 Classes of breast
cancer

1 Invasive breast cancer • Ductal

• Lobular

2 In situ • Ductal carcinoma in situ
(DCIS)

• Lobular carcinoma in situ
(LCIS)

3 Other • Inflammatory
• Tubular
• Pregnancy-induced
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statistical models have been proposed by authors in the past decades. Mostly, models
relied on the family history of the patient, but some models relied on other factors as
well. These models have a role in patient screening, genetic counseling, testing and
research related to breast cancer.

Broadly, these models can be categorized on risk factors they incorporated and
the kind of information we get from them. However, they can be classified into three
classes: first, which estimates breast cancer risk; second, which determines risk for a
genetic mutation in BRCA1 and BRCA2 genes known for increasing breast cancer
risk; thirdly, which predicts the risk for both the groups. Based on risk factors, some
models incorporated risk factors such as family history, while others were based on
hormonal and environmental factors as well. With knowledge, growing, other risk
factors have also been added from time to time, like radiographic and histological
data. Each model developed is population-specific, for which it has been developed.
But, it has to be validated firstly for its implementation. The two most commonly
used validation measure techniques are discrimination and calibration [3].

Early-stage breast cancer was usually diagnosed by radiological imaging tech-
niques or molecular. Earlier mammograms by X-ray machines and magnetic reso-
nance imaging (MRI) were methods for more rapid detection of breast cancer. Also,
serum micro-RNA and urine DNA damage were seen as initiating lesions for breast
cancer. These old techniques are less significant nowadays. American cancer society
supports early detection of breast cancer so that it may be identified and cured early.
Early diagnosis improves the long-term prognosis of disease as well [4]. Early detec-
tion of disease enhances the chances of successful treatment by concentrating on
symptomatic patients in an early stage. Late diagnosis of cancer results in the low
likelihood of survival, low resource settings, higher costs of care, more significant
morbidity of treatment and results in deaths or disability arising from it. Cancer
outcome improves from a timely diagnosis and provides better options for the medi-
cation to the clinicians. Therefore, the current focus on cancer research is upon
etiology and modalities of treatment for cancer prevention and efficient treatment
later on, if it arises [2, 3]. The risk factor associated with breast cancer is divided
into three main categories like personal or hormonal factors, breast disease-related
and hereditary factors [5]. Some classic models like the Gail model, BCRAT model,
Claus model, BRCAPRO model, BOADICEA and IBIS Tyrer-Cuzick models are
divided according to the risk factors included in them.

This paper is divided into seven sections. The role of machine learning in breast
cancer prediction and conventional machine learning techniques have discussed and
compared on different parameters is discussed in Sect. 2. Section 3 analyzes perfor-
mancemetrics like accuracy, precision, recall.Methods andmaterials used and exper-
imental setup are discussed in Sect. 4. Performance evaluation and comparison are
in Sect. 5. At last, Sect. 6 gives result and concludes this paper as the scope of future
scope of action.
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2 Machine Learning in Breast Cancer Prediction

Machine learning is a subdivision of artificial intelligence in which algorithms learn
from the data in supervised or unsupervised guidance to classify the data and to
provide some valuable predictions. An algorithm in machine learning is designed to
accomplish a specific task and trained on data and revised.

Data mining and machine learning techniques have been progressed for the detec-
tion and classification of breast cancer [6, 7]. The steps for prediction are divided
into pre-processing, feature extraction and classification. The flowchart to construct
a machine learning-based model is shown in Fig. 1.

Machine learning is in growing demand day by day because of becoming a service.
Expert knowledge is required to understand the concept of machine learning. An
expert with the knowledge and skills is needed to understand the concepts of pre-
processing, feature selection and classification processes. Applications of machine
learning in health care like detection of the type of cancerous cells help doctors in
many ways. Techniques of machine learning are very much useful in detecting and
classifying the patients in the high category risk of patients and low-risk patients [6].
Scientists have used many screening methods in the early stage of the disease to find
the type of cancer before the symptoms arise. New strategies have been developed for
detecting cancer at an early stage. A large number of hospitals and cancer research
institutes provide cancer patients with data for the community of medical research.
Accurate prediction of disease is the ultimate purpose and challenging task for clini-
cians. Machine learning techniques are commonly used bymedical researchers these

Fig. 1 Flowchart of machine learning-based prediction model
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days. These techniques are used to extract patterns and relationships associated with
the dataset. The detection and classification of patients are helpful in breast cancer
diagnosis.

Screening methods are available and used like mammography, magnetic reso-
nance imaging (MRI), digital breast tomosynthesis (DBT) and ultrasound for the
classification of proteomic and genomic malignancies. Machine learning techniques
provide identification, classification and detection of tumors and other malignancies
[7]. Prediction and prognosis of cancer are different from the purposes of detection
and diagnosis. The main concern in prediction or prognosis is with these predictive
facts:

(i) The prediction related to the susceptibility of cancer (i.e., risk assessment):
Possibility of developing cancer before the recurrence of the disease is formed.

(ii) The prediction of cancer recurrence: Possibility of redeveloping of cancer is
formed even after the proper treatment of cancer.

(iii) The prediction of cancer survivability: It is the predictions related to the result
or outcome after the diagnosis of the disease. The success depends on the
quality of diagnosis in the cases of recurrence and

2.1 Process of Risk Prediction in Breast Cancer

The process of risk prediction in breast cancer has been depicted in Fig. 2.
In machine learning or deep learning-based prediction system process, many

modules are responsible for the overall correct and accurate prediction. The first
step in any prediction is the collection of data like in disease prediction. We need
to take electronic health records from any hospital or available online repositories
according to our area of research. This process is called capturing of data; after
this step, storing and sharing of the data step. Next, the primary phase is to analyze

Fig. 2 Process of disease
prediction in breast cancer

Process 

•Collection of Datasets (Electronic 
Health Records, Genomic,Behavoural) 

•Storing and sharing of Data 

of 

•Data Analysation (Pre processing of 
data, feature extraction, machine 
learning, classification, Regression, 
clustering)

•Searching

Predic on 

•Decision support
•Prediction
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the data by extracting and selection of features and application of machine learning
technique and then finally the result in the form of prediction using decision support
[8].

2.2 Machine Learning Techniques in Breast Cancer
Prediction

In machine learning, feature selection is a process in which related attributes of a
subset are chosen from various class attributes, and it is essential to build a model. To
create a valid predictive model, selection of features is an important task. The choice
of features for a model has different methods and advantages. Some advantages of
feature selection are:

(i) It makes the machine learning model faster and effective.
(ii) It interprets the results more quickly.
(iii) Reduced the complexity of the model.
(iv) Accuracy of the model is increased if the right features are chosen.
(v) Over-fitting of the model is reduced [9].

The different features for a subset of attributes have interrelationship between
them; it is challenging to choose independent anduseful features among the subgroup.
Many approaches have been proposed in the literature for the feature selection in
breast cancer [10]. The main three methods for feature extraction are:

(i) Wrapper Method: The wrapper method chooses the subset that has optimal
features. In this, all the best features are guided by the learning process.

(ii) Filter Method: The filter method is a pre-processing step and uses general
features. The selection of attributes is not dependent on the learning process
in this.

(iii) EmbeddedMethod:Thismethodhas the qualities of both thefilter andwrapper
method in the selection of best subset.

2.3 Classic Machine Learning Algorithms Related to Breast
Cancer Prediction

Machine learning deals with the programming of machines that learn from experi-
ence. Here experiences are for the machines is the kind of data that it has to deal with
while performing. It provides machines with the ability to make decisions. It is the
kind of artificial intelligence that gives intelligence to machines. In the health care
prediction system, the “interactive machine learning” approach is desirable [11], and
this approach leads to the improved learning procedure that machines learn in the
same way as we human beings do. Humans received knowledge about something
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Fig. 3 Training data and
testing data

and kept that knowledge in mind and perform the identification of things by using
that knowledge experiences from the past to help in making decisions for the future.
The human brain trains itself by observing features and patterns available in that
knowledge. Machines are also able to learn from data and experience given to them.
Data provided to the machines are of two types, as depicted in Fig. 3.

(i) Training data: Machines learn the patterns and features from the training data
and trained to make decisions from that data like classification, identification
and prediction of new data.

(ii) Test data: Data received from training data are checked with test data to know
the accuracy of decisions and predictions of the machines.

3 Performance Metrics

After the process of collecting datasets, pre-processing of data, feature extraction,
feature selection, then classification, regression or clustering and getting output as a
model, the final step is to check the efficiency of the buildmodel.Various performance
evaluation metrics are available for machine learning-based prediction models. The
main performancemeasures are log loss, accuracy, precision, recall, sensitivity, speci-
ficity, F-measure, receiver operating characteristic curve (ROC), area under the curve
(AUC), etc.



498 D. Sharma et al.

3.1 Confusion Matrix

The confusion matrix is an easy and intuitive outline for prediction. It defines the
correct and incorrect predictions of a binary ormulticlass classification by each class.
Table 2 defines how the performance of a classifier is tested. Many machine learning
models are tested and analyzed for the prediction of any disease using this matrix.
True positive, true negative, false positive and false negative values are calculated
for various matrices that are defined below [12, 13].

(i) True positive (TP): Breast cancer detected, and the patient is identified through
an algorithm.

(ii) True negative (TN): Breast cancer not detected, and a patient is a healthy
person.

(iii) False positive (FP): Healthy person is identified as a breast cancer patient.
(iv) False negative (FN): Breast cancer patients are identified incorrectly as healthy

by the algorithm.

Accuracy (ACC)

It shows that how much the predictions are correct for a classifier, and how many
samples are misclassified is also given in this. Accuracy defines the total accurate
predictions divided by whole samples. The formula for calculating accuracy is given
below:

ACC = T P + T N

FP + FN + T P + T N

Sensitivity (recall)

Recall is the no. of true results divided by the finding that has to be returned. It defines
all the relevant cases in a database.

Recall = T P

T P + FN

Table 2 Confusion matrix

Confusion matrix: Predicted values are
denoted by columns, and actual values are
indicated by rows

Predicted

Breast cancer not
detected

Breast cancer
detected

Actual Breast cancer not detected TN FP

Breast cancer detected FN TP
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Precision

Precision is defined as the no. of true results divided by all returned results. It shows
the quality of our prediction.

Precision = T P

T P + FP

Specificity

Specificity is defined as the no of True negative values divided by all negative
assessments.

Specificity = T N

T N + FP

F1-score

The harmonic mean of precision and recall which combines the both is the F1-score
measure.

F = 2 ∗ Precision ∗ recall

Precision + recall

In addition to the above metrics, area under curve (AUC) is the measure of
threshold settings for the different classification problems. Receiver operator char-
acteristics curve (ROC) plots the positive and negative values to provide information
more directly. The shape of the ROC curve contains lots of different values predicted
by the confusion matrix. ROC is the probability curve, while AUC is the capability
curve [14, 15].

4 Methods and Materials

The data were obtained from the UCI machine learning repository. It includes 286
instances and 10 attributes [16]. The attributes used in the dataset are depicted in
Table 3.

4.1 Experimental Setup

To practice the machine learning algorithms, WEKA software has been used. It is an
open-source data analysis tool, which takes data in the attribute relation file format
(ARFF). It can do the task of pre-processing of data, investigates the behavior and
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Table 3 Attributes of the
dataset

Number Attribute

1 Age

2 Menopause

3 Tumor size

4 Inv-nodes

5 Node-caps

6 Degree of malignancy

7 Breast

8 Breast quadrant

9 Irradiation

10 Class: patient at high risk or low risk

finds patterns in the dataset. To test the effectiveness of model, cross-validation (CV)
technique is used, which provides performance of any machine learning model.

In a limited data, to evaluate the model, it is a re-sampling procedure. In cross-
validation, a sample or portion of data is kept aside on which model is not trained,
and this portion or sample is used later for the testing and validation. Patients at low
risk and high risk are classified using weighted average in this work [17]. In this
work, naïve Bayes, random forest, sequential minimum optimization (SMO) and
logistic regression machine learning algorithms are evaluated using Weka software.
Classification accuracy of any model is the total number of correct predictions in
any dataset divided by the total number of predictions. In classification problems,
accuracy is inappropriate for imbalanced data as a performance measure. Accuracy
is the combination of F-measure recall and precision; based on these parameters,
accuracy can be measured. The accuracy of the predictive model is calculated based
on values of F-measure, precision and recall. The performance evaluation of all the
four algorithms is shown in Sect. 5, and Figs. 4, 5 and 6 show the comparison of all
the various classifiers in the terms of F-measure, recall and precision [18, 19].

Fig. 4 Comparison of all the
four algorithms based on
F-measure
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Fig. 5 Comparison of all the
four algorithms based on
precision
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Fig. 6 Comparison of all the
four algorithms based on
recall
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5 Performance Evaluation and Comparison of Classifiers

5.1 Performance Evaluation of Classifiers

Detailed accuracy with random forest algorithm is shown in Table 4, and the confu-
sion matrix corresponding to this is shown in Table 5. Detailed accuracy with naïve
Bayes algorithm is shown in Table 6, and confusion matrix of naïve Bayes is shown
in Table 7.

Table 4 Detailed accuracy with random forest algorithm

Class TP rate FP rate Precision Recall F-measure ROC area

Patient at low risk 0.846 0.671 0.749 0.846 0.794 0.638

Patient at high risk 0.329 0.154 0.475 0.329 0.389 0.638

Weighted average 0.692 0.517 0.667 0.692 0.674 0.638

Table 5 Confusion matrix of
random forest algorithm

Class A B

A = low-risk patients 170 31

B = high-risk patients 57 28
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Table 6 Detailed accuracy of naive Bayes algorithm

Class TP rate FP rate Precision Recall F-measure ROC area

Patient at low risk 0.836 0.565 0.778 0.836 0.806 0.701

Patient at high risk 0.435 0.164 0.529 0.435 0.477 0.701

Weighted average 0.717 0.446 0.704 0.717 0.708 0.701

Table 7 Confusion matrix of naive Bayes algorithm

Class A B

A = low-risk patients 168 33

B = high-risk patients 48 37

Table 8 Detailed accuracy of sequential minimum optimization (SMO)

Class TP rate FP rate Precision Recall F-measure ROC area

Patient at low risk 0.831 0.647 0.752 0.831 0.791 0.646

Patient at high risk 0.353 0.169 0.469 0.353 0.403 0.646

Weighted average 0.689 0.505 0.668 0.689 0.675 0.646

Table 9 Confusion matrix
for SMO

Class A B

A = low-risk patients 167 34

B = high-risk patients 55 30

Tables 8 and 9 show the accuracy with SMO and its confusion Matrix. Detailed
accuracy of logistic regression is in Table 10, and its confusion matrix is in Table 11.

Table 10 Detailed accuracy by class for logistic regression

Class TP rate FP rate Precision Recall F-measure ROC area

Patient at low risk 0.851 0.671 0.752 0.851 0.797 0.59

Patient at high risk 0.329 0.149 0.483 0.329 0.392 0.59

Weighted average 0.696 0.516 0.671 0.696 0.677 0.59

Table 11 Confusion matrix
for logistic regression

Class A B

A = low-risk patients 171 30

B = high-risk patients 57 28
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5.2 Comparison of Algorithms on the Basis of F-measure,
Recall and Precision

Comparison of F-measure, precision and recall for all the four algorithms on the
values in above tables is shown in Figs. 4, 5 and 6, respectively.

6 Result and Conclusion

6.1 Result

The nature of training data affects the performance of learning techniques. Confusion
matrices have an excellent role for evaluating classifiers. In non-parametric estima-
tion techniques, weighting function is considered as a kernel. In kernel density esti-
mation, it estimates density functions of random variables, and in kernel regression,
it estimates the conditional expectation of a random variable. In this, the columns
stand for predictions and the rows for the actual class.

A model’s performance is measured by the log loss parameter where predicted
outcome has its value of probability between 0 and 1. A high log loss is a consequence
of probability prediction of 0.101 where true label should be 1. A log loss equation
helps in calculating log loss of dataset’s each row.

According to the performance of the above observation, naïve Bayes algorithm
is higher in terms of classification of patients at the high risk and low risk of breast
cancer, and the accuracy of naïve Bayes is 71.6% in prospect to the other classifiers.

6.2 Conclusion

Continuously growing electronic health records (EHR) led to a surge of machine
learning-based big data prediction models. Conventional methods for database
management are incapable of handling big data and of extracting knowledge from
this. Real-time analysis and implementation of the machine learning-based model in
collaboration with experts to view the effectiveness of these model are essential for
any health care decision support system. Timely detection helps doctors in treatment
of a patient in an effective manner. In this work, authors have analyzed the existing
cancer prediction models, risk factors involved in them, the role of machine learning
in prediction, techniques and algorithms used by various researchers. Authors have
used the Waikato Environment for Knowledge Analysis (WEKA) for the simula-
tion purpose. On comparing the performance of naïve Bayes, random forest, logistic
regression and SMO, it has been found that naïve Bayes algorithm has classified
the patient in high-risk and low-risk categories using various risk factors with an
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accuracy of 71.67%. In the future, authors have planned to propose a new model for
detection of breast cancer at early stage.
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Designing Deep Learning Architectures
for Multiview 3D Shape Estimation Using
Image Transformers

Kanika Singla and Parmanand Astya

Abstract The task of 3D shape generation for realistic data is an important challenge
that needs to be addressed in the domain of computer vision, robotics, and graphics
which serve as a building block for many real-time applications like autonomous
driving or 3D modeling, etc. Estimating shapes from a few 2D images are funda-
mentally ill-posed as numerous 3D shapes can be explained by a few images. In
the absence of complete information, recently, deep learning has been used to fill in
the gap by leveraging data driven category level priors. In this work, we propose a
novel 3D shape estimation network that uses an image transformer to better encode
the shape features into a latent representation which is later decoded using a multi-
layer perceptron. Our experiments show that image transformers are better than
convolution-based encoders due to their wide attention capability. We perform both
qualitative and quantitative experiments to demonstrate the effect of new architecture
on shape quality and detail.

Keywords Computer vision · Multiview shape · 3D reconstruction · Shape
estimation · Multiview images · Image transformers

1 Introduction

We are particularly interested in the problem of 3D shape estimation, which involves
estimating the complete structure of objects from multiview images of the target.
Many relevant real-world applications need this as prerequisite. 3D shape estimation,
for example, will help autonomous vehicles track objects [1], and robots find out
the best grasping position [2]. Humans can naturally approximate the shapes of
objects using only themost basic information. Human eyes can easily perceive the 3D
structure from the limited, ambiguous, and even occluded 2D details. However, this
task becomes particularly challenging, when this concept is applied to the machines,
due to ambiguity generated from single view images, occluded images, and sparse
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point clouds [3]. It is unfair to expect them to predict a deterministic output from an
uncertain input [4].

The aim of this paper is to create a geometric representation of the underlying 3D
world from a set of images captured fromvarious camera positions.We are estimating
the 3D shape of an object using 2D images taken from (digital) cameras by using
learned data driven priors of other objects.

With the rising popularity of deep learning, several methods have been proposed
to do 3D shape generation from single [5] andmultiple images [6]. At the core of this,
development is the successes in designing convolutional kernels in 2D/3D space that
can learn meaningful features. Frequently, these convolutional neural networks are
designed to have several consecutive layers making them “deep” with the objective
of increasing their receptive field that is found to aid in learning richer features [6].
Recent research efforts have, however, highlighted the limitations of convolutional
neural networks in learning long range relationships in spatial [7] and temporal [7]
dimensions. To resolve these limitations, several methods have been investigating
transformer networks to learn richer representations that additionally encode long
range spatio-temporal dependencies [8].

In this work, we exploit the capability of image transformers to learn such long
range dependencies to improve the task of multiimage 3D shape generations. In
particular, we show that compared to the popular ResNet-18 [9] encoder, an image
transformer such as data efficient transformer (DiT) [7] can capture long range depen-
dencies in the input image and consequently learn richer latent shape representa-
tions. We also propose a novel architecture that uses this image transformer and a
point-based multilayer perceptron to generate 3D shapes.

While recurrent neural networks (RNNs) have been used in recent approaches
to learn object’s mapping between distinct views, [10]. These designs are ineffi-
cient in terms of computation, and the RNN model’s input views are sensitive to
the order of permutation [11] which makes it difficult to work with a collection of
different unordered acquired views. In contrast, we useMax pooling operation to fuse
latent representations from multiple views, thus making our approach permutation
invariant.

This paper has been broken down into different sections. The first section of this
paper includes the paper’s introduction, as well as the problem statement’s goal,
inspiration, and objectives. Section 2 discusses the literature review of the concepts
used in the study. The image transformers’ background is detailed in Sect. 3. Section 4
includes qualitative and quantitative experiments analysis. Section 5 covers the inter-
pretation and discussion of the results, as well as the work’s contribution to the
previous studies. This segment also discusses the potential scope of the work.

2 Related Work

Generating the shape of a 3D object from a few images is an ill-posed problem.
We now review the relevant literature in both traditional and learning-based 3D
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reconstruction. We then briefly review the recent transformer literature as it relates
to this work.

A. Traditional Multiview 3D Reconstruction: In geometric processing, shape
completion has a long history. Many relevant real-world applications need
this as a prerequisite such as in tracking objects for autonomous vehicles [1]
grasping for autonomous robotic manipulators [2]. For dense point clouds, a
common technique to convert them to meshes is Poisson surface reconstruction
[12]. Other classical techniques resort to 3D reconstruction from 2D images
by leveraging multiview consistency [13]. While more broadly, structure from
motion is performed to do large-scale reconstruction with both posed [14] and
in the wild images [15], they are often plagued by non-lambertian surfaces,
occlusions, small baselines causing degeneracy, and changes in illuminations.
Thus, only by collecting millions of images [16] and using hand-crafted edits
by artists can such techniques be used reliably. These limitations motivate
explorations into data driven methods that do not suffer from such issues.

B. Deep Learning on 3D Shapes: Deep learning allows use of data driven priors
for resolving shape ambiguities and thus enabling complete shape generation.
Broadly, they can be characterized based on the type of 3D representation that
is regressed. A mesh-based representation [17] stores the surface information
as a list of vertices and faces. Choy et al. [10] put forth a deep generative
model for modeling voxelized 3D shapes that leverage 3D convolution kernels
for shape generation. To address the drawbacks of the voxel representation,
authors argued for generating point clouds [18] instead using a single image.
Rich literature on implicit function learning [19, 20] for shape representation
and reconstruction tasks has been done by the researchers in the computer vision
and graphics community.

C. Transformers: Transformer models have excelled at a number of tasks in
natural language processing, including computer translation, document classi-
fication [21]. The core part of a transformer is itsmulti-head self-attentionmech-
anism that combines the characteristics of each token pair in the embedding
sequence. Transformer has recently been applied to the domain of computer
vision with great success [8, 22]. Impactful and promising applications have
been shown by [23]. ViT [8] applies transformer to sequences of image-patches
for the task of image classification, without using CNN features, when pre-
trained on a large-scale dataset, and demonstrates comparable and higher clas-
sification accuracy. These have significant advantages over their CNN counter-
parts when it comes to attending to long range spatio-temporal dependencies.
This is key to learning much richer representations opening several avenues for
future research not just in 3D reconstruction but also video understanding [24],
scene understanding [25].
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3 Method, Background, and Notations

We now describe our image transformer-based multiview 3D object reconstruction
method, which has been given a set of images (3 in this case) extracts per image latent
vectors and fuses them using a Max pooling operation. The pooled representation
is permutation invariant and is later used to extract complete 3D shape via a point-
based multilayer perceptron network. We will first provide a brief background on the
architecture of a vision transformer [8] and then elaborate our proposed pipeline.

3.1 Background on Vision Transformer

Transformers were first introduced in [26] as a two-part architecture (encoder and
decoder) that allows you to turn one series into another. However, it differs from
existing sequence models like RNN and LSTM in a sense that it does not include
recurrent networks. Figure 1 shows the visualization of transformers. The encoder is
located on the left, while the decoder is located on the right. Encoder and decoder are
both made up of components that can be placed on top of each other several times,
as shown by Nx in the diagram. As shown in the Fig. 1, the modules are primarily
made up of multi-head attention and feedforward layers.

Positional encoding is another crucial component of the model. Since a sequence
relies on the order of its components, and we do not have any recurrent networks
that can remember how sequences are fed into a model, we need to allocate each
component of our sequence a relative place. These coordinates are added to the
embedded representation of each letter (n-dimensional vector).

For a sequence of Y query vectors (packed into Z ∈ R Y×d), it produces an output
matrix (of size Y × d):

Attention(Z, K, V) = Softmax
(
ZKT/

√
d
)
V, (1)

where the Softmax function is applied over each row of the input matrix and the
√
d

term is used to normalize the result.

3.2 Architecture Details

We now provide details about the network architecture. In the Fig. 2, we show how
a set of images (set of 3 in this case) is fed to a ResNet-18 encoder Rφ, with shared
network weights. This results in view dependent latent vectors L1, L2, L3. In order
to fuse them together while maintaining permutation invariance, we use the “Max”
operator that takes the max(L1, L2, L3) along the views and results in the global
latent code L. This latent code is then decoded via a set of MLP layers Qθ to generate
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Fig. 1 Transformer model

a point cloud of 1024 points. TheMLP being used here has the architecture as [1024,
1000, 1000, 1000, 3072]. While this architecture is plausible and gives us a point
cloud based on input views of the object, we propose to further improve the results
by means of transformer layers. As discussed above, transformers are able to better
capture the long range dependencies in images and as such providemuch richer latent
codes. Here, the data efficient transformer [8] Tφ is used to encode the image set I,
which is passed through the max operator to get global latent code L and subsequent
point cloud via the decoder Qθ (same as above). We train both these architectures on
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Fig. 2 ResNet-18 as encoder

Fig. 3 Image transformer encoding the imageSet

ShapeNet dataset [27] and use the renderings provided by [10] for 120 epochs with
a learning rate of 1e-3 and weight decay of 0.98 after every 250 iterations. In total,
this takes roughly 30 h on a single NVIDIA 2080Ti GPU (Fig. 3).

4 Experiments and Result Analysis

We now provide some quantitative and qualitative results and comparisons between
ResNet-18 encoder and image transformer to highlight benefits of using image
transformers for the task of multiview 3D reconstruction.



Designing Deep Learning Architectures for Multiview … 511

Table 1 Comparing chamfer distance for multiview reconstruction on resnet-18 and image
transformer

Encoder type Resnet-18 Image transformer (ours)

Chamfer distance 0.83 0.78

A. Quantitative Results

For quantitative comparisons, we evaluate the bidirectional chamfer distance (Eq. 1)
of the generated point clouds. Here, lower values are better. Chamfer distance is a
common metric that quantifies distance of two point clouds, from p to q, which is
defined as

L(�) =
∑

min
q∈MG

||p − q||2 +
∑

min
p∈MP

||p − q||2 (2)

where MG and MP are ground mesh and predicted mesh, respectively (Table 1).

B. Qualitative Results

We now visualize some examples of the reconstructions obtained from ResNet-
18 and image transformer encoders, respectively, based on the input image triplets
(Table 2).

5 Conclusion and Future Scope

In this work, we presented a novel architecture for 3D shape generation frommultiple
point clouds and demonstrated that image transformers achieve significantly better
performance for this task compared to their ResNet counterparts. We provide both
qualitative and quantitative results to establish this claim. In future, we would like to
investigate the effects of using a transformer-based decoder (instead of an MLP). I
believe that the gains we see by replacing convolutional encoders with transformers
will also translate to the decoder side and would hopefully result in much higher
fidelity of reconstructions.
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Table 2 Qualitative results on 3d reconstruction

Image ResNet-18 Image transformer (ours) Ground truth
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Comparative Analysis of Term
Extraction and Selection Techniques
for Query Reformulation Using PRF

Vishal Gupta, Dilip Kumar Sharma, and Ashutosh Dixit

Abstract Query reformulation (QR) is the process to make initial query exact by
generating more significant terms. Term extraction and selection are one of the tech-
niques of it. QR eliminates irrelevant and repetitive terms from the top ranked docu-
ments and upgrades the effectiveness of IR system. There are various term extraction
and selection methods, and each method has its own strength and shortcoming. This
paper does comparative analysis of various term extraction and selection techniques
for QR using pseudo relevance feedback. Three standard datasets such as CACM,
CISI, and Medline are utilized to conduct all the experiments. The outcomes are
contrasted with each other in terms of average precision, average recall, and F-
measure. It is found that BIM and Okapi BM25 outperform other techniques on
both CACM and CISI datasets, while KLD and RSV outperform other techniques
on Medline dataset.

Keywords Pseudo relevance feedback (PRF) · Term extraction method · Term
selection method · Information retrieval · Query reformulation

1 Introduction

Information retrieval (IR) concerns with the structure, storage, analysis, and access
to items of information. This provides the user with easy and efficient access to
the relevant information that will satisfy user’s information need. To express their
information needs, users use unstructured texts called queries. These queries are
provided to an information retrieval system which in turn extract relevant resources
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and presented them to the user. There is a massive difference between the query
written by the user to search for the content and the retrieved content that can satisfy
the user’s intent. One reason for this problem is that the queries written by the
user are too small, unstructured, incomplete, or imprecise, which is not enough to
explain the user’s needs. The average length of the query according to [1] was 2.30
words, which are precisely the same as reported several years before in [2]. So,
there is a need for some query representation that can express the user’s need for
information more efficiently and thoroughly. The major problem faced by the user
for efficient information retrieval is vocabulary mismatch according to [3] due to
either polysemy (different words with similar meanings) or synonymy (same word
having different meanings) which causes retrieval of irrelevant documents. Also, if
we retrieve documents that depend only upon the occurrence of query terms inside a
document, then we would skip some relevant documents which are more suitable or
relevant for the user. To handle this, initial query has been reformulated by adding
new terms that help to understand the user’s intent and thus generates amore effective
query by removing ambiguity. Query reformulation (QR) not only involves adding
new query terms to the initial query but also removing irrelevant terms from the query
to enhance its formulation. The general process of query reformulation is shown as
in Fig. 1.

IR system, according to the user’s query, selects terms from document corpus, and
these selected terms act as candidate terms for reformulation. These candidate terms
along with initial query terms generate a revised query using query reformulation
process. The revised query is now applied to the IR system, which in turn generates
final ranked documents relevant to the user.

A comparative analysis of various term extraction and selection techniques using
pseudo relevance feedback (PRF) is done in this paper. In PRF, firstly, documents are

Fig. 1 Query reformulation process
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retrieved by executing initial query on a corpus of documents. Then, top retrieved
documents are picked as relevant ones for creating a pool of terms. After that by
applying various term extraction and selection techniques, candidate terms were
generated for query reformulation.

The remaining paper is sorted out as follows. Section 2 presents literature survey.
Theoretical foundation of term extraction and selection methods is discussed in
Sect. 3. Section 4 presents the experimental study. Finally, Sect. 5 concludes the
whole work.

2 Literature Review

This section discusses the state-of-the-art literature related to various query reformu-
lation techniques and highlights the challenges, which still require to be addressed.
This section includes various techniques related to indexing, crawling, and ranking
of documents for efficient information retrieval that satisfy user’s needs.

Authors in [4] presented a review of different query reformulation approaches,
along with their advantages and disadvantages. They highlighted the fact that hybrid
methods which use both statistical and semantic methods show better performance
but retrieving efficient and relevant documents that satisfy user’s need is still a
challenging task.

Authors in [5] presented a survey on recent automatic query reformulation
approaches like query-specific-based, linguistic-based, etc. They also discussed the
importance of query reformulation, various steps of automatic query reformulation,
different approaches available for query reformulation and their comparison, critical
issues faced, and future guidance of automatic query reformulation.

After studying various query optimization techniques, authors selected the pseudo
relevance feedback method relevant for efficient retrieval of information, but still, it
produces irrelevant results for some queries [6]. To find semantically similar words,
authors proposed automated query reformulation technique “Xu” using the concept
of high dimensional clustering of word vectors [7]. Researchers in [8] developed
divergence from randomness (DFR) model, which assumes that the frequency of
informative words is more in relevant documents than in others.

An information-theoretic technique for QR has been presented in [9] which was
powerful when used with rocchio’s framework for reformulation and weighting of
terms. A new automatic query reformulationmethod (Co) has been introduced in [10]
that estimated the correlation between the candidate expansion terms and the query
terms. They compared their system (Co) with the Bose–Einstein 2 (Bo2) divergence
from randomness (DFR) model. Both Co and Bo2 methods have comparable results,
but they found that the success of query reformulation depends upon the type of
initial query. An intelligent method via PRF has been proposed in [11] to handle the
vocabulary problem, which shows improvements in recall as well as in precision.

In [12], authors summarize various existing soft computing methods that can be
employed to increase IR systems efficiency. Majority of the work has been restricted
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for queries containing only non-numeric terms. Therefore, authors suggested a tech-
nique using the fuzzy weighting of query terms that work well for queries containing
numerical terms also [13].

A comparative analysis of recent query reformulation approaches based on fuzzy
logic was done in [14, 15]. The datasets used for testing performance include TREC-
3, CISI, and CACM. The obtained results were compared with approaches given by
in [16] and in [17], and performance was validated using a paired t-test analysis.

Authors provided a complete overview of query reformulation techniques from
1960 to 2017 for supporting efficient information retrieval [18]. Authors in [19] used
a new scoring technique called in-link score and tf-idf-based score to allocate scores
to reformulation terms of Wikipedia and WordNet, respectively, and finally used
correlation score to reweigh the selected terms with respect to complete query.

Authors in [20] used multiple methods for selecting terms instead of using indi-
vidual term selection method for query reformulation. In [21], authors proposed a
query reformulation method called maximal marginal relevance-based reformula-
tion (MMRE) which extracts highest MMRE scored top M reformulation terms that
match with the user’s query but differ from the previously selected reformulation
terms by using ConceptNet as dataset.

3 Term Extraction and Selection

As query reformulation is the process of adding new terms and removing irrelevant
terms from the query, much focus is on the term extraction and term selection tech-
niques. How new terms are extracted, and out of those extracted terms, how many
terms canbe added to initial query is an area of research.Various researchers proposed
different techniques for term extraction and term selection. It has been found from
the survey that query term extraction techniques can be classified into three major
categories [22] as co-occurrence information-based [23], class-based [24, 25], and
corpus-based [26, 27]. These methods determine the relevance of candidate refor-
mulation terms by calculating similarity scores and ranked them according to their
individual score. Some of the popular ones out of them are as follows:

(i) Cosine:

The cosine similarity measure between two terms [18] is given as

SCosine = cm1,m2√∑
d j
w2
m1,m1

.
∑

d j
w2
m2,m2

(1)

where cm1,m2 = ∑
dk wm1,k.wm2,k is the correlation value between terms m1 andm2,

wm1,kandwm2,k represents the weight of m1 and m2 in document d, respectively. The
SCosine measure performs the normalization of correlation valuecm1,m2 . The cosine
measure calculates the co-occurrence of every term presents in the document. This
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measure does not take into consideration the position of terms w.r.t. each other in a
document.

(ii) Jaccard coefficient:

The Jaccard similarity score [28] is calculated as

SJacard = dfm1∩m2

dfm1∪m2

(2)

where dfm1∩m2 represents the frequency of documents having bothm1 andm2, while
dfm1∪m2 represents the frequency of documents having at least m1 or m2.

(iii) Dice coefficient:

The Dice similarity score [29] is calculated as

SDice = 2.dfm1∩m2

dfm1 + dfm2

(3)

where dfm1 and dfm2 represent the frequency of documents having termsm1 andm2,

respectively.

(iv) Robertson selection value (RSV):

RSV technique is based on term scoring [30]. It allocates a score to a term based on
deviation in term distribution in the top extracted documents. The similarity score of
a term is given as

RSVScore(m) =
∑
d∈R

w(m, d).
[
p(m|RD) − p(m|CD)

]
(4)

where p(m|CD) represents the probability of candidate term m in corpus CD and
p(m|RD) represents the probability of candidate term m in relevant documents RD.

(v) Kullback–leibler divergence (KLD):

In [9], authors use the Kullback-Leibler divergence (KLD) that is based on the term
distribution differences between top extracted relevant documents and entire docu-
ment collection. Then, top scored terms are added to reformulate the query. The
similarity score of a term is given as

KLDScore(m) =
∑
mεV

p(m|RD).log
p(m|RD)

p(m|CD)
(5)
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where p(m|CD) and p(m|RD) are same as in Eq. (4).

(vi) Binary independence model (BIM) score:

The BIM similarity score of query terms for ranking of terms was proposed in [31]
and is calculated as follows:

BIMScore(m) = log
p(m|RD)

[
1 − p(m|CD)

]

p(m|CD)
[
1 − p(m|RD)

] (6)

where p(m|CD) and p(m|RD) are same as in Eq. (4).

4 Experimental Study

4.1 Methodology

We first retrieve relevant documents against the query using Okapi BM25 ranking
function [32, 33]. From the retrieved relevant documents, top “M” documents were
used to construct the term pool by collecting all the unique terms from them. The
Okapi BM25 similarity score is given [34, 35] as

Okapi(Q,Ci ) =
∑

t∈Q∩Ci

w
(J1 + 1)t f t
J + t f t

× (J3 + 1)t f q
J3 + t f q

(7)

where initial query consisting of terms is represented by Q, t f t and t f q is the term
frequency of term t in document Ci and in query Q, respectively. Parameters J1, α,

and J3 are constants [35] and given as

J = J1 +
(

(1 − α) + (α × ld
lad

)

)
(8)

w = log
Nd − Ndt + 0.5

Ndt + 0.5
(9)

where NdandNdt are total documents and documents having term t , respectively.
Parameters ld and lad represent document length and average document length. After
this, we apply various term extraction and selection techniques to choose expansion
terms as discussed above. The selected termswill be added to initial query and finally
run the reformulated query again.
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4.2 Parameter Selection

To make term pool collection of best candidate expansion terms that may enhance
IR system performance, we have used different number (5, 10, 15, 20, 25, 50) of
top feedback documents by applying PRF models. We found that 20 top feedback
documents give best performance. Secondly, out of generated expansion terms from
selected top feedback documents, we select different number (5, 10, 15, 20, 25, 30)
of top candidate terms. Out of those, top 10 can be used to reformulate the initial
query as they give best performance.

4.3 Datasets

We have used three standard and widely used datasets Medline, CISI, and CACM to
perform all the experiments. We have selected all queries from CACM,Medline, and
CISI datasets, to test the performance of term extraction and selection approaches
and to compare them with each other. The detailed description of these datasets is
given in Table 1. First, these datasets were preprocessed, i.e., stopwords are removed,
and indexing is done.

4.4 Evaluation Parameters

To determine the performance of IR system, we use recall (R), precision (P), and
F-measure as evaluation parameters. Recall is defined as.

Recall = Relevant extracted documents (RELEXT)/Relevant documents (REL)
and Precision is defined as.

Precision = Relevant extracted documents (RELEXT)/Extracted documents
(EXT).

There will, in general, be a trade-off among precision and recall, so naturally, it
would be interesting to merge them. Moreover, one method is frequently utilized,
called F-measure, which is derived fromprecision and recall by taking their harmonic
mean. Generally, it can be calculated as F = ((

∂2 + 1
)
P ∗ R

)
/
(
∂2P + R

)
where

P is precision, R is recall, and ∂ is a parameter usually set to 1. ∂ permits us to
choose the relative performance of precision and recall in assessing performance.

Table 1 Summary of datasets

ID Description No of documents No. of queries

CACM Computer science ACM abstracts 3,204 64

CISI Information science abstracts 1,460 112

Medline Biomedicine abstracts 1,033 30
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When ∂ = 1, we refer to the metric as the balanced metric. This puts equal weight
on precision and recall. As ∂ drops, more weight is put on precision, and as it rises,
more weight is put on recall.

4.5 Comparison of Term Extraction and Selection
Techniques

Tables 2, 3, 4 reflect the performance of various term extraction and selection tech-
niques in terms of average precision and average recall on CACM,CISI, andMedline
datasets.

Tables 2, 3, 4 show that the performance of BIM and Okapi BM25-based query
reformulation term extraction techniques is higher than other term extraction tech-
niques on both CISI and CACM datasets. However, KLD and RSV-based query
reformulation term extraction techniques show higher performance on Medline
dataset. We also calculate F-measure using precision and recall values as shown in
Figs. 2, 3, 4.

Table 2 Average precision
and average recall for CACM
dataset

Methods Top 20 retrieved documents

Average precision Average recall

RSV 0.0642 0.1896

KLD 0.0605 0.1843

Jaccard 0.1789 0.2386

Okapi BM25 0.2318 0.1849

Cosine 0.1027 0.3002

Dice 0.1028 0.3004

BIM 0.2319 0.1848

Table 3 Average precision
and average recall for CISI
dataset

Methods Top 20 retrieved documents

Average precision Average recall

RSV 0.0591 0.1132

KLD 0.0592 0.1131

Jaccard 0.0592 0.0950

Okapi BM25 0.1162 0.1125

Cosine 0.0813 0.1031

Dice 0.0814 0.1032

BIM 0.1163 0.1124
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Table 4 Average precision
and average recall for
Medline dataset

Methods Top 20 retrieved documents

Average precision Average recall

RSV 0.1948 0.0905

KLD 0.1949 0.0906

Jaccard 0.0758 0.0433

Okapi BM25 0.1142 0.0914

Cosine 0.1226 0.0405

Dice 0.1227 0.0406

BIM 0.1143 0.0913

Fig. 2 F-measure for the CACM dataset

Fig. 3 F-measure for the CISI dataset
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Fig. 4 F-measure for the medline dataset

5 Conclusion

In this work, we have done comparative analysis of various existing query refor-
mulation term extraction and selection techniques utilized to upgrade IR systems
performance using PRF. We analyzed and tested the performance of query refor-
mulation term extraction and selection methods on three real datasets. We found
that Okapi BM25 and BIM techniques outperform other query reformulation term
extraction and selection methods on both CISI and CACM datasets. While KLD and
RSV techniques outperform other techniques on Medline dataset. We observed that
different query reformulation term extraction and selection techniques can capture
the different features of the terms, and the newly extracted terms can represent the
corpus more accurately. The work can be extended in many directions in future as
various researchers can combine these techniques to create a hybrid ranking system
to rank the terms. Future work includes the enhancement of these techniques by using
machine learning and deep learning techniques for obtaining better results.
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Enhanced Quality of Service
(EQoS)-Enabled Load Balancing
Approach for Cloud Environment

Minakshi Sharma, Rajneesh Kumar, and Anurag Jain

Abstract Cloud computing uses the “pay as you go model” to provide on-demand
services to its users especially data storage, computing power, network, and others.
These services are provided to users without their direct active participation in
managing resources. Cloud computing relies upon resource sharing to acquire coher-
ence and economies of scale. Task scheduling in such an environment is used for the
task execution on a suitable resource by considering some parameters and constraints
to achieve performance. During high demand for these virtualized resources, effi-
cient task scheduling achieves the desired performance criteria by balancing the
load in the system. This paper presents a balancing mechanism by practicing task
scheduling to increase performance in the cloud environment. It perceives various
load balancing approaches based on task scheduling and concludes that their opti-
mization goals are multi-objective. The presented mechanism is an extension of
the previous proposed work QoS-enabled JMLQ [1]. This proposed approach has
been tested in the CloudSim simulator, and results show that the proposed approach
achieves better results in comparison with QoS-enabled JMLQ and its other variants
in the cloud environment.
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1 Introduction

The advent of various technologies such as distributed computing, utility computing,
autonomic computing, and the unveiling of service-oriented architecture has driven
the growth of cloud computing. It points toward the goal to serve the user at a low
cost without any expertise or deep knowledge of the system. The services provided
by it are software as a service (SaaS), platform as a service (PaaS), and infrastructure
as a service(IaaS).

Scheduling of user requests is an important concept in the cloud environment,
which includes a mechanism that maps a user request to an appropriate resource for
the execution of a task. The performance of the system is directly affected by the
efficiency of a scheduling technique. These algorithms are based on the manage-
ment of physical and virtualized resources in the environment. In this paper, a two-
level load balancing mechanism based on task scheduling has been discussed. The
research work presented here is a load balancing approach that efficiently sched-
ules tasks to virtual resources to increase the quality of service requirements. It is
an incremental approach to our previous proposed work QoS-enabled JMLQ [2, 3].
Enhanced QoS-enabled JMLQ is an improved version of QoS-enabled JMLQ. This
proposed algorithm is an attempt to override the random behavior of the algorithm.

2 Related Work

Scheduling of tasks is an important concept in the field of cloud computing, efficient
scheduling of tasks not only canmeet user requirements but can also improve resource
utilization, response time, and other performance parameters, thereby balancing the
load on the system [4, 5]. Task allocation is the task assigned to an appropriate
resource that suits user requirements while the task scheduling algorithm settles the
execution order of each task to be executed on the server [6, 7]. There are different
task scheduling algorithm exists in the literature that balances the load on the system
and enhances the performance of the system by considering different performance
parameter. The following is the research work studied for task scheduling-based load
balancing in the cloud environment.

In 2011, Yi Lu et al. proposed a load balancing approach JIQ based on the
scheduling of the tasks. The main objective of this proposed approach was to execute
the tasks in minimum response time by avoiding extra communication overheads
during the process of task assignment. It is a two-fold load balancing mechanism
that balances the load for a large system. It uses a data structure, i.e., I-queue that acts
as a communication medium during task assignment to the processor. The first level
of load balancing works for task assignment by probing the I-queues for idle server,
and the load balancing at the second level balances the load by idle processors place-
ment in any random I-queue attached with the dispatchers. The prime consideration
factor was response time for this approach [8].
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In 2013, X. Wu et al. proposed a QoS-driven task scheduling approach in which
tasks were sorted based on the special attribute of tasks to decide precedence among
the tasks. Afterward, the completion time of tasks evaluated on different services and
the task was scheduled for a service according to the sorted queue based onminimum
completion time [9].

In 2015, Babu and Samuel devised a technique to balance the load based on the
foraging nature of honey bees. In their proposed technique the task with the lowest
priority has the higher chances of being migrated from an overwhelmed virtual
machine (VM) to the underwhelm virtual machine. Their algorithm relies on the
priority of tasks in a waiting queue for VM. Simulated results demonstrate that for
tasks that are limited in number makespan reduces, and there is a reduction in the
total number of migrations needed for operation, which shows that the proposed
algorithm has low scalability [10].

In 2016, H.E.D. Ali et al. proposed a grouped task scheduling approach for the
cloud environment based on QoS parameters. The incoming tasks from the user side
were categorized into five groups that depend upon task attributes. The categories
are user type, task type, task length, and task latency. The scheduling was carried out
in two steps. The first step decides the category to be scheduled based on the high
value of the attributes of tasks. The second step was based on tasks within the chosen
category to be scheduled first based on the minimum execution time of the tasks. The
latency of tasks and execution time considered as a performance parameter [11].

In 2017, Ashish Garg et al. proposed a metaheuristic search technique based on
ant colony optimization for solving task scheduling problems. The objective of this
algorithm was to balance the load across the system by optimizing the makespan
performance parameter. The algorithm attains the local optimal solution by using an
ant colony algorithm and at last, a Pareto set of solutions was attained by applying
non-domination sorting [12].

In 2018, Chunpu wang et al. devised a load balancing approach for low latency in
the cloud environment. The scheduler used a technique to dealwith an empty I-queue.
The task is allocated to the minimum loaded server after searching for d servers that
are randomly chosen. Every dispatcher attached to I-queue implements the same
strategy for task allocation when it is met with an empty I-queue. Low latency for
service time is considered as a performance parameter. Moreover to avoid the delay
in performance, a semiclosed-form expressions were also derived [13].

3 System Model for Enhanced QoS-Enabled JMLQ

The system model for “enhanced QoS-enabled JMLQ” comprises a two-fold load
balancing mechanism that consists of n parallel VMs having homogeneous configu-
ration VM (VM0, VM1, VM2,…….., VMn−1) interconnected with some networking
components. These VMs join the I-queues of the dispatchers (D0, D1, D2, ……….,
Dm−1) considered in a fixed ratio to the number of VMs, i.e., r = n/m (here, n is the
number of VMs, m represents an array of dispatchers, and r represents a ratio that is
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fixed between n and m). The tasks processed in the system are considered indepen-
dent, and the rate of task arrival is considered general [14] To represent the current
scenario, the G/G/c like queuing model has been considered to represent the large
cloud system as there is high variability in the arrival process and service process of
the tasks [15, 16]. The system model consists of the following units.

Dispatcher: Every dispatcher is responsible for scheduling tasks and acts as an
independent scheduler. Each dispatcher in this proposed approach has its unique id
and a specified limit up to which it can possess the VMs in an I-queue.

I-Queue: This is attached to the dispatcher unit and acts as a communication
medium for allocating tasks. When a VM completes its task, it joins the I-queue.

Task allocation to VMs: The VMs presented in I-queues are responsible for
executing tasks that are removed from I-queues after task allocation. The incoming
task is allocated to the first VM present within the I-queue of the first dispatcher with
ID D0 if it is nonempty otherwise, it probes for the other minimum loaded VM in
adjacent dispatchers I-queue having dispatcher ID in sequence.

VMs allocation to I-queues using d-limit: This proposed approach place an upper
bound on each I-queue set by d-limit. After the task completion, VM is drifted toward
the first dispatcher’s I-queue having ID D0, it joins the I-queue if I-queue length is
less than d-limit otherwise, it probes for the next dispatcher I-queue in a sequential
manner. At a medium load, the I-queues remain well occupied with a large number
of VMs and these VMs are equally distributed among all the I-queues using d-limit.

At high load, the VMs present with in these I-queues are very less, most of the
I-queues remain empty and the probability of getting an empty I-queue is very high.
At this stage, if a VM gets idle, it always joins the first dispatcher I-queue with ID
D0 and the next incoming task allocated to it and task allocation continues for this
I-queue until and unless it gets empty. At high load, the algorithm behaves like a
centralized policy as an idle VM always join the first dispatcher I-queue with ID
D0. This nature of the algorithm helps in a further reduction in response time and to
utilize the resource more efficiently. If all the dispatcher I-queues are empty, then the
task will be allocated to the minimum loaded VM which is chosen among d random
VMs and the algorithm behaves like a randomized algorithm (Table 1).
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Table 1 List of variables used in pseudocode

Variable notation Significance

n The number of available VMs in the system

m Represents the number of dispatchers based on a fixed ratio b/w
VMs and dispatchers

dl Represents dispatcher limit, i.e., maximum number of VMs an
I-queue can possess

D0 Represents a dispatcher with dispatcher ID D0

I-queue Length Represents the length of dispatcher I-queue that consists of a subset
of VMs that are minimum loaded in the system

Waiting task queue length The no. of tasks in the queue waiting to be allocated to VM

d Represents any random number from 1 to the total number of VMs
(n)

F Represents a flag value can be 0 or 1

Disipatcher_ID Represents any dispatcher identity number form 0–999

3.1 Pseudocode for Enhanced Qos-Enabled Join Minimum
Loaded Queue (JMLQ)
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4 Experimental Setup and Result

To prove the better optimization effects of performance parameters by prac-
ticing “enhanced QoS-enabled JMLQ,” the authors selected some load balancing
approaches based on task scheduling including the previous versions of the proposed
approach JMLQ and QoS-enabled JMLQ [17, 3]. All these selected approaches have
been tested and analyzed in the simulated environment. CloudSim (version 3.0.3)
has been used for demonstrating the cloud environment. Eclipse IDE is used to
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Table 2 Simulation environment configuration

Configuration Details

Cloudlets of variable length In-between (600,000–800,000)

Number of hosts 2500, each with four processing elements (Pe)

Number of virtual machines (VMs) 10,000

Different sets of cloudlets In-between (60,000 – 260,000)

Storage size for each VM 10,000 MB

RAM for each VM 512 MB

Million instructions per second (MIPS) 1000

Bandwidth 1000

Cloudlet scheduler CloudletSchedulerSpaceShared()

VM scheduler VmSchedulerTimeShared()

develop and implement the algorithm using JDK 1.8. The following table represents
the configuration details used in CloudSim (Table 2).

4.1 Validation of Results for Response Time

Figure 1 represents the comparison of response time for different distributed
approaches versus the proposed approach. This proposed approach average response

Fig. 1 Comparison of the response time for different distributed approaches with the proposed
approach
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time is 6.86% less than QoS-enabled JMLQ and JIQ-Pod, 14% less than JMLQ,
15.35% less than JIQ-SQ(d), and 15.53% less than JIQ-Random.

Figure 1 depicts that response time declines with some points as the number of
cloudlets increases for the proposed approach, here, cloudlets represent the number of
tasks. This proposed approach uses the dispatcher ID for joining a VM in an I-queue,
therefore, all the VMs are placed in I-queues in a contiguous form without insertion
of empty I-queues, also, these VMs are equally distributed among the I-queues based
on d-limit. So an incoming task will always get a VM in an I-queue until these are
present in the I-queues. This proposed approach overcomes the random behavior of
the previous variants and eliminates the mapping of the incoming tasks with empty
I-queues until and unless VMs are not present in the I-queues. After, a set of 160,000
cloudlets response time gets stable.

4.2 Validation of Results for Resource Utilization

Figure 2 represents the percentage of resource utilization for different distributed
approaches in comparison with this proposed approach. It depicts from Fig. 2 that
the proposed approach utilizes the resource more efficiently in comparison with its
variants. The percentage of resource utilization is improved over QoS-enabled JMLQ

Fig. 2 Number of cloudlets versus percentage of resource utilization
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by 2.55%, 16.51% better than JMLQ, 13.14% better than JIQ-Pod, 25.03% improved
over JIQ-SQ(d), and 25.88% improved over JIQ-random. It is an important parameter
to achieve an efficient load balancing policy that led to a decrease in cost for services
from the customer side.

4.3 Validation of Results for Average Waiting Time

Todetermine the optimization of performance parameters for this proposed approach,
next, parameter is considered as the average waiting time. The reduction in average
waiting time represents a decrease in the waiting period to serve user requests. It
can be analyzed from Fig. 3 that an increase in average waiting time with respect to
increase in the number of cloudlets is not very significant in comparison with other
distributed approaches. The decrease in waiting time observed 0.7% less than QoS-
enabled JMLQ, 1.68% less than JMLQ, 15.02% less than JIQ-pod, 16.59% improved
over JIQ-SQ(d), and 15.92% less than JIQ-random. These experimental results
prove the efficacy of this proposed approach in comparison with other distributed
approaches.

Fig. 3 Average waiting time versus no. of cloudlets
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Fig. 4 Makespan versus a different set of cloudlets

4.4 Validation of Results for the Makespan

The next parameter considered to determine the effectiveness of the proposed
approach on the scale of performance is makespan. Makespan is compared for
the proposed approach for a set of 160,000 cloudlets of variable length in compar-
ison with its variants. It was found a decrease in makespan by 1.04%, 4.56%,
13.74%, 16.55%, 17.47% from QoS-enabled JMLQ, JMLQ, JIQ-pod, JIQ-SQ(d),
JIQ-random approaches respectively. Figure 4 depicts the decrease in the makespan
of this proposed approach in comparison with other variants.

4.5 Statistical Analysis of Cloudlet Distribution

Equal distribution of tasks (cloudlets) among available resources is one of the most
desirable features to achieve load balancing for an algorithm. It increases the stability
of the system so cloudlet distribution among the available resources is one of the
important parameters to determine the efficiency of an algorithm. Statistical analysis
is done to determine the cloudlet distribution. It is based on the standard deviation that
determines the variance of cloudlet distribution of the proposed approach in compar-
ison with other distributed approaches. For the proposed approach, the coefficient of
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Fig. 5 Number of cloudlets versus the variance of cloudlets distribution

variation has a value less than one, which signifies the distribution of cloudlets with
a low variance in comparison with other distributed approaches. Figure 5 represents
the variation of the cloudlet distribution of this proposed approach in comparison
with others.

5 Conclusion and Future Scope

This research work presented here is a load balancing approach based on task
scheduling that efficiently balances the load in a cloud environment by optimizing
the performance parameters. The experimental results have been validated and
analyzed in a simulation environment developed using CloudSim. The objective
of this research work is to achieve multi-dimensional performance parameters. This
proposed algorithm minimizes the response time of user requests by utilizing the
resource more efficiently by balancing the load in the system. As a future scope,
enhanced QoS-enabled JMLQwork can also be extended by developing more hybrid
methods during task allocation at high load to minimize response time by invoking
intelligence during task allocation based on some intelligent information.
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Classification for Diagnosis of Breast
Cancer Using Machine Learning
Techniques with Hyperparameter Tuning

K. K. Sreekala and Jayakrushna Sahoo

Abstract Breast cancer mortality has risen dramatically in recent years. However,
early diagnosis and treatment may greatly reduce the risk of death. Cancer cells
may spread from the breast to other portions of the body over the bloodstream
arrangement. They will move early in the process, when the tumour is minor stage,
or later in the process, when the tumour will be in major stage. The aim is to propose
a method that allows use of supervised machine learning (ML) classifiers such as
linear regression, Naive Bayes (NB), support vector machine (SVM) and multilayer
perceptron (MLP) that classify the mammogram images as benign or Malignant.
The hyperparameters scheme used for the classifiers was manually allocated in order
to increase the classifier’s accuracy and identify the cancer as benign or Malignant.
The results show that by manually tuning the hyperparameters, all of the presented
ML algorithms performed well on the classification task. In addition, the Wisconsin
breast cancer (WBC) dataset was used in this analysis. The dataset was divided in
the following way for the ML algorithms implement to classify the breast cancer:
60% for training and 40% for testing. The main purpose of this work is to compare
multiple classifiers to discover the best classifier that provides better accuracy in
breast cancer classification. The proposed model’s output is evaluated using various
parametric values such as precision, recall, sensitivity, and F-measure.

Keywords Machine learning classifier · Breast cancer · Classification · Benign or
Malignant and hyperparameters
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1 Introduction

Healthcare is one of the most concerning fields in terms of data collection and
processing. With the advent of the digital era and advancement in technology, a
large amount of multidimensional data is generated about patients, which include
clinical parameters, hospital resources, disease diagnostic details, patients’ records
and medical devices. The information about vast, voluminous and multidimensional
data essentials to be processed and examined for the extraction of knowledge for
effective decision-making. Cancer is the Malignant growth of cells, and it can take
place in any part of the body. The malignant growth spreads and leads to crowding
out of the normal cells and thereby making it difficult for the body to function [1–3].
Malignant growth of cells that is cancer cannot be categorized as a single disease.
There are numerous sorts of malignant growth. It is not only one place that gets
infected, but malignant growth can also occur in any internal organ and even in the
blood cells.

Malignant growths are similar somehow or another, however, they are distinctive
in the manners in which they develop and spread [4]. Our body functions with the
aid of cells acting like building blocks. Trillions of cells in the body render shape,
nutrition and energy to the body. Cells also carry out unique functions like holding
on hereditary features and make copies of themselves by dividing itself into two or
more cells and those daughter cells further divide into other cells. This process of cell
division takes place as a part of a larger cell cycle. Cancer growth happens through
the development of tumours or lumps. However, not all irregularities are malignant
in nature. Doctors examine a bit of the tumour or lumps and find out whether it is
Malignant or not. If it is not a Malignant growth, it is called benign. Apart from the
development of tumours, there are a few malignancies, similar to leukaemia (disease
of the blood), that develop in the platelets or different cells of the body not as tumours
[5].

Data mining progress provides clients with methods to uncover new and unknown
instances from large amounts of data. In the healthcare sector, the uncovered knowl-
edge can be used to enhance the precision of diagnosis by medical service admin-
istrators and physicians, thus raising and lowering the level of caution. Awareness
disclosure of data refers to ‘the concealment of data, the retrieval of ambiguous and
conceivable useful data’ [6]. The aim of hypotheses in knowledge mining is to help
people explore designs in data to boost their prosperity [7]. In the healthcare sector,
data mining plays an important role in predicting illnesses. A data mining ideal is
the forerunner of the forecast. The aftereffects of interventions were discussed in this
article, and recommendations for future research were made. A health professional’s
diagnosis of breast cancer is not 100 per cent correct.

Furthermore, a precise definition of amalignant tumourmay prevent patients from
receiving appropriate treatment. As a consequence, the proper determination and
assignment of breast carcinoma to benign and malignant sets are a widely discussed
subject [8, 9]. ML approaches were commonly used in the centuries to identify
breast carcinoma and to draw different notions from data patterns. Machine learning
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is well-known for its use in the classification and simulation of breast cancer. It is a
tool for detecting previously unknown regularities and trends in a variety of datasets.
It integrates a wide variety of approaches for the revelation of rules, paradigms and
relations in classes of data and creates a theory of these relations that can be used
to decode new secret data [10]. Various artificial learnings [8–11], deep learning
scheme [12, 13] and bio-inspired computation [14] approaches have been used in
manymedicinal prognoses in recent years. Despite the fact thatmanymodalities have
been shown, none of them can produce a 100% right and reliable answer. The doctors
must read a vast quantity of imaging data, which limits accuracy. This technique is
often time taking, and in particular cases, incorrectly senses the illness.

The remaining of this paper is followed as a literature review of earlier work is
focussed in Sect. 2, proposed methodology is offered in Sect. 3, result and discussion
of this proposed model are labelled in Sect. 4 and finally, the paper is finished in
Sect. 5.

2 Literature Review

In this section, the literature is surveyed to recognize the state of the art and to
identify the problem of breast cancer identification. Numerous researches work have
been conducted on the identification of breast cancer with machine learning algo-
rithms. But the researchers have applied different ML algorithms on different breast
cancer data repositories and the performance of the proposedmodel with variousML
algorithms varies based on the algorithmand the dataset used by different researchers.

The author [11] has projected a duo-phase-SVMwas showed by combining a duo-
phase clustering approach with an operative probabilistic SVM in order to analyze
WBCDiagnosis and achieve a classificationmodel accuracy of 99.10%.Unlike other
existing schemes, this strategy can identify the figure of the masses and provide
efficient analyzes for large bodies.

Kapil andRana [12] have projected aweight improvedDT technique as amodified
DT technique and applied it on WBCD dataset obtained from the UCI. Using the
Chi-square test, they discovered that they had ranked the each feature and hold the
features that were relevant for this classification process. Their proposed technique
achieved approximately 99per cent accuracy on theWBCDdataset,whilst it achieved
approximately 85–90% accuracy on the breast cancer dataset.

Banu andSubramanian [13] have emphasized theMLscheme such asNBpractises
for breast cancer prediction and labelled a comparison study on tree augmented
NB, boosted augmented NB and Bayes belief network (BBN). The models were
implemented using SAS-EM. In their work, they use the same common WBCD
dataset. According to their findings, 91.7 and 94.11% accuracy were achieved using
gradient boosting.

Yue et al. [14] have presented complete analyzes on SVM, ANNs, K-NNs and
DT machine learning classifier model. By this model for application of medical
data diagnosis to classification of breast cancer by evaluate the system to use WBC
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diagnosis dataset. This study was conducted to combining the two neural network
model as ANN architecture (DBNs-ANNs) and deep belief networks (DBNs, in this
combination scheme provide the better classification results achieved of 99.68%
of accuracy. On other hand, the SVM classification technique achieved a 99.10% of
classification accuracy, when combined with the two-step clustering algorithm. They
also looked at the ensemble technique, which used to implement SVM, NB and J48.
The ensemble method achieved an accuracy of 97.13%.

For the breast cancer diagnosis, a variant of SVM [15] is introduced. There are
different types of SVM used for performance evaluation in this article as NSVM,
SSVM, LPSVM and LPSVM. The results of typical SVM are compared to those of
other types of SVM. For training and testing, four-fold cross-validation is used. In the
training phase, St-SVM achieves the highest accuracy, specificity and sensitivity of
97.71, 98.9 and 97.08%, correspondingly. In the testing phase, the highest accuracy of
96.55%, sensitivity of 98.24% and specificity of 96.55% attained by are and 97.14%,
respectively.

3 Proposed Methodology

In this section, we discussed the proposed scheme of breast cancer classification and
detection by using Wisconsin breast cancer dataset, the proposed scheme is showed
in Fig. 1. In primary, the dataset is preprocess to eliminate the noise and irrelevant
data from the entire data. Then preprocessed data are given to the feature selection
procedure, in this section, we proposed the PCA feature selection model to select the
proper feature for better classification result and reduce the computation time. Then,
apply differentMLmodel to classify the selected data. The differentMLmodels such
as multilayer perceptron, naïve Bayes, SVM and linear regression. In this classifier,
we tune the classifier parameter to tune the classifier process to improve the learning
rate of the classifier. In classification section, which significantly classify the data as
benign or Malignant.

3.1 Dataset Description

In this study, WBC dataset is used for the breast cancer identification process. The
dataset is accessible from UCI ML repository website as https://www.kaggle.com/
uciml/breast-cancer-wisconsin-data. In the clump depth, benign cells appear to form
monolayers, whilst cancerous cells often form multilayers [16]. Cancer cells, on the
other hand, differ in size and structure in the standardization of cell size/shape. As
a result, these criteria are useful in deciding whether or not the cells are cancerous.
Normal cells tend to stay together in the case of marginal adhesion, whilst cancer
cells tend to lose this capacity. As a result, lack of adhesion is a symptom of cancer.
The scale of a single epithelial cell is linked to the previously described uniformity.

https://www.kaggle.com/uciml/breast-cancer-wisconsin-data
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Fig. 1 Proposed method for breast cancer detection

Significantly, swollen epithelial cells may beMalignant cells. The word ‘bare nuclei’
refer to nuclei that are not enclosed by cytoplasm. These are commonly seen in benign
tumours (Table 1).

In benign cells, the bland chromatin represents a ‘texture’ of the nucleus. The
chromatin in cancer cells is coarser. Normal nucleoli are minor size structures that
can be found in the nucleus. If the nucleolus is visible in normal cells, it is typically
very thin. The nucleoli becomemore evident in cancer cells, and there are sometimes
more of them. As a final stage, Mitoses is known as nuclear division plus cytokines,
which result in the development of two identical descendant cells during prophase.
It refers to the mechanism by which a cell splits and replicates. By measuring the
number of mitoses, pathologists may assess the grade of cancer. Figure 2 depicts an
extract from the dataset.
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Table 1 WBC dataset
attributes [14]

Attribute Domain

Sample code number
(SCN)

Id number

Clump thickness (CT) 1 to 10

Marginal adhesion (MA) 1 to 10

Uniformity of cell
shape—(UCSh)

1 to 10

Single epithelial cell size
(SECS)

1 to 10

Uniformity of cell size
(UCS)

1 to 10

Bare nuclei—(BN) 1–10 1 to 10

Mitoses 1 to 10

Bland chromatin (BC) 1 to 10

Normal nucleoli (NN) 1 to 10

Class 2 as benign, 4 as Malignant

Fig. 2 Breast cancer Wisconsin (BCW) dataset

3.2 Dataset Preprocessing

Data preprocessing is a salient step in data mining which deals with the renovation
of raw data into a clean, precise and understandable format. Preprocessing activities
involve but are not restricted to issues related to cleaning, transformation, mapping,
reduction, organization and selection of data.Amongst all the issues, feature selection
is of prime importance. To evade inappropriate task of significance, the dataset was
uniform using Eq. 1.

z = X − μσ (1)
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where X is identified as a feature to be standardized, mean value of the feature is
specified as μ, and the standard deviation of the feature is represented as σ. The
preprocessing process was implemented using the code as below.

• from sklearn.preprocess import StandardScaler
• scaler = Standard Scaler()
• X = scaler.fit_transform(X)

3.3 Feature Selection

Choosing features are a significant phase in creating a classification model. To attain
the better classification results of the model, it is beneficial to limit the sum of
input attributes in a classifier. Instead of using the whole attribute collection, a few
dominant features that are good enough to execute the classification task with the
same or much better precision is used. Choosing a feature subset not only improves
precision, but it also cuts computation time and model complexity [17].

Principal Component Analysis (PCA).

PCA is a technique for evaluating principal components by using them to perform
information-based adjustments, often using only the main principal components and
skipping the respite. Knowledgemay be extracted from a high-dimensional (include)
space by predicting it into a low-dimensional subspace. It attempts to preserve the
fundamental parts with greater data diversity whilst removing redundant parts with
less diversity.

This paper proposes function selection methods based on principal component
analysis. The benefits of fit test decides, if an empirical frequency distribution
corresponds to a theoretical frequency distribution. PCA is a scientific technique
that employs an orthogonal transformation to turn a series of potentially clustered
measurements into a set of values of linearly uncorrelated variables known as PCA.
The amount of PCA is equal to or less than the number of initial variables.

Cell radius, compactness, concavity, perimeter, area and concave points mean
values can be used to define cancer. Higher values of these parameters are associated
with Malignant tumours. ii) Mean texture, symmetry, smoothness, or fractal dimen-
sion values do not imply a preference for one diagnosis over another. There are no
apparent large outliers in any of the histograms that need further cleaning. Table
2 shows the significance of the characteristics in determining whether tumours are
malignant or benign.
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Table 2 Feature importance Features importance mean (%) Importance (%)

Concavity 18.2823

Texture 3.8492

Symmetry 1.6371

Fractal dimension 0.9043

Area 17.3446

Smoothness 1.9023

Radius 11.5543

Perimeter 20.45614

Concave points 19.7067

Compactness 4.3632

3.4 Classification

Classification of diseases is a majorly focussed challenge in medical data mining.
When it comes to breast cancer, themain concern is to categorize the occurrences into
benign andMalignant caseswith high accuracy. SeveralMLsystems for classification
of breast cancer data.

3.5 Linear Regression

Despite the fact that, there is an algorithm for the regression problem by using a
ML scheme of linear regression classifier in this analysis. This was accomplished
by setting a threshold for the contribution of Eq. 2, i.e. subjecting the regress and to
Eq. 3.

hθ (x) =
n∑

i=0

θ i · xi + b (2)

f hθ (x) =
{
1hθ (x) ≥ 0.5
0hθ (x) < 0.5

(3)

The mean squared error (MSE) was used in Eq. 4 to calculate the loss of the
model.

L(y, θ, x) = 1/N
N∑

i=0

(y1 − (θ i · xi + b))2 (4)
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where y denotes the real class and (θ x + b) denotes the expected class. The SGD
algorithm, which knows the constraints of Eq. 7, is used to minimize this deficit. The
same loss minimization approach was used for Softmax regression and MLP.

3.6 Support Vector Machine

The SVM was designed specifically for binary classification. Its main goal is to find
the best hyperplane f (w, x) = w · x +b for separating two groups in a given dataset
with input features x R p and labels yi + 1 by resolving the guarded optimization
problem in the SVM is derived below:

min1/pwTw +
p∑

i=1

ξ i (5)

s. t y′ i (w · x + b) ≥ 1 − ξ i (6)

ξ i ≥ 0, i = 1, ..., p (7)

where wT w is identified as Manhattan norm, ξ represented as a cost function, its
problem of unconstrained optimization is derived in the following as

min 1/p wTw +
∑p

i=1
max (0, 1 − y′i(wi xi + b)) (8)

The predictor function is wx + b. Equation 9’s target is known as the primitive
form dilemma of L1-SVM with the regular hinge loss. The downside of L1-SVM is
that it is not distinguishable, as opposed to its variant, L2-SVM:

min 1/p || w ||22 + C
∑p

i=1
max(0, 1 − y′i(wi xi + b))2 (9)

The L2-SVM delivers better stable outcomes than its L1 counterpart.

3.7 Multilayer Perceptron

The most commonly used for pattern recognition is MLP, which is known as a
feedforward backpropagation neural network system. MLPs are supervised learning
classifiers composed compressed a different layers that extract valuable information
during learning and allocate modifiable weighting coefficients to input layer compo-
nents. The preceding words are represented in Fig. 3. Weighted input is allocated to
the input units, as well as the nodes in the hidden layer and the output specify the
output in the first (forward) pass. The result is compared to the desired result. An
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Fig. 3 Architecture of multilayer perception feedforward neural network

error signal is then returned, and the link weights are modified accordingly. During
preparation, MLPs create a multidimensional space identified by the activation of
secret nodes, in order to separate the three groups (Malignant or benign) as far as
possible. The separating surface changes in response to the results.

3.8 Naive Bayes

Bayesian learning methods are important to the ML research for two reasons. First,
Bayesian learning algorithms, such as the Naive Bayes classifier, that compute
explicit probabilities for hypotheses, are amongst the most effective alternatives to
certain kinds of learning problems. The Bayes theorem-based NB classifier is called
as a probabilistic classifier. The Nave Bayes classifier provides probability approxi-
mations rather than forecasts. They measure the chance that a given example belongs
to a given class for each class value. The Naive Bayes classifier has the advantage of
having only a limited training data to approximate the parameters used for classifica-
tion. It is presumed that the influence of an attribute rate on a given class is liberated
of the other attributes’ values.

4 Simulation Results and Analysis

In this simulation study,we conducted by evaluate the classification and identification
of breast cancer by usingWBC dataset. The experimentation was compiled by using
a Python platform and further materials required as PC with 4 GB RAM Windows
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Table 3 Hyperparameter tuning in machine learning model

Hyperparameter SVM MLP NB Linear regression

Batch size 128 128 128 128

Cell size 128 500 - 500

Dropout rate 1.0 0.5 - -

Learning rate 0.01 0.001 0.01 0.01

Normal L2 - - L1

Epochs 1500 1500 1500 1500

10. The performance of the machine learning classifier obtained and analysis by
using different parameter as accuracy, precision recall and F-measure, which are
mathematically expressed in following section. The choice of classifier is based
on the percentage of correct prediction. There are at least three machine learning
techniques which are generally used to calculate classifier accuracy. First one is to
divide the whole dataset in two parts by 60:40 ratio for training and testing dataset.
Table 3 demonstrations that the manually allocated the hyperparameters used for the
machine learning algorithm.

4.1 Performance Measures

This proposed system in which different classifier performances is measure by using
different parametric. The developed system is assessed using evaluation metrics such
as TP, FP, TN, FN, sensitivity, precision, specificity, F-measure and accuracy.

• TP—Sum of normal sample is correctly categorized as noncancerous sample.
• TN—Sum of abnormal sample is correctly categorized as cancerous sample.
• FP—Sum of normal sample is wrongly categorized as cancerous sample.
• FN—Sum of abnormal sample is wrongly categorized as noncancerous sample.

Sensitivity

Sensitivity is also called as recall. Sensitivity is distinct as the percentage of sample
with abnormal, whose output is positive, and it is calculated using the Eq. 10 as

Sensi tivi t y = T P/(T P + FN ) (10)

Specificity

Specificity is defined as percentage of sample with normal, whose output is negative,
and it is calculated using the Eq. 11 as

Speci f ici t y = T N/(T N + FP) (11)
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Classification accuracy

Classification accuracy is defined as the sum of correctly classified images, which
are separated by the total sum of samples, and then, it is multiplied by 100 to turn it
into a percentage. It is calculated using the Eq. 12 as

Classi f icationAccuracy = (T P + T N )/(T P + FP + T N + FN ) (12)

Precision

Precision is distinct as the sum of true positives, which is divided by the number of
TP and false positives, and it is calculated using the Eq. 13 as

Precision = T P/(T P + FP) (13)

False positive rate

FPR is distinct as the sum of false positives, which is divided by the sum of false
positives and true negative, and it is calculated using the Eq. 14 as

FPR = FP/(FP + T N ) (14)

F-measure

This is the kind of parameter measure, which association of recall and precision. The
F-measure is determined by using the Eq. 15 as

F − measure = 2 ∗ Recall ∗ Precision/Recall + Precision (15)

In Tables 4, 5 and Fig. 4, they show that the performance analysis of different
machine learning classifier with and without feature selection method. In SVM clas-
sifier, achieved the 97.01% accuracy on with without feature selection and 99.07%
of accuracy achieved at combination of feature selection algorithm. Then, MLP
achieved 98.89% accuracy and PCA-MLP achieved 99.07% of accuracy. NB clas-
sifier achieved the accuracy of 96.13% and PCA-NB achieved 98.00% of accuracy.

Table 4 Comparison analysis of different classifier model without feature selection

Methods Precession (%) Recall (%) F-measure (%) Accuracy (%)

SVM 97.46 95.32 97.21 97.01

MLP 97.20 96.89 96.45 98.89

Linear regression 94.52 95.99 96.21 96.13

NB 96.33 95.15 94.15 97.33
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Table 5 Comparison analysis of different classifier with feature selection technique

Methods Precession (%) Recall (%) F-measure (%) Accuracy (%)

PCA-SVM 97.99 96.42 98.92 97.92

PCA-MLP 97.85 97.48 97.13 99.07

PCA-linear regression 98.54 97.84 97.88 97.35

PCA-NB 97.82 96.58 98.55 98.00

Fig. 4 Graphical
representation of classifier
performance

95
96
97
98
99

100

PCA-SVM PCA-MLP PCA-Linear
regression

PCA-NB

Classifica�on Performance 

Precession (%) Recall (%) F-measure (%) Accuracy (%)

PCA-linear regression achieved the accuracy of 97.35% of accuracy. By this compar-
ison, conclude that the PCA-MLP achieved better accuracy than other classifier
model.

5 Conclusion

To reduce the mortality rate caused by breast cancer by increasing the accuracy of
early detection of breast cancer and achieving effective Remote Diagnosis System
through improved Machine Learning and Data Mining Mechanism. In this study, we
increased the learning rate of the machine learning classifier by tuning the hyperpa-
rameter of the classifier to classify the breast cancer as begin or malignant efficiently.
And also, on other hand, we implemented the PCA scheme to select the impor-
tant feature from the large dataset. By combing the classifier with feature selection
algorithm to get better classification result in breast cancer classification and iden-
tification. In this experimentation, Wisconsin breast cancer is used to evaluate the
performances of the model by obtaining the different parametric values. In testing
and training process, by choosing, 60% of data for training process and 40% testing
process. And also we set the parameter of each machine learning classifier to train
and test the model effectively to get the better result. By this comparative study of
different machine learning classifier, principal component analysis with multilayer
perceptron achieved the better classification accuracy as 99.07%.
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An Investigation into the Application
of Bidirectional Associative Memory
and Pseudorandom Number
for Steganography

Garima and Priyanka Dahiya

Abstract Steganography is the craft of concealing the restricted information in
the harmless information with the end goal that very presence of the mysterious
message is hidden.We propose utilization of bidirectional associativememory along-
side pseudorandom number in the field of steganography. Since a message is made
out of limited number of ASCII type characters which is powerless against assaults.
Hence, we reason to pick a bunch of non-straight codes that has great hamming
distance between any two back-to-back codes to supplant the first ASCII type input.
This plan will make our framework considerably more shortcoming lenient in corre-
lationwithASCII code-based framework under direct assault.We additionally reason
another strategy to shroud the tweaked code in the image utilizing pseudorandom
number inclusion method. To recuperate an assaulted code, we utilize bidirectional
associative memory to perform vague coordinating. It gives best trial brings about
recuperating the information from the mutilated Images.

Keywords Steganography · Bidirectional associative memory · Pseudorandom
number · Pattern analysis

1 Introduction

The steganography comprises of techniques to permit the correspondence between
two people, concealing the substance as well as the actual presence of the corre-
spondence according to any spectator. So, they should discover some method of
concealing their code text in a guiltless looking cover text [1–5].

Associative memory is one of the one of the significant classes of the neural
organizations, which are weak impersonation of the human brain’s capacity to relate
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designs. An associative memory is the storage facility of related examples that are
encoded in some structure. At the point when the storage facility is set off with an
example, the related example pair is reviewed. The info example could be a precise
reproduction of the put away example or contorted one. On the off chance that the
related example sets (x, y) are extraordinary and assuming themodel reviews ygiven a
xor the otherway around, it is named as hetero-associativememory, otherwise if (x, y)
refer to the same pattern then the model termed as auto-associative memory. Hetero-
associativememories are useful for the association of the pattern and auto-associative
memories are useful for image refinement.Auto-associative correlationmemories are
known as auto-correlators, and hetero-associative correlationmemories are known as
hetero-correlators. Bidirectional associative memory (BAM) is a two-level nonlinear
neural organization dependent on prior examinations and models of cooperative
memory [6–8].

This paper is coordinated as follows: In areas II and III, we present an outline of
what is bidirectional associative memory and how the steganography works. This is
followedNLFFSR in Sects. 4 and 5 describes the generation of the pseudorandom bit
sequence using NLFFSR. In Sect. 6, we describe the proposed technique of hiding
the data into the image as an application of BAM. The next Sect. 7 describes the
method of retrieving the data from the image. In Sect. 8, we discuss Outline and
Conclusion is introduced in segment IX which is trailed by the rundown of the
referred to references.

2 Bidirectional Associative Memory

Kosko extended the unidirectional auto-associators to bidirectional processes. One of
the significant execution credits of BAM is its capacity to review put away combines
especially within the sight of noise (Fig. 1).

BAM introduced by Kosko has the following operations:
(2.1) There are N training pairs {(A1, B1), (A2, B2) … (An, Bn)} where

Ai = (ai1, ai2, ai3... ain)

Bi = (bi1--, bi2, bi3... bin)

Here, aij or bij is either in the ON or OFF state which corresponds to values 1 and
0, respectively, in the binary mode. In the bipolar mode, ON = 1 and OFF = -1.

Fig. 1 Basic model of
associative memory
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(2.2) The corresponding bipolar matrix of the Ai and Bi are Xi and Yi.
We frame the correlation matrix

M =
n∑

i=1

XT
i Yi

To retrieve the nearest pair (Ai, Bi) given any pair (α, β) we start with (α, β) as
the initial condition, we determine a finite sequence (α’, β’), (α”, β”), (α”’, β”’) …
until an equilibrium point (αf, βf) is reached.

β ′ = φ(αM).

α′ = φ(β ′MT )

φ(F) = G = g1, g2, g3 . . . gn

F = ( f1, f2, f3 . . . fn)

gi = 0 (Binary) fi < 0
{
{ 1 i f fi > 0

−1 (Bipolar)

Previous gi, fi = 0.
(2.3) On addition of a new pattern pair (X’, Y’), the new correlation matrix M

becomes

M = XT
1 Y1 + XT

2 Y2 + . . . + XT
NYN + X ′T Y ′

(2.4) On deletion of a pattern pair (Xj, Yj), the new correlation matrixM becomes.

(New) M = M − (XT
j Y j )

The addition and deletion of the information as pattern pairs resemble the typical
human memory exhibiting learning and forgetfulness.

(2.5) Energy function for BAM
Anexample pair (A,B) characterizes the condition of aBAM.To store an example,

the estimation of the energy works for that specific example needs to involve a base
point in the energy scene

The stability of a BAM can be identified by an energy function E with each state
(A, B). The energy function E is given as

E (A, B) = −AMBT
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for the bidirectional case. However, if the energy E evaluated using the coordinates
of the pair (Ai, Bi), i.e.,

E = −AiMBT
i

doesn’t establish a neighborhood least, at that point the point can’t be reviewed,
despite the fact that one beginnings with α =Ai. In this viewpoint, Kosko’s encoding
strategy doesn’t guarantee that the put away combines are at neighborhood minima.
That is, it cannot guarantee the recall of the pattern pairs even if the pattern pairs are
few. But, depending upon the application of the application, it could be essential to
ensure the review of a specific example pair, or in reality, all the example sets. Wang
presented the “various preparing” idea to guarantee the review of an ideal pair in the
arrangement of preparing sets. In this paper, we will utilize this “different preparing”
idea to effectively review the example sets. Assume the “numerous preparation” is
utilized for every one of the sets in a preparation set; at that point, the connection
network becomes

M =
n∑

i=1

qi X
T
i Yi

where qi’s are positive real numbers. This modified correlation matrix is called
the generalized correlation matrix. The necessary and sufficient conditions for the
weights qi, such that all training pairs will be correctly recalled, have been discussed
by Wang.

3 How Steganography Work

The plan guideline of steganographic frameworks depends on the reason that most
correspondence stations, for example, phone lines and radio stations—send signals
joined by some sort of commotion. This commotion can be supplanted by a changed
mystery signal unclear from the clamor without the mysterious key. Along these
lines, themysterious sign can be sent undetected. Concealing information in a picture
requires two documents. The primary document, called the “cover-picture”, will be
the guiltless looking picture that holds the secret data. The subsequent document will
contain the data to be covered up.At the pointwhen consolidated, the two recordswill
produce a “stego-picture”. There exists various approaches to make a stego-picture
from the given cover-picture and the information to be covered up. These incorporate
LSB (least huge piece) inclusion, veiling and separating, excess example encoding,
pseudorandom number generation techniques [3, 9–14].
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Fig. 2 An n-bit model of
NLFFSR

4 What is a Nonlinear Feed Forward Shift Register?

It is a mechanism for generating binary sequences; Fig. 2 shows a general model.
It is a linear feed forward shift register with a linear feed forward function f and
a nonlinear output function g describing the nonlinear logic (i.e., multiplication of
chosen number of bits followed bymodulo-2 addition of resultant bits on the contents
of the register) giving the output. Theoutput sequence is called nonlinear feed forward
sequence. The period of the sequence generated by a n-bit register is 2n−1.

5 Pseudorandom Binary Pattern Generation Using
NLFFSR

NLFFSR make amazingly great pseudo-irregular paired example generators. At the
point when this register is stacked with some random starting worth (aside from 0
whichwill create a pseudo-irregular double example of every one of the 0 s). The lone
sign fundamental for the age of the twofold example is a clock beat. With each clock
heartbeat, a touch of the paired succession is delivered. A model f = 1 + x + × 4
and the non-direct capacity g characterized. Its underlying piece esteems are utilized
(1111). The yield succession Zn: 011,111,000,000,001,011,111,000,000,001…
generated by period 15, which is equivalent to the time of the grouping produced by
NLFFSRof four pieces. The usefulness of the arrangements, for example, determined
above depends in enormous part on their having almost haphazardness properties.
Subsequently, such groupings are named as pseudo-arbitrary double arrangements.
Besides, utilizing fell NLFFSR can give more solidarity to the mysterious keys. The
NLFFSR produced arrangements are critical in numerous fields of designing and
sciences.
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6 Hiding the Secret Text Data into the Image Using
NLFFSR

Consider a set of English alphabetical characters such as A, B, C…, which are to be
hidden in the image. The objective is to convert these characters into pattern pairs and
allow the associative memory model identify the characters presented such that one
of the element of this pair can be hidden into the image. The characters are engraved
in a 7 × 7 grid as shown in Fig. 3.

These characters are to be related with their ASCII counterparts. Accordingly,
the (X, Y) design sets which are to be related utilizing the acquainted memory
model are the matrix designs and their ASCII counterparts. The framework designs
are addressed as a bipolar vector of the 49 parts. In the event that the pixel
in the network is concealed, the vector segment is 1 else it is –1. Addition-
ally, the ASCII quantities of the characters have been addressed utilizing their
bipolar counterparts. Figure 4 shows the bipolar coding of the example charac-
ters and their ASCII counterparts. We shroud the X of each example pair relating
to each character we get in the text that should be covered up. As an illustra-
tion to stow away ‘A’, we conceal the double type of X comparing to ‘A’ that is
0001000001010001000101000001111111110000011000001 in the image utilizing
NLFFSR addition technique. This procedure of NLFFSR addition is utilized to make
it more harder for the inceptor to have the option to remove the privileged informa-
tion. We propose to disperse it in arbitrary bit areas inside a given byte as opposed to
restricting ourselves to just themost un-huge bit inside the every bite. For instance,we
may shroud the slightest bit of the information at all huge digit of the byte, at that point
wemay conceal the second cycle of the information in bit number 3 of the subsequent
byte, and afterward, we may shroud the third bit of the information in the bit number
6 of the third byte, etc., contingent on the arbitrary grouping produced by a specific
NLFFSR utilized by the individual concealing the content. Assume that the double
arrangement produced by the NLFFSR is 011111000000001011111000000001…
as demonstrated in the segment 5, we set aside three pieces at an effort to build an
arbitrary grouping of decimal numbers going from (0–7). The same decimal arrange-
ment gets 3,700,137,001… accordingly the 49 pieces relating to ‘A’ are covered up
as follows the originally cycle ‘0’ is put away in (3 + 1)th bit of the primary byte;
the subsequent bit ’0’ is put away in (7 + 1)th digit of the subsequent byte; the third
bit ’0’ is put away in (0 + 1)th bit of the third byte, etc. We find that there have

Fig. 3 Nonlinear code for
ASCII-test

0 0 0 1 0 0 0 1 1 1 0 0 0 0  0 1 1 1 1 0 0
0 0 1 0 1 0 0 1 0 0 1 0 0 0 1 0 0 0 0 0 0
0 1 0 0 0 1 0 1 0 0 1 0 0 0 1 0 0 0 0 0 0
1 0 0 0 0 0 1 1 1 1 0 0 0 0 1 0 0 0 0 0 0
1 1 1 1 1 1 1 1 0 0 1 0 0 0 1 0 0 0 0 0 0
1 0 0 0 0 0 1 1 0 0 1 0 0 0 1 0 0 0 0 0 0
1 0 0 0 0 0 1 1 1 1 0 0 0 0  0 1 1 1 1 0 0
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X Y
Character Bipolar Equivalent ASCII  Binary Equivalent Bipolar Equivalent 
0 0 0 1 0 0 0 (-1 –1 –1 1 –1 –1 –1 ) 

(-1 –1 1 –1 1 –1 –1   ) 
(-1 1 –1 –1 –1 1 –1   ) 
(1 –1 –1 –1 –1 –1 1  ) 
(1  1  1  1  1  1  1      ) 
(1 –1 –1 –1 –1 –1 1  ) 
(1 –1 –1 –1 –1 –1 1  ) 

65 (0 1 0 0 0 0 0 1) (-1 1 –1 –1 –1 –1 –1 1) 

0 0 1 0 1 0 0 
0 1 0 0 0 1 0
1 0 0 0 0 0 1
1 1 1 1 1 1 1
1 0 0 0 0 0 1
1 0 0 0 0 0 1

X Y
Character Bipolar Equivalent ASCII  Binary Equivalent Bipolar Equivalent 
0 0 1 1 1 0 0 (-1 –1 1  1  1 –1 –1    )

(-1 1 –1 –1 –1 1 –1    )
(-1 1 –1 –1 –1 –1  –1 )
(-1 –1 1  1  1 –1 –1    )
(-1 –1 –1 –1 –1 1 –1  )
(-1  1 –1 –1 –1 1 –1   )
(-1 –1 1  1  1 –1 –1    )

83 (0 1 0 1 0 0 1 1) (-1 1 –1 1 –1 –1 1 1) 

0 1 0 0 0 1 0
0 1 0 0 0 0 0 
0 0 1 1 1 0 0 
0 0 0 0 0 1 0
0 1 0 0 0 1 0
0 0 1 1 1 0 0 

Fig. 4 Sample modulated code for ASCII characters ‘A’ and ‘S’

been not many single piece changes between the raster information subsequent to
concealing the data. Utilizing fell NLFFSR, it is feasible to produce more arbitrary
piece grouping that would guarantee not very many piece changes.

7 Retrieving the Secret Text Data from the Image Using
BAM and NLFFSR

Making use of the Wang associative memory model and choosing q1 = 2 and q2 =
3, we frame the correlation matrix [M] 49 × 8 given by

M = 2XT
1Y1 + 3XT

2Y2

We use only training pairs of the two sample characters; we have taken for illus-
trations and use the weights of 2 and 3, respectively, for the training. When we have
obtained the matrix M, we retrieve the X from the image using the same NLFFSR as
that was used at the sender side. When we obtain the X of the pattern pair, we calcu-
late the value of corresponding Y as explained in the Sect. 2. We can easily recall
the noisy characters using this technique. If the information hidden in the image gets
corrupted or distorted, the reconstructed matrix X1x49 can get us the right satisfactory
results. Thus, it is a major performance attribute of the discrete BAM.
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8 Conclusion and Summary

The utilization of BAM assisted us with recovering the information in any event,
when it is loud and twisted (Refer Fig. 5). This strategy is extraordinarily helpful in
the application where the information should be recovered essentially in any event,
when it is altered or contorted; this discovers its application in the field of Copyright
Protection of the Images and Fabric Defect Identification. Likewise, we focused
on improving the most un-critical piece (LSB) inclusion strategy by joining of the
property of arbitrary example succession age showed by nonlinear feed forward
shift register. It is accepted that by picking an appropriate NLFFSR or a blend of
different NLFFSRs fell together; we can alter the LSB plan so much that the “stego-
picture” is a precise copy of the first picture. We are right now arranging an AI-based
programming which can get familiar with a ton of examples combines and review

Fig. 5 a Original “lena”, b Stego “lena”, c Distorted “lena”, d Original “map”, e Stego “map”, f
Distorted “map”, g Original “Borland”, h Stego “Borland”, i Distorted “Borland”
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them regardless of whether the related pair is boisterous. It will be secure copyright
protection programming utilizing BAM strategy.
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Investigations on Motor Imagery
in Brain–Computer Interface

Rohtash Dhiman and Pawan

Abstract The authors present an investigation on state of the art of motor imagery
(MI) for brain-computer interface (BCI) using electroencephalogram (EEG) in this
paper. The EEG-based BCI is the youngest and fastest growing emergent tech-
nology that permits encephalic activity alone to computer or artificial system. Motor
imagery BCI systems have enticed the great interest ranging from medicine to mili-
tary points. EEG has been used for medical diagnosis such as seizure detection,
brain injury detection, and also used control engineering for object controlling appli-
cation, object recognition, rehabilitation, and human assistance. The EEG-based
BCI system, wavelet transform gives appropriates outputs which enhanced the clas-
sification results. The support vector machine (SVM) and deep learning techniques
generally used for EEG-basedMI-BCI classification tasks. This research shows clear
and easy interpretation of each methods used for feature extraction and classification
using EEG for motor imagery BCI systems.

Keywords Artifacts · Brain computer interface · Electroencephalogram ·Motor
imagery

1 Introduction

The electroencephalogram signals are recorded simply by placing electrodes on scalp
of subject [1]. EEG brain signals recorded by electrodes placed over the human
scalps and are commonly placed as per international 10–20 system, which has been
standardized by American Electroencephalographic Society [2, 3]. These electrodes
are mostly made of silver chloride and electrodes-scalp contact impendence range
varies from 1 kilo-ohm to 10 kilo-ohm during recording being correct biological
signal. The human brain without interrupted, generated electrical waves in form
of voltage signals from 0.5 to 100 Hz but fundamentally in the range from 0.5
to 50 Hz [4, 5]. This range can further be divided between different frequencies

R. Dhiman · Pawan (B)
Electrical Engineering Department, Deenbandhu Chottu Ram University of Science and
Technology, Murthal, Haryana, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
N. Marriwala et al. (eds.), Emergent Converging Technologies and Biomedical Systems,
Lecture Notes in Electrical Engineering 841,
https://doi.org/10.1007/978-981-16-8774-7_47

563

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-8774-7_47&domain=pdf
https://doi.org/10.1007/978-981-16-8774-7_47


564 R. Dhiman and Pawan

and correlated to various cognitive task or movement. [6]. Electroencephalogram
plays a significant role in categorizing brain activity and behavior. EEG-based brain–
computer interface (BCI) is direct interface between brain and external device. BCI
is also knows as brain machine interface (BHI). There are basically two types of BCI
systems, namely invasive BCI and non-Invasive BCI. The non-invasive BCI systems
preferred in use due to their affordability and flexibility in capturing the signals from
brain. This research study is organized into six sections, Sect. 2, “EEG—the brain
signals”, Sect. 3, “EEG recorded method and artifacts”, Sect. 4, “Signals processing
technique for Brain–Computer Interface system”, Sect. 5, “Technical challenges for
BCI”, Sect. 6, “ Conclusion”.

2 EEG the Brain Signal

First time EEG signal recorded on animal brain by Richard Caton in 1875. Hans
Berger was a German psychiatrist first recorded the brain’s electrical activity from
the scalp in 1924. The electroencephalogram is maximally used signal in BCI due to
high temporal resolution, ease of use and safe [7]. It has poor spatial resolution. Elec-
troencephalogram signals are mostly time varying and non-stationary and measured
different points of human brain in form of various range of voltage [8]. The EEG
has unique property of non-stationary in nature. It is vulnerable to artifacts caused
by eye coordination, eye blinks, muscular activities, breathing process, and power
line interferences. The classification of electroencephalogram signals based on their
frequency band and EEG investigates the events in the form of electrical signals.
Using biological signals researcher capable to examine brain illness related with
human beings. By evaluating electrical wave variance, capable to discover some of
the brain abnormalities like strokes, neurodegenerative diseases. The classification
of electroencephalogram signals based on their frequency, amplitude, and shapes is
explained below [9].

2.1 Delta Signal

Delta signals represent the gray matter of brain and have highest amplitude and can
produce either in cortex or thalamus. These signals are usually associated with all
stages of sleep in stage 3 and 4. It is also called as slow-wave sleep (SWS) and aid in
characterizing depth of sleep. Its frequency range from 0.5–4.0 Hz and seen normally
in adults in slow-wave sleep as well as in infants [10].
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2.2 Theta Signal

Theta signals ranges from 4 to 8 Hz. These types of brain signals are observed in
meditation and deep relaxation. This signal is show abnormality in adults but in
normal for children below age of 13 years. It is responsible for producing of human
development hormone and serotonin hormone that rise clam and provides relief from
ache.

2.3 Alpha Signal

These are most common in adolescents who are awake, but calm during closed eyes.
frequency band range of these from 8 to 13Hz and are occurs on both side of the head.
It acts as a channel between subconscious and conscious brain. Many researchers
show that marijuana that initiates a rise in alpha signal power.

2.4 Beta Signal

The frequency band range of this signal is from 13 to 30 Hz. It is seen commonly
on both sides of frontal and parietal lobes. These signals are occurring in conscious
mind state, judgment, puzzle solving, talking, and decision-making.

2.5 Gamma Signals

These signals have frequency band between 30 to 100Hz and related with conscious-
ness and perception [11]. These waves accurately combine memory and sense
together for ideal experience.

3 EEG Recording Method and Artifacts

3.1 EEG Recording Method

The neurons of cerebral cortex generated various electrical fields on surface of skull
that can be captured and recoded with appropriate electrodes. During EEG biolog-
ical signal recording, electrodes are located discretely on scalp by 10–20% interna-
tional standards of the human head [12]. Every silver chloride electrode connected
to an amplifier for recording EEG. After captured EEG signals from the electrode, it
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Fig. 1 Side view of 10–20 electrode system [14]

reaches an amplifier or differential amplifier. The filtering processes are performed
inside the amplifier for both highpass as well as lowpass filter. Each and every elec-
trode positioned in 10/20 system ismarked by a number and a letter [13]. The number
recognized the hemisphere and letter identified lobes of brain. The right part of hemi-
sphere electrodes is positioned by even numbers, while left hemisphere is positioned
by odd numbers. The English alphabets letter F stands for frontal, and T, C, P, O, A
are stands for temporal, central, parietals, occipital, and auricular, respectively, while
“Z” is used to refer to electrodes positioned on midline (Fig. 1).

3.2 Artifacts

It contaminates the original signal giving noisy signals. The signal artifacts are more
substantial while collecting EEG data from recording systems. Usually, EEG arti-
facts can be broadly classified into two categories termed as physiological and non-
physiological artifacts [15]. During recording and signal processing, some physio-
logic and non non-physiologic artifacts are added with EEG signals are giving below
Table 1.

Table 1 Type of artifacts

S.No Physiological Artifacts Non-Physiological Artifacts

1 Eye blink and movements Electrodes impedance

2 Muscular movements Electrical power line interference 50 to 60 Hz

3 Cardiac muscle movement Bad of electrodes position

4 Pulsation of blood vessel Low battery of signal processing devices

5 Skin sweating Dry scalp-electrodes contact
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4 Signals Processing Technique for Brain–Computer
Interface System

The brain–computer interface system involved the mainly four stage of data acquisi-
tion, data preprocessing, feature extraction, classification, and command translation
[16–18]. Brain–computer interface also called NCI mean neural control interface.
The BCI techniques should be capable of classifying mental tasks as precisely from
EEG signals. It has become a collaborative mixture of computational neuroscience,
engineering, signal processing, computer science, and many other types of research.
The operation of brain–computer interface commonly involves several steps as shown
in below Fig. 2.

4.1 Data Acquisition Process

For data acquisition 10–20 international system is used with electrodes having 8mm.
The data acquisition unit is accountable for capturing electrophysiological waves that
deliver input to brain–computer interface. These waves are recorded from surface
of subject’s brain for checking neuronal activity and amplifying the signal. Brain–
computer interface use invasive or non-invasive technique for signal recording. The
invasive technique has enhanced wave’s quality as compared to non-invasive tech-
niques. Non-invasive techniques for acquiring biological signals are EEG, magne-
toencephalogram, near-infrared spectroscopy and functional magnetic resonance
imaging. The recorded biological signal is amplified for heighten the power then
digitized before they are used by any of the artificial devices.

Fig. 2 Brain–computer interface system [19]
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4.2 Signal Processing

The signal processing techniques are heart of current medical instrumentation, and
main goal of preprocessing is to prepare recorded signals for processing by increasing
signal-to-noise ratio. The SNR ismeasure of relative strength of valuable information
in a signal capture by noise vs. overall strength of signal, involved noise. Notch
filter having null frequency of 50 Hz is preferred to use for removal of artifacts as
well as noise. The signals having large frequency noisy components are eliminated
with help of LPF having cut of frequency 40–70 Hz [20]. However, the recorded
electrical signal always be dirtied with artifacts and then affect the analysis of EEG
signal.Hence, it is important to develop techniques to efficiently detect and extract the
clean electroencephalogram data during EEG recordings. The numerous approaches
have been proposed to eliminate artifacts, but the research on artifact elimination
still to be an open problem.

4.3 Feature Extraction

The most crucial step in signal processing of EEG is stage of feature extraction
which provides greatest possible success of classification stage, and it reduces the
dimensions of data without loss of signal information through classification stage
in real-time operation. There are many feature extraction methods and some are as
follows: The FFT calculates relative strength of EEG signal by decomposes biolog-
ical signal into frequency components. It does not examine non-stationary electrical
signal. For investigating such signal used short-term Fourier transform (STFT). The
autoregressionmodel is calculating power spectrum density of EEG signal for brain–
computer interface. It provided better resolution fort short epochs as compare to
FFT. The wavelet transform (WT) combines the frequency information and time
domain information together so that WT provides best results when compared to
FFT and AR. The common spatial pattern is commonly used for multiple channel
processing and applies to tune subject specific spectral band range. The CSP algo-
rithms used to feature extraction from EEG signals. From electroencephalogram,
three important sources of information can be extracted, i.e., spatial information,
spectral information, and temporal information [21].

4.4 Classification Techniques

After feature extraction and selection, biological signal should be classified using
classification methods to get accurate control signal for desired actions. The various
classification techniques have been used for identifying biological signals. Basically,
linear and nonlinear two type of classier used in brain–computer interface systems
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Table 2 Classification techniques

S.No Technique Advantages Disadvantages

1 LDA [24] - It is linear classifier and closely
related to ANOVA
- It is very simple to apply and has
less computational work

- It will not give satisfactory results
if discriminatory information is not
in mean but in variance of data
- It is not fit for nonlinear dataset

2 SVM [25] - It constructs a set of hyper-planes
in an infinites dimensional region
- It is linear and supervised
learning methods

- To obtain best results, SVM
algorithms have many key
parameters that required set
correctly

3 ANN [26] - It is a nonlinear classifier and
example of supervised learning
technique
- Remove artifacts in best manners

- Approximate results are obtained
trail and error methods
- It requires more is a time for
computational task

4 NBC [27] - It is based on Bayes theorem
- It is fast to implement any given
problem

- It is very sensitive for input
dataset
- There is possibility an error
during classification

5 K-NN[28, 29] - It is non-parametric technique
apply for classification or
regression
- K-NN is simplest classifier, and it
is an instance-based learning
technique

- It has slow learning process
- It ignores attributes importance
during computation

for classification task [22, 23]. Some important classifier used in signal process to
get desired action descried in Table 2 and the latest literature of various MI-brain
computer interface system in Table 3.

5 Technical Challenges for BCI

5.1 Nonlinearity

The human brain is an extremely complex nonlinear arrangement in which show
very chaotic behavior. EEG biological signals can be well categorized by nonlinear
dynamic techniques than linear approaches [43].

5.2 Maximum Error Rate

Brain–computer interface systemuse noninvasivemethod to capture biological signal
which have artifacts. The noise and artifacts make the EEG signal erroneous.
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Table 3 Comparison table of various MI-brain–computer interface applications

Aim of the research
work

Preprocessing
techniques

Feature
extraction

Classification
methods

Accuracy

MI classification
(right and left hand)
[30]

Band pass filter CSP CCA 87.09 ± 2.28%

MI classification
(right and left hand)
[31]

Spatial filter CSP KSVM 60%

MI
classification(right
side, left side and
right-side limb) [32]

Spatial filter PCA, FLD ELM 96.44%

Classification
(fingers movements
included right hand)
[33]

Band pass filters QFTD Multi-class SVM 77.1%

MI
classification(right
and left hand) [34]

Band pass filters CSP LDA,SVM 82%

MI
classification(right
and left hand) [35]

Band pass filters AAR SVM 76.82%

MI classification
(lower limbs) [36]

Band pass filter CSP and Open ViBe software Good

MI classification(left
hand, right hand,
foot, or tongue) [37]

Spatial filter CSP SVM 73.37%

MI
classification(right
and left limbs) [38]

Spatial filter CSP SVM (Dataset with
two classes)

86.49%

MI classification
(right and left limbs
and tongue) [39]

Spatial filter CNN LSTM 87.31%

MI classification(left
hand, right hand)
[40]

Spatial filter CSP FBCSP algorithm 79.80%

MI classification [41] Band pass filter CFS
algorithm

SVM 80%

MI classification
right hand) [42]

Band pass filter Morlet
wavelet
approach

M-D-based
classifier

80%
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5.3 Training Process

MI-brain–computer interface systems have training process little time consuming
[44]. During training, it should be guided by user.

5.4 Low Signal Strength

EEG signal is not easy to capture from human brain due to weak signal strength [45].
The good strength signal getting process is very challenging task. To overcome this,
problem amplifier is used.

6 Conclusion

This research paper has surveyed a large variation of literature onmotor imagery BCI
using EEG which helps and motivates the researchers who don’t have wide experi-
ence inMI-brain–computer interface research. We investigated that MI-BCI systems
basically have four main parts: EEG signal types, signal acquisition, feature extrac-
tion and selection, and classification. The wavelet transform approach better choice
for feature extraction and provide better accuracy for classification process. For this
study, it can conclude that SVM and deep learning techniques deliver the better
classification results for EEG-based MI-BCI systems. The BCI applications are not
limited. It is used into many areas such as communication, motor re-establishment,
ecological control, locomotion, and entertainment. This literature survey is intended
to give the readers a fast overview of MI-brain–computer interface systems.
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Texture Analysis of Liver Ultrasound
Images

Niranjan Yadav, Rajeshwar Dass, and Jitendra Virmani

Abstract The main goal of this work is to classify liver ultrasound images based on
texture features for the early detection of liver abnormalities. A total of 60 liver ultra-
sound (30 benign and 30malignant) images have been used for the analysis. A total of
302 texture features have been extracted, namely histogram, co-occurrence matrix,
run-length matrix, absolute gradient, autoregression, and wavelet-based by using
MaZda. In this work, most uncorrelated features are selected using principal compo-
nent analysis (PCA), and three classifiers, namely (a) probabilistic-neural network
(PNN), (b) K-nearest neighbors (K-NN), and (c) support vector machine (SVM) has
been used to classify liver abnormities. A total of 20 statistical features have been
selected using PCA and SVM yields optimal accuracy as 95%. It is observed that
texture analysis using the MaZda package has been a more feasible and convenient
method for analysis of abnormalities of the soft tissue.

Keywords Texture analysis ·MaZda · PCA · SVM · GLCM · GLDS · GLRLM

1 Introduction

Various medical imaging modalities are widely used for characterization of soft
tissue as x-ray, ultrasound, MRI, PET CT scan. Sonography has been widely used
for analysis of soft tissue due to (a) low cost, (b) radiation free, (c) easy availability
[1, 2]. The sonography reveals the texture of the soft tissue includes appearances,
position, and structure of lesion. The texture features of an image are computed
using several mathematical process by evaluation of grayscale intensity and position
of pixel [3, 4]. Texture analysis provides intra-lesion heterogeneity and relationship
among, the gray-level values in the image [5]. The histogram-based texture features
mean, variance, skewness, and kurtosis attains uniformity, histogram as asymmetry,
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irregularity, histogram flatness, and dispersion, respectively [6]. The texture feature
based on first and second order are the important diagnostic information used in
prediction [7]. Texture analysis employs a models to achieve an accurate assessment
of lesion heterogeneity, spatial relationship, and dissimilarity [5–7]. Texture feature
extraction remains a challenging task in the medical imaging due to complex compu-
tation [7]. The statistical modeling involved three orders of parameters named as first,
second, and higher order. First order explores the distribution of frequency using
histogram and measures intensity, standard deviation, etc. Second order explores
co-occurrence and run-length matrix assessing a length of pixels based on gray-level
intensity. High-order statistical parameters explore the overall differences between
pixels via gray-tone difference matrix [8].

MaZda is a software package used for medical image texture examination. It is
widely used in the medical imaging modality due to free of cost, reliability, and
accurate. It was developed by IET University, Poland in 1996 for texture analysis
of medical application [9]. MaZda provides much quantitative information about
pixel, neighboring pixels, and spatial gray-level intensity within the image. In this
work, texture analysis has also been explored to better characterize hepatic fibrosis,
emphysema, and liver cirrhosis as benign and malignant using MaZda software
package [8, 9]. Brief description of related study as shown in Table 1.

From Table 1, it is concluded that texture feature extraction becomes a difficult
task in machine learning. It is very difficult to train the model with a large number of
feature sets and less the features, the performance of the model improved. Feature
extraction was computed in two ways (a) subset of features are combined in two
or more approach (b) overall features extraction in one approach. Matlab extracts
the subset of features and combined the all subset using a fusion approach. It is
time-consuming and always chances of redundancy. MaZda is a tool that extracts
all texture feature using one approach and very less of redundancy in the features
set. The performance of the train network depends upon the number of features

Table 1 Brief description of
related study

Investigator(s) Feature extractor
tool

Classifier

Ali Abbasian
Ardakani et al. [8]

MaZda 1-NN and A-NN

Xiaowei Huang
et al. [11]

MaZda KNN

Tommaso Banzato
et al. [13]

MaZda 1-NN and A-NN

Soo-Yeon Kim et al. Matlab t or chi-square test

Ganesh et al. [14] Matlab BPN

Salih et al. [15] Matlab Texture variation
analysis

Neofytou et al. [16] Matlab PNN and KNN

Hui Mai et al. [17] MaZda KNN
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selected from the features set. PCA, LDA GA, etc., are used for the reduction of
the features set in the machine learning. PCA is the most common feature reduction
method by combiningmultiple features into the new one. It works on the variance and
correlation pattern in the database so that significantly reduced the dimensionality
without any loss of important diagnostic information from the medical images. The
main challenges in the feature extraction are human readability and scalability. In this
work, the MaZda software package is used as a feature extractor due to overcomes
all the challenges, and the PCA is used as a feature selection method.

2 Method and Material

The workflow adopted for characterization of liver ultrasound images as benign and
malignant using MaZda software are shown in Fig. 1.

Fig. 1 Workflow adopted for the characterization of liver ultrasound images
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2.1 Liver Database and Bifurcation

The liverUS images have been taken from the standard benchmark database available
at [10]. A total of 60 liver US (30 benign and 30 malignant) images have been used
for the analysis. For training (20 benign and 20 malignant), liver US images are
considered and for testing (10 benign and 10 malignant) are considered for analysis.

2.2 Texture Analysis

The texture analysis involved three orders of parameters named first, second, and
higher. The first and second order explore the distribution of frequency and length
of pixels based on gray-level intensity. High-order statistical parameters explore
the overall differences between pixels via gray tone difference matrix. The texture
features named as (a)Histogrambased (b)Co-occurrence (c) run length (d) difference
matrix (e) wavelet and (f) absolute gradient [8–12].

3 Texture Features

The visual form of image is transformed into precise descriptive information, and
this descriptive information is based on intensity, neighborhood, and heterogeneity
called texture features. The radiologist considers the texture region for the visual
appearance of abnormalities of the tissue so that texture inside and outside the tumor
boundary is important for discrimination of cancer [11]. The brief description of
texture features as follow.

3.1 Histogram or First-Order Statics (FOS)

First-order or histogram-based features are calculated from the intensity of frequency
distribution or histogram of the images. First-order statics-based features using
histogramnamed asmean, variance, skewness, and kurtosis [9]. The histogram-based
analysis for benign and malignant images is shown in Figs. 2 and 3, respectively.

3.2 GLCM Features

The spatial relationship is computed using the angular relationship θ and the distance
d between the neighboring pixels [6]. Texture analysis is based on the co-occurrence
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(a) 
Mean 

(b) 
Variance 

(c) 
Skewness 

(d ) 
Kurtosis 

(e) 
0.01% 

Brightness 

( f ) 
10 % 

Brightness 

( g) 
50 % 

Brightness 

(h) 
90 % 

Brightness 

Fig. 2 Histogram-based features images

Fig. 3 aHistogram analysis and histogram-based featuresbHistogramof the benign andmalignant
liver ultrasound image

matrix, i.e., relationship of two pixels in the spatial domain. There are eleven GLCM
features named as (a) entropy, (b) sum of entropy, (c) difference entropy, (d) sum
average, (e) inverse difference moment, (f) sum of square, (g) difference variance,
(h) correlation, (i) sum variance, (j) contrast, (k) angular 2nd moment computes for 4
direction and 5 distances [9, 10]. It measures angular relationship and pixel distance
in the direction (0°, 45°, 90°, and 135°), pixel distance d = 1, 2, 3, 4 & 5. P (i, j)
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is the probability of gray-level combination, and P (i, j, θ, d) is representing some
pixels pair at distance d and direction θ.

3.3 GLRLM Features

The run-length based features are computed using the spatial correlation of two
or more pixels. It is measured using a specific direction (0°, 45°, 90°, and 135°).
Gray-level variation is measure using GLRLM features in the images. There are five
run-length features named as (a) “RL-uniformity (b) gray-level non-uniformity (c)
long-run emphasis (d) short-run emphasis and (e) fraction computing in second-order
category [9].

3.4 Gradient-Based Features

Gradient features are computed using the neighborhood of image pixel X (i, j) and
the neighborhood absolute value of the gradient for each pixel [6]. There are five
gradient-based features named (a) mean, (b) variance, (c) skewness, (d) kurtosis,
and (e) percentage of pixels are computed with nonzero gradient [11]. The basic
arrangement of neighborhood for the absolute value of gradient is shown in Fig. 4.

3.5 Wavelet-based Texture Features

Gaborfilter is used for decompositions so that achieve the theoretical lower andhigher
bound. The energy of wavelet coefficient in LL, LH, HL, and HH is computed at the
successive scale [11].

Fig. 4 Arrangement of
neighborhood for the
absolute value of gradient
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4 Analysis of Liver Ultrasound Images

Tissue characterization remains challenging for all scenarios. Texture analysis is
much accurate, reliable, and implements for both homogenous as well as non-
homogeneous tissues. It gives better results than the spectral parameter analysis.
MaZda is a computer-based program that serves to calculate texture features for
medical images. It has been developed by IET University, Poland in 1996 for texture
analysis, and it has been under research and development since 1998 to fulfil the
requirements and the used for quantitative analysis ofMRI, Ultrasound andmammo-
grams [9]. The programMaZdapackage usedC++-based programming and complied
through window7/8/10 operating system [9–11]. In this work, MaZda is used for
discrimination of liver tissues in ultrasound images and provides support to the radi-
ologist for early detection of cancer as benign or malignant. In MaZda, ROIs can be
drawn in different shapes and colors. The basic layout of MaZda and histogram of
the region of interest is shown in Figs. 5 and 6, respectively.

4.1 Feature Selection

A total of 302 texture features are combining as set (TFS) from training and testing
images. Some features are interrelated to each other’s so that these redundant features

Fig. 5 MaZda software with the region of interest (ROI)
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Fig. 6 Histogram of the region of interest

are not useful information for differentiating abnormalities. These texture feature sets
are converted into optimal uncorrelated feature set (OFS) using principal component
analysis (PCA) method. The number of PCs in the range of 2–20 for optimizing the
features set.

5 Result and Discussion

The k-nearest neighbor (K-NN), probabilistic neural networks (PNN), and support
vector machine (SVM) classifier are strong popular tools for machine learning in the
medical images. In the present work, the SVM classifier has been implemented using
the LibSVM library. For training, 20 benign and 20 malignant are selected, whereas
for testing, 10 benign and 10 malignant are used. A receiver operating characteristic
(ROC) analysis curve for the PCA-PNN, PCA-KNN, and PCA-SVM classifier is
shown in Fig. 7. The network has been trained with an optimal feature set, the area
under the curve expressively higher as 0.95 with PCA-SVM. The results of the three
classifiers are shown in Table 2.

FromTable 1, it is obtained that texture feature extracted using theMaZda package
yields optimal results using principal component analysis selectionmethod and SVM
classifier (Table 3).

6 Conclusion and Future Work

The MaZda software package is the most reliable and efficient tool for texture anal-
ysis. It is computed better correlation parameters from the image and used a new tool
for analysis abnormalities of the tissue. MaZda software package extracts valuable
information as 11 GLCM parameters (4 direction and distances varies from 1 to 5),
5 GLRLM parameters with 4 direction resulting 20 features, gradient features with
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Fig. 7 Receiver operating
characteristics curve

Table 2 Classifier results

Classifier Confusion matrix Accuracy
(%)

Sensitivity
(%)

Specificity
(%)

ICAB
(%)

ICAM
(%)

PCA-PNN B M 80 80 80 80 80

B 8 2

M 2 8

PCA-KNN B 10 0 85 100 70 100 70

M 3 7

PCA-SVM B 10 0 95 100 90 100 90

M 1 9

Note B-Benign, M-Malignant, ICAB- Individual Class Accuracy for Benign, ICAM- Individual
Class Accuracy for malignant

a mask size 3 × 3, and wavelet feature with (LL, LH, HL and HH partitioning).
The most common type of abnormalities in the liver is hepatocellular carcinoma and
other types of hepatoblastoma, cholangiocarcinoma. Tissue characterization of the
human liver using ultrasound is the most challenging task. In this work, the MaZda
package has been used for feature extraction from the liver ultrasound images, and
these extracted features are selected using feature selection method principal compo-
nent analysis. These selected features are classified using PNN, KNN, and SVM
classifiers. It is observed that the PCA-SVM classifier yields optimal classification
accuracy as 95%. In the future, morphological features are combined with texture
feature, and more classifiers will be used in the model.
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Table 3 Comparative analysis with existing studies

Investigator(s) Tissue Feature extraction Feature
selection

Classifier

Ali Abbasian
Ardakani et al.
[8]

Thyroid
ultrasound

270 Texture
feature using
MaZda package

Fisher and
average
correlation
coefficients

1-NN and A-NN

Xiaowei Huang
et al. [11]

Plaque images 300 Texture
feature using
MaZda

Linear
discriminant
analysis

KNN

Soo-Yeon Kim
et al.

Thyroid
ultrasound

Histogram,
co-occurrence
matrix features
using Matlab

– t or chi-square test

Tommaso
Banzato et al.
[13]

B-mode
ultrasound
images

Texture feature
using MaZda
package

Correlation
coefficients

1-NN and A-NN

Ganesh et al. [14] Skin disease
images

GLCM features
using Matlab

– BPN

Salih et al. [15] Chest muscle
Ultrasound

FOS, GLCM
features using
Matlab

– Texture variation
analysis

Neofytou et al.
[16]

Hysteroscopy
images

Dependence and
difference
matrices using
Matlab

– PNN and KNN

Present study Liver ultrasound
images

302 texture
feature using
MaZda

Principal
component
analysis

PNN, KNN, and
SVM
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Recent Advancements
on Recommendation Systems
in Healthcare-Assisted System

Gauri Sood and Neeraj Raheja

Abstract Present recommendation schemes such as content grounded filtering and
collaborative filtering practice dissimilar databases to create references. Content-
basedfiltering creates recommendations built on customer favorites for product types.
Collaborative filtering mimics user-to-user recommendations. Both approaches have
limits. Content-based filtering recommends a new item but requests more data of
customer preference to include the finest match. Like, collaborative filtering wants
a huge dataset with lively customers who valued a product before to create precise
predictions. The arrangement of these dissimilar recommendation schemes is named
hybrid systems. These schemes can blend the topographies of the item itself and the
favorites of other customers. This paper reviews recent advances in recommendation
approaches and their findings.

Keywords Recommender system · Convolutional neural network · Deep neural
network · Deep Boltzmann

1 Introduction

The explosive progress in the work of digital data and the large count of people
on the Internet has produced an impending task of data burden that obstructs the
well-timed entrance to things of importance on the Internet. Recommender schemes
are facts purifying arrangements that contract with the difficulty of data excess by
clarifying vibrant evidence portion out of the huge volume of vigorously produced
data allowing to customer’s favorites, awareness, or practical activities around point
[1]. For the healthcare field machine learning and its subfield, i.e., deep learning
is useful and the fastest developing technologies. Machine learning offers supe-
rior assistances in better disease analyses, investigations, and avoidance. Lots of
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machine learning-based classifications have been considered to deliver adapted daily
life recommendations/mediation (Fig. 1).

Recommender schemes create recommendations and references to help their
customers in various supervisory practices. Customers are further expected to access
suitable produces and facilities using the recommender classifications (Fig. 2).

Grouping Stage

Learning Stage

Data Gathering Stage

Fig. 1 Recommendation system process [1]

Fig. 2 Recommendation techniques [1]
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According to Adomavicius and Tuzhilin 2005 recommender, schemes can be
categorized into three main types.

1.1 Collaborative Filtering Recommender

CF recommender schemes create suggestions to its customers built on the likings
of other consumers with comparable perceptions. It is an area self-governing expec-
tation procedure for content that cannot simply and effectively be designated by
metadata such as pictures and composition. This method works by the construction
of a catalog (user-item matrix) of inclinations for things by customers. Collaborative
filtering then contests customers with related importance and inclinations through
scheming resemblances among their profiles to create references [2] (Fig. 3).

1.2 Content-Based Recommender System

Content-based recommender schemes create suggestions founded on resemblances
of fresh articles to those that the customer be fond of in the previous by manipulating
the imaginative features of objects. It is an area-reliant procedure and highlights
further the examination of the characteristics of objects in direction to make guesses,
where official forms such as network sheets, newspapers, and newsflash are to be
suggested, a contented-created filtering system is best effective [3].

Fig. 3 Collaborative filtering
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1.3 Hybrid Recommender System

Hybrid recommender schemes employ several methodologies together, and they
overwhelmed the drawbacks of certain methods by manipulating the recompenses
of the other. Hybrid filtering system pools dissimilar recommendation procedures in
direction to advance improved classification optimization to evade certain limits and
difficulties of clean reference schemes.

1.4 What is Deep Learning?

– It comes underclass of machine learning systems
– It uses the hierarchy of nonlinear processing layers and complex model structure
– Layers learn to represent different representation of facts
– Advanced stage features are constructed from minor stage abstract features
– Trendy name for “Neural Networks with deep layers”.

Deep learning has become increasingly more famous all through subfields of
software engineering, for example, natural language preparing, picture and video
handling, PC visualization, and information withdrawal because there has not been
such a typical way to deal with taking care of various types of figuring issues previ-
ously. With such part of profound learning systems, they are not just exceptionally
equipped for helping complex issues in numerous fields; however, they addition-
ally structure a mutual terminology and shared view for these exploration grounds.
Deep learning strategies also assist these subfields to team up with one another,
wherever this was somewhat questionable earlier because of the assorted variety and
unpredictability of used systems [4, 5].

Why deep learning for search and recommender system?

– Direct content feature extraction instead of metadata
– Text, image, audio
– Better representation of users and items
– Hybrid algorithms and heterogeneous data can be used
– Better suited to model dynamic behavioral patterns and complex feature interac-

tions.

Basic terminologies of deep learning

• Restricted Boltzmann machine (RBM): An extraordinary BM containing a level of
perceptible components and a level of unknown elements with no visible–visible
or hidden–hidden associates.

• Deep Boltzmann machine (DBM): An exceptional BM in which the unseen
modules are structured in a deeply layered fashion, simply neighboring covers are
joined, and the identical layer has no visible-visible or hidden-hidden contacts.
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• Deep neural network (DNN): It is a system with several unseen layers and loads
that are completely coupled and pre-taught using fixed restricted Boltzmann
machine (RBM) or deep Boltzmann machine DBM [2].

Deep Learning Techniques

Deep learning can in general deliberated as a subfield of artificial intelligence. The
characteristic central principle of deep learning is to acquire profound exemplifica-
tions, i.e., knowledge of many stages of depictions as well as thoughts from statistics.
In real-world explanations, any neural network design can be considered as deep
knowledge as extended as it improves a defined independent purpose using a variety
of stochastic grade backgrounds (SGB). Neural designs have established incredible
achievement in equally controlled and unproven learning tasks. In this section, we
explain various architectural prototypes [6].

• Multilayer Perceptron (MLP)

It is a type of feed-frontward neural system having many (more than one) hidden
layers connecting the input and output layer. The perceptron can service random
initiation tasks and does not certainly signify a firmly twofold classifier. MLP can be
taken like weighted covers of nonlinear alterations, knowledge graded feature depic-
tions. MLPs are also recognized to be general estimates. Both common sigmoidal
activation function used for multiperceptron is described as:

x(yi ) = tanh(yi ) and x(yi ) = (1 + e−vi )−1

• Recurrent Neural Network (RNN)

It is appropriate for demonstrating consecutive statistics. The contrasting feed-
forward neural system, RNN to recollect previous calculations has rounds and recol-
lections. Two variations long short-term memory (LSTM) and gated recurrent unit
(GRU) systems are frequently installed now to overwhelm the threatened gradient
difficulty. The recursive formula could be given as:

Zt = Rw(Zt−1,Yt )

Here, Zt is the state at time step t; Yt is the input at time step t, and RW is the
recursive function.

• Convolutional Neural Network (CNN)

It is a distinctive kind of feedstuff frontward neural network including density layers
and merging processes. CNN is clever to capture the comprehensive and native sorts
and expressively improves the effectiveness and correctness. CNN achieves sound in
handing out statistics with a grid-like structure. An asteris k* symbol is commonly
used to describe convolution in mathematics. If an input image is represented by
Y (x) and a filter is represented by h, the expression is:
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X = Y ∗ h

• Neural Autoregressive Distribution Estimation (NADE)

It is an unsubstantiated neural net constructed above autoregressive prototypical and
feedstuff frontward neural systems. NADE is a controllable and well-organized esti-
mator for demonstrating statistics delivery and bulks. Collaborative filtering repli-
cates the division of ratings by the user. Suppose, if we have different ratings for
different movies then, CF-NADE uses the chain rule given by:

S(x) = π F
j−1S(xnbj |xnb< j )

where F is the total number of items rated by the user; nj is the jth rated item’s index,
and xnbj is the user rating given to item nbj [5, 7, 8].

2 Literature Work

See Table 1.

3 Accuracy Comparison of Various Classifiers Used
in Existing Healthcare Recommender System

With massive amounts of unprocessed data and information overload, recommender
systems are becoming increasingly common as a means of filtering large datasets
and information. There is a need for a new HRS that will strengthen the healthcare
system and deal with a patient that is plagued with diseases. Below is the Table 2
demonstrating the existing classifiers used in the healthcare recommendation system.

A brief explanation of the above table is as follows:

(i) As shown in the table, for the diet recommendation system, various classifiers
of deep as well as machine learning are applied for the medical dataset, which
was gathered from the Internet and hospitals, consists of 30 patients’ data, 13
disease features, and 1000 items. Out of all the classifiers (MLP, RNN, GRU,
LSTM, Naive Bayes, and logistic regression), LSTM provides the maximum
accuracy of 96.5% [37].

(ii) As shown in the table, for cancer diagnosis, ANN and GLM show better
accuracy as compare to SVM methodology, i.e., 95% and 96%, respectively,
as both are deep learning techniques, and they produce better results when
trained for a large amount of data as opposed to machine learning techniques
[36].
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Table 2 Accuracy of various classifiers

Author Year Approach Dataset Classifier Accuracy

Celestine
Iwendi,
Suleman
Khan,
Joseph
Henry
Anajemba

2020 Diet
Recommendation
framework for
patients using
deep learning and
machine learning
model [37]

Internet and
hospitals

MLP
RNN
GRU
LSTM
Naive
Bayes

92.91%
94.5%
95.29%
96.5%
92.81%
92.79%

Jenni A.
M. Sidey
Gibbons,
Chris J.
Sidey
Gibbons

2019 Use of machine
learning
techniques by
developing three
predictive models
for cancer
diagnosis [36]

breast cancer
Wisconsin
Diagnostic
dataset

ANN
SVM
GLM

95%
94%
96%

Varun
Gulshan,
Lily Peng,
Marc
Coram

2016 Automated
detection of
diabetic
retinopathy [40]

EyePACS-1 and
Messidor-2
dataset (retinal
images)

DCNN 94%
96%

John A.
Quinn
Nakasi

2016 Histological and
microscopical
elements detection
[41]

microscopic
image

DCNN and
shaped features
like the moment
and
morphological

100% for
Malaria; 99%
for tuberculosis
and hookworm

Korsuk 2016 Features
extraction and
detection of
abnormalities [42]

ADNI dataset
Alzheimer
disease using
the dataset of
PET, MRI,
combination of
PET and MRI

DBM 92.38%
92.20%
95.35%

Sarraf 2016 Alzheimer’s and
Parkinson’s
diseases detection
[43]

fMRI and MRI
images

CNN 97.77% and
100% for fMRI
and MRI
subjects

Iidaka T 2015 Functional
connectivity and
classification of
brain disorders
[44]

fMRI data Deep learning
classifiers

90%

(iii) For automated diabetic retinopathy, DCNN gives an accuracy of 94% for the
EyePACS-1 dataset which consists of 9963 images from 4997 patients, and
96% accuracy for the Messidor-2 dataset which contains 1748 images from
874 patients. DCNN, i.e., deep convolution neural network is used as a dataset
consist of retinal images [40].
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(iv) Similarly, DCNN produces 100% and 99% accuracy when used for malaria
as well as tuberculosis detection, respectively. The dataset again consists
of microscopic images DCNN is more appropriate. The task of detecting
malaria had the highest accuracy—possibly because it had the largest training
collection [41].

(v) DBM is used for the detection of abnormalities using three different datasets,
i.e., PET, MRI, and a combination of both yielding accuracies of 92.38%,
92.20%, and 95.35%, respectively [42].

(vi) For Alzheimer’s and Parkinson’s disease detection, CNN is used giving an
accuracy of 97.77% for fMRI and 100% for MRI subjects [43].

(vii) Lastly, when deep learning classifiers are used for the classification of brain
disorders, it yields an accuracy of 90%. The multi-center research project
provided imaging data from328 subjectswith typical growth and 312 subjects
with ASD. In this study, only subjects under the age of 20 were included [44].

85

90

95

100

% age Accuracy

% age Accuracy

As shown in the graph, CNN and DCNN (kind of CNN but with more layers as
compared to CNN) yield improved accuracy as compared to the rest of the classifiers,
i.e., SVM, ANN, GLM, etc. Hence, it is concluded that as compared to machine
learning techniques deep learning techniques provide better accuracy because the
more the number of layers, the more is accuracy obtained.

4 Conclusion

Collaborative filtering is reflected asmore superior to other tree approaches (contents
centered, knowledge centered, and demographic filtering). A deep learning method-
ology for collaborative and content-centered methods will permit the traditional
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model to acquire dissimilar topographies of customers and things routinely to
progress the accuracy of recommendations. Collaborative filtering recommendation
procedure with deep learning technology provides good accuracy. This model uses
a feature extraction scheme built on a quadric polynomial regression model, which
gets the hidden topographies further precisely by the old-style matrix factorization
procedure. Then, these hidden features are considered as the input of the deep neural
system.
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Assessment of De-noising Filters
for Brain MRI T1-Weighted
Contrast-Enhanced Images

Sarita, Rajeshwar Dass, and Jitender Saini

Abstract Noise in the medical images is always of great concern because it can
lead to misinterpretation for advance process. With advancements in technology, the
quality of image capturing throughMRI improved, but noise is still present; therefore,
noise present in theMRI images should be removed to get the good quality of images
for accurate diseases detection and its diagnosing. In this work, five different filtering
algorithms, named as non-local mean (NLM) filter, anisotropic filter, Weiner filter,
bilateral filter, andGaussian filter, used to eradicate the different types of noise named
(salt and pepper, speckle, and Gaussian) through brain MRI images. PSNR, SSIM,
and MSE are statistical parameters used for analyzing the performance of the filters.
The study shows that for Gaussian noise,Weiner filter is considered themost efficient
filter. For salt and pepper noise, Gaussian filter work better than other filters. In the
case of speckle noise, anisotropic works better on low noise density, whereas for
high noise density, Gaussian filter works better.

Keywords NLM · Anisotropic filter · Weiner filter · Bilateral filter · Noises ·
SSIM · PSNR · MSE

1 Introduction

In the medical field, image quality is vital for the detection of diseases. MRI provides
a highly detailed image of human tissue and organs, and it also does not use radiations;
therefore, it is a frequently used examination method to find brain diseases. Despite
goodMRI scanner technology,MRI quality is affected by the noise that occurs during
acquisition. The noise in MRI image limits further analysis processes like feature
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extraction, segmentation, and classification. To improve MRI images’ quality, noise
should be removed while retaining the image features before subsequent analysis
[1]. MRI images are prone to salt and pepper, Gaussian, and speckle noise [2]. In
brain MR images, Gaussian is the most common noise [3], also known as electronic
noise, which arises in the MRI machine’s detector and amplifier. Salt and pepper
noise have black and white pixels, and it is also known as impulse noise [4]. Speckle
noise occurs due to the environmental effect on the sensor of an image-capturing
device.

This paper’s primary purpose is to evaluate different filters’ performance in
removal of types of noise through brain MRI images. PSNR, MSE, and SSIM
parameters are used for assessing the noise filtering quality of these filters.

Paper’s organization is as follows: research background in first segment. In
segment 2, we discussed the previous work done by the researchers. Segment 3
describes the material andmethod used in the work. Results are discussed in segment
4, and the outcome of the study is concluded in segment 5.

2 Literature Review

In past few years, many researchers worked on removing noise from theMRI images
with preserving the optimum information. Chandrashekar et al. [5] explained the
noise model and nonlinear de-noising algorithm such as anisotropic, bilateral, and
nonlocal mean (NLM) filter. They found that NLM filter works better than the other
two filters in terms of the high value of parameters like PSNR and SSIM, but the
execution time of NLM is 200 s which is higher than the anisotropic and bilateral
filter. Riji et al. [6] proposed an iterative bilateral algorithm for removing Gaus-
sian noise from the MRI images and compared the results with the NLM, UNLM,
and LMMSE de-noising algorithms in terms of statistical parameters such as mean
SSIM and PSNR; results confirmed that the proposed filtering algorithm by them has
better noise removing quality than the other filters. Nagarjan et al. [7] performed de-
noising of the MR images having Gaussian noise with block division-based filtering
algorithm. Compared the result with median, bilateral, anisotropic, NLM, IBLF and
WBNLM, SANLM algorithm in term of PSNR, SSIM, RMSE and execution time.
They found that prosed technique works better than all other algorithms with less
execution time, i.e., 26.28 s for T1 weighted, 9.945 s for T2 weighted, and 9.366 s
PD-weighted images, respectively. Anitha et al. [8] applied the median and Weiner
filter for removing the noise and found that themedian filter works better thanWeiner
filter. Zeng et al. [9] performed the de-noising of brain MR images by hybridizing
the Weiner filter, wavelet soft threshold, and wavelet hard threshold and found that
hybrid algorithmworks better than eachmethod alone. Saladi et al. [10] compared the
performance of PCA, NLM, bilateral, and SANLM de-noising algorithm by statis-
tical parameters and found that SANLM works better than other filters. Mundada
et al. [11] investigated the noise parameter’s effect on the image restoration of brain
MRI images and found that change in standard deviation of noise results in change of
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noise distribution also. For a lower range of standard deviation, i.e., Gaussian distri-
bution for noise range 1–4.27, and for standard deviation 4.51 or greater than this,
noise is Rician noise. They found that for de-noising brainMRI images, the Gaussian
filter works better for Gaussian noise distribution, whereas for Rician distribution,
the hybrid filter works better. Isa et al. [12] evaluated three de-noising algorithms
namedmedian, adaptive, and average filter for Gaussian, speckle, and salt and pepper
noise. Their work proves that the median filter works better for Gaussian and salt and
pepper noises with PSNR value 38.3 dB, whereas the average filter do filtering better
for speckle noise with PSNR of 56.2 dB. Rai et al. [13] proposed hybrid algorithm
ICA-DWT for removing noise like Gaussian, speckle, and Salt and Pepper with noise
variance of 0.1–0.9 and compared this with the traditional algorithms such as ICA,
DWT, and UDWT. They found that proposed technique works better for high noise
variance levels and preserves the structure of MRI.

3 Methodology

3.1 DataSet

For this work, brain MRI dataset of T1-weighted contrast-enhanced images (3064)
are used, which were downloaded from [14]. This dataset contains 3064MRI images
from 233 patients, in axial, sagittal, and coronal view. We have taken 10 images for
our work.

3.2 Filters

Non-local mean (NLM) filter performs the mean of all neighboring pixels and
put weight to these by the similarity of pixels to the center pixel. Weights are used
to determine the closeness of the pixel from the target pixels. Common weighting
functions are Gaussian and discrete algorithms. NLM is a powerful method for noise
removal, but it is limited by the high execution time [15].

Wiener filter is used to de-noising the image, whose quality is decreased by
additive noise and blurring. For calculating assumption requires that the noise and
signal both processes are of second order. Zero mean noise is considered [16].

Wiener filters generally apply in the frequency domain [17]. Take a corrupted
image, i(n, m), takes DFT to get I(k, l). To estimate the original image spectrum,
multiplication of I(n, m) and Weiner filter W (n, m) is taken:

The Wiener filter is as follows:

W (k, l) = H∗(k, l)Ps(k, l)
|H(k, l)|2Ps(k, l) + Pn(k, l)

(1)
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Bilateral filter is an algorithm for removing noise while protecting the edges. In
this, each pixel is replaced by average of the neighboring pixels, so the formulation
is easy. It depends on the size and contrast of the feature to protect. Computational
speed is high; therefore, it can be used at iterative speed for large size image [18].

Gaussian filter is a linear filter used to reduce noise and blurring from the image.
It takes the weighted average of the neighboring pixels. It uses zero mean Gaussian
distribution.

Anisotropic diffusion filter is also called Perona–Malik diffusion filter because
Peeerona and Malik introduced it in 1987. It removes the noise from the image
without distorting the image details like edges. The diffusion process of the filter is
space invariant and linear of the original image.

4 Result and Discussion

Performances of the filters aremeasured using the statistical parameter PSNR, SSIM,
and MSE.

Mean square error (MSE) is computed by doing an average of the square of the
difference in the input image’s intensity and the output image’s intensity [19]:

MSE = 1

mn

mn−1∑

i=0

(
d(i) − d

∧

(i)
)2

(2)

Peak signal-to-noise ratio (PSNR), and is calculated by [20]:

PSN R = 10 log 10

(
2552

MSE

)
(3)

PSNR value must be greater or near 48 dB for better performance of the filter.
SSIM stands for the structure similarity index, and it is calculated by as [21]:

SSI M =
(
2μxμy + C1

)(
2σ xyC2

)
(
μ2

xμ
2
yC1

)(
σ 2
x σ 2

y + C2
) (4)

Filter having SSIM value near to1 is considered as the most effective filter.
Qualitatively analysis of the different filters using the statistical parameters like

MSE, PSNR, and SSIM is shown in Tables 1, 2 and 3, respectively.
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Table 1 MSE of different filters

Noise variance 0.05 0.1 0.5 0.9

Gaussian noise

NLM 1999.0894 3742.1724 11487.058 14643.792

Anisotropic diffusion 500.2552 1059.066 4176.353 5782.596

Weiner 399.9964 790.1641 3214.55 4508.743

Bilateral 527.1559 1103.33 4231.541 5868.273

Gaussian 609.7047 1067.795 3611.562 4910.483

Salt and pepper noise

NLM 1389.8414 2753.3822 13740.169 24635.022

Anisotropic diffusion 249.9103 522.4391 4522.417 11365.16

Weiner 146.6004 286.7802 3177.689 9312.235

Bilateral 242.037 550.3864 4530.614 11483.2

Gaussian 97.3878 219.3397 3079.496 3104.496

Speckle noise

NLM 114.4543 281.9931 1403.0609 2007.9464

Anisotropic diffusion 18.7696 34.1259 205.7021 319.7328

Weiner 18.9268 36.3139 159.5432 232.757

Bilateral 21.854 46.5252 236.3332 346.2618

Gaussian 26.2175 32.9796 82.2954 117.219

Table 2 PSNR of different filters

Noise variance 0.05 0.1 0.5 0.9

Gaussian noise

NLM 15.1225 12.3996 7.5287 6.4743

Anisotropic diffusion 21.1389 17.8816 11.9228 10.5096

Weiner 22.1102 19.1536 13.0596 11.5902

Bilateral 20.9114 17.7037 11.8658 10.4457

Gaussian 20.2796 17.8459 12.5497 11.2196

Salt and pepper noise

NLM 16.7012 13.7321 6.7509 4.2153

Anisotropic diffusion 24.153 20.9504 11.5771 7.575

Weiner 26.4695 23.5553 13.1097 8.4403

Bilateral 24.292 20.7241 11.5692 7.5302

Gaussian 28.2458 24.7196 13.246 13.2103

(continued)
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Table 2 (continued)

Noise variance 0.05 0.1 0.5 0.9

Speckle noise

NLM 27.5445 23.6284 16.66 15.1033

Anisotropic diffusion 35.3963 32.8 24.9984 23.0829

Weiner 35.36 32.5301 26.102 24.6474

Bilateral 34.7355 31.4539 24.3956 22.7368

Gaussian 33.9449 32.9484 28.977 27.4408

Table 3 SSIM of different filter

Noise variance 0.05 0.1 0.5 0.9

Gaussian noise

NLM 0.0628 0.0377 0.0119 0.0087

Anisotropic diffusion 0.2663 0.1885 0.0828 0.0593

Weiner 0.333 0.2655 0.1486 0.1171

Bilateral 0.2478 0.1769 0.0795 0.0581

Gaussian 0.3402 0.2812 0.1595 0.1267

Salt and pepper noise

NLM 0.285 0.1225 0.0132 0.0028

Anisotropic diffusion 0.3638 0.2508 0.078 0.0182

Weiner 0.4692 0.3701 0.163 0.0556

Bilateral 0.3797 0.2565 0.0803 0.0169

Gaussian 0.5352 0.402 0.1683 0.1611

Speckle noise

NLM 0.8513 0.7734 0.6656 0.646

Anisotropic diffusion 0.966 0.9423 0.82 0.7853

Weiner 0.1025 0.0857 0.0509 0.0448

Bilateral 0.9505 0.9157 0.8058 0.7752

Gaussian 0.9619 0.9501 0.8912 0.8626

5 Conclusion

In this paper, the performance of de-noising filters evaluated for three different types
of noise on brain MRI images. Performance is evaluated on the basis of statistical
parameters such as PSNR, MSE, and SSIM. From results, it is observed that for
Gaussian noise, Weiner filter works more prominent than other filters. In case of
salt and pepper noise, Gaussian filter works better. For speckle noise, anisotropic
diffusion filter works better on low noise density with MSE 18.7696 at 5% noise
density, whereas for high noise density, Gaussian filter works better with MSE value
117.219 at 90% noise density.
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Consensus-Based Distributed Control
in Microgrid Under Switching Topology

Rinku Kumar, Pankaj Mukhija, and Manish Kumar Saini

Abstract Microgrids are an emerging source for emergency as well as remote load
centers power supply. It provides power security with generation from the locally
available resources. The most probably the resources used for power generation are
renewable sources. Where at certain time of a day power production of renewable
dependent source may reduce to zero. A centralized controller may handle such
problems. However, distributed control under plug and play of DG units is very
difficult task in renewable dependent microgrid. In this paper, a consensus-based
distributed secondary controller adaptive to switching communication topology is
designed for enhanced performance and reliable power supply. The load requirements
along with the local load are met satisfactorily by the distributed control strategy
devised in this paper. The simulation results show the efficacy of the proposed control
strategy to achieve global voltage regulation and proportional load sharingwhen there
is frequent change in the number of DGs operating in a microgrid.

Keywords Microgrid · Renewable integration · Switching topology · Consensus ·
Distributed control

1 Introduction

Microgrids are new and fast developing entity in power supply sector for delivering
power to the locality where typically it is very difficult to supply power from the
utility grid or for the critical loads. The microgrids are good supplement to the power
grid for mitigating the power quality issues arising from switching of heavy loads
and faults in the supply system, etc. For ancillary service supports, power genera-
tion industries have developed their own microgrids at different locations. Due to
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capability ofmicrogrids to operate in grid connected aswell as islandedmode,micro-
grids are the first choice for critical loads. Moreover, technical advancements, green
energy production, depleting fossil fuels, environmental pollution, reliable power
supply, etc., are the major factors for development and installation of renewable-
based distributed power generation units [1]. Microgrid gives added features like
improved reliability, better power quality, fault resiliency, ancillary services and
support to meet the increasing power demands to utility grid in grid connected mode
[2].

For satisfactory operation of microgrid, hierarchical control scheme is adopted.
The hierarchical control structure has three different layers (primary, secondary and
tertiary control) of implementation to track the references [2–4] required for the
controller to achieve the desired output from the distributed generating units (DGs)
connected to microgrid. Microgrid central control (MGCC), is the conventional
scheme to control the microgrid [5–7] in which, all data for various DGs is collected
to a common point to generate the control action for every DG’s controller corre-
sponding to the required set points [8, 9]. As the system size increases, the MGCC
becomes sluggish due to increase in data dimensions. In addition to that, require-
ment of huge communication network, high bandwidth, system global knowledge,
privacy concerns and presence of single point of failure, etc., are the major problems
with centralized control of microgrid. To overcome these problems, the researchers
have developed number of distributed control schemes [10–12]. The distributed
control schemes are almost fully resilient to system faults and instability caused
from overloads, system expansions, etc., [9, 13–15]. In distributed control, each DG
is capable to take action without affecting the nearby units. The control hierarchy
is implemented in distributed fashion. This paper aims to design a consensus-based
distributed control scheme in which multiple agents agreed upon a certain quan-
tity of interest to reach the desired objective. The stability analysis is of consensus
scheme depends upon the communication tree among the agents, which describes
the adjacency of all agents with respect to each other.

The designed controller is able to regulate theDCbus voltage and achieves propor-
tional loading of the participating DGs in microgrid. The consensus-based coopera-
tive control is a two-level control algorithm [13]. The top or secondary level replaces
the MGCC by collecting information from the neighboring units only. The primary
controller is augmented with two correction terms arising from voltage agreement
and proportional load sharing between the generating units. To address flexibility of
plug and play of DERs allowing space for some units to come in and go out in micro-
grid there is not much literature available [14, 16, 17]. Also, there is always variation
in communication topology after addition and removal of DERs from microgrid
which complicates the monitor and control of microgrid due to its random nature.
When renewable-based DER such as PV unit is operating then either due to change
in weather or change in solar irradiations the output power is not fixed. Such units
cannot be considered as connected or disconnected at these instants of time until it
is not generating any power. No major studies have been done to focus this point
of renewable-based generation in proportional loading of DGs. The objective of this
paper is to design a consensus-based distributed controller adaptive to plug and play
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of DERs and capable to handle the power demand of renewable-based DER micro-
grid. Rest of the paper is organized as follows: The communication graph adjacency
and Laplacian matrix design are discussed in Sect. 2. Consensus protocol adopted
and implementation scheme is given in Sect. 3. Section 4 contains the simulation and
results of the proposed control strategy. Finally, the conclusion and future possibilities
are discussed in Sect. 5.

2 Communication Graph Preliminaries

The communication graph indicates the flow of information (i.e., states of DERs)
between the agents. Communication graph also known as weighted diagraph when
certain weight is assigned to edges. Let G = (V, E, A), is weighted diagraph with
nodes V = (Vi ∈ N ), N = (1, 2, 3, . . . , n), the set of edges, E ⊆ V × V , A = [ai j ]
is the adjacency matrix. Each entry of adjacency matrix indicates the connection
between DERs, if ith DER is connected to jth DER then [ai j = 1] otherwise 0, also
[aii ] = 0. The elements of the graph Laplacian matrix L = [li j ], lij = ∑n

k=1 aik for i= j and li j = −ai j for i �= j . For detailed study on graphs and related terminology
readers can refer [18, 19].

3 Consensus in Microgrid Under Switching Topology

The renewable-based DGs such as wind, tidal or PV generator do not generate
constant power for a full day. Also, some active consumers do not have enough
power to feed the microgrid every time. Such incidents cause change in number of
DGs sharing the load at common bus. Centralized/non centralized control microgrid
control strategies evaluate reference values for individual DG, on the basis of total
available power and load demand by collecting state information. This requires a
communication link between the control center and DG controller. In distributed
control schemes a spars communication network is enough to achieve the desired
objective. TheDGs connected via communication channel and capable to share infor-
mation among them are known as neighbors of each other. The addition and removal
of DGs indirectly emphasize that the microgrid should operate generously to facili-
tate the plug and play feature and allowing space for some units to come in and go
out.

The poor communication among the DGs can also cause certain DGs to
disappears/appears from/in the network. The distributed control scheme based on
consensus theory is incorporatedwith switching communication topology is designed
in this paper. When a new unit is to be connected to the existing structure, it only
needs global parameters for synchronization. In AC microgrid frequency, phase and
voltage are needed for synchronization while in case of DCmicrogrid the bus voltage
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is global parameter for synchronization [20]. Then depending on the available surplus
power, the controller takes action and accordingly the converter’s output is controlled.

The consensus protocol makes an agreement on certain quantity of interest among
the interconnected agents by sharing the state information of neighboring units only.
In mathematical form, the consensus protocol is given by Eq. (1), as follows:

ẋi
∧

(t) = ẋi (t) +
∑

j∈Ni

ai j
(
x
∧

j (t) − x
∧

i (t)
)

(1)

where x
∧

i is aggregated state (voltage or current in case of microgrid control objec-
tives) of ith DER. Ni—is the neighbors of the ith DER in fixed communication
topology. If communication topology is varying, the neighbors of DGs becomes a
variable quantity and (1) is modified as:

ẋi
∧

(t) = ẋi (t) +
∑

j∈Ni(t)

ai j
(
x
∧

j (t) − x
∧

i (t)
)

(2)

where Ni(t)—is the neighbors of the ith DER at time “t”.
The convergence of above protocol relies on the formation of spanning tree

between all agents and the graph must be balanced [21]. In balanced graphs, the
sum of incoming and outgoing channels is equal. A communication tree is said to
be spanning tree if each node is accessible from any node in the direction of infor-
mation flow without encountering any node twice. A bidirectional graph is always
balanced [10] as sum of incoming and outgoing channels is always equal so, the
communication channels which can carry information in both directions are consid-
ered in this investigation. To investigate the switching topology operation, a set with
finite collection of all possible spanning tree topology is designed in advance [21,
22]. Further, before adding a new unit to the microgrid, the output voltage of new
DG is synchronized with DC bus voltage. The newly added unit after integration to
microgrid will share the load proportional to its own power rating. The rated capacity
of individual DG itself is taken as the base unit to determine the percentage loading
of respective DG. The communicated states of DG’s are processed by the controller
of individual DG, for reference update for the droop controller to take action for
proportional load sharing.

Droop controller takes action for the change in the load demand, low gain of droop
controller causes the DG to aggressively change its output while high gain makes it
sluggish. The droop gain of adaptive virtual droop controller is calculated as per the
capability of the DG without adversely affecting its performance [16]. The droop
gain is calculated as:

rd = �Vmax/Imax (3)

where�Vmax is maximum allowable change in voltage and Imax is maximum current
rating. To incorporate intermittent generation, the droop gain of the adaptive droop
controller is given by:
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Fig. 1 Proposed consensus-based distributed control scheme of ith DG

rdmax = �Vmax/Imax (4)

where rdmax is the droop resistance used when DG is operating at its maximum rated
capacity.

The reference current is fed to the inner current controller extracted from “G”
block as shown in Fig. 1, and given to a PI controller to adjust the output. Figure 1
shows the complete distributed control strategy of distributed consensus-based
secondary controller.

4 Results and Discussion

The test bed microgrid is simulated in MATLAB. The DC bus voltage is taken as
380 V. Four DG sources of capacity DG1 = DG2 = DG3 = DG4 = 7.6 kW with
respective local loads L1 = L2 = L3 = L4 = 2.4 kW are connected to DC bus as
shown in Fig. 2. Load connected to DC bus is 12 kW and a switching load of 2.4 kW,

Fig. 2 Electrical connection of all DERs with microgrid bus
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switching on at 3 s and removed at 6 s is also connected to microgrid. The whole
strategy is divided into four cases.

4.1 Case 1: Formation of New Communication Link

The creation of link between the existingDG’s in themicrogrid control is investigated
to analyze the performance of proposed distributed control scheme in this case.
Keeping the configuration same explained above the communication topology is
varied. In this case, at t = 4 s, a link between the DG3 and DG4 were established as
indicated by blue dotted line in Fig. 3. This new link has no effect on the output
of any DG as both units were already the part of the communication tree. Yet,
this may cause high convergence rate to achieve consensus. The change visible at
t = 3 s, is because connection of 2.4 kW switching load connected to the microgrid
bus (Fig. 4). No visible traces can be seen for this change in communication graph,
see Fig. 5 as system has already reached consensus.

4.2 Case 2: Addition/ Plug and Play of DG’s

Two new DG units named as DG5 and DG6 are added to the microgrid as shown in
Fig. 2. The communication topology for newly connected DGs is shown in Fig. 3.
Before synchronization, the DG output voltage is brought up to the DC bus voltage.
These DG units are connected to DC bus at t = 2 and t = 3, respectively, the output
voltage of new plugged DGs is highlighted in black and sky blue colors in Fig. 6. The
new units share load corresponding to their rated capacity and voltage drops slightly
from no load to loaded condition. Figure 7 shows the current supplied by the each

Fig. 3 Communication topology between the microgrid DGs



Consensus-Based Distributed Control … 621

Fig. 4 DC bus voltage and current

Fig. 5 DERs voltages without plug in of 5th and 6th DGs

Fig. 6 DERs voltages with additional DG unit

DG to the microgrid common load. The amount of load shared by new DGs reduces
the current loading of all other DG’s correspondingly.

No local is connected to the new units, emulating units like fuel cell, electric
vehicle or battery storage power supply. The rating of new unit is taken same as that
of other DGs.
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Fig. 7 DERs load sharing

4.3 Case 3: Communication Link Failure

To investigate the effect of communication link failure between the DG’s a link
connecting DG3 and DG2 is removed at t = 8 s. But, as all units already were in
consensus so, it makes no changes in the output of the DG’s. Removal of communi-
cation link such that it breaks the communication graph in two parts, in that case the
two set of DGs corresponding to graph will reach to consensus in their respective
set.

4.4 Case 4: Removal of a DG from the Microgrid

To investigate the performance of the designed controller for proportional load
sharing after removal of certain DG the DG6DG is isolated from the graph as well as
form the microgrid at t= 7 s. The proportional of load sharing is shown in Fig. 7. The
loading of all remained sources is increased to share the load shared by DG6 before
isolation. Figures 8 and 9, respectively, show that the current and voltage consensus
among all sources is reached after each variation which shows that the proposed

Fig. 8 DERs current consensus after each disturbance
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Fig. 9 DERs voltage consensus after each disturbance

controller is working effectively under variable communication topology and plug
and play of DG’s. TheDC bus voltage is regulated within acceptable tolerance shown
in Fig. 4.

5 Conclusion

The proposed consensus-based distributed secondary controller is effective to restore
the microgrid voltage within acceptable deviations under switching topology of
sources. The proportional load sharing between sources respective to their rating
is successfully achieved even when certain DG unit either fails to communicate with
neighbors or removed from the microgrid without affecting the performance of the
other DGs of the microgrid. The proposed strategy can be extended for discontin-
uous data communication to reduce the communication cost. To have fast response
characteristics, finite time consensus solutions can be adopted.
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Ice Berg Detection in SAR Images Using
Mask R-CNN

M. S. Sivapriya and P. Mohamed Fathimal

Abstract Ice berg is large piece of water which could be in different size and in
different length. These ice bergs is formed on land and starts to float on water bodies
like river lake and ocean. These ice bergs are the main threat for fatal ship sinking.
So many tools and techniques have been developed for ice berg detection. Recent
trends in image capturing and image processing can be used to locate ice berg in
ocean. Synthetic Aperture Radar image is one of the imaging which can be used
to detect iceberg. Nowadays CNN is largely used for image classification. Mask-R-
CNN is a type of CNN and also hot deep learning algorithm in recent days for image
classification, object detection, object localization due to its high accuracy level. In
this proposed system, Mask Region based CNN architecture is going to be used for
ice berg detection in Synthetics Aperture Radar image.

Keywords Synthetic aperture radar · CNN ·Mask region-based CNN

1 Introduction

Ice berg is a kind of mass that floats on water bodies such as sea or ocean which
could be broken off from glacier and looks like ice mountain. It dynamically change
on its scale depends on the climatic change in glacier around it. Ice bergs can be in
the height varies from starting size of 16 feet above sea level and wideness can be
up to 164 feet. It can be widely seen in Antarctic and Arctic Ocean. We have a list of
sunk ship due to hits with ice berg, in which the flag ship Titanic places important
role. This ship lost 1522 passengers life in 1912.

From there, ice berg monitoring is facing big challenges due to dynamic change
in size. Even though it is easily visible for human eyes since it is large in size, the
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human is not able to find its depth in underwater. So, we are in need of science
to calculate its in depth information. The ice berg can be detected and calculated
by Radar or sonar. Now it is most common to use satellite imaging technology for
iceberg discovery.

Radar satellite imagery is a famous imagery which is mainly useful for ice berg
monitoring. Radar satellite has a capability of capturing image in day and night in any
climate. Due to this, talent Radar satellite imagery is very much useful for all type
of natural environment monitoring. One of the important Radar satellite imagery is
Synthetic Aperture Radar which has acronym as SAR.

Synthetic Aperture Radar is a type of Radar which can be used to produce two
dimensional image and can be reconstructed to three dimensional image also. This
Synthetic Aperture Radar can be mounted to any moving platform and it can move
around target location. The microwave can be transmitted from Radar and further it
will be reflected to construct image at receiving end. While returning back from the
target, the reflected signal usually contains speckle noise which should be despeckled
for post processing operation. This despeckled image can be used for all type of
environment monitoring.

This SAR image can be used in ice berg discovery also. So many researches had
undergone for ice berg detection using SAR imagery.

1.1 Related Work

Kelley has validated [1] the performance of Radar for ice berg detection who has
used RADARSAT–1 Synthetic Aperture Radar and ENISAT Advanced Synthetic
Aperture Radar. Here, they have calculated the size, age, type of ice by getting back
scatter value of Radar and also calculated the probability of detection of Radar.

Mazur proposed [2] ice berg detection algorithm which is based on spatial values
of Advanced Synthetic Aperture Radar images and this object-based detection algo-
rithm is applied on the SAR images of Amundsen Sea. In this system, segmentation
started at single pixel value and merged with another in each iteration with the condi-
tion of shape and brightness. Here still false alarm exist when extremely misshapen
ice bergs are existent.

Qian implemented Mask R-CNN to detect objects in multitemporal SAR images.
In this system, transfer learning was used for weight initialization trained by
ImageNet [3]. Both single mask and multiple mask have been created during mask
development stage. They increased speed of algorithm without disturbing accuracy
by reducing proposed region size.

Ma suggested a system for ocean surveillance through high resolution SAR
imageries produced by GF3 [4] satellite. This team used CNN which contains six
convolution layer, three pooling layers and two fully connected layer. To extract
more features single shot multi-box detector along with multi resolution input is
implemented.
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Gallego has done automatic classification of ships in optical aerial images by using
CNN. Here, the classification done on optical aerial imagery for small unidentified
objects and ships [5]. Finally this system concluded whether there is a presence of
ships or not in given image. This is done by diving neural nodes produced from CNN
to KNN for classification.

Zhan used data augmentation and stacking of multiple outputs which results in
significant improved accuracy [6]. This system achieved accuracy by using transfer
learning a convolutional neural network.

Su came with new object detection and segmentation technique using MASK
R-CNN for remote sensing imagery [7]. This method consists of two stage which
are region proposal network and Fast R-CNN classifier. To avoid quantization of
coordinates due to continuous gradient precise ROI pooling was implemented.

Soldal [8] used Sentinel-1 Extra Wide Swath (EWS) SAR images to discover
ice berg in the area of Barents Sea. They have used HV polarized intensity for
improving the contrast between after that they have applied combination filter for
blob discovery. But the responses from lowHV polarized cannot be detected and also
the highly strong scattering responses from hard ice berg may cause false alarms.

Bailey [9] has taken scattering properties of Synthetic Aperture Radar microwave
pulses. With scattering properties they have also clubbed polarimetirc behavior of
SAR of ice berg. Specifically, they dealt with quad-pol polarimetry for ice berg
classification. After evaluating polSAR parmeters they used multi scale analysis for
ice berg discovery with different window size 5× 5 and 11× 11. This system faced
struggle for identifying accurate scaling parameters of ice berg.

Hass proposed deep learning approach to discriminate icebergs and ships. They
mapped ocean objects by using YOLOV3 which is a kind of convolutional network
[10]. They usedYOLOwith 53 layer deep convolutional neural networkwith residual
connections.

Stofa detected ships in harbor area using DenseNet architecture with various fine
tuning [11]. They take advantage of DenseNet which reduces vanishing gradient
problem. They also addressed over fitting problem reduction by using transfer
learning. Here, adam optimizer is used for updating the parameters for loss function.

Heiselberg dealt classification of ship and ice berg using neural network in SAR
and multi spectral satellite images with neural network [12]. They also compared
the result with support vector machine algorithm and proved convolutional neural
network gives better result than SVM. Here two CNN network was used which are
CNN1 (562,241 parameters) and CNN2 (1,134,081 parameters). It was found that
deeper network gives better accuracy at the same time increases cost due to longer
computation.
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1.2 Convolutional Neural Network

Deep learning is a subset of machine learning which applies neural networks with
several layer. It creates multi-level representations of input image. These represen-
tations is fed to the very first layer to implement the transformations and forward the
resultant to the next layer [13]. This process is continued till the last layer where it
achieves the final output. Low level features can be acquired at initial transformation
like edges and corners. But when it jumps to next level layers these transformation
fine tune the representations which helps to identify the object with in an image with
high accuracy.

Convolutional neural network is one of the deep learning architecturewhichmakes
image classification with the help of assigning measurable weights and biases to the
objects in the image. CNN has convolution layer which is followed by pooling layer.
This pooling layers may or may not have fully connected layer as a follower. In
recent days, CNN came up with different flavor like Googlenet, Alexnet, Resnet for
classification of images.

Nowadays, CNN has been used for remote sensing data for variety of purposes.
These architectures have been used for classification or identification of object in
remote sensing imagery [14].

1.3 Preliminaries

Region-based convolutional neural network (R-CNN) is a kind of CNNwhich imple-
ments selective search technique that extracts region of interest. This region of interest
is represented by rectangle box which is boundary of the respective object at most of
the time. This boundary box helps to recognize the object. This R-CNN now came in
four different extension like Fast R-CNN, Faster R-CNN, Mask R-CNN and Mesh
R-CNN.

Mask R-CNN:

Mask R-CNN is an extended version of Faster R-CNN. For each object in addition
to class label and boundary box, it also returns mask of the object which is called
as segmentation mask. Mask R-CNN uses residual neural network as a backbone
model for feature extraction.

2 Proposed System

The proposed system takes Synthetic Aperture Radar image as an input which is
undergone preprocessing steps like logarithmic transformation for despeckling. Then
the despeckled image is given to feature extraction partwhereResNet101 architecture
is used. This extracted feature acts as input to the next layer.
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Fig. 1 Mask R-CNN for SAR

The next step is application of region proposal network. The purpose of this step
is to find the presence of object in that region and to map the feature as feature maps.
The problemof this RPN is, it gives regions in different sizes. So to solve this problem
application of pooling layer is needed. This pooling layer transfers all the regions in
same shape and size. The next step is prediction of class label and bounding boxes.
For this fully connected network is applied on the regions and bounding boxes with
class labels are predicted.

Mask R-CNN’s main feature is generation of segmentation mask which needs the
calculation of Intersection over Union (IoU). IoU can using following formula be
calculated

IoU = IntersectionArea/UnionArea (1)

If this IoU value is larger than 0.5 then that region will be considered as Region of
Interest (RoI) else the respective region will be discarded. After calculating RoI and
IoUmask branch has to be addedwhich yields segmentationmask. This segmentation
mask will be in size of 28 × 28. Now all the masks that contains objects can be
predicted for ice berg and ship.

The architecture diagram shows the function flow of proposed system (see Fig. 1).

2.1 Experiments and Results

For this proposed system sentinel 1 images over Greenlandwas used sinceGreenland
has abundant ice bergs. The algorithm has been implemented by using python with
keras 2.0.8 and tensorflow 1.3.0, opencv, etc. ResNet101 is used as backbone archi-
tecture. This model gives mask with size of 28 × 28. System learnt with learning
rate of 0.001. ROI positive ratio as 0.003 and mask size as [28 · 28]. 1000 steps per
epoch has been taken.



630 M. S. Sivapriya and P. Mohamed Fathimal

Figure 2 show the detection of ice berg and ship with its probability measure in
which the respective object could be.

The performance metrics that have been used and calculated is shown in the
Table 1.

Fig. 2 Ice berg detection
and ship detection with mask
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Fig. 2 (continued)
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Table 1 Performance
metrics comparison of Mask
R-CNN with CNN and Fast
R-CNN

Metric CNN Fast R-CNN Mask R-CNN

Precision 0.842105 0.894737 0.947368421

Accuracy 0.8 0.866667 0.933333333

Misclassification rate 0.2 0.133333 0.066666667

TPR 0.842105 0.894737 0.947368421

FPR 0.272727 0.181818 0.090909091

TNR 0.727273 0.818182 0.909091

2.2 Conclusion

Ice berg detection for marine life is a vital and difficult task. This can be assisted
with the help of Radar imaging and recent techniques of deep learning. This system
used both concepts to give accurate model to detect iceberg. Mask R-CNN is a recent
technique which gives upright metrics. So the system uses Mask R-CNN for iceberg
detection and the result shows success of the model proposed.
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Augmentation Techniques
on Mammogram Images for CNN Based
Breast Cancer Classification

P. Pratheep Kumar, V. Mary Amala Bai, and Geetha G. Nair

Abstract Deep learning is now the fastest expanding area of several medical
image classification and identification. Convolutional neural networks (CNN) are the
primary method used for classification across many deep neural networks (DNN). In
breast cancer, classification using mammogram image has several challenges such
as small dataset size and class imbalance issues. Small dataset issue is a major chal-
lenge while performing classification of medical images. Large set of training data
is required to build a reliably performing machine learning model for classifica-
tion. Practically, it is very difficult to generate a bench marked, pathologically tested,
large set ofmedical images. To overcome this problem by proposed and implemented
the image data augmentation is a method that can be used. We choose 115 breast
mammography photographs with masses from the INbreast database for this study.
The amount of breast mammography images was increased to 7732 image data by
data augmentation. We utilize the preprocessing process to the breast mammography
images, and then apply the CNN ideal is used to classify the images as benign or
malignant. In this comparison, the quantitative analysis of classification performance
between two processes such as before augmentation technique achieved 94.56%
and after augmentation technique achieved better classification accuracy of 98.91%,
respectively.

Keywords Breast cancer · Neural network · Convolutional neural network ·
Augmentation technique · INbreast database · And benign or malignant.
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1 Introduction

Breast cancer is a severe public health issue globally. It causes more than 1500
deaths in Switzerland alone annually. It is also the typical cancer mortality cause
among women. Experts can prevent and cure breast cancer no matter at what stage
it is discovered. However, earlier detection is presently the only effective choice
available to reduce the illness’s related physiological and psychological burden [1–
3]. Mammography is the utmost sensitive method available for earlier detection of
breast cancer. A discussion into mammography’s efficiency to detect breast cancer
early is a closed topic. Systematic mammography screening of women between 50
and 60 years is necessary to lower breast cancer mortality. Mammographic density,
a robust breast cancer risk factor is increasingly being used to tailor preventive, and
screening schemes. It is a primary determinant of mammography screening sensi-
tivity and thereby of interval cancer rates. Mammography is the most important of all
imaging methods to examine breast tissue, as it is efficient and accepted [4, 5]. Many
computer-aided diagnosis (CAD) techniques were suggested to facilitate discovery
of masses in mammograms, an important breast cancer display. The classification
of tumour as benign or malignant, the features of these tumours are specified in
Table 1.

CNNs produce an outcomes in a number of classification activities, but they still
have a number of obstacles to face amid broad perspectives. They have problems both
with over-setting and generalisation due to the vast scale of the networks touching
millions of limits as well as the absence of sound workout data sets. Finally, the
averting of the adversarial attacks [6] that couldmislead the DNNs is a rising concern
for researchers.

The researchers are battling to resolve these issues and to produce better outcomes
by amending the design of the networks, designing and acquiring new learning algo-
rithms. Lack of quality data in sufficient numbers, or an unequal level of class balance
within the datasets is the most common issue [2]. The most efficient DNNs today
are very large, so that a lot of data is required, which is often difficult to deliver. The
famous CNNVGG16 architecture, for instance, consists of a total of 16 neuron layers
with a total parameter of 138 million [7]. Moreover, ImageNet, the data set which

Table 1 Differences between benign and malignant mass tumour

Benign mass tumour Malignant mass tumour

Benign mass are moving in nature Malignant mass are fixed mass

Soft and clear round with besetment fibrous
capsule

Irregular shaped with no capsule

Easy to remove the benign mass and does
not recur again

Problematic to remove the malignant mass and
may recur again

Tumour cells multiply slowly Tumour cells multiply rapidly

The growing tumour by expanding and
pushing away and against nearby tissue

The tumour growth by invading and destroying
nearby tissue
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holds more than 1 million pictures from 1000 non-overlapping categories, generally
tests the efficiency of new architectures [8]. Data increase by data synthesis is one
way of tackling this problem. The interest in multiplied data and the popularity of
CNNs have been rapidly increased. The traditional and affinity-orientated transfor-
mations: creating new images through a rotation of the original image, zooming in
and out, moving, applying distortions, changing the colour palette are the maximum
standard and recognised operative practice for data extension. Although, advantages
in some cases are not enough for simple classical operations to substantially improve
the accuracy of the neural network or overawed the overfitting problem [9]. Further-
more, the current study of so-calledCNNattacks has shown that deep neural networks
can be easily misclassified by only limited rotations and image translations, addition
of noise to images [10], or even altering a pixel in the image [11].

An algorithm presented for automated breast cancer segmentation in mammo-
graphic images scheme [12] resulted in a better classification performance. Applica-
tion of thresholding technology and morphological preprocessing was the principal
contribution to this algorithm in order to remove radiopaque products and labels
and to separate the background area from the breast profile. The MIAS database
for all mammographic images was extensively tested to show the validity of the
proposed segmentation system. This database included 322 images with rectangular
labels of high intensity. Bright scanning artefacts have been found in most database
images. Achieved the detection accuracy about 99.06% using the high intensity
square labelling. In the qualitative assessment, the method was precisely segmented
throughout the breast region by covering all density classes in a large variety of
digitized mammograms.

Currently developed methods for image enhancement are not only traditional
methods andCNNmethods. An interesting approach is a random technique proposed
in [13], which can be quickly and relatively easily implemented but which gives good
results in CNN generalization capacity. A noise-filled rectangle is painted randomly
in a picture with the method, which leads to changes in the original pixels. As authors
said it lessens the hazard of overpassing and makes the model additional robust by
extending the data set to different levels of occlusion.

2 Proposed Methodology

The breast cancer classification and identification by using mammogram image
proposed architecture is shown in Fig. 1. Initially we take the small breast cancer
Mammography images of INbreast dataset,which has small amount of imagedata.As
we have seen, small dataset cannot provide better classification rate. By this problem,
we introduced the data augmentation technique to create the several images from
small number of images by using different image augmentation scheme as flipping,
cropping, noise injection, rotate, and random brightness augmentation. Primarily, we
choose only 115 breast mammography images with masses and enhance the image
quality by using CLAHE technique. After the data augmentation technique applied
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Fig. 1 Flow diagram of proposed method

to increase the image data to increase the learning rate. Further, the increased image
data that is given as training and test data to a deep learning-based CNN classifier is
ideal to classify the image a benign or malignant.

2.1 Data Description

Originally collected from the Centro Hospitalar S. Joao [SJSB] mammograms from
the INbreast database that contain 115 cases with 410 images in total [14]. Of these,
90 were women with both breasts disease. There are four types, including the mass,
calcification, asymmetry, and deformation of breast diseases detailed in the database.
The images of this database contain Craniocaudal (CC) and Mediolateral oblique
(MLO) views, and the breast density according to BI-RADS standards is divided into
four categories, which are described in following Table 2 and also dataset sample is
showed in Fig. 2.
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Table 2 The benign and
malignant class labels for
breast density

Category Number

Density-1 with Benign 12

Density-1 with Malignant 30

Density-2 with Benign 4

Density-2 with Malignant 32

Density-3 with Benign 1 13

Density-3 with Malignant 8

Density-4 with Benign 6

Total 115

Fig. 2 Dataset sample
image

3 Data Augmentation Process

Data augmentation is a vital measure of training discriminative CNNs. A variety
of augmentation strategies, including flipping, cropping, noise injection, rotate, and
random brightness augmentation are implemented.

3.1 Cropping

Cropping method may be used by cutting a central patch of the image in a practical
manner for image with a diverse height and width. Random crops can also be used
for the effect of translations very similar. In contrast, the size of the input is reduced
by cutting, as a pixel ratio of (256, 256) to (126, 126) whereas translations maintain
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the spatial dimensions of the image. This may not be a label-preserving conversion
according to the reduction threshold chosen for crops.

3.2 Noise Injection

A random valuematrix generally from theGaussian distribution consists of the injec-
tion of noise. Adding image noise can help to make CNNs more robust. Geometric
changes are excellent solutions for the location differences found in training results.
The distribution of training data from test data can be separated from a wide range
of potential sources of bias. If there are positional distortions, such as the fact that
every face is effortlessly focused in the frame, geometric changes can be a great
solution. Besides great aptitude to overcome positional biases, geometric changes
are beneficial, since they are simply carried out. The noise injected images is showed
as in Fig. 3.

In order to start operations like horizontal flipping and rotation, many imaging
processing libraries are available. Geometric transformations have the difficulties
that include additional memory requirement, computer transformation, and extra
training time. Some geometric transformations must be observed manually, such as
reduction or random cropping, to ensure that the image label is not altered. Finally,
the distances between training data and the test data are additional complex than
the positional and translation variances in several application fields covered, such as
medical image investigation. The scope of the application of geometric changes is
therefore relatively limited.

Fig. 3 Noise injected image
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Fig. 4 Rotation of different angle image [14]

3.3 Rotation

In multi-angle-rotation data increase (modify = 30, 60, 90, 120, 150, 180, 210, 240,
270, 300, 330°), and then horizontally and vertically rotate the original image and the
11-angle-rotation images. Not only does the process increase the number of samples,
it also avoids overfitting. The different rotation of breast images is exposed in Fig. 4.

3.4 Flipping

In case of a vertical or horizontal breast image flip, an image flip means to reverse
rows or columns of pixels. Vertical flips, we assume, capture a special medical image
property, that is to say, invariance in vertical reflection. Normally only horizontal
flips are used for natural pictures because vertical flips do often not represent natural
pictures. However, a vertical flip of a mass would still result in a realistic mass
(Fig. 5).

3.5 Random Brightness Augmentation

This is the important augmentation techniques, the brightness is randomly given to
the image to create various random brightness image, which is showed in Fig. 6
(Table 3).
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Fig. 5 Flipping breast cancer image [14]

Fig. 6 Brightness augmentation images [14]

3.6 Digital Mammograms Enhancement

The CLAHE approach [15] is used to improve the contrast that some mammograms
include, sometimes degraded, in some pictures. In proportion to the pixel intensity
in the local intensity histogram, the intensity of a pixel converts into value within the
display range. CLAHE is a case of adaptive histogram equalization (AHE) in which
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Table 3 Dataset images after
image augmentation [14]

Category
number

All image Training data Testing data

Density-1 with
Benign

874 701 173

Density-1 with
Malignant

2170 1738 432

Density-2 with
Benign

298 230 68

Density-2 with
Malignant

2314 1843 471

Density-3 with
Benign 1

946 739 207

Density-3 with
Malignant

586 461 125

Density-4 with
Benign

442 356 86

Density-1 with
Benign

102 68 34

Total 7732 6136 1596

the images are improved to the highest contrast enhancement factor by the level of a
consumer film. In this technique, improvements are made in small areas so that the
over-improvement is very low compared with AHE due to noise or the effect of edge
shadows.

Initially, the CLAHE method was established to decrease the shade and sound
emitted by medical images in homogeneous areas [16]. The approach was used to
develop digital mammograms and has shown good improvements in visual efficiency
mammograms.

A small block input image I with M * N dimensions is separated. CLAHE is
then used to increase each block’s contrast. Bilinear interpolation is finally used to
reconnect the next blocks to whole pictures. The steps mentioned in CLAHE are as
follows.

(1) Patches of the images shall be divided into blocks of 8 * 8 size which are
non-overlapping.

(2) Calculation of the histogram of any block.
(3) A histogram clip limit, t = 0.001, is set for enhancing patches in comparison.
(4) The histogram is redistributed after clipping the threshold value.
(5) The following transformation function modifies each block histogram:

t∑

i=0

pt (Ai ) (1)
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where pt (Ai ) is represent as the input patch image greyscale probability density
function value and pt (Ai ) is describe as

pt (Ai ) = mi

m
(2)

wheremi is represent as the grey scale value of input pixel I andm is represent
as the total sum of pixels in a block.

(6) Bilinear interpolation is used in any patch to association the next blocks. In the
new histogram, the grey scale value of the patch is also modified.

We used the block size of 8 * 8 for our experiment, and the histogram clip limit
is set to 0.001.

4 Convolution Neural Network for Classification Task

The relevance of CNN’s findings has been shown in the classification of photographs.
CNN has an architecture of multi-layered layer shadowed by a maximum layer of
pooling. The sum of layers varies with the designer. A fully connected layer like
MLP is fed the final maximum pooling layer output and then forwarded to Softmax.

The pooling layer is used to reduce the convolution layer’s dimensionality.
Average pooling,meanpooling, and full pooling are themost commonly used pooling
layer algorithms. During preparation, a random disabling of the neurons is used for
the discontinuation algorithm, usually with a 0.3–0.6 dropout ratio. The last layer of
CNN is a soft max layer, which includes the output neuron by the sum of classes of
the problem and is given a trust score.

The kernel sizes of 7 * 7 are used in both conv and max pooling layers. There
are 16 kernels in the convolution layers, and 5 * 5 kernels in the second layer are
included. Then the neural layer is completely linked. In the experiment the dropout
ratio is 0.55. The layer of Softmax is used for classificationCNNpreparation. Figure 7
presents the complete network architecture of CNN.

Fig. 7 Convolution neural network model
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5 Simulation and Results

In this section, we discussed the performance of the CNN classifier by increase
the input data set image by using data augmentation technique. In this simulation,
experiment conducted by using software tool as python with system requirement of
4 GBRAMwith 2 GHZ Intel i3 core processor. The validation of testing and training
thedata byusing thebreast cancer dataset image.Theproposed systemperformance is
estimated by using the different parametric metrics, which are explained in following
section.

5.1 Performance Measures

The proposed system, in which different classifier performances is measure by using
different parametric. The developed system is assessed using evaluation metrics such
as TP, FP, TN, FN, sensitivity, precision, specificity, F-measure, and accuracy.

• TP—Sum of benign image is correctly categorized as noncancerous image.
• TN—Sum of malignant image is correctly categorized as cancerous image.
• FP—Sum of benign image is wrongly categorized as cancerous image.
• FN—Sum of malignant image is wrongly categorized as noncancerous image.

Sensitivity

Sensitivity is also called as recall. Sensitivity is distinct as the percentage of image
with abnormal, whose output is positive and it is calculated using the Eq. 3 as

Sensi tivi t y = T P/(T P + FN ) (3)

Specificity

Specificity, is defined as percentage of image with normal, whose output is negative
and it is calculated using the Eq. 4 as

Speci f ici t y = T N/(T N + FP) (4)

Classification Accuracy

Classification accuracy is defined as the sum of correctly classified images, which is
separated by the total sum of images and then it is multiplied by 100 to turn it into a
percentage. It is calculated using the Eq. 5 as

Classi f ication Accuracy = (T P + T N )/(T P + FP + T N + FN ) × 100
(5)
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Precision

Precision is distinct as the sum of true positives, which is divided by the number of
TP and false positives and it is calculated using the Eq. 6 as

Precision = T P/(T P + FP) (6)

False Positive Rate

FPR is distinct as the sum of false positives, which is divided by the sum of false
positives and true negative and it is calculated using the Eq. 7 as

FPR = FP/(FP + T N ) (7)

F-Measure

This is the kind of parameter measure, which association of recall and precision. The
F-measure is determined by using the Eq. 8 as

F-measure = 2 ∗ Recall ∗ Precision/Recall + Precision (8)

Mean Square Error (MSE)

Measure of fidelity of image. The parameter used to compare between the two images
by providing quantitative or similarity rate. MSE calculation formula is expressed
Eq. 9 as

MSE = 1

PQ

∑ ∑
( f (i, j) − f R(i, j))2 (9)

In Table 4, it represents that the performance of different augmentation tech-
nique with different parameter measures. In this analysis, the combination of
entire augmentation technique achieved better performance than separate technique
performance.

Table 4 Comparison analysis of different data augmentation technique with classification

Data augmentation methods Precession (%) Recall (%) F-measure (%) MSE (%)

Flipping 97.46 95.32 97.21 6.48

Cropping 96.40 95.59 96.44 5.67

Rotation 94.52 95.09 96.21 6.97

Noise injection 93.58 94.68 95.22 6.49

Random brightness 96.33 95.17 94.45 5.84

Combination of entire augmentation 98.49 97.92 98.64 4.63
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Table 5 Comparison of
classification accuracy with
augmentation

Data augmentation methods Accuracy (%)

Flipping 96.46

Cropping 95.21

Rotation 97.36

Noise injection 94.56

Random brightness 95.32

Combination of entire augmentation 98.91
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95

96

97

98

99

100

Before Augmenta�on A�er Augmenta�on

Clasifica�onAccuracy

Before Augmenta�on A�er Augmenta�on

Fig. 8 Comparison of classification accuracy before and after augmentation

Table 5 represents that the accuracy performance of different augmentation tech-
nique; in flipping technique it reached 96.46%, cropping technique achieved 95.21%
and rotation method reached 97.36% by the noise injection scheme it achieved the
94.565, which is the least value than other models. However, the combination of
entire augmentation achieved the better classification accuracy of 98.91%, which is
better accuracy performance than the other individual methods.

In Fig. 8, it shows the graphical representation of performance before and after
augmentation. In without augmentation data technique, it achieved the least classifi-
cation accuracy of 94.56%. Whereas, after the image data augmentation technique,
the model achieved the better classification accuracy of 98.91%, respectively.
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6 Conclusion

In this study, we did the analysis of learning ability of the training model. Using a
small dataset, it may be poor due to the lack of potential useful learning information.
Data augmentation techniques are implemented to increase the size of image data.
In this augmentation technique, we included some methods as flipping, cropping,
noise injection, rotate, and random brightness augmentation. In every technique,
we separately analysed the classification accuracy by CNN classifier with different
parametric measures. In CNN architecture, we implemented the proper kernel filter
to achieve the maximum classification result. In this, we successfully create the
maximum number of breast cancer images to train and test the model to achieve high
classification accuracy as 98.91%. However, in this study the proposed model is to
create or enhance image data to classify the tumour as two kinds such as benign or
malignant. Further we design and implement hybrid architecture model to classify
the breast images at various classification strategies. This work is further extended to
clinically tested mammogram image samples supplied by VPS Lakeshore Hospital,
Kochi, Kerala. We extend our sincere gratitude to the management and staff of the
hospital.
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Automated Diagnosis of COVID-19 Using
Squeeze Net Architecture Based on Deep
Learning

J. Syed Nizamudeen Ahmed, M. Mohamed Sathik, Krishnan Nallaperumal,
Senthamarai Kannan Kaliaperumal, and Kumar Parasuraman

Abstract Coronavirus infection (COVID-19) is an extremely contagious infection
produced by severe acute respiratory coronavirus syndrome 2. The infection started
in Wuhan, China, in December 2019, and has extended worldwide to more than
200 countries since then. The effect is such that the World Health Organization
(WHO) has announced a Global Health Emergency of International Significance on
the present pandemic of COVID-19. As many countries gets affected by this rampant
virus, it is important for the healthcare workers to keenly observe every patient and
give the accurate results like if they been affected or not. As we know healthcare
worker are the real worriers as they sacrifice their lives to save others, so helping
them with advance technologies will be a big deal. So, in this paper a CNN model is
been used for precisely classify patients as they are affected or not. Experimentation
results depicts that the proposed model attains an accuracy of 93.9%.

Keywords Convolutional neural networks · COVID-19 · COVID-19 diagnosis ·
World health organization · X-ray images

1 Introduction

The new Corona virus (COVID-19) is a basic lethal disease that started in the area
of Wuhan, China, in December 2019 and reached out over the world. The pandemic
of COVID-19 was significant trouble to the well-being service as no fruitful treat-
ment has been identified [1, 2]. The common arrangement of COVID-19 includes

J. Syed Nizamudeen Ahmed (B) · K. Nallaperumal · K. Parasuraman
Centre for Information Technology and Engineering, Manonmaniam Sundaranar University,
Abishekapatti, Tirunelveli 627012, Tamil Nadu, India

M. Mohamed Sathik
Department of Computer Science, Sadakathullah Appa College, Tirunelveli 627011, Tamil Nadu,
India

S. K. Kaliaperumal
Department of Statistics, Manonmaniam Sundaranar University, Abishekapatti, Tirunelveli
627012, Tamil Nadu, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
N. Marriwala et al. (eds.), Emergent Converging Technologies and Biomedical Systems,
Lecture Notes in Electrical Engineering 841,
https://doi.org/10.1007/978-981-16-8774-7_54

651

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-8774-7_54&domain=pdf
https://doi.org/10.1007/978-981-16-8774-7_54


652 J. Syed Nizamudeen Ahmed et al.

a positive-based single-fiber RNA-type and it is attempting to fix the infection in
light of its changing credits. Clinical specialists overall are experiencing extreme
exploration to make a proficient treatment for the contamination. Today, COVID-19
is the main wellspring of lakhs of fatalities around the world, with huge occurrences
in the Blocked States, France, Italy, Japan, the Blocked Kingdom, India, and so
forth there are a few types of COVID-19, and the infections are generally found in
untamed life. COVID-19 is found in individuals, bats, pigs, cats, canines, rodents
and poultry. Signs of COVID-19 are sore throat, nausea, runny nose, and hacking.
The infection will cause the casualty of people with traded off safe models [3, 4].
Corona virus is essentially spread by actual contact starting with one human then
onto the next. Generally, stable individuals may be compromised through interac-
tion with breathing, hand touching, or mucous touch with humans having COVID-
19 [5]. The respiratory exchange of the contamination from one human to another
has set off a snappy reached out of the flare-up [6]. Although COVID-19 induces
small indications in around 82% of persons, the others are serious or dangerous [7].
Coronavirus cases count averagely 335,403 of which 14,611 died and 97,636 were
improved. The quantity of humans actually diagnosed is 223,156. Around 95% of
the affected persons survive the infection marginally, 5% of the infected affected
persons have a severe or critical condition [8]. SARS-CoV-2 causes various difficul-
ties for high-salaries and low-salaries or middle-salaries countries (LMICs). A main
concern about spreading worldwide is because of the poor health systems. Few coun-
tries, such as Nigeria, have been active in handling individual cases so far. However,
colossal outbreaks can inadvertently beat LMIC’s healthcare administrations. The
brutal truth is that nations in quite a bit of sub-Saharan Africa do not know about
the COVID-19 flare-up. Also, there are not various nations in Latin America and
the Middle East. Environmental safety interventions, as like monitoring, systematic
touch tracking, social distancing, travel bans, public health awareness, the avail-
ability of medicine for vulnerable and resistant humans, and delaying non-essential
procedures and facilities would both play a role in slowing the extended of illness and
disbanding strain on hospitals. Private governments will have to determine where to
create a line on the implementation of these process. Ethical, social and economic
risks will have to be weighed against proven health benefits. Indication definitely
means that elected officials will push quickly and forcefully. The fatality of affected
persons with SARS-CoV-2 pneumonia is high. As stated by the Lancet Respiratory
Medicine recently, “The seriousness of SARS-CoV-2pneumonia is amajor burden on
significant care resources in hospitals, specifically if it does not have sufficient staff.”
This corona virus is destroying the humans. The political reaction to the outbreak
will consequently represent the national health danger raised by SARS-CoV-2. Envi-
ronmental safety interventions, as like monitoring, systematic touch tracking, social
distancing, travel bans, public health awareness, the availability of medicines for
vulnerable and resistant humans, and delaying non-essential procedures and facili-
ties would both play a role in slowing the extended of illness and disbanding strain
on hospitals. Private governments will have to determine where to create a line on
the implementation of these process. Ethical, social and economic risks will have to
be weighed against proven health benefits. National administrations have also made
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recommendations to healthcare practitioners, but written suggestion alone is inade-
quate. Guidance on how to handle the affected personswithCOVID-19must be given
as a matter of urgency to health workers and evaluation kits will be made accessible
and supply chains reinforced. The medical committee advises that hospitals build up
a central committee, comprising medical administrators, an infection reaction staff
leader, an infectious infection consultant, and professionals from the Intensive Care
Block, incident and emergency departments.

2 Related Works

Castiglioni et al. [9] also suggested a slightly various method, utilizing a set of data
which they have compiled and which is not present. Two hundred and fifty COVID-
19 and 250 visuals of healthy ones were utilized for planning and a free test set of
74 positive and 36 negative models was utilized. They prepared a social event of
10 Res Nets and accomplished a ROC-AUC of 0.80 for the limit of assortment. Its
introduction is a ton of more deplorable than those uncovered in the writing, yet
they have utilized both anterior posterior and poster anterior projections and do not
encounter the evil impacts of the issue of set of data affirmation that we include in
this paper.

In ongoing exploration, Maguolo and Nanni [10] differentiated and examined
different test techniques used for the computerized assessment of COVID-19 X-ray
pictures. We demonstrate that indistinguishable results can be achieved by using
X-ray images that do not cover any of the lungs. We will avoid the lungs from the
photographs by changing the center of the X-ray output to dark and rehearsing our
classifiers just on the external piece of the images.We consequently accept that some
exploration rules for acknowledgment are not fitting and that neural organizations
are learning measures in the arrangement of information that are not predictable with
the presence of COVID-19. In future exploration, we propose to check the decency
of the test convention using our devices and urge analysts to search for preferred
strategies over those that we propose.

Toğaçar et al. [11] reconfigured the information clusters utilizing the Fuzzy Color
strategy as a preprocessing method and stacked the visuals that are designed with
the first visuals. The stacked informational assortment was set up with significant
learning models (MobileNetV2, Squeeze Net) on the accompanying stage and the
modules accomplished from the models were realized through the Social Mimic
headway strategy. Incredible limits were then united and explored using SVM. The
typical characterization rate came to by the suggested procedure was 99.27%. It is
apparent from the suggested method in this analysis that the system will make an
important contribution to the diagnosis of COVID-19 infection.
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3 Methodology

3.1 Set of Data

In the theoretical study,we utilize three types of sets of data that are openly accessible.
Such groups are common,with pneumonia andCOVID-19 photos of the lung (Fig. 1).

Two arrangements of information are X-beam records, and all the document is
meant JPG. As COVID-19 is another illness, the quantity of visuals related with
this contamination is limited. We joined two openly present sets of data made up
of COVID-19 visuals. The first set of data of COVID-19 was distributed on the
website. After the verification of the visuals, they were made present to the public.
For this study, 76 visuals named with COVID-19 were selected [2]. The second set
of data of COVID-19 comprises of visuals provided through a team of researchers.
The second set of data of COVID-19 is present on the Kaggle website. Two sets of
data comprising COVID-19 visuals were joined for this study and a new set of data
comprising of 295 visuals was made. In this examination, the second arrangement
of information is fundamental for contrasting COVID-19 breast visuals using DL
models. The second arrangement of information involves typical visuals of the chest
and visuals of the chest pneumonia. Pneumonia chest visuals comprises the viruses
and bacteria, and the visuals are obtained from 53 affected persons. The photographs
were made by specialists and circulated openly. The data set comprises of three
groups. Details regarding the groups of set of data and the quantity of visuals in the
groups are as follows (Figs. 2 and 3).

A check of 295 visuals were gathered in the COVID-19 set. Standard social event
X-ray visuals are 65 under control, and pneumonia bunch of X-ray visuals are 98 in
count. The total number of visuals in the data combination is 458. In the test exam-
ination, 70% of the plan of data was utilized as preparing information and 30% as
test data. In the last development of the examination, the k-crease cross-endorsement
procedure was utilized for stacked visuals. Test set of data visuals are showed up in

Fig. 1 aVisuals of COVID-19 affected lung images,b visual of normal image of lung, c pneumonia
chest visuals
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Fig. 1. The input images undergo a preprocessing stage. Contrast enhancement tech-
niques are applied to increase the contrast of the image. Morphological operations
are applied on the image to segment the required area. Desired features are extracted
from the segmented area and passed over to the neural networkwhich finally analyses
the stages of the image as abnormal or normal.

3.2 Deep Learning System

Squeeze Net is an DL learning framework with an info size of 224 × 224 pixels,
contained convolutionary levels, pooling levels, ReLU, and Fire levels. Complex
and easy bypass interfaces have also culminated in an increase in precision over the
Squeeze Net vanilla design. Ironically, the easy bypass allowed it possible to increase
precision better than the complicated bypass.

Figure 4 presents the plan of stage. Squeeze Net system produced more Fig. 5
UMAP of the pre-trained network feature space profitable results, with roughly 50
times less features than the Alex Net system, reduce the price of the system [11].
While the layer nuances are referred to in the Squeeze Net structure, the fire (Fl2,
Fl3, Fl9) levels seems like another layer containing two divisions, explicitly the
compression and expansion parts. This framework uses just a 1 × 1 convolution
channel in the fire layer compression part of the info visual. In the expansion parcel,
the information visual utilizations both 1 × 1 and 3 × 3 convolution channels.

Fig. 2 Block diagram of the
proposed system Input 

Image

Morphological 
Opera�ons

Contrast 
Enhancement

Feature 
Extrac�on

Convolu�onal 
Neural Networks

Normal Abnormal
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Fig. 4 Fire levels of Squeeze Net

4 Results and Discussion

Here this area will discuss brief about the experimental analysis of Squeeze Net.
When an X-ray image is given as input, these are converted into greyscale and
filters are used enhance, contrast of the image. Thereby improving several features
of images. Then these are segmented by performing morphological operation over
CT images.While preprocessing an image a small matrix called kernel convolutional
matrix is used for blurring, sharpening, edge detection, and more. Here after all the
process is done, they are given to CNN model, here to be specific its Squeeze Net
which classifies as normal or affected tissue. These estimations uncovers that the
programmed COVID-19 identifier acquires ~90–92% exactness of our information
assortment dependent on X-ray visuals—no additional data, tallying actual position,
populace thickness, and so forth, have been utilized to prepare this gadget.
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Fig. 5 UMAP of feature space of pre-trained network

We do have 100% adaptability and over 90% percent accuracy, which implies
of the influenced people that have COVID-19 (for example genuine positive), we
will effectively group them as “Coronavirus positive” 100% of the time using our
framework. For affected persons who may not contain COVID-19 (i.e., real nega-
tives), about 80 per cent of the time using our system may be precisely grouped as
“COVID-19 negative.” As the training history plot reveals that the network is not
over-equipped, even though it has restricted training data (Fig. 6).

Being able to precisely identifyCOVID-19with 100%precision is good; in reality,
the affected persons should be assured that they are COVID-19 negative, and then
make themgo to their house and get in touchwith their families and friends, so that the
infection can be extended further. The false positive rate should be handled carefully.
A healthy individual not be recognized as “Coronavirus positive,” detach them with
other positive COVID-19 influenced people, and afterward communicate an illness
to somebody who did not really have the infection. Affectability and explicitness
adjusting is testing especially infectious diseases that can be immediately spread, for
example, COVID-19.
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Fig. 6 Precision and loss
curves

5 Limitations, Improvements, and Future Work

Clinics needs more rooms to treat the quantity of COVID-19 cases and, given influ-
enced people rights and secrecy, it is much harder to gather quality clinical visual
informational collections in an ideal way. I envision we will have greater COVID-19
visual informational collections in the following 12-year and a half; yet until further
notice, we can just do what we have. It is plausible that our framework comprises of
learning styles that are not related COVID-19, and they are only contrasts among the
two information parts. A trained medical professional and through checking would
be required to verify the results of the COVID-19 detector. At last, future COVID-19
detectors are going to be multimodal. For now, we are just utilizing visual evidence
better automated COVID-19 detectors can exploit several non-visual data streams,
including affected person vitals, population level, geographic position, etc. In fact,
visual data of its own is not appropriate for this form of use.

6 Conclusion

This article uses an effective network architecture to detect any abnormality produced
by COVID-19 bymeans of chest X-ray visuals. Experiments were conducted to eval-
uate the performance of the neural network in the COVID-19 set of data utilizing
two approaches flat group and hierarchical group. While sets of data are still incip-
ient and thus restricted in the amount of visuals applicable to COVID-19, effi-
cient research on deep neural networks has been rendered possible by the use of
transfer learning and data optimization techniques. With regard to the evaluation, the
suggested method brought improvements compared to baseline work with a preci-
sion of 93.9%, COVID-19 sensitivity of 96.8% and positive prediction of 100%with
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a computational efficiency of more than 30%.We believe that the present proposal is
a promising candidate for integration into medical devices or even mobile phones for
physicians and for assistance in the diagnosis of COVID-19, given that more mature
COVID-19 visual sets of data are made present.
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Voting Classification Approach
for Breast Cancer Detection

Ravi Kumar Barwal, Neeraj Raheja, and Pankaj Kumar

Abstract The cancer of breast is the most frequent type of cancer among ladies
worldwide followingby the lung cancer.A cycle of regeneration procedures in body is
maintainedwith the cells. In general, the natural functioning of the body ismaintained
by balancing the development and death rate of cells. The pipeline of breast cancer
detection includesmany tasks such as preprocessing, segmentation, feature extraction
and classification. In this research work, voting classification approach is applied
for the breast cancer detection. The proposed approach improve performance in
comparison to existing models in compliance with precision, recall and accuracy.

Keywords Breast cancer · GLCM · Threshold segmentation · Voting classification

1 Introduction

The technique of image processing is becoming progressively advanced and the trend
is to develop more and more automation. The technology of image processing aims
to improve crude imagery got from various sources or images clicked in typical day-
to-day life to serve different purposes. Digital Image Processing (DIP) is an area of
special importance in CSE and has its roots to the multiple areas as well. The signif-
icance of image processing technology in the healthcare sector is not hidden from
anyone. This technology process images in digitalmanner using artificial intelligence
algorithms. The effect of digitized pictures on present day culture is so incredible,
and is a crucial part of science and technology. As of now, the sample of bloods
are taken to laboratory and prepared with different substrates to generate outcomes.
Image indexing and extraction based on content- has been a significant exploration
zone in software engineering throughout the previous few years. Numerous digitized
images are usually clicked and stored in different databases in different formats. Thus,
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enormous datasets containing images are beingmade and utilized in numerous appli-
cations [1]. The cancer of breast is the most frequent type of cancer among ladies
worldwide following by the lung cancer. A cycle of regeneration procedures in body
is maintained with the cells. In general, the natural functioning of the body is main-
tained by balancing the development and death rate of cells. In any case, this is not
generally the situation. Once in a while, an unusual circumstance takes place which
leads to abnormal growth in some cells. Consequently, cancer occurs in a specific
area of the body and spreads to other areas [2]. Distinct kinds of cancer may occur in
individual’s body and the cancer of breast is one that is considered as a serious health
concern. Women have more susceptibility against breast cancer as compared to men
because of the anatomy of the human body. Several reasons may cause breast cancer
such as age, medical history, fatness and drinking, etc. The breast of a woman is
made up of nipples, ducts and fatty tissues and lobules. In general, epithelial tumors
are developed inside the lobules and ducts which cause tumor in the breast later on.
The cancer after its initiation disseminates to the other areas of the body.

Breast cancers generally are of two types: Benign and Malignant. The first case
has non-cancerous cells that do not cause death. However, in some scenarios, these
cells could turn into cancerous cells. The defense system of body referred to as “sac”
normally is useful in segregating the benign tumors from harmful cells and expels
them from the body. The second type of cancer initiates when cells are growing
abnormally and quickly. These cells can spread to the neighboring tissues [3]. The
malignant tissue’s nuclei is often larger than the regular tissue and can be life threat-
ening [4]. Breast cancer is considered as the heterogeneous disease whose formation
is done with different entities such as distinctive biological, histological and clinical
attributes. The radiology images are deployed to carry out the clinical screening such
as mammography, ultrasound imaging and MRI.

The preprocessing aids the localization of region for irregularity detection. The
major concern in mammogram preprocessing faces is to outline the Pectoral Muscle
(PM) boundary from the remaining breast area. The PMs generally occur in MLO
views of the mammograms. The occurrence of PMs in the MLO view may disturb
automated recognition of lesions and can intensify the false positive (FP) alarms.
Most of the studies backed the elimination of PMs formaking the diagnostic accuracy
of the CAD system better. Therefore, it is highly important to successfully remove
PMs for preventing false detection [5]. Additionally, it not only decreases the time
complexity but also improves the accuracy besides preventing the intra-observation
inconsistencies.

Mammograms do not deliver good contrast between healthy glandular breast
tissues and cancerous tissues and between the malignant lesions and the background
particularly in dense breasts. Poor contrast is inherent to mammography images. The
Beer-Lambert equation states that the thicker the tissue is, the rarer the photons go
through it. This implies that the X-ray beam goes through malignant breast tissues
and normal glandular tissues [6] in dense breast tissue will not create attenuation
with huge difference between the two tissues, and therefore less contrast between
the healthy glandular and cancerous tissues will occur. Noise is the other common
issue in mammograms. The non-uniform image brightness in the parts representing
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the same tissues causes noise in mammograms [7]. The non-uniform distribution of
photons may be the reason of noise. This is known as quantum noise. This noise
degrades the quality of images particularly in small objects with low contrast, for
example, a mini tumor in a dense breast. Increase in exposure time may reduce
quantumnoise. The occurrence of noise in amammogrammakes it grainy. The grainy
appearance decreases the discernibility of some features in the image specifically for
small objects with low contrast representing the scenario for a mini tumor in a dense
breast.

2 Literature Review

Wang et al. [8] projected a densely deep supervision technique for increasing the
detection sensitivity in efficient manner. To achieve this, multi-layer attributes were
employed. In addition, a threshold loss was put forward for presenting voxel-level
adaptive threshold to determine the image as discerning cancerous or non-cancerous.
Consequently, great sensitivity with was attained with less false positives (FPs). A
dataset gathered from 219 patients that comprised 745 cancer regions were executed
to calculate the accuracy of projected technique. The outcomes of experiment proved
that the sensitivity provided through the projected technique was counted 95% with
0.84 false positives. An effectual cancer detection system was obtained from the
projected technique to analyze the breast with the help of ABUS.

Khasana et al. [9] intended to implement watershed transform (WT) approach
during segmentation procedure for creating the position of the tumor and distin-
guishing the matters on the basis of background. Afterward, the thresholding bina-
ries were employed for splitting the tumor image in the form of an object. In the last
stage, the area of cancer was computed. The outcomes indicated that the intended
algorithm had provided the accuracy and error rate of around 88.65 and 11.35% of
the overall tested data. The testing results showed that the intended algorithm was
useful to detect the breast cancer with the help of ultrasound image.

Kavya et al. [10] put forward a strategy to detect the breast cancer in which
imaging schemes namely, mammography and thermographywere implemented. The
computer aided diagnosis (CAD) tool was deployed as an effective technique for
segmenting and classifying the digital images. The data taken from hospital was
analyzed using this technique. The Cyber-physical system (CPS) was exploited to
collect the data and share the details to particular systems. Furthermore, the network
was integrated, human was interacted with system and system was made flexible,
scalable and optimized with the help of CPS. The suggested approach was capable
of detecting the breast cancer and providing high safety for the patients for which
errors rates were mitigated and the data was monitored.

Varma et al. [11] introduced an approach for analyzing the digital mammograms.
For this purpose, texture segmentationwas employed for visualizing anddetecting the
images. Afterward, the attributes were extracted effectively due to which enhanced
detection was obtained and proper action was taken for diminishing the risks related
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to breast cancer. Moreover, the introduced approach was adaptable to alleviate the
processing time and enhance the processing speed. The final output images demon-
strated that the introduced approach was efficient to outline the anomalies in the
breast tissue and successfully detected the breast cancer.

Soliman et al. [12] designed an effective system for detecting the breast cancer
with image processingmethods. The significant attributes of the breastwere extracted
from the region of interest (ROI) whose segmentation was done from the thermal
input image. Afterward, a neural network (NN) classification algorithm was utilized
to categorize the image as cancerous or normal on the basis of these features. A
benchmark dataset was applied to quantify the designed system and a success rate
was obtained around 96.51%. The outcomes revealed that the designed system was
efficient.

Liu et al. [13] presented two diverse microwave imaging techniques for detecting
the breast cancer. In the initial technique, SAR an high-quality imagery technique
was utilized and the second technique was planned on the basis of inverse scattering
quantitative imaging technique for reconstructing the relative permittivity for the
breast cancer. The presented techniqueswere tested on 2D simplified breast phantom.
The outcomes of testing depicted the efficiency of presented techniques for detecting
the breast cancer cell with good resolution.

Razavi et al. [14] recommended a computer aided diagnosis (CAD) method in
which preprocessing median and Gaussian filters were deployed first of all. The cells
of interest areas were segmented using an adaptive thresholding technique andwater-
shed algorithm. Thereafter, the recommended technique was utilized to compute
the ratio amid green and red FISH signals of all decomposable cells. Enormous
Fluorescence in situ hybridization (FISH) images were deployed for presenting the
automatic gene expression of epidemic growing feature receptors-2 (HER2) status.
The outcomes exhibited the effectiveness of the recommended method to specify the
HER2 state of probable patients.

Sangeetha et al. [15] established a new mechanism for detecting the breast asym-
metry and micro calcification cancer cells in which various methods of digital image
processing (DIP)were integrated that had not utilized in this research area. The estab-
lished mechanism assisted in detecting the breast cancer in initial phase. An end to
end (E2E) solution was acquired from this mechanism. The outcomes generated
through the established mechanism were highly accurate in terms of true positive
(TP) and true negative (TN).

Yin et al. [16] developed a new RAR algorithmic approach that planned a neigh-
borhood pair-wise correlation-based weighting for dealing with the negative impacts
of both artifact and glandular tissues. The maximum combination of these coef-
ficients was applied to weight, sum and time-shift the backscattered signals. The
three-dimensional finite-difference-time-domain models were exploited to evaluate
the developed algorithm in anatomic and dielectric manner. The developed RAR
algorithm had potential to recognize and detect the cancer under various scenarios.
The outcomes validated that the developed algorithmwas applicable for breast cancer
screening.
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3 Research Methodology

This noise degrades the quality of images particularly in small objects with low
contrast, for example, a mini tumor in a dense breast. Increase in exposure time may
reduce quantum noise. The occurrence of noise in a mammogram makes it grainy.
The grainy appearance decreases the discernibility of some features in the image
specifically for small objects with low contrast representing the scenario for a mini
tumor in a dense breast.

Various phases are executed to predict the breast cancer and these phases are
defined as.

3.1 Data Acquisition

This phase includes the collection of data from distinct clinical organizations to
conduct tests.

3.2 Data Preprocessing

The entirety is accomplished and the data is analyzed to deploy the machine learning
methods and the preprocessing is performed on the data. The redundant attributes
are removed from the dataset in order to transmit the clean and de-noised data for
enhancing the efficacy of training framework.

3.3 Feature Selection

The GLCM algorithm is applied in this phase for the feature extraction. This algo-
rithm can be used for extracting multiple texture features. For this purpose, the
considered metrics are as follows:

G denotes applied no. of Gray levels.
μ indicates the mean of P .
μx , μy represent the means while σx , σy denote standard deviation Px , and Py ,

respectively. Px (i) Signifies the ith entry in the marginal-probability matrix achieved
after adding the rows of P(i, j).

Contrast: This metric measure the local variations of an image.

CONT RAST =
G−1∑

n=0

n2

⎧
⎨

⎩

G∑

i=1

G∑

j=1

P(i, j)

⎫
⎬

⎭, |i − j | = n (1)
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This metric that computes variance in contrast or local intensity favors aids from
P(i, j) outside the diagonal: i �= j .

Homogeneity: This metric measures the nearness of the spreading of components
in the GLCM to the diagonal of GLCM.

∑

i

∑

j

Pd [i, j]
1 + |i − j | (2)

Local Homogeneity, Inverse Difference Moment (IDM):

I DM =
G−1∑

i=0

G−1∑

j=0

1

1 + (i − j)2
P(i, j) (3)

The image homogeneity also affects IDM. IDM gets mini support from inhomo-
geneous regions (i �= j) as a result of the weighting factor

(
1 + (i − j)2

)−1
.

The low value of IDM for inhomogeneous images, and a comparatively greater
value for homogeneous image is obtained as the result.

Entropy: This metric measures the content of the information. It is a measure
of the unpredictability of distributed intensity. Inhomogeneous images have low 1st
order entropy. A homogeneous image. On the other hand, has a great entropy.

−
G−1∑

i=0

G−1∑

j=0

P(i, j) × log(P(i, j)) (4)

Correlation: This metric measures the gray level linear dependency amongst the
pixels at the definite positions regarding each other.

G−1∑

i=0

G−1∑

j=0

{i × j} × P(i, j) − {μx × μy}
σx × σy

(5)

Sum of Squares, Variance:

V ARI ANCE =
G−1∑

i=0

G−1∑

j=0

(1 − μ)2P(i, j) (6)

This attribute lays comparatively high weights on the components different from
the average rate of P(i, j).
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4 Voting Classifier

Thevoting classifier is amachine learningmodel that trains the integration ofmultiple
models and predicts the output (class) according to their higher chances for the
selected class as a result.

It simply summarizes the findings of each classifier transmitted to the voting
classifier and predicts the output phase according to the number of votes. The idea
is that instead of building separate dedicated models and obtaining each of them, we
create a single model that trains these types and predicts the output according to their
combined votes for each output phase (Fig. 1).

Voting Classifier supports two types of votings.

4.1 Hard Voting

In hard voting, the predicted output class is a class with the highest majority of votes,
i.e., the class which had the highest probability of being predicted by each of the
classifiers.

In this case, the class that received the highest number of votes Nc(yt) will be
chosen. Here, we predict the class label ŷ via majority voting of each classifier.

ŷ = argmax(Nc(y
1
t ), Nc(y

2
t ), . . . , Nc(y

n
t )) (7)

Fig. 1 Voting classifier
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4.2 Soft Voting

For soft voting, the withdrawal phase is a prediction based on the proportion of
opportunities given to that class.

ŷ = argmax
1

NClassi f iers

∑
Classi f iers

(p1, p2, p3, . . . pn) (8)

This algorithm employs the input from the extracted features. Two classes are
defined in this research work. The microarray cancer denotes that the person has
probability of occurrence of microarray cancer. The normal is utilized for the person
without any possibility of microarray cancer (Fig. 2).

5 Result and Discussion

The dataset is collected from the kaggle. The dataset is generally categorized into two
labels. The anaconda is the tool of pythonwhich is used for the implementation of the

Input the data from the kaggle for breast cancer

Pre-processing of data for removing missing and redun-
dant values

Extract the Features of the input dataset 

Apply Classification method to classify breast cancer

Analyze performance in terms of certain performance 
metrics (e.g. accuracy, precision, recall) 

Fig. 2 Proposed methodology
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proposed methodology. The various performance analysis parameters like accuracy,
precision and recall.

Various presentation metrics are used to calculate the system performance of the
classification system (existing and proposed system). These are described below:

Accuracy = T p + Tn

T p + Fp + Tn + Fn
(9)

The precision main motive is to calculate the true +ive (TP) units relative to false
+ive (FP) units.

Precision = T p

T p + Fp
(10)

The main motive of recall is to calculate true +ive (TP) units in relation to false
–ive (FN) units that are not at all classes. The arithmetic performance or expression
form of recall parameter is declared in:

Recall = T p

T p + Fn
(11)

As shown in Fig. 3, the performance of random forest is compared with voting
classification for the breast cancer prediction. It is analyzed that accuracy of voting
classification is 96%, precision value is 76% and recall value is 78% which improve
performance up to 5% (Table 1).

Fig. 3 Performance analysis
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Table 1 Performance
analysis

Performance
parameter

Random forest (%) Voting classification
(%)

Accuracy 89 96

Precision 72 76

Recall 76 78

6 Conclusion

The survival rate of breast cancer has expanded, and a significant fall in the number
of deaths due to these diseases has been noticed in the last few years. There are
several factors behind this. One of the most considerable factors is the detection of
this disorder in the early stage. The timely detection of this disease contributes signif-
icantly in the disease healing. It also offers deep insight of the disorder which further
leads to the conclusion. The breast cancer detection has various phases which include
preprocessing, segmentation, feature extraction and classification. The threshold-
based strategy is applied for the segmentation. The textural feature extraction algo-
rithm called GLCM is applied for the feature extraction and in the last voting clas-
sification method is applied for classifying the cancer of breast. The performance of
the developed model is compared with standard models in the context of accuracy,
precision and recall. It is been analyzed that results are optimized up to 7% for the
breast cancer detection.
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Design and Development of Smart Bed
to Monitor Infants

Vinayak Sharma, Rohan Mittal, and Ashwani Kumar Dubey

Abstract Presently, due to the increase in the number of working mothers in the
world, caretaking of babies and monitoring have become a quotidian obstacle for
many households as well as parents. Most of the functioning guardians send their
youngsters to their grandparent’s homesor to the infant care houses.Notwithstanding,
the guardians cannot persistently watch their children all the time either in ordinary
or unusual conditions. Parents in the present world have always been busy with their
work in their vocational life hereby not getting abundant time to take care of their
babies. It is widely a great problem for parents to constantly keep an eye on their
newborn baby and its conditions while doing their work. In this paper, a smart bed
is proposed to monitor the baby all time and take care of them via the mode of
automation and sensing. In this, we monitor the baby’s body temperature, pulse,
crying, motion and bed-wetting through sensors. These boundaries are critical in
deciding baby’s conditions because they cannot tell anything or explain anything
about any surrounding or environment. The estimation of the temperature and pulse
gives a quick sign of whether a child is in any pain, while the estimation of bed-
wetting can be utilized to decide if the infant is in proper solace. Ceaseless checking
of crucial signs requires connection of sensors to the body that should be possible in
several ways.

Keywords Bed-wetting · Body temperature · Cry detection · Infant · Heartbeat ·
Smart bed

1 Introduction

In this paper, we have targeted to build up an instrumented smart bed with sensors to
differently screen extremely youthful age newborn children. It will be finished with
the assistance of sensors that can recognize temperature variety and certain physi-
ological states, for example, breathing rate and pulse, without the need to connect
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wired sensors to the individual’s body. The sensor yields will, at that point, be corre-
sponded with normal breath rate and pulse. This will help in the automation in the
medical industry that will solve many problems for the hospitals and medical insti-
tutions and will help working parents to constantly watch their children for effective
treatment and on time medication. In most of the nations worldwide, male workers
are favored to have high hold on jobs in the industry market more extensively than
femaleworkers. All over the globe, the industry force partaking of the femaleworkers
of substantial serviceable age has markedly seen an increase in the past gone years
of the current generation.

In certain territories of the world, the normal expansion in female workforce
cooperation has dropped down or even eased back marginally lately. The number
of ladies having infants has prompted the precarious development in the deals of
observing gadgets including infant screens. Therefore, people tend to spend money
on the automation industry that is helpful for them to monitor their children.

2 Related Work

In certain territories of the world, the normal expansion in female workforce cooper-
ation has dropped down or even eased back marginally lately. Due to this, newborn
babies do not get the perfect care from the parents that are very much required for
them and is of utmost priority for the parents also. To understand the existing infras-
tructure related to monitoring and care of the infants, an exhaustive review has been
performed.

Lourino [1] has discussed in his paper the sleep disorders and have implemented a
smart sensing bed to improve sleep time. Similarly, Gracia [2] has discussed and used
big data analytics to stimulate sleep movements. Yousefi [3] has published a paper
based on treatment of acute diseases related to bed sores and ulcers. Shivanantham [4]
has published a paper on breathing pattern monitoring and detecting heartbeat. Many
engineers and scientists have tried to develop smart beds for diversified applications.
Brush [5] has also discussed the preventionof ulcers andbed sores in his paper. Symon
et al. [6] have done research on smart babymonitoring systems usingmicrocontroller
Raspberry Pi. Dubey and Damke [7] have proposed image processing and IoT-based
systems for baby monitoring. In a diversified work, Rajesh [8] implemented a baby
monitoring system usingwireless sensor networks. In [9], the authors have developed
a smart baby monitoring cradle system consisting detection of movement, cry and
temperature. In [10], the authors have developed a system to monitor the elderly
people or paralyzed people.

Fisher [11] discussed the urinary incontinence and developed a sensor material.
Similar work on smart bed monitoring is also done by various researchers in [12]
using various technologies like IoT and other computing techniques. Gaddam [13]
has created a smart digital home care for elder people. Some researchers have done
work in the field of improving respiration rate and rehabilitation also to improve



Design and Development of Smart Bed to Monitor Infants 677

the patient’s life [14, 15]. An innovative research is done by J. Kim to implement
self-tracking device that will track our activities like sleep and dieting [16].

In the literature, there is no complete solution for themonitoring of infants. There-
fore, it is highly needed to develop a smart bed which itself takes care of infant’s
position, bed-wetting, crying, movements, temperature monitoring, etc., and update
the situation of the infant with the parents and caretakers.

3 Methodology

Based on the exhaustive literature review, it has been found that a lot more work
needs to be done to make bed even smarter.

3.1 Proposed Design of Smart Bed

The proposed design of smart bed is shown through block diagrams in Figs. 1, 2, 3,
4 and 5. In the proposed smart bed, there are primarily five sensing modules such as
(i) bed-wetting sensors and alarm module; (ii) cry sensing and alarm module; (iii)
temperature sensing and display module; (iv) heartbeat sensing and display module;
and (v) IR sensor module for position monitoring.

Fig. 1 Bed-wetting sensing and alarm module
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Fig. 2 Cry sensing and alarm module

Fig. 3 Temperature sensing and display module

Bed-Wetting Sensing Module

The bed-wetting sensing is based on the principle of moisture or liquid detection. It
detects the dielectric permittivity of the surroundingmedium that iswater or urination
of the infant in this scenario. This sensor creates a voltage change that is proportional
to the water content present in the surrounding. It will send the signal or will indicate
that the circuit is completed responding to the buzzer to ring the alarm. This will give
response to the user that the bed is wet, and some liquid is detected. The complete
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Fig. 4 Heartbeat sensing and display module

Fig. 5 IR sensor module for position monitoring

bed-wetting system is shown in Fig. 1. In this system, a supply is given to themoisture
sensor with the help of Arduino while the buzzer is connected to the moisture sensor.
Whenever the circuit is completed from the sensor side, it will make the buzzer to
ring the alarm.
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Cry Sensing and Alarm Module

The cry detection sensor works on the principle of vibration of the diaphragm that is
caused whenever the sound waves strike on its surface. When the sound waves touch
the sound sensor, the sensor converts the sound signal to electrical signal triggering
the buzzer to indicate that there are sounds nearby which are detected by the sensor.
Figure 2 describes the functioning of the cry detection module. In this, a supply is
given to the sound sensor through Arduino. The sound sensor indicates the falling of
sound waves on its diaphragm leading the buzzer to alarm. This sensor has a feature
that it can be turned off separately also which is due to a switch connected to the
circuit.

Temperature Sensing and Display Module

The LM-35 is a temperature sensor that works on the detection of change in the
temperature on its surface. It creates a satisfying change in voltage across the termi-
nals of it to indicate the temperature change. When the 5 V power supply is given to
this sensor through Arduino, it indicates the change in temperature and notifies the
value to display the temperature that is detected by the sensor. The sensor refreshes
itself in every 2 s to get the newest value of temperature, and the Arduino sends it
to the display screen so that the user can read the temperature of the user that is
checking the temperature of the body. In Fig. 3, the complete module is illustrated
through a block diagram.

Heartbeat Sensing and Display Module

The heartbeat sensor works on the principle of pulse detection. The sensor gives a
digital output when a finger is placed on the sensor. It operates on the fundamentals of
light modulation as the LED flashes on each pulse with respect to time and indicates
and calculates the heartbeat of the person. In this module, when power supply is
given to the pulse oximeter sensor from Arduino, it gives the output detected and the
Arduino reads the signal and displays the heartbeat on the display screen. It refreshes
at a rate of every 2 s gap and then displays the newest value detected from the sensor.
Figure 4 illustrates the end-to-end working of this module.

IR Sensor Module for Position Monitoring

In this module, the IR sensors are used to monitor the position of the infants in real
time. The IR sensors detect the presence of IR rays on the photodiode and indicate
the results. In this system, we try to determine whether the infant is in the correct
position or not. That is when the infant comes between the path of the IR receiver
and transmitter, the sensor will give us a buzz output to know that the infant is not
in the correct place. This situation will only take place when the infant is at the edge
of the bed which will help us to alarm that the child may fall from the bed. Also, as
the models have LEDs as alarms for IR sensors, it can also be used as a foot light so
that the person does not fall due to less vision at night. In Fig. 5, the working of IR
sensors is explained in a much simpler way.

The process flowcharts of the proposed smart bed are shown in Fig. 6.
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Fig. 6 Process flowcharts of the different modules of proposed smart bed
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Fig. 7 Prototype of smart bed

4 Results and Discussions

Smart beds are integrated solutions for patient care understanding, consideration, help
and observing, in view of an extensive, multidisciplinary configuration approach.
Exploration in this field is basic in a setting of worldwide maturing and controlled
by a flood in open doors for availability arrangements. Medical beds, consistently
incorporated into the medical care framework, have an extraordinary open door in
empoweringmore proficient endeavors for guardians andmore responsive conditions
for patients. It is normal that these progressionswill keep on spreading into additional
robotization and plan transformations, with the savvy bed turning into the core of
the shrewd patient care climate of things to come. The proposed prototype of smart
bed is shown in Fig. 7. The maximum capacity of keen beds would not just be
accomplished with detached mechanical or morphological advances, yet when they
are consistently coordinated into the medical services framework, empowering more
effective endeavors for guardians and more responsive conditions for mothers and
infants.

5 Conclusion and Future Scope

In this paper, noninvasive sensors-based smart bed has been developed. The prototype
of smart bed is working as per the design specifications. All modules have been tested
and found perfectly responding up to the specified range. This smart bed is further
being integrated with IoT-based system to monitor the infants in real time through
smart phones. In addition, we are developing computer vision-based monitoring of
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infants and protecting the infants falling from the bed. The module is in the testing
phase. The proposed smart bed is cost effective. As we are using low-voltage sensors,
hence, chances of getting shock are negligible. We are further extending our work
toward the power optimization of the sensors.
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Smart Mask for COVID-19 E-wear

R. Subhash, C. Gnana Kousalya, G. Rohini, and Nikhil Madhavan

Abstract COVID-19 has been one of the most disastrous pandemics of the decade
which has impacted several human lives and global economy. It is really difficult
to control this kind of problem in a developing country like India where we have
huge population. It is also difficult to maintain social distancing in such places. So,
we have come up with an idea for the people to self-monitor and protect themselves
from the spread of the virus. This paper aims to implement a smart mask which
uses digital technology, for detection, prevention and precaution from this deadly
virus. This virus is bound to spread in the event of interaction with other people, and
we use technology to detect and prevent the virus by forming a personalized mask,
which is capable of monitoring your vitals and indicating if the patient is infected
by the virus. We are integrating the heart rate pulse sensor, infrared thermometer—
MLX90614, respiratory sensor and Dht11 sensor which are used to monitor the
inner temperature and humidity present inside the mask. This sensor is mounted on
the mask which helps us to monitor the person who is wearing it 24/7. The overall
equipment is less bulky with all the required features, rechargeable and replaceable
filter. The vitals are monitored through personalized cloud using ThinkSpeak and
mobile-based monitoring with alert system. The mask has an OLED display for
real-time monitoring.

Keywords Smart mask · Heart rate pulse sensor · Infrared thermometer ·
Respiratory sensor · Dht1

1 Introduction

The coronavirus pandemic had caused a havoc and had disrupted health and
economies of several nations, at the wake of 2019. It has been one of the most
disastrous pandemics of the decade which has impacted several human lives. E-wear
mask is a special mask which is used to monitor people to prevent them from the
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disease, and this mask has important features like heart rate monitoring sensor along
with temperature sensor with the help of which we can measure heart pulse and
temperature of the patient wearing the mask. We also have curated design features
like air purifier filters which are placed at the front part of the mask. It has two
chambers: an inlet and an outlet; by this we can easily inhale and exhale the air; we
have decomposable filtrates (any porous material which is biodegradable). Once the
sensors measure the value, the data is sent to the controller. Since the microcontroller
we use has both analog and digital ports through which the values are recorded. A
threshold limit is fixed in the controller; once the threshold limit is reached, the
recorded data will be transferred wirelessly using Bluetooth module to the paired
mobile phone, which can then be used to intimate the nearby hospital in case of
an emergency. There are several challenges that the various industries are currently
facing under this pandemic; this includes complete shutdown of factories and slowing
down of production and manufacturing. This causes loss of income and growth. This
paper focuses on creating a product that will serve the purpose of a secure mask as
well as a personal digitalized vital monitoring system. What follows is a discussion
on how the latest technological trend can be adopted to eliminate the effect of the
virus.

1.1 Literature Survey and Related Work

In the meantime, many systems have been developed for COVID-19 in terms of
sophisticated protective gear. In 2020, Atif et al. [1] proposed a system where all
protective personal wear was digitally transformed through various concepts in IOT
which enables us with a framework for a most sophisticated approach toward health
monitoring. These devices have already been applied in COVID-19 conditions, not
only to gather digital health data, but also to ensure that people obey certain lockdown
and quarantine regulations. Valsalan et al. [2] had a similar framework where they
integrated sensor fields to make a smart patient monitoring system. These sensors
are embedded on the patient body to sense the temperature and heartbeat of the
patient. More sensors are placed at home to sense the humidity and the temperature
of the room and upload the data onto the cloud. Gwen [3] proposed a design for a
more ergonomic face mask for more comfort which generates less wastage in terms
of production with the materials most suitable for the design of a comfortable yet
functional mask. Two reusable 3D-printed components, the face mask and a filter
membrane support, and two disposable components, the head band and the filter
membrane, make up this 3D-printed mask. Sasilatha et al. [4] proposed a system
which uses noninvasive heart rate monitoring technique that uses the variation of
light intensity from the skin from each heartbeat used to estimate heart rate. A RGB
camera is used to record the video. The region of interest (ROI) is obtained using face
detection and tracking algorithms. The mean value is taken across the frame yielding
three values per frame, thereby estimating the heartbeats permin. AnoopKumar et al.
[5] proposed a systemwhich deals with scope of design and fabrication of 3D-printed
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mask that enables us to get a broader perspective of material science for a strong and
sturdy yet comfortable build. 3D printer according to its virtual design is proposed at
reduced cost. Material used for this project should have good mechanical properties
along with being bio-disposable (ecofriendly) in nature so they preferred polylactic
acid (PLA). Further, Novak et al. [6] proposed that there are 3D-printed face shields
that use fused filament fabrication process most suitable in order to enhance the PPE
supply experience through realistic alternatives. Kousalya et al. [7] proposed that the
wireless sensor network keymanagement has efficient tracking and energymethod of
transfer. The proposed scheme attains high connectivity among several sensor nodes
and is applied for various routing protocols, and simulation shows greater resilience.
Furthermore, Wan et al. [8] proposed a wearable IoT device which adapts a number
of interactive sensors to observe the health vitals. Next Prof. Hagargund et al. [9] had
given a smart and automatic health monitoring system which is around the concept
of wireless sensor network which is essential in the scope of remote monitoring.

2 System Overview

The component setup is as shown in Fig. 1. The basic components of this system
include an Arduino LilyPad which is used as a microcontroller as a motherboard of
the entire project, and an ESP8266Wi-Fi module is used for the data communication
with the cloud and the mobile monitoring using Virtuino app. Dht11 sensor is used
for monitoring the temperature and humidity. Respiratory sensor is used in order to
monitor the breath cycles count for every one minute. Heart rate pulse sensor is used

Fig. 1 Complete setup of the smart mask
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to monitor the heart rate for every second. OLED display is used to monitor real
time. All the vitals are printed on the screen in order to reduce the periodic checking
of temperature in public areas. The connections are made as per the circuit diagram
shown in Fig. 2 Arduino LilyPad is used as a microcontroller; it has seven analog
pins and 13 digital pins along with I2C and UART communication; in this project,
we are using five different sensors for monitoring the vitals of human. Firstly, we
are using humidity sensor in order to monitor the moisture level inside the mask; it
is been connected to pin A0 analog pin and monitors the temperature and humidity
present inside the mask. Secondly, we are using infrared thermometer inside the
mask in order to monitor the object temperature which uses infrared rays for the
measurement. The infrared sensor works on I2C communication which is connected
to A4 and A5 pin which act as SCL and SDA pins for data and clock. Thirdly,
heart rate pulse sensor is used to measure the heart pulse which is been connected
to pin A2 analog pin; it works on optocoupler principle based on the light reflection
and absorption; the difference is been converted into variables and measured using
microcontroller. Respiratory sensor is used which will calculate the breath cycles
for every minute, stores the value in a register and prints the output which is been
connected to pin A1 analog output. The output measured is obtained in two different
platforms: One is real-time display, and other is on cloud and Virtuino app.

In digital display, we have used is OLED display because of its size, shape and
less space consumption. The display we use has a pixel size of 1.3-inch 128 × 64
OLED graphic display. OLED display works on I2C communication where SCL
and SDA pins are used for data communication with the microcontroller, where it
reduces the pin consumption and less circuit complexity. The entire circuit is power

Fig. 2 Circuit diagram



Smart Mask for COVID-19 E-wear 689

by 7 V li-po 500 mA h battery which is been connected to 1 A power charger, and the
battery is rechargeable. Audio amplifier is used inside the mask in order to amplify
the audio and gives the output to the speaker. PAM8403 is used as an audio amplifier
class D, two-channel non-tuneable amplifier. The circuit is powered by 5 V, the mic
is connected to the left in L T R, the speaker is connected to left terminal, and even
we can connect two speakers for better audio quality. ESP6266 is connected to the
microcontroller to the pins 2 and 3, where pin 2 is Tx and pin 3 is Rx. The chip
enable pin is set to high and 3.3 V, and ground is been connected in order to make the
module high. Arduino LilyPad is powered by lithium-ion battery. This is connected
to a 1 A USB micro charger port which can be used to charge externally.

3 Mask Design

The mask is designed using computer-aided design, there are four major parts, and
those are front part, mask, mask cap and motor holder. These parts are printed using
3D printing machine. The material which was used in the printing of mask is acry-
lonitrile butadiene styrene (ABS) because of its heat resistance and high temperature
withstanding capacity up to 100 °C. Figure 3 is the front part of mask which holds
the OLED display on the outer part, and the front part is further subdivided into two
chambers: one is inlet and outlet air purifier filtrates. The motor holding part is fitted
inside the front part of the inlet and outlet of the mask. The charging port along with
battery is mounted inside the front part of the mask. Arduino LilyPad and sensors are
placed inside the mask. Figure 4 is the main part of the mask which has air purifier
filtrates and holds the front part. The inlet and outlet parts of mask are closed bymask
cap as shown in Fig. 5. On combining all these parts, the expected view is shown in
Fig. 7 and 8 (Fig. 6).

Fig. 3 Front part of mask
along with inlet and outlet
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Fig. 4 Mask

Fig. 5 Mask cap

Fig. 6 Motor holder
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Fig. 7 Assembly of the
parts of mask

Fig. 8 Smart mask

3.1 Hardware Implementation

A. Microcontroller

Arduino LilyPad is the microcontroller board which is used in our mask because of
its circular shape that can fit into the mask. The microcontroller can be programmed
using external UART communication using FTDI. The board has 14 digital pins and
six analog pins. It has Tx and Rx pins for communicating with Wi-Fi and Bluetooth.
The board is the heart of our projectwhich performs arithmetic and logical operations.
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The Atmel328P is the on-chip controller present on the board. It has a reset button
to reboot the uploaded program.

B. Sensor Integration

The mask has five main sensors, the sensors are used for monitoring the vitals of
human that change according to individual body, and these vitals are converted to
the standard using appropriate formula.

1. With the aid of ADC, the temperature sensor connecting to the analog pin of
the Arduino controller is converted into a digital value. The controller translates
this digital data into the real temperature value in degrees Celsius using the
temperature (°C) float mv = (val/1024.0)*5000; float cel = mv/10;

2. The heart rate pulse sensor works on based on optocoupler where the photo
light is transmitted on the skin and reflected back due to the ions present in the
blood; this difference in values is calculated using formula. The digital pulses
are sent to a microcontroller, which uses the formula to calculate the heartbeat
rate: beats per minute (BPM) = 60*P, where P is the pulse frequency.

3. Along with the temperature sensor, a humidity sensor is used to detect, calculate
and record both moisture and air temperature. Humidity sensors track changes
in electrical currents or temperatures in the air to determine humidity levels.
The following formula is used to measure relative humidity:

Float V = (ADC Value/1023.0)*5.0;
Percent relative humidity = (V − 0.958)/0.0307;

4. The breath sensor, which is built into the front of the mask, detects the amount
of breath cycles per minute by detecting breath pressures and variations in
variation. A force-sensitive resistor (FSR) based on the piezo-resistive effect is
used in the device. The math is as follows:

Val = map(val,0,1023,0,100)

C. OLED Display

OLED display is used in the smart mask for displaying the sensor output for user
visual. We can display a text which will correspond to the required vitals of the
patient. This display uses I2C communication to reduce the number of pins and
sends data using CLK and data lines.
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Fig. 9 Inlet and outlet valve of the mask

D. Inlet and Outlet Valve of The Mask

The inlet and outlet valves are attached for filtering in a face mask to provide an
exhalation valve and a mouthpiece to direct exhaled air out of the mask, minimizing
heat andmoisturewithin themask.This systemcan include afilter to clean the exhaled
air, making it suitable for use in areas where directly exhaled air is undesirable, such
as operating rooms and clean manufacturing environments (Fig. 9).

E. ESP 8266

ESP8266 Wi-Fi module is used for data communication with ThinkSpeak and
Virtuino app; the module is set in mode 1. In mode 1, it acts as a Wi-Fi, and in
mode 2, it acts as an access point and so on. It has an inbuilt patch antenna for data
transmission into electromagnetic radiation and has coverage up to 100 m distance.

F. IoT Integration

ThinkSpeak cloud is used in our project for visualizing the output, plotting the graph,
obtaining the outcome and notifying when the threshold limit is crossing. The data
is sent through the read key and write key. There are four different channels to store
individual vitals. First channel stores the temperature, second channel stores the
humidity, third channel stores heart rate BPM for every minute, and fourth channel
stores the breath count. This data can be further used for future health analysis.

G. UV Sanitizing

Additionally, we have used UV light to sanitize the internal components and the
filtrate of the mask to ensure clean and germ-free interspacing of the mask; this helps
the user of the mask to stay safe of the virus that may reside in the mask during
its usage. The entire mask can be sanitized using UV sanitization toolkit which is
available in the market for commercial use.
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3.2 Software Implementation

The above flowchart shown in Fig. 10 represents the communication between the
ESP266 and the ThinkSpeak module using AT commands. Firstly, the ESP8266
module is enabled and set as mode 1 which act as a Wi-Fi. There are five different
channels which store individual values of each sensors. ThinkSpeak gets data using
get commands. The cloud will check 24/7 and store the data; once the threshold limit
is crossed alert, message will be sent to the provided number. Secondly, the data will

Fig. 10 Flowchart representing the communication with ESP8266 and ThinkSpeak
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be accessed using mobile application. Virtuino is the application which is been used
in the project which works based on read key and write key. The ThinkSpeak web
is used to access the data and stores the values in the app that can be used for future
medical application. ThinkSpeak can be accessed using login ID for the personal
cloud. The circuit initiation and enabling are made as shown in Fig. 11. Initially,
the program runs as the code is set in void loop. In Arduino program, the code runs
infinite loop; all the sensor pins are defined in the start of program, and pin mode is
set in void setup. Each sensor is allocated a specific time to read and store the data
as shown in the flowchart. Heart sensor stores value for every 10 s, and by enabling
the A0 pin high for 10 s, the data are read. Similarly, respiratory sensor counts the
number of breath cycles for every 60 s and stores the value. Dht11 sensor is enabled
for 5 s and stores the value. These values of the sensors are displayed on the OLED
display; when the threshold limit is reached, the inlet and outlet motors are enabled;
the alert message will be sent, and the data value will be uploaded in the cloud.
The values of heart rate, breath count, temperature and humidity will be uploaded in
cloud as well as will be displayed on the screen and serial monitor.

Fig. 11 Flowchart to enable and setting of sensors
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4 Result

A product is developed for fighting against the coronavirus. The mask developed is
integrated with digitally advanced setup consisting of various biosensors. It includes
designing of hardware for mask using CAD, and coding for the required system is
done through embedded C in Arduino LilyPad. And interface for IoT is established
in ThinkSpeak cloud services and Virtuino app.

4.1 Virtuino Output

The Virtuino app gets the values from various sensors and displays the analog output
on the pairedmobile device. This output is not constant, and they change periodically.
When the threshold limit is crossed, an alert or SMS-based notification on mobile
phone will be sent; the data set can be downloaded and sent to the nearest hospital
(Fig. 12).

Fig. 12 Virtuino output
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4.2 ThinkSpeak Output

The ThinkSpeak cloud services are used to continuously update the values of the
required biosensors on the cloud, where individual data is uploaded in each field.
These fields will update every 1 min; this data set would be used for analysis by the
doctor. Totally, five fields are used to store the data of humidity, temperature, heart
rate, breath count and body temperature (Fig. 13).

5 Conclusion

By using a wide array of test cases, all possible cases of sensors are tested, and
result anomaly is near to nix, and accuracy of the sensors is tested before integrating
it in the circuit. The sensors are integrated in the curated mask design as per the
requirement, and sensors are then mounted in it for comfortable usage of the mask.
The testing loss fluctuates between an acceptable range, and it falls about at less
than 2% variance. Table 1 represents the confusion matrix of the testing phase.
The developed architecture shows only single sample of our multiple tests. By this
proposal system using this kind of E-mask, we can monitor as well as control the
spread of corona kind of virus.

Fig. 13 ThinkSpeak output
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Table 1 Expected and tested output

Sl. No Sensors Expected outcome Tested outcome

1. Temperature 98.6 F 98.3 F

2. Humidity 86% 82%

3. Pressure 300 hpa 290 hpa

4. Heart Rate 64 BPM 60 BPM

5. Respiratory 0.96 and 1.0 Cycles per min 0.92 Cycles per min

6. Microphone Amplifier 3db 2.4 db

Overall equipment is less bulky with all the required features, it is rechargeable,
and the filter can be easily replaced. However, camera module can be implemented,
and temperature-based thermal image detection can be made. Cost of the mask can
be reduced; machine learning-based spread prediction can be made. Battery is not
for life time; regular charging is needed. Component handling is required for long
life time. Mobile-based health monitoring system is easy to carry, IoT-based health
monitoring is for disease prediction, improves control of this kind of spread and can
be used even in rural areas, and where there are no hospitals, online-based doctor
consulting can be used (Fig. 14).

5.1 Prototype Output

Fig. 14 Smart mask
prototype



Smart Mask for COVID-19 E-wear 699

References

1. Atif I, Cawood FT, Mahboob MA (2020) The role of digital technologies that could be applied
for prescreening in the mining industry during the COVID-19 pandemic. Trans Indian Natl Acad
Eng 1–12

2. Valsalan P, Baomar TA, Baabood AH (2020) IoT based health monitoring system. J Crit Revi
7(4):739–743

3. Swennen GRJ, Pottel L, Haers PE (2020) Custom-made 3D-printed face masks in case of
pandemic crisis situations with a lack of commercially available FFP2/3 masks. Int J Oral
Maxillofac Surg

4. Sasilatha T, Kousalya G, Venkatesan G (2019) Non-contact heart rate monitoring using facial
video. Int J Eng Adv Technol (IJEAT) 9(2):4087–4089

5. Singh AK, Kumar UA, Laxminarayana P (2020) Design and development of face shield by 3D
printing for the COVID-19 epidemics. Int J Res Appl Sci Eng Technol 8(6):380–384

6. Novak JI, Loy J (2020) A quantitative analysis of 3D printed face shields and masks during
COVID-19. Emerald Open Res 2

7. Kousalya CG, Mala GA (2012) Secure and energy-efficient traffic-aware key management
scheme for wireless sensor network. Int J Wirel Inf Netw 19(2):112–121

8. Wan J, et al (2018)Wearable IoT enabled real-time health monitoring system. EURASIP JWirel
Commun Netw 2018(1):298

9. Hagargund AG, et al (2018) Smart and automatic health monitoring of patient using wire-
less sensor network. In: 2018 9th international conference on computing, communication and
networking technologies (ICCCNT), IEEE



Role of IoT and Machine Learning
in Smart Grid

Vijay Kumar Garg and Sudhir Sharma

Abstract The conventional power system is transforming into a new, modern, and
digital power system. Integration of Internet of Things (IoT) and machine learning in
smart grid improves power system entities’ overall performance like load forecasting,
data acquisition, fault analysis and system security, etc. Smart grid (SG) takes good
decisions according to the requirement, faults, and resolutions to organize power and
maximize electrical energy usage. These decisions increase the power and regulation
of the grid by keeping stability between power generation and consumption. This
paper attempts to focus on IoT and machine learning in the smart grid that help
smart grids in the decision-making process. IoT-integrated network system is prone
to cyber-attacks and network threat, which needs to be adequately addressed in the
near future.

Keywords IoT · Smart grid · Smart meter · Advanced metering infrastructure
(AMI) ·Machine learning · Supervised learning

1 Introduction

A conventional power system has three parts, i.e., generation, transmission, and
distribution. The system has various issues such as large Aggregate Technical and
Commercial (AT&C) losses, a gap between availability and electricity demand,
network operations, minimum usage of information technology, and one-way
communication/information flow. Transformation of centralized controlled tradi-
tional power grid into smart, reliable, and self-healing grid is taking place. These
new smart/microgrids can efficiently operate generation, transmission, and electricity

V. K. Garg (B)
Research Scholar, IKG Punjab Technical University, Jalandhar, Punjab, India

Department of Electrical Engineering, UIET, Kurukshetra University, Kurukshetra, Haryana, India

S. Sharma
Department of Electrical Engineering, DAV Institute of Engineering and Technology, Jalandhar,
Punjab, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
N. Marriwala et al. (eds.), Emergent Converging Technologies and Biomedical Systems,
Lecture Notes in Electrical Engineering 841,
https://doi.org/10.1007/978-981-16-8774-7_58

701

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-8774-7_58&domain=pdf
https://doi.org/10.1007/978-981-16-8774-7_58


702 V. K. Garg and S. Sharma

usage to minimize environmental issues [1]. The modern power system appears to
be a complex structure with an additional component, e.g., distributed generation
(DG), electric vehicle, power electronics interfacing, IoT, and different types of
techniques and information. SG provides two-way communication, i.e., servers to
consumer and consumer to the server. Smart grid uses different devices to monitor,
examine, and manage the grid-like Advanced Metering Infrastructure (AMI), online
measurements, fault sufferance, and load management. These decisions increase the
power and regulation of the grid by keeping stability between power generation and
consumption. Suchkinds of devices are kept at power plants, transmission towers, and
lines. They also spread customer’s offices, and the amount of such devices increases
from hundreds of millions. The main task of SG is to provide connectivity, roboti-
zation, and tracing these large number of devices. For this, monitoring, examining,
and managing by high speed and bidirectional communication are required. The IoT
connects any object with the Internet for data transformation and connecting with
smart devices [2].

Firstly, the Internet provides connectivity from person to person and person to
other objects. But, in 2008, the number of objects linked with the Internet increases.
Internet of Things is a nexus of many material objects that are connected with the
Internet. These types of things are provided with automation to their environments.
These objects notice, examine, control, and decide themselves or discuss with other
objects by high speed and bidirectional communication in allocatable, self-governing
ways. So, by integrated IoT devices like sensors, switches, and intelligent measure
and providing congruency, robotization, and tracing, IoT techniques support SG by
providing many network functions in production, storage, and distribution.

Now SG is observed as the extreme application of IoT. Today, we have many
household tools utilizing electricity and the Internet. However, there are still many
appliances that are not at all linked to the Internet. For instance, devices like washing
machine, coolers, AC, fridge, oven, etc., are significantly less in number that uses
the Internet. If all the devices are connected to the Internet, we can operate them
using remote and can off. So, it saves cost and gives lenience to consumers. So, it is
not wrong to assume that the combination of SG and IoT is greater than SG today.
SG cannot use alone without the help of IoT techniques. Using IoT as a standard
and base for SG, many new ways come out for future revolution. Based on IoT and
SG’s collaboration, here an attempt is made to assess IoT in smart grid with IoT and
machine learning.

2 Internet of Things (IoT)

Internet of Things is a concept where material objects get linked to the Internet
with their unique IP addresses and communicate with gateways. These automated
communicationmodels tend tomake the devices aware of context, organize properly,
transmit information, and respond to dynamic circumstances. In a situation where
numerous objects and sensors are connected to the Internet, every entity needs its



Role of IoT and Machine Learning in Smart Grid 703

unique identifier to send data frames to other systems or devices. It can be expected
that the number of Internet-enabled devices will increase due to the fall of technolo-
gies’ cost. This considerable growth would create necessary modernizations to the
present TCP/IP stack’s scalability concerning support for naming, addressing, loca-
tion, classification, mobility, routing, etc. Due to the massive number of existing and
future estimated devices, this becomes possible with IPv6 addresses that provide a
significant increase in address space [3].

Using IPv6 addressing proxy and mapping for legacy technologies (that do not
cooperate with IPv6) brings trafficmanagement capability in a standardized, flexible,
and effectivemanner via IP-based protocols. As a result, data can be transferred auto-
matically without requiring human interaction. Usage of the Internet and computers
for capturing data, instead of human-made analysis, can provide higher accuracy and
lower the amount of time needed. Objects connected by IoT communicate and sense
the environment and respond swiftly to the current situation due to sensor network
technology. A wireless sensor network is seen as a significant part of IoT. It connects
to devices (sensors) in an observed area to create a vaulting network system that can
read, gather real time, process, and manage figures to send them to the data center.
IoT may enable more dynamic energy pricing due to real-time collected data and
smart meters installed in households. That gains benefits for power system operator
as managing and balancing load demand efficiently. By deploying, the IoT quality
of the smart grid’s self-healing feature can be improved. Unpredictable conditions
or breakdowns can be detected by sensors and can make a rapid response.

3 IoT Technologies

The optimal operation and coordination of various intelligent technologies make
the overall power system an intelligent grid. Some of the essential technologies for
applying IoT to the smart grid are as follows:

• Sensor innovation: The measurement of various pieces of information takes
place with the help of sensing devices. Sensors are devices utilized in detecting
the material world and give crude data to data preparing, sending, investigating
and input, including power, heat, electricity, light, signals, and sound. Installation
of sensors can be done at local, station/feeder, and centralized control center or
various configurations. In a smart grid, sensors and actuator network (SANETs)
systems have used diverse field like renewable penetration, grid monitoring and
control, generation dispatch, etc. [4].

• Information and correspondence innovation: Based on data and correspon-
dence innovation, the recognition data’s transmission and cooperation can be
acknowledged; thus, the force lattice devices’ condition can be detected.

• Data combination innovation: The assets for IoT terminals usually are restricted,
involving battery limit, handling capacity, stockpiling limit, and transfer speed.
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During the time spent on social affair data, it is not fitting to send all information
to the bunch hub since it would squander transfer speed and energy.

• Reliable correspondence for brilliant lattice under smart grid application
condition: There are a few necessities of IoT applications in various situations, for
example, dependability, self-association, signal entrance,mixture correspondence
innovation, and self-mending. Since the IoT exhibition exceptionally depends on
the actual condition, IoT innovation should be deliberately intended to conquer the
unfavorable natural elements. For instance, when a tiny part of devices neglects
to communicate information, the course and transmission system would be rese-
lected without anyone else mending innovation; hence, the entire organization’s
dependability would not be influenced.

4 Machine Learning

Machine learning is managing data by various analytical processes in which
computers are trained with artificial techniques. The systems are made smart to
take decision automatically as per their training. In an IoT-based lattice framework,
colossal data is produced, which needs various operations like data collection, data
cleaning, size reduction, reformulation, and data exploration. The analysis of various
information is done to produce a decision/prediction. It contains different calcu-
lations that dissect the accessible information through many directions to create
information-driven expectations and choices [5, 6]. The processes can be load fore-
casting, price prediction, optimum scheduling, sizing, and contingency analysis.
Learning machines go through a complete cycle of planning and programming
unequivocal calculations with anticipated execution. Figure 1 shows applications
of machine learning in the smart grid. Machine learning can be distinguished into
two types [7]:

• SupervisedLearning: In this learning approach, amapping is performed between
input and the desired output. The tasks can be specific objectives like real-
time monitoring of solar energy and battery power for home energy manage-
ment, demand response system for maintain heating, ventilation and air-condition
system, etc.

• UnsupervisedLearning: The input data is not composed of corresponding output
variables information. Unsupervised learning aims to find functional patterns in
distribution. It may also model the below structure to enhance the input data’s
understanding.

5 Applications of IoT and Machine Learning in Smart Grid

A smart grid is an electricity network that uses intelligent appliances, techniques, and
digital systems to control and monitor electricity transmission from the source, i.e.,
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Fig. 1 Application of
machine learning in smart
grid security

the generating station to the destination, i.e., end users [4]. SG aims to synchronize
all the parts of the network as much as possible to increase productivity. In smart
grid-layered architecture, there are four types of layers. Layer 1 is a terminal layer
consisting of IoT devices installed withmany SG functions like generation, transmis-
sion, distribution, and consumption. The instruments of IoT possess RTU, intelligent
devices, smart electronic devices, and data-gathering devices. The data gathered by
this layer from the IoT devices is transferred to the second layer, i.e., field network
layer. According to the IoT devices, the framework of the second layer is wired or
wireless. Now, the information collected by this layer is transferred to the third layer,
i.e., remote communication network layer. This layer connects IoT devices with the
master station system layer. This layer works as a control unit for SG, i.e., it manages
all SG consequences. IoT techniques are essential in structure formation for sensing
information and transferring for SG, help in framework formation, security manage-
ment, data gathering, tracking, calculation, and is user friendly, etc., for example. In
a conventional power grid, the companies know about the disruption of service only
when a user informs itself, but in SG, these companies themselves come to know
about any disorder as, from the defected part, the signal is not transferred further.
So, companies notice the problem and solve it. The IoT helps start the structure in
which all SG parts have their unique IP label and give bidirectional communication
[8]. The communication system is divided into three layers: the Home Area Network
(HAN), which uses powerlines as a wired medium, and ZigBee, Wi-Fi, Bluetooth as
wireless mediums; Neighbor Area Network (NAN), which uses various communi-
cation medium to cover up to a thousand meters; Wide Area Network (WAN), which
transmits data to a more significant distance [9].
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IoT techniques provide a better network connection to the consumers and devices
by using different communication techniques via IoT intelligent devices. IoT tech-
niques help in power generation, transmission, distribution, and consumption flow
in SG. The conventional SG framework mainly works when the power suppliers are
needed to maintain the whole power grid.

5.1 Advanced Metering Infrastructure (AMI)

AMI provides a linkage between consumer and utility with the incorporation
of various technologies. Many consumers use smart meters by GPRS and other
networks. At present, users have already an intelligent framework but not still inte-
grated with the present SG structure. The resolutions for IoT and SG system do not
apply directly to IoT-integrated SG system because these resolutions are only for one
design, either for IoT or SG system, as these resolutions are made by considering the
framework of either of both systems. So, IoT is used in all the techniques to enhance
them. In electricity generation, the IoT is used to keep an eye on and manage the
electricity used, energy storage, power plants, etc. In power transmission, IoT is used
to control transmission lines and intermediate stations and help in the conservation
of towers for transmission. In power distribution, IoT is used for the management of
devices for distribution. In power utilization, IoT is used for smart appliances and
checks the electricity used, managing energy efficiency and controlling the need for
energy consumption [9].

Figure 2 illustrates the smart grid architecture used by the electricity board for the
use of smart meters. The smart meters are placed in offices, houses, and industries.
These smartmeters transmit information toDataControllerUnit (DCU) present on an
electric pole near the house. These meters give information about the power used by
the users. The DCU is located in the surroundings, gathering data about electricity
consumption and other things connected to meters’ status. The collected data is
transferred to data centers utilizing a wired or wireless network. All the complete
information of this smart grid can be tracked by web portal using phones, laptops,
etc.

These web portals are linked with DCUs to share the data collected and to process
it. It maintains the record of electricity consumption, information of bill and loads,
etc. The various components of the smart grid are depicted in Fig. 3. The smart
grid’s main components are smart meter, distribution automation, renewable energy
sources, electric storage, and demand response management.

In AMI, IoT is used to gather information, transfer information among all the
smart devices, check the quality of electricity, and examine users’ power. The power
industry is confronting unprecedented changes and difficulties. The solidness and
security of the framework can be accomplished by setting up a severe metering stan-
dard foundation. The brilliant meter is a significant segment of the AMI. Detailing
of principles for intelligent metering hardware should be done to meet the AMI’s
prerequisites. The foundation of the wise lattice network is its AMI. With the AMI,
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Fig. 2 Architecture of the smart grid with AMI

Fig. 3 Components of smart grid

individuals can do some altered control as for the interest reaction. AMI is a frame-
work that gathers, measures, and examines information by speaking with intelli-
gent metering devices [9]. AMI networks should be worked to scale, and signifi-
cant necessities, for example, transfer speed, inertness throughput and unwavering
quality should be met. An AMI comprises the smart meter, two-way correspon-
dence way, meter information obtaining framework, and meter information of the
board framework. Advanced Encryption Standard (AES) mechanism and framework
confirmation systems of public key are utilized in AMI applications.
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5.2 Automation in Homes and Buildings

In smart homes, we use smart appliances like smart meters, digital electrical devices,
broadband, etc., which make human life more comfortable. Homes and buildings are
equipped with devices that can make two-way communication with utility, central
controller, local energy management system, home appliances, and DER [10].

5.3 Smart Substation and Monitoring of Feeder

The substation is equipped with primary protection devices like a circuit breaker, tap
changing transformer, protective relays, current transformer, potential transformer,
etc. These devices are connected with fiber-based sensors, which have higher accu-
racy, lesser size andweight, high performance, and lowmaintenance.Monitoring and
control of feeders can be done with digital sensors and switches to monitor voltage,
reactive power, outage, and feeder switching.

5.4 Assistant Management System of Electric Vehicle (EV)

The management system of an electric vehicle consists of an EV, tracing center, and
charging point. Somebody can find a nearby charging point and parking station with
the help of GPS. With GPS’s support, the most appropriable station can be located
in a suitable manner [4].

5.5 Demand-Side Management (DSM)

DSM is a proactive methodology for arranging, executing, and observing energy
utilization during top hours. It essentially depends on the present age with a request
by controlling utilization at the client side. The term DSM is first presented by
Gelling’s, a senior individual from Electric Power Research Institute (EPRI). The
DSM’s fundamental objectives are top section, valley filling, load moving, critical
load development, vital protection, and adaptable load shape. DSM is applied in
various locales with various situations [11, 12].
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5.6 Load Forecasting (LF)

It is used to estimate the requirements of energy consumed by a system based on
history and forecast parameters. LF provides a balance between demand and supply
energy. LF can predict load around for short and long period, which helps in future
planning of power system expansion and load management. It can be performed with
several techniques like multiple regression, ANN, GA, fuzzy logic, etc. [13].

5.7 Wind Energy Forecasting

Wind power is among the quickest developing sustainable power sources on the
planet. Coordination of wind power sources with the network gives a few tech-
nological, financial, and ecological advantages. Be that as it may, because of the
discontinuous and stochastic nature of wind power, it provides a few snags during
the generation of power and dissemination. Variety in wind speed causes uncertainty
in the wind power plant yield, which prompts instability in the network. Conse-
quently, legitimate estimating is required for wind energy-based force networks and
can help in making operational methodologies.

5.8 Solar Energy Forecasting

Sun-powered energy is one of the most noticeable sustainable power sources.
Numerous normal and artificial obstructions, such as climatic conditions, occasional
changes, geological rise, spasmodic creation, and intra-hour changeability, impact
sunlight-based PV framework execution. Subsequently, sunlight-based energy data
ought to be gained ahead of time to limit the working expenses brought about by the
different snags. There is various algorithm of machine learning, which are having
some limitation and benefits. Few of these techniques are presented in Table 1.

6 Energy-Efficient Framework

This section introduced an energy productive structure for the intelligent network.
The framework utilizes a blend of GPRS innovation and the Zigbee module for
communication with sensors. In this system, one can embrace a two-layer remote
organization to give more opportunity and adaptability. The primary level uses IEEE
802.15.4 or Zigbee distance, which is easy, low energy utilization, and has a corre-
spondence run between 100 and 1000 m in every hub [8]. As to Zigbee organizing
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ability, work geography is proposed in this framework. The work geography’s funda-
mental advantage is that each hub can speak with some other hub straightforwardly
inside the inclusion region.

Moreover, it expands unwavering network quality and supports remote associ-
ation on the off chance that one of the hubs has a fall flat, misfortune sign, or
incapacitated. The subsequent level uses the GPRS module to help the organization
in sending information. The GPRS innovation can improvise network execution for
continuous information just as it is more proficient and vigorous [5]. GPRS module
also bolsters TCP or IP convention that empowers sending information straight-
forwardly to the worker utilizing a specific hub’s location. Figure 4 portrays the
sending schematic of the hardware in the appropriation framework-based IoT. The
IOT device, network model, correspondence geography, and information handling
are like the transmission framework.

Nonetheless, observing the status of substation is of the real worry in the dissem-
ination framework. In this way, the substation should be well outfitted with an intel-
ligent sensor and smart meter. There is a significant boundary; for example, trans-
former temperature, current and voltage profile, oil level, load profile, shortcoming,
and blackout can be checked. Observing transmission and appropriation framework-
based IoT is an integral asset to build framework dependability and acknowledges
early warning and ongoing checking through the executives’ cloud data. The inten-
sity transmission and appropriation framework status can be shown outwardly on
PC, cell phone, and laptop.

Fig. 4 Load distribution system-based IoT
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7 Difficulties and Future Research Directions

IoT devices should work in various conditions like high voltages, high or low temper-
atures, humid environment, and prolog to electromagnetic waves. Along these lines,
they should fulfill requirements at those circumstances, for instance, constancy or
likeness.

• Data fusion: In different applications, IoT devices and sensors manage batteries
like various sensors utilized to screen transmission lines, so appropriate energy
procuring methodology should be used or arranged. We have a couple of corre-
spondence networks in different bits of the SG. Accordingly, IoT devices should
maintain significant correspondence shows to move data from sharp meters to the
central system which is possible and guaranteed. Since IoT devices in SG have
limited resources and limits, similar to batteries, dealing with power, storing, or
movement speed, data mix cycles should be used to pack and add up to important
data to have more capable energy bandwidth use and data combination.

• Delay: Deferral and group setback are critical limits that choose the introduction
of smart grid. Since blockage causes deferral and bundle hardship, it brings down
system execution considering that IoT devices, just as entryways IoT devices,
must resend data which causes greater delay and extends the probability of stop
up again. Additionally, SG cannot satisfy fated necessities, as most prominent
average deferment. Along these lines, it is imperative to restrict delay, improve
network plan by finding an ideal number of entries and IoT devices and breaking
point in the amount of relationship with each passage.

• Interoperability: Since the splendid organization contains a wide scope of doors
and IoT devices with different specifics and resources, interoperability between
the devices to exchange information is fundamental. One response for achieving
interoperability is to use IP-based associations. Another game plan is that IoT
devices should maintain particular correspondence shows and structures.

• Standards: We should design the smart grid to store and cycle this colossal
proportion of assembled data beneficially. There are various separate IoT devices,
yet there is no unified standard for IoT devices in the adroit structure. This may
cause security, unfaltering quality, and interoperability issues for IoT devices in
SG. Consequently, standardization attempts should be united.

• Security: To screen and oversee IoT devices in SG, use the Internet unprotected,
and aggressors can control assessed data by sensors and smart meters and cause
many budgetary adversities.
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8 Conclusion

In this paper, an attempt has beenmade to focus on IoT in smart grid application areas.
Smart grid helps to distribute load automatically according to user requirements. The
applications, components, architecture, and future issues of the smart grid environ-
ment have been discussed. Finally, it provides a proposed mechanism in which IoT
devices and machine learning algorithms are used to provide energy-efficient load
distribution frameworks for smart grid environments. In future, it is intended to
continue working in a smart grid and proposes a more reliable mechanism based on
unsupervised learning for handling overloaded grids.
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A Quantitative Study of Small Dataset
Machining by Agglomerative
Hierarchical Cluster and K-Medoid

Pruthvi Raju Garikapati, K. Balamurugan, T. P. Latchoumi, and G. Shankar

Abstract An attempt has been made to investigate the possibility of applying the
advantages of hierarchical and partitioning mechanism methods in a small dataset
like machining method such as abrasive water jet machine (AWJM). LM13 alloy
with 63% SiC composite was taken as the study material, and it was machined
using AWJM for Taguchi’s L27 experimental runs. As individual thresholds, water
pressure, cutting distance, and cutting velocity are taken as AWJM parameters, and
material removal rate (MRR), Kerf angle (KA), and surface profile roughness (Ra)
are taken as the output responses. Agglomerative hierarchical clustering (AHC) clas-
sifiers classify L27 OA into three groups of nine perceptions each. The test on K-
medoid esteem is taken as 3 instead of AHC bunch L27 OA in three groups to look at
and analyze the distinction between partitional clustering and progressive clustering
procedures at a comparable class degree. K’s approximation is fixed by three and
bundled into three groups of nine impressions each. For the investigation of AHC
and K-medoid, XLSTAT programming is used. Besides, for each class/arrangement
of AHC and K-medoid, direct relapse conditions and contrast and test impressions
are generated. The analysis shows that the classification of K-medoid based on the
parceling method suits well with the perceptions of the trial. For all the groups, AHC
produces a sole condition, while K-medoids create singular conditions for each of
its classes.
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1 Introduction

Machiningmethods for industrial parts have grown quickly in themost recent decade
because of newmachines arrivals with high bearing load limits, the materials utilized
in their designs, and they perpetually progressed control frameworks [1, 2]. This
mechanical improvement encourages the machining of segments with higher exact-
ness and better surface quality in a limited time. The limited manufacturing time
enhances productivity, and along these lines, more benefits can be acquired. This
can bring about a high-income surplus in large-scale manufacturing. In the hour
of Industry 4.0, when the origination of PC controlled mechanized plants is being
broadened, programmed information assortment and investigation can be used to
help in dynamic action [3]. This medoids the time information of creation measures
are accessible in a more limited time and at a more significant level of exactness [4].
For a given innovation, the machining time and cost can fundamentally be stream-
lined by the cutting information (cutting pace, profundity of-cut, feed, and so on),
and also, the legitimization of supporting exercises of a creation cycle can diminish
the occasions associated straightforwardly or in a roundabout way to the machining.
This medoid that diminishes can be made in the planning time or the time required
for material taking care of among the working environments. A few plants identified
solutions after being developed for late many years, e.g., lean creation, six-sigma,
or the hypothesis of imperatives. The surface irregularity of the turned steel is opti-
mized using these methods for an exact surface roughness device. A forecast model
instead of normal surface roughness was made by methods for nonlinear relapse
assessment with the guide of MINITAB programming. The good machining settings
are perceived by Taguchi’s strategy and checkedwith an affirmation preliminary. The
outcomes will uncover that machining under micro-lubrication condition displayed
lesser temperature at the instrument work interface and the nature of the machined
segments likewise shows lesser unpleasantness when contrasted and parts of dry
machining condition [5].

Mixture aluminum lattice composites are the second age of composites that
improve properties by potentially replace of single reinforced composites. This paper
researches the achievability and suitability of growing hybrid composites for car and
aviation applications. Further, the manufacturing qualities and mechanical conduct
of hybrid composite created by the mix projecting course have additionally been
inspected. The optical micrographs of the hybrid composite demonstrate that the
strengthening particles are genuinely conveyed in the grid combination and the
porosity levels have been discovered to be satisfactory for the casted composites.
The thickness, hardness, elastic conduct, and crack durability of these composites
have been discovered to be superior to available reinforced composite. In light of the
information base formaterial properties, the application territory of hybrid composite
has been proposed in the current survey [6]. It has been argued that in the plan of
future segments depending on the support mix and piece, cross-breed composites
provide greater adaptability and unwavering consistency.
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K-medoid bunching calculation is utilized for gathering the understudies in the
college dependent on position and evaluating framework [7]. K-medoid calculation
was not appropriate for an enormous measure of the dataset, for example, shading
pictures, since it requires setting each an incentive as a medoid regardless of whether
its recurrence (e.g., number of pixels of same power) is extremely low. As the shading
picture has some various powers to set as medoids, it needs more opportunity for
the count. The other significant disadvantage of existing calculation is to locate the
ideal number of cycles, and in our test result, we show that how many emphases
assume a significant part to locate the best ideal arrangement. To overcome this
barrier, this paper gives an altered K-medoids calculation by utilizing the histogram
leveling method. To demonstrate the effectiveness of this new calculation, we give
different exploratory outcomes over various pictures with a correlation of the current
calculation.

The impacts of cutting apparatus covering material and cutting rate on cutting
powers and surface roughness were researched by Taguchi exploratory plan. Primary
cutting power, Fz, is considered as a model. The impacts of machining boundaries
were explored utilizing Taguchi L18 symmetrical exhibit. Ideal cutting conditions
were resolved utilizing the sign-to-commotion (S/N) proportion which is determined
for normal surface unpleasantness and slicing power as per the “more modest is
better” approach. Utilizing consequences of examination of fluctuation (ANOVA)
and sign-to-noise (S/N) proportion, impacts of boundaries on both normal surface
roughness and cutting powers were genuinely measured. It was seen that feed rate
and cutting rate had a higher impact on cutting power in Hastelloy X, while the feed
rate and cutting device had a higher impact on cutting power in Inconel 625. As per
normal surface roughness, the cutting device and feed rate had a higher impact in
Hastelloy X and Inconel 625 [8].

The focal point of this paper is on cycle getting ready for huge parts to fabricate
in frameworks of unequivocal cycle capacities, including the utilization of multi-
hub machining focuses. Arrangement ideas applied and activity groupings decided
in related cycle plans went through examinations. The paper presents specifically a
thinking way to deal with arrangement sequencing and machine task in assembling
huge size parts of seaward developments. The applicable thinking component inside
a dynamic plan on created measure plan is indicated dependent on a contextual
investigation got from the seaward area [9].

The inside and out an investigation of cutting system is a subject exceptionally
compelling in assembling productivity because in the enormous scope of creation
in the viable utilization for creation limits and to have improved income [10]. The
investigation on time and material removal rate, which are in close connection to
creation, is significant in arranging a machining technique. In the paper three strate-
gies applied in hard cutting are looked at based on these boundaries and another
boundary, the functional boundaryofmaterial removal rate, are presented. It estimates
the proficiency of cutting since it incorporates the qualities estimated by time inves-
tigation. In the examinations, the material removal rate was broken down, first based
on mathematical information of the segment. After that diverse machining systems
(hard machining) were thought about for some average surfaces. The outcomes can
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give some valuable signs about machining system choice. Expansion in the hybrid
composite is 15.24% more than the base compound. The effect of the strength of the
hybrid composite was diminished in contrast with the base combination. In sliding,
wear considers, the composite with 1 wt. % B4C has demonstrated less weight
reduction and coefficient of erosion [11].

Aluminum-based hybrid matrix composites replace single fortified composites
in numerous applications because of their mechanical and tribological properties.
Numerous examinations have been done on mechanical conduct on composites
mixture; however, so far no examinations have been done with cylinder combination.
This examination centers around discovering the impact of graphite (Gr) particulates
as an optional fortification on the mechanical conduct of LM 13/Silicon carbide
(SiC) composites. Agglomerative bunching was the most commonly known method
of multiple level grouping used to assemble objects based on their similarities in
classes [12].

Progressive bunching techniques depend on building a chain of groups, which
is frequently represented as graphically methods in the form of a tree structure
called a dendrogram. This progressive system results from the way that groups of
expanding likeness are converged to shape bigger ones (agglomerative calculations)
or that bigger clustering are part intomoremodest ones of diminishing dissimilarities
(troublesome methodology) [13]. Such methodologies have the benefit of permit-
ting investigation for the information at various degrees of similitude/difference and
giving a more profound knowledge into the connections among tests (or factors, if
those are the things to be grouped). Another large bit of scope is that, since they
depend on characterizing a comparability record among the clustering, any sort of
information (genuine esteemed, discrete, and twofold) can be broken down by these
methods [14] which will further increase the interest among the readers.

2 Materials and Methods

LM13 alloywhich has excellent strength and toughness is sufficiently heated through
an electric furnace to 250° C. Dissolving 63 percent SiC in the LM 13 matrix was
accepted as an increase in the compositewill lead to the improper dispersion inside the
matrix. The heater temperature decreased to 600 °C, which cools the SiC fuse fluid
mixture. In the semi-strong lattice mixture with an exceptionally expected stirrer,
the optional fortification (SiC) with molecule size varying from 15 to 30 microns
was pre-oxidized at 900 °C for 2 h. Under the view of argon gas, the semi-strong
composite structure is blended. With the ceaseless blending state, the dissolve is
warmed to 750 °C, and the temperature was kept up for 5 min. To attain composite
ingots of 25 cm × 25 cm × 1.2 cm, robust iron passes of 8 mm divider thickness
are loaded with composite slurry [15]. In Fig. 1, the development courses of action
were shown.

Shimadzu’s AUX 220 model utilizes high-precision gauging equilibrium to
measure the volume of material eliminated duringmachining. Eachmoment ofMRR
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Fig. 1 Fabrication setup

was calculated using the corresponding Eq. (1).

MRR = (Wa −Wb)/t (1)

where W i—Job piece in grams before machining, W a—Workpiece in grams after
machining, and t—Trial time (minute).

Using the AWJM, the machining effect of the composite is carried out. Water
pressure, cutting distance, and cutting speed are shifted into three different stages,
each calculating the yield output attributes. Machining limits and thresholds are
shown in Table 1. Garnet 80 microns of lattice size was used as abrasives. The
microstructure of the fabricated composite is seen in

Table 1 Selected factor and levels

S. no. Parameter Symbols Levels Units

1 2 3

1 Water pressure WP 220 240 260 bar

2 Cutting distance CD 1 2 3 mm

3 Cutting speed TS 20 30 40 mm/min
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2.1 Support Vector Machine (SVM)

Support vector machine (SVM) is perhaps the most common supervised learning
calculations that are used just as regression for classification. It is used in machine
learning for classification problems. The goal of the SVM calculation is to establish
the best line or option limit that can isolate n-dimensional space into classes such
that we can later place the new knowledge point in the correct classification without
much of a stretch. As a hyperplane, this best choice limit is known. The exceptional
focuses/vectors that help make the hyperplane are chosen by SVM.

With the fundamental goal that deeply fits colossal datasets in AI and data disclo-
sure, SVM calculation was developed. It offers answers of greater order precision for
organizing both paired and multi-class problems. For the machining period, SVM
processes are used which help to understand the fundamental knowledge between
different machining boundaries and characterize the perceptions into a limited set of
information, i.e., classes.

2.2 Agglomerative Hierarchical Clustering (AHC)

Stage 1: At the underlying level, by fixing its boundaries, an actual data point is a
bunch together.

Stage 2: A comparative individual cluster based on comparability is organized into
a solitary group.

Stage 3: Check the accessibility of a few clustering.

Stage 4: To get the characterized number of clustering to rehash stage 2.

Stage 5: Clustering yield results.

2.3 K-Medoids Clustering

In 1987, Kaufman and Rousseeuw suggested a measure of K-medoids (also known
as partitioning around medoid). A medoid may be defined as the party point, whose
dissimilarities are least with the broad variety of different focuses in the bunch.

Medoid (Ci) and object (Pi) differences are calculated by the use of E = |Pi− Ci|
In the K-medoids estimate, the cost is given as

C =
∑

|Pi− Ci| (2)

Algorithm
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Fig. 2 Step-wise K-means
algorithm flowchart

1. Initialize: pick k randombrings up as themedoids from the n knowledge focuses.
2. Each data from the partner highlights the closest medoid by using some standard

distance metric strategies.
3. Whereas the cost is decreasing:

For each medoid m, for each data o point that is not a medoid:

1. Trade m and o, partner both data, highlight the nearest medoid, and recalculate
the cost.

2. On the off possibility that the absolute cost in the previous advance is greater
than that, correct the exchange.

A problem with the classification of K-means and K-means++ is that the last
centroids are not interpretable or all in all, centroids are not the real point, but rather
the average emphasis in that bunch. Here are the 3-centroid directions that do not take
from the dataset after true emphasis. The probability of K-medoids classification is
to concentrate on rendering the last centroids as real results. As seen in Fig. 2, this
finding makes the centroids interpretable.

3 Results and Discussions

3.1 Abrasive Water Jet Machine

With Taguchi L27 experimental runs, the generated hierarchical composite was
machined at an alternate level. The perceptions are shown in Table 2.
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Table 2 Experimental observations

Ex No PR SOD TV MRR KA Ra

1 220 1 20 0.0042 0.2376 3.447

2 220 1 30 0.0055 0.1623 3.457

3 220 1 40 0.0070 0.2608 3.097

4 220 2 20 0.0047 0.3147 3.246

5 220 2 30 0.0060 0.2739 3.346

6 220 2 40 0.0083 0.3743 3.525

7 220 3 20 0.0048 0.5602 3.595

8 220 3 30 0.0067 0.6750 3.490

9 220 3 40 0.0081 0.5234 3.586

10 240 1 20 0.0046 0.5736 2.963

11 240 1 30 0.0055 0.2000 3.333

12 240 1 40 0.0084 0.2768 3.401

13 240 2 20 0.0046 0.5021 3.206

14 240 2 30 0.0064 0.3054 3.503

15 240 2 40 0.0086 0.9212 3.622

16 240 3 20 0.0045 0.7042 3.349

17 240 3 30 0.0072 0.7487 3.118

18 240 3 40 0.0099 0.7906 3.757

19 260 1 20 0.0044 0.5881 4.645

20 260 1 30 0.0059 0.5877 4.259

21 260 1 40 0.0078 0.4554 4.915

22 260 2 20 0.0043 0.5554 4.754

23 260 2 30 0.0065 0.3014 3.908

24 260 2 40 0.0083 0.5503 4.093

25 260 3 20 0.0052 0.7393 3.996

26 260 3 30 0.0068 0.3481 3.928

27 260 3 40 0.0090 0.5703 3.780

3.2 K-Medoids and AHC of MRR

A line map for the relevant MRR groups for AHC and K-medoids is plotted to
understand the AHC and K-medoids equations working over the expectations of the
trial. For both AHC and K-medoids, a direct relapse model has been developed. A
lone direct condition for MRR is obtained by AHC, and it is seen in Figs. 3, 4, 5, and
6. In K-medoids, each class generates its state and is shown separately as classes 1,
2, and 3 in the diagram. From the conditions shown, the close diagram is obtained,
and it appears in the figure. It seems to be reasoned, from the perception, that the
groups separated by K-medoids are considered to be ideal. For K-medoid and AHC,
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Fig. 3 K-Medoid for class 1

Fig. 4 K-Medoid for class 2

Fig. 5 K-Medoid for class 3
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Fig. 6 K-Means and AHC
of MRR for three classes

the bundling of L27 OA has assembled 27 experiences into three classes where the
classes of K-medoids are special in comparison with AHC.

4 Conclusion

The LM13/SiC hybrid composite developed by the stir casting process ismachined at
an alternate level withmodifiedAWJMconditions. For the characterizationmeasure-
ments, AWJM expectations are used as source evidence. AHC and K-medoids are
notable grouping calculations used to decrease the numerical unpredictability of
datasets. The AHC calculation orders the L27 Taguchi array into 3 classes with 9
experiences in each class. Although the value of K = 3 to allow a close analysis
of progressive and partitional estimates of approaches on machining parameters, the
advantage of this equation is reviewed and closed as follows. The expected character-
istics have been shown to have a decent interaction with the K-medoids exploratory
opportunity. Centered on the centroid respect AHC, whereas the degrees ofK impor-
tance can be set to the need in K-medoids groups. For the same cause, the degree of
K is set as 3, although it may have phenomenal alignment with the perceptions of the
trial at various degrees of K. In this investigation, a straight relapse condition model
is created for the quantities of perceptions on each class. AHC builds up a solitary
condition for all the 3 classes forMRR, KA, and Ra, whileK-medoids because of the
uniqueness in bunching it age various conditions for all the classes for all the yield
reactions. In this study, for the amounts of expectations in class, a straight relapse
disorder model is developed. For all the three classes for MRR, KA, and Ra, AHC
produces a solo state, while K-medoids age for all classes for all the yield reactions
due to the uniqueness of bunching it. The conditions created for K-medoids are suit-
able only for the basic perceptions of the class. Because of any vulnerability that
occurs in the equations, this situation should not be used by other class experiences.
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To solve these challenges, some analysis must be performed later on, whereas no
such things will occur within the AHC.
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Deep Learning-Based Face Mask
Detecting System: An Initiative Against
COVID-19

Komal Saini and Nikhil Marriwala

Abstract In this era of pandemic, wearing mask and taking precaution is a must,
and this paper provides a way of detecting mask with the help of deep learning.
Deep learning is an important part of machine learning. OpenCV, an important part
of Python, is used for real-time image detection. This is a very decent system which
can be applied at various platforms and can help in slowing down the transmission
of coronavirus.

Keywords Deep learning · Python · OpenCV · ROI (region of interest) ·
Adaboost · Cascade Classifier

1 Introduction

Coronavirus disease 2019 (COVID-19) is an infectious disease transmitted by anewly
discovered virus naming coronavirus. Severe acute respiratory syndrome coronavirus
2 (SARS-CoV-2) is the reason for coronavirus disease which is an ongoing global
health emergency. Most of the infected people experience mild to moderate scale
of respiratory illness, and many may recover without even requiring any unusual
treatment. People with some previous disease like cardiovascular disease, cancer,
sugar or any elder age disease are more prone to get infected by this virus.

The finest way to stop or sluggish the transmission of this virus is to be well aware
about this virus, the sickness it causes and how it may spread. Protecting ourself and
others from infection is very essential and can be done by taking precautions using
an alcohol-based sanitizer frequently or washing our hands and not touching your
face [1].
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This virus is spreading by droplets of sneeze form nose and saliva when any
infected person coughs or sneezes, so it is very important to practice respiratory
etiquette (e.g. by covering face while sneezing and coughing). This virus can impact
the mental health in some cases [2].

COVID hit the world suddenly and left us in a jeopardy. It is very necessary in
these times that everyone should follow protocols provided by government. Wearing
mask, sanitizing and washing hands is a must. But some people seem to just ignore
all these and got infected because of their unresponsible actions.

2 Approach

For this project, the approach followed is very simple. There is a need of some
utilities to be installed which will make the task very easy. The data is taken, then,
it is preprocessed, and then, training of the convolutional neural network (CNN)
with the data is done. A multi-layer neural network serves well for this purpose. A
CNN is a system with different layers of convolution kernels that operate with any
original dataset, special features according to the need from dataset are extracted,
and thus, it is a very powerful tool for computer vision tasks [3]. Then, the trained
model attached with a video stream builds a face recognition system. The next step
is testing, and the task is done (Fig. 1).

Fig. 1 Flow chart of the face mask detector
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3 Deep Learning

Deep learning is a part of machine learning. This system aims at learning the feature
extraction from higher levels of the hierarchy, and the extracted features can be used
for training the CNN. Automatically the extracted features are used and layer by
layer help in building CNN. This method can also be used in complex problems [4].
Therefore, deep learning helps in learning representation of the data (Fig. 2).

Deep learning network is similar to a multilevel information-distillation opera-
tion, in this any information that goes through a number of filters and comes out
increasingly purified (that is, useful with regard to some task) [5].

Utilities used:

• TensorFlow
• Keras
• Imutils
• OpenCV Python.

3.1 TensorFlow

TensorFlow is an interface that can be used for algorithm of machine learning. This
can be used in number of areas like voice recognition, text summarization, informa-
tion extraction and many more. Using this for our face mask detection system would
be a very good choice [6].

Keras

Keras gives a basic reflection, and this is a part of TensorFlow. It has many useful
libraries that can ease the task of mask detector model making [7].

Fig. 2 Deep learning model
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3.2 Preprocessing

For preprocessing, some images of people wearing mask and some of people not
wearing mask are collected to make dataset. These images can be collected from
Google or any other open-source image library. Then, these images split in two
folders naming “with mask” and “without mask”.

Now in training code, there are two list, i.e. data [] and labels [], the data [] list
contain images, and label [] will be having the labels, i.e. “with” or “without” mask.
After this, the images are converted into arrays because deep learning model works
on arrays only. For converting images to arrays, an image_to_array function from
Keras is the best choice. Keras is an open-source library in Python for deep learning.
This contains many such functions which can ease the process of working with deep
learning.

The images are now in machine understandable form (array), but labels are still
in alphabetic order. For labels to be in machine understandable form, a label bina-
rizer function from Sklearn would work well, which have many unsupervised and
supervised learning algorithms and which can convert labels in binary form.

Next step is splitting the dataset into two sets, and those are train and test. As
dataset is small, so ImageDataGenerator function is used to expand the dataset. This
function increases the dataset as it is able to convert many images of a single image,
i.e. rotated, flatted, etc. After this, the dataset will be increased and help in making
a better model.

4 Training

For training of the model, MobileNet, which is similar to CNN in working but it is
faster and uses lesser parameters, is the best choice. MobileNet models are skilled in
TensorFlow through using RMSprop with an asynchronous gradient descent which
is similar to Inception V3 [8]. CNN is a deep learning algorithm which takes input,
assigns importance and is able to differentiate one from other. It is a convolutional
neural network architecture which seeks to perform quite well on mobile devices.
Here, MobileNet is a kind of convolutional neural network that was designed for
mobile and embedded vision applications. They normally hinge on a streamlined
architecture that practices a depth-wise separable convolutions to shape lightweight
deep neural networks that can have low latency for mobile and embedded devices
[9]. By using MobileNet, it is easier to create a head model and a base model for
the module, “relu” which is a go to activation function can be used for creating head
model.

For training purpose, the code uses the learning rate, the epochs and bit size, and
this can be chosen according to the required accuracy, which totally depends on the
user. If training rate is less, the system would be more accurate.
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The image dataset should be converted into a similar pattern. A desired pixel size
can be chosen, and all image data is converted into that size. Like (x, y) can be used
for resizing height and width. So that the data is symmetric and is uniform.

After resizing the pixels, max pooling is done, which is nothing but a method of
extracting the prominent features and avoiding the unnecessary details. It will extract
the necessary details from data. Now, this code is compiled and run, the model will
get trained, and a plot of accuracy and loss is plotted.

After training a model which will be able to detect a mask on a human face is
generated. But the task is not done yet, this model will only detect mask but for
detecting face there is a need to create a program using OpenCV in which can detect
a human face and use mask detection model with it to detect face mask.

5 Face Detection

The model generated using Keras for mask detection will be coped with a face
detection model using OpenCV. The following shown is the AdaBoost algorithm,
which is used to build this system.

5.1 AdaBoost

In AdaBoost, all weights are prepared equally, but with each next round, the weights
of imperfectly classified examples are enlarged so that the weak learner in model is
forced to focus on the hard examples in the trading set [10].

For m = 1 to M.

1. Hand-pick and abstract km from the pool of classifiers that minimizes

We =
∑

yi �=km

ω
(m)
i

2. Set the weight of the classifier

αm = 1

2
ln

(
1 − em
em

)

3. Apprise the weights of the data points for next iteration
If km(xi ) is a miss, set
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√
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5.2 OpenCV

Open-source computer vision library (OpenCV) is a useful library, because it has a
number of functions which can be helpful for real-time operations, It is established
by Intel. It mainly is good with real-time operations because of the libraries it have
[11]. OpenCV contains various functions and utilities that appear to be well suited
for real-time operations [12].

The architecture of deep learning consists of a number of layers; all are bound to
different functions. This layer system is always evolved in the process a system recog-
nition. Hence, deep learning laterally with the face detection can work as the deep
layer learning model [13]. Therefore, in face detection area, deep learning usually
works in two domains; those are discovering face in a frame and then recognizing it
[12].

Python language is a prevailing programming languages and is used all across
the world, and this language can be a very decent choice for face recognition task.
Python is talented to support a wide variety of third-party tools which make Python
a lot more easier to use and motivate the consumers to continue with [14]. Both
recognizing and detecting of face can be of ease by using Python and OpenCV [12].
OpenCV practices face detector called “Haar Cascade classifier”. It takes an input
image, usually from the camera or real-time video frame, and then, it checks whether
it is human face or not and also its location [15].

For detecting any human face, OpenCV can be useful with camera function and
image display. In Python, there are a number of libraries like FaceNet which can
help in detecting a human face. FaceNet can be demarcated as a system that directly
learns a planning from face images to a Real-time face detection by using OpenCV,
Keras and Python (Fig. 3).

The approach for detecting human face follows extracting the ROI of face using
NumPy slicing. NumPy can be defined as a Python library that is used for working
with array. It is able to provide high performance multidimensional arrays. NumPy
is called an open-source library from Python.
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Fig. 3 Cascade classifier

6 Result

After successful completion of training and testing the codes, the result would be
amazing. After compilation is done, a frame appears as shown below. The window
captures real-time frames and detects face, along with that it shows a box around
face with the prediction percentage of surety of a mask or not.

With Mask

These are the results withmask, taken fromdifferent angles and distances. The results
do not depend on colour of mask. The model works well even in less light. Figures 4
and 5 is taken from a closer distance, but Fig. 6 is taken from a farther distance. Also,
it can be seen in Fig. 7 that more than one person can also be detected by this model.

Fig. 4 Image with mask
(female)
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Fig. 5 Image with mask
(male)

Fig. 6 Image with mask
from a distance

Without Mask

These are the resultswithoutmask, taken fromdifferent angles, lighting and distances
(Figs. 8, 9, 10, 11). This model also works in low lights as shown in Figs. 12 and
13. Also, wearing mask properly is necessary as in Fig. 9 nose is not covered so the
model is indicating no mask (Figs. 14 and 15).
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Fig. 7 Image of two people
with mask at a time

Fig. 8 Image without mask

7 Conclusions

Face mask detection systems can be simply associated with several of the top tech-
nological corporations and industries and can make the work of face mask detection
a lot relaxed. This tool is convenient because of the presence of python programming
language which is very easy to use and OpenCV. The projected system is very conve-
nient and can be proved very much helpful in a number of places, as this system is
easy to build and implement.
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Fig. 9 Image with half mask
on

Fig. 10 Image with one
person wearing mask and
one not at a same time
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Fig. 11 Image with one
person wearing mask and
one not at a same time

Fig. 12 Image of person not
wearing mask at a distance
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Fig. 13 Image with no mask
in less light

Fig. 14 Image with no mask
in proper light
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Fig. 15 Image with no mask
in proper light
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