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Abstract With more popularity and advancement in Internet-based services, the
use of the Android smartphone has been increasing very rapidly. The tremendous
popularity of using the Android operating system has attracted malware attacks on
these devices. Detecting variants of malware features that change their behavior to
hide from being detected by the traditional method of machine learning is being
an incapable and challenging task. To overcome these issues of malware feature
detection, an efficient feature selection plays a crucial role in detecting malware
features and reduces the dimensionality of a huge dataset and removes the unneces-
sary features that are not useful and keeps those relevant features that improve the
classification accuracy and detection rate. To address the above issues, this paper pro-
posed a novel framework in which a hybrid feature selection using wrapping feature
selection (WFS) with the combination of random forest and greedy stepwise (RF-
GreedySW) framework is devised to optimize the malware features. The proposed
framework is capable of reducing a large number of attributes into an optimal feature
to enhance the performance of the machine learning model. The framework used the
three most popular ML classifiers such as random forest (RF), decision tree (C5.0),
and support vector machine radial basis function (SVM RBF). The performance of
the proposed framework is evaluated using the CIC-InvesAndMal2019 dataset. The
DT (C5.0), RF, and SVM RBF model achieves better accuracy of 91.80%, 91.32%,
and 82.33% on static layer, respectively. Similarly, the accuracy is 72.41%, 75.10%,
and 62.07% on the dynamic layer by DT (C5.0), RF, and SVM RBF, respectively.
Our model highlights good results on the CIC-InvesAndMal2019 dataset in terms of
classification accuracy and increases the robustness of the model.
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1 Introduction

The rapid growth in the commercialization of Android platforms, digital services, the
huge number of online service availability, and connectivity in smart devices have
raised cyber-threat to user’s privacy and security. These arises security concerns to
the device’s data privacy, integrity, and confidentiality. The attacker compromises
the loopholes by installing malicious programs, uses them to access the sensitive
information from the user’s system. In recent times, there are more than 5 billion
mobile customers as well as around 12 billion Internet of things devices are being
used [1]. The increasing number of online services has attracted the threat of mal-
ware attacks. Malware is a software code having bad intension regarding the system
resources, data collection, modification of codes, disguise users from normal activi-
ties for financial benefits, etc. Malware does unauthorized activities to steal valuable
information, slows down the system process, consumes device memory, and some-
times demands money. There are various kinds of malware classes such as viruses,
worms, Trojans, adware, spyware, Ransomware, SMSware, and many more exist
[2]. Malware attacker uses evasion techniques by making the new variants of mal-
ware class to bypass the detection by using the obfuscation techniques. Two common
methods used in malware analysis that is the static analysis and dynamic analysis.
In static analysis, the malware is detected without running the codes. However, the
static analysis is not effective to detect mutant malware [3, 4]. Some of the previous
studies show that static approaches are weak in detecting new variants of malware.
Instead of using static approaches, the dynamic method is capable at some level to
detect the obfuscated file having a malicious nature in the virtual environment [5, 6].
However, these existing studies used the approaches like machine learning and deep
learning shows some limitations like lower detection rate of malware and their cate-
gory, classification accuracy, selecting the most suitable feature to predict malware
[7–10]. So, in this work, we have proposed the wrapping feature selection (WFS)
framework for selecting optimal features by using random forest and the greedy
stepwise (RF-GreedySW) search method. The following are the main contribution
of this research works as follows.

1. Proposed a novel malware detection framework in which a novel hybrid feature
selection approach by combining the basic wrapping method with random forest
and greedy stepwise (RF-GreedySW) search method is devised to optimize the
malware features.

2. For detection of the malware, three ML classifiers such as random forest (RF),
decision tree (C5.0), and support vector machine radial basis function (SVM
RBF) are used.

3. Performance evaluation of the proposed framework is evaluated using the CIC-
InvesAndMal2019 dataset in terms of accuracy and detection rate.

The remaining part of this paper consists of the following sections below, Sect. 2
is the related work of Android malware detection, Sect. 3 is the proposed framework,
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Sect. 4 is the analysis anddiscussion of the results, andfinally, Sect. 5 is the conclusion
of the work.

2 Related Work

This section presents work related to Android malware detection approaches used
in the previous studies. In an Android operating system, malware detection has
done mainly based on three features like permission, intents, and API calls. The
effectiveness of a malware detection system depends on the important attributes to
detect efficiently variants of malware. In [11], the author worked on the detection
rate of Ransomware by using a machine learning classifier from the Android-based
dataset CICAndMal2017 of ten Ransomware families. The CICAndMal2017 dataset
contains benign and malware applications [12] and consists of four types of malware
categories as Adware, Ransomware, Scareware, and SMS Malware. In paper [13],
the CICAndMal2017 dataset related to a single PCAP file was used for eachmalware
family randomly. Similarly, in [14], authors have developed the lightweight detection
system for the static feature by using the latent semantic indexing approach provides
a reduced set of features to improve the detection rate. This lightweight detection
system is evaluatedon amachine learning classifier inwhich a randomforest classifier
is well performed. However, this work is done only for the static feature that limits
the performance of the model.

3 Hybrid Feature Selection Approach-Based Android
Malware Detection Framework

Here, we have proposed the hybrid feature selection approach-based
Android malware detection framework. This framework used the wrapping fea-
ture selection (WFS) approach using the random forest and greedy stepwise (RF-
GreedySW) search method to optimize the malware features. The dataset of
CIC-InvesAndMal2019 contains the static feature and dynamic feature of malware.
The static layer includes permission and intents feature, while the dynamic layer
feature consists of API calls and other log files. Static layer samples contain the
benign application data, and a malware category sample includes adware, premium
SMS, Ransomware, scareware, and SMSmalware. The dynamic layer contains mal-
ware samples such as Ransomware, scareware, SMSmalware, and Adware. Figure1
shows that the proposed wrapper feature selection framework consists of preprocess-
ing phase, model training, and finally, the malware classification phase for malware
detection, and a brief explanation of each phase is given below.
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Fig. 1 Proposed framework for Android malware classification

3.1 Data Preprocessing

Preprocessing of data is the essential step tomake data in a standard form formachine
learning models to work well in classification. Original data is transformed into a
required format, removes themissing values, and changes header name to prevent the
misleading of the result. Therefore, it is necessary to transform data before going to
data analysis. In our work, we removed the missing data, renaming of header name.
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3.2 Wrapping Approach

The wrapping technique is used to select the best subset of features from the large
number of features set using themachine learning algorithm. Thewrapping approach
utilized the search strategy to find a subset of features from the space vector of
the feature set, and these check each selected subset based on the performance of
the algorithm. The learning algorithm selects the subset of features in such a way
that the obtained features are smaller than an original feature, thus provided better
performance capability to themodel and gives good predictive accuracy. Inwrapping,
we used the random forest for subset evaluator and greedy stepwise work in both
directions forward or backward to get the optimal subset.

1. Random Forest: Random forest is an attribute evaluator and selects a subset of
attributes sets using learning schemes. The cross-validation used to estimate the
accuracy of the learning scheme for a set of attributes.

2. Greedy Stepwise: The greedy stepwise is an attribute selection algorithm and
works as a greedy forward or backward search through the space of attribute
subsets. It starts with selecting no/all attributes or from an arbitrary point in the
space and stops working when the addition or deletion of any remaining attributes
results in a decrease in evaluation. This can also produce a ranked list of attributes
by traversing the space from one side to the other and recording the order that
attributes are selected.

3.3 Machine Learning Algorithm

This section discussed some of the basic machine learning classifiers that were
employed on the Android dataset to measure the performance of our approach as
well as accuracy.

(a) Decision Tree (C5.0): This is the classification model of supervised learning
used to create a binary tree or multi-branches tree. It was developed in the year
1994 by Ross Quinlan used the information gain or entropy for data splitting.
C5.0 is used to solve various kinds of problems by using the automatic learning
process to tackle the numeric, nominal, andmissingvalues, provide the best result
by partitioning the dataset into small subparts. It is useful for high-dimensional
datasets to predict relevant and irrelevant features for classification purposes.

(b) Random Forest (RF): Random forest algorithm is the most efficient supervised
learning classifier to predict the accurate result. It generates multiple decision
trees by using bootstrap samples in resampling training data and follows the
ensemble learning approach to handle the complex and difficult problems for
improving the prediction accuracy of themodel. The ensemble learning approach
combines the weak learner into the strong learner.
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(c) Support Vector Machine (SVMRBF): SVM is a state-of-the-art classification
model, used the RBF as a computational high power kernel-based tool for classi-
fication. It is used in various areas due to its high accuracy capability and handles
high-dimensional data. SVM aims to maximize the hyperplane so that more fea-
tures are separated. The kernel function used hyperparameters known as gamma
and regularization parameters. The gamma values are used to improve the accu-
racy of the model, and the regularization value reduces the misclassification of
data points.

4 Result Analysis and Discussion

The performance evaluation of our proposed framework is done on the CIC-
InvesAndMal2019 Android dataset. The work is classified into two parts for the
classification of Android malware that is on a static layer and dynamic layer.

4.1 Experimental Setup and Evaluation Parameter

In this work, the proposed framework used the Java-based environment Weka 3.8.4
tool for feature selection and optimization. The experiment was performed on Win-
dows 10 with a configuration of Intel core i3-2330 processor 2.20GHz with 8 GB
RAM and using the R tool. The performance parameter and experimental setup have
the main role to analyze the effectiveness of the machine learning model. We have
taken datasets for training and testing in the ratio of 80:20, respectively, and calcu-
lated the accuracy, sensitivity, specificity, kappa statistics, and AUC-ROC values for
evaluation of our framework as mentioned in [15, 16].

4.2 Static Layer Malware Category Detection

Table1 shows the accuracy and kappa statistics of different machine learning clas-
sifiers evaluated on the CIC-InvesAndMal 2019 dataset. The accuracy obtained by
all three classifiers DT, RF, and SVM RBF is 91.80, 91.32, and 82.33%. Among all
three classifiers, the best accuracy is obtained by the DT classifier.

The kappa statistics of the machine learning model are used to assess the clas-
sification performance of the model. The kappa statistics are computed by all three
models as 79.56%, 77.52%, and 50.12% by DT, RF, and SVM, respectively, on the
static layer. The AUC-ROC curve is 0.95, 0.93, and 0.90 of ML models as shown
in Fig. 2 of DT, RF, and SVM, respectively, indicating the better performance of the
model. This shows the significant improvement in the overall performance of the
malware detection rate.
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Table 1 Comparison of accuracy and kappa statistics on static layer for malware category classi-
fication

ML classifier Accuracy (%) Kappa statistics (%)

DT (C5.0) 91.80 79.56

RF 91.32 77.52

SVM RBF 82.33 50.12

Highest result shown in bold values

Table 2 Comparison of sensitivity and specificity on static layer

Malware
category

DT (C5.0) RF SVM RBF

Sensitivity Specificity Sensitivity Specificity Sensitivity Specificity

Adware 71.05 98.82 68.42 99.16 44.73 98.15

Benign 98.10 79.37 97.47 80.63 98.73 53.75

PremiumSMS 90.00 99.83 95.0 99.18 95.00 99.83

Ransomware 89.18 99.16 86.48 98.49 10.05 100

Scareware 56.08 99.32 56.09 99.15 04.87 98.65

SMS malware 66.66 99.67 58.33 99.50 66.66 97.04

Table2 demonstrated the sensitivity and specificity of a state-of-the-art machine
learning classifier with optimizing the feature of the android dataset on the static
layer. The sensitivity values of malware range 56.08–98.10% for DT, 56.09–97.47%
for RF, and 04.87–98.73% for SVMRBF. The specificity values of the malware class
are 79.37–99.83% for DT (C5.0), 80.63–99.50% for RF, and 53.75–100% for SVM
RBF.

4.3 Dynamic Layer Malware Category Detection

Table3 demonstrated an accuracy and kappa statistics comparison of three MLmod-
els are evaluated on the CIC-InvesAndMal2019 dataset. The accuracy achieved by
these models is 72.41%, 75.10%, and 62.07 by DT, RF, and SVM RBF, respectively,
on tenfold cross-validation, and the highest accuracy is achieved by RF models.

The kappa statistics of ML models in Table 3 is to be computed as 62.92% is
highest for DT (C5.0), 61.64% of RF, and 44.38% of SVM RBF. Figures2 and 3
represent the ROC comparison chart of tenfold CV models for all models. The ROC
curve of eachmodel is plotted simultaneously. Area under the curve (AUC)measures
the area under an entire ROC curve. If the value of AUC-ROC is found greater than
0.5, a model is considered better and appropriate for developing a prediction model.
The AUC-ROC value of the threeML classifiers comes out to be 0.97 for RF, 0.99 for
DT, and 0.71 for SVM RBF. The AUC-ROC value of the DT model is 0.99 which is
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Table 3 Comparisons of accuracy and kappa statistics on the dynamic layer for malware category
classification

ML classifier Accuracy (%) Kappa statistics

DT (C5.0) 72.41 62.92

RF 75.10 66.26

SVM RBF 62.07 50.32

Highest result shown in bold values

Table 4 Comparison of sensitivity and specificity on the dynamic layer

Malware
category

DT (C5.0) RF SVM RBF

Sensitivity Specificity Sensitivity Specificity Sensitivity Specificity

Adware 69.57 88.17 60.87 92.47 78.26 68.82

Ransomware 83.33 93.48 79.17 91.30 70.83 90.22

Scarware 59.38 91.67 65.62 84.52 18.75 92.85

SMSmalware 78.38 89.87 78.38 93.67 70.27 93.67

Fig. 2 ROC curve for
tenfold cross-validation on
static layer

far greater than 0.5 implies that the proposed model including other models is good
to build a prediction model and not fall under random guesser.

The results from Table 4 contain the comparison of sensitivity and specificity
values on the dynamic layer. Sensitivity values for adware, Ransomware, scareware,
and SMS malware are to be computed by three machine learning models to test the
performance of the model. The highest sensitivity value is 83.33%, and the lowest
is 59.38% for the Ransomware malware by DT (C5.0) model as compared to other
classifiers (RF, SVM RBF). The sensitivity values of the RF model for Ransomware
are 78.38% which is the highest and 60.87% is the lowest. The sensitivity value of
another classifier by SVM RBF of 78.26% is the highest for adware, and 18.75% is
the lowest for scareware.
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Fig. 3 ROC curve for
tenfold cross-validation on
the dynamic layer

5 Conclusion

This research work proposed a novel malware detection framework in which a novel
hybrid feature selection approach by combining the wrapping method with random
forest and greedy stepwise (RF-GreedySW) searchmethod is devised to optimize the
malware features. Our study uses the most popular machine learning models such
as DT (C5.0), RF, and SVM RBF to identify malware types using the latest Android
dataset known as CIC-InvesAnd2019. The potential application of our approach can
be in the problems like object identification and image segmentation where feature
selection is a challenging task. From the above result, we can be concluded that our
proposed framework is effective and efficient in malware detection. In the future, we
plan to implement our framework based on deep learning techniques using different
real-time datasets.
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