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Preface

The International Conference on Cyber Security, Privacy and Networking (ICSPN
2021), held online, is a forum intended to bring high-quality researchers, practi-
tioners, and students from a variety of fields encompassing interests in massive scale
complex data networks and big data emanating from such networks.

Core topics of interest included security and privacy, authentication, privacy and
security models, intelligent data analysis for security, big data intelligence in secu-
rity and privacy, deep learning in security and privacy, identity and trust manage-
ment, AI and machine learning for security, data mining for security and privacy,
data privacy, etc. The conference welcomes papers of either practical or theoret-
ical nature, presenting research or applications addressing all aspects of security,
privacy, and networking, that concerns to organizations and individuals, thus creating
new research opportunities. Moreover, the conference program will include various
tracks, special sessions, invited talks, presentations delivered by researchers from the
international community, and keynote speeches. A total of 98 papers were submitted,
from which 34 were accepted as regular papers.

This conference would not have been possible without the support of a large
number of individuals. First, we sincerely thank all authors for submitting their
high-quality work to the conference. We also thank all technical program committee
members and reviewers and sub-reviewers for their willingness to provide timely and
detailed reviews of all submissions. Working during the COVID-19 pandemic was
especially challenging, and the importance of team work was all the more visible as
we worked toward the success of the conference. We also offer our special thanks
to the publicity and publication chairs for their dedication in disseminating the call,
and encouraging participation in such challenging times, and the preparation of these
proceedings. Special thanks are also due to the special tracks chair, finance chair, and
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the web chair. Lastly, the support and patience of Springer staff members throughout
the process are also acknowledged.

Cincinnati, USA
Rio de Janeiro, Brazil
Taichung, Taiwan
Murcia, Spain
October 2021

Dharma P. Agrawal
Nadia Nedjah
B. B. Gupta

Gregorio Martinez Perez
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A New Modified MD5-224 Bits Hash
Function and an Efficient Message
Authentication Code Based
on Quasigroups

Umesh Kumar and V. Ch. Venkaiah

Abstract In this paper, we have proposed (i) a hash function and (ii) an efficient
message authentication code based on quasigroup. We refer to these as QGMD5 and
QGMAC, respectively. The proposed new hash function QGMD5 is an extended
version of MD5 that uses an optimal quasigroup along with two operations named as
QGExp andQGComp. The operations quasigroup expansion (QGExp) and the quasi-
group compression (QGComp) are also defined in this paper. QGMAC is designed
using the proposed hash functionQGMD5 and a quasigroup of order 256 as the secret
key. The security of QGMD5 is analyzed by comparing it with both the MD5 and
the SHA-244. It is found that the proposed QGMD5 hash function is more secure.
Also, QGMAC is analyzed against the brute-force attack. It is resistant to this attack
because of the exponential number of quasigroups of its order. It is also analyzed
for the forgery attack, and it is found to be resistant. In addition, we compared the
performance of the proposed hash function to that of the existing MD5 and SHA-
224. Similarly, the performance of the proposed QGMAC is compared with that of
the existing HMAC-MD5 and HMAC-SHA-224. The results show that the proposed
QGMD5 would take around 2 μs additional execution time from that of MD5 but
not more than SHA-224, while QGMAC always takes less time than that of both the
HMAC-MD5 and the HMAC-SHA-224. So, our schemes can be deployed in all the
applications of hash functions, such as in blockchain and for verifying the integrity
of messages.
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1 Introduction

These days the need for securing a message has been increasing and with that there
has been a tremendous need for new hashing techniques and message authentication
codes. In cryptography, two types of hash functions are used: (1) hash function
without a key (or simply a hash function) and (2) hash function with a key (or
HMAC)

1.1 Hash Function Without a Key

A hash function takes an arbitrary length input message and produces a fixed length
hash value, called the message digest or checksum. It detects the integrity of a
message which is sent by a sender. The properties of the cryptographic hash function
(H ) are given in [12, 14]

Various cryptographic hash functions exist in the literature [3, 8]. Of these, MD5
is still a widely used hash function because it is one of the hash functions requiring
the least number of operations. Of late, many articles are published showing that the
MD5 is not secure because the length of the hash-value is too short. So, it is vulnerable
to brute force birthday attacks [15], and a collision can be found within seconds with
a complexity of around 224 [18]. It is also vulnerable to pre-image attacks and can be
cryptanalyzed using dictionary and rainbow table attacks [5, 19]. Various researchers
have analyzed theMD5 algorithm against these attacks and tried to modify it [2, 11].
However, no amendment has yet been proven to be fully effective at resolving the
vulnerability and therefore remains a challenge to address the problem against MD5
attacks.

1.2 Hash Function with Key or HMAC

The output of HMAC is used to verify both the authenticity and the data integrity of a
message when two authorized parties communicate in an insecure channel. It is also
used in Internet security protocols, including SSL/TLS, SSH, IPsec. HMAC uses a
hash function (H ) and a secret key (k) shared between the sender and the receiver.
The properties of the HMAC are given in [12, 14].

The security of the proposed schemes is studied by verifying the basic properties
of hash function and message authentication code. It is heartening to note that the
schemes not justmeet the requirements but rather surpass them. Initially, our schemes
start with an optimal quasigroup of order 16. Later on, we would like to use optimal
quasigroups of order 256.

The paper is organized as follows: Next section gives a brief overview of quasi-
group, optimal quasigroup, andMD5. The proposed algorithm including the QGExp
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and QGComp operations is discussed in Sect. 3. The performance of the QGMD5
and QGMAC algorithms and its comparison with that of MD5, SHA-224, HMAC-
MD5, and HMAC-SHA-224 are discussed in Sect. 4. The security analysis of the
proposed QGMD5 and QGMAC is discussed in Sect. 5. The concluding remark is
given in Sect. 6.

2 Preliminaries

2.1 Quasigroup

Definition-1:A quasigroup Q=(Zn , *) is a finite nonempty set Zn of non-negative
integers along with a binary operation ’*’, satisfying the following properties:

(i) If x,y ∈ Zn then x*y ∈ Zn (Closure property).
(ii) For ∀ x,y ∈ Zn , ∃ unique a,b ∈ Zn such that x ∗ a = y and b ∗ x = y.

Example 1: Table1 is an example of a quasigroup of order 3 over the set Z3={0,1,2}.
Note that for x = 2 and y = 1, a = 0 and b = 1 are the unique elements of Z3

such that x ∗ a = y and b ∗ x = y, where ∗ denotes the quasigroup operation of
order 3. It is true for all x,y ∈ Z3.
Observe that in a quasigroup, every element appears exactly once in each row and
once in each column. Such a table is also called a Latin square [1]. So, the number of
quasigroups is the same as that of the Latin squares and the number of quasigroups
increases rapidly with its order [17]. In fact, the number is given by the following
inequality [9].

n∏

�=1

(�!) n
� ≥ QG(n) ≥ (n!)2n

nn2
, (1)

where QG(n) denotes the number of quasigroups of order n. For n = 2k, k = 4, 8
the bounds of the number are:

0.689 × 10138 ≥ QG(16) ≥ 0.101 × 10119, (2)

0.753 × 10102805 ≥ QG(256) ≥ 0.304 × 10101724. (3)

Table 1 Quasigroup of order 3

* 0 1 2

0 2 1 0

1 0 2 1
2 1 0 2
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Table 2 Optimal Quasigroup of order 16

∗2 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

0 8 0 11 2 9 14 7 6 13 3 15 4 5 10 12 1

1 11 2 8 0 7 6 9 14 15 4 13 3 12 1 5 10

2 2 11 0 8 6 7 14 9 4 15 3 13 1 12 10 5

3 10 5 1 12 3 13 4 15 14 9 6 7 0 8 2 11

4 9 14 7 6 8 0 11 2 5 10 12 1 13 3 15 4

5 0 8 2 11 14 9 6 7 3 13 4 15 10 5 1 12

6 12 1 5 10 15 4 13 3 7 6 9 14 11 2 8 0

7 1 12 10 5 4 15 3 13 6 7 14 9 2 11 0 8

8 14 9 6 7 0 8 2 11 10 5 1 12 3 13 4 17

9 7 6 9 14 11 2 8 0 12 1 5 10 15 4 13 3

10 3 13 4 15 10 5 1 12 0 8 2 11 14 9 6 7

11 6 7 14 9 2 11 0 8 1 12 10 5 4 15 3 13

12 5 10 12 1 13 3 15 4 9 14 7 6 8 0 11 2

13 4 15 3 13 1 12 10 5 2 11 0 8 6 7 14 9

14 15 4 13 3 12 1 5 10 11 2 8 0 7 6 9 14

15 13 3 15 4 5 10 12 1 8 0 11 2 9 14 7 6

2.2 Optimal Quasigroups

A quasigroup of order 2k that consists of a collection of k × k bits optimal S-boxes is
called an optimal quasigroup. Our hash function (QGMD5) uses 4 × 4 bits S-boxes
to form an optimal quasigroup. The description of a 4 × 4 bits optimal S-box is given
in [10]. Various approaches to generate the optimal S-boxes of 4 × 4 bits are given
in [10, 13]. Not all such S-boxes are capable of forming the quasigroups because
quasigroup is a mathematical object and has certain properties to be satisfied. We
have used 16 S-boxes that are suitable for forming the quasigroup, and these are
listed row-wise in Table 2.

2.3 Brief Description of MD5

MD5 is the most widely used hash function in cryptography. It is designed based
on Merkle–Damgard construction. It takes variable length input (message M) and
produces a fixed length 128-bit output (hash-value). Before starting the process, the
whole message is divided into 512-bit fixed size blocks. If a message length is not a
multiple of 512 bits, then it is padded as given in [16].
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Now each 512 bits message block m is divided into sixteen 32-bit words (16 sub-
blocks) as m = m0,m1, . . . ,m15. The algorithm of MD5 has four rounds, and each
round has 16 steps making 64 steps in total. These four round functions are defined
by the following four nonlinear Boolean functions:

R(1, j)(x, y, z) = (x ∧ y) ∨ (¬x ∧ z), 1 ≤ j ≤ 16

R(2, j)(x, y, z) = (x ∧ z) ∨ (y ∧ ¬z), 17 ≤ j ≤ 32

R(3, j)(x, y, z) = (x ⊕ y ⊕ z), 33 ≤ j ≤ 48

R(4, j)(x, y, z) = y ⊕ (x ∨ ¬z), 49 ≤ j ≤ 64

(4)

where x, y, z are 32-bit words and ∧,∨,⊕, and ¬ are AND, OR, XOR, and NOT
operations, respectively. The R(r, j) is defined as the j th step of round r, 1 ≤ r ≤ 4
and 1 ≤ j ≤ 64.

3 Proposed Schemes

In this section, we have proposed two schemes based on quasigroup: (i) a new hash
function QGMD5: it expands the hash size of MD5 and converts 128 bits into 224
bits and (ii) a new message authentication code named here as QGMAC, which
is based on the QGMD5. It expands the MD5-based message authentication code
(MAC-MD5) to 224 bits. Both the expansions are done through a series of QGExp
and QGComp operations. The underlying structure of both the QGMD5 and the
QGMAC is similar. The only difference between the two is that the quasigroup used
in QGMD5 is publicly known, while the quasigroup used in QGMAC is a secret
key. Figure1 depicts the workflow of both the QGMD5 and the QGMAC. In these
schemes, at first, an arbitrary length message is divided into k fixed size blocks, each
ofwhich is 512 bits in size. If the length of amessage is not amultiple of 512 bits, then
the padding will be required, and it is padded as in the case of MD5 hash function
[16]. Observe that each round, except the last round of the last block of MD5, is
followed by a QGExp operation that inserts 96 bits and a QGComp operation that
deletes 96 bits. The last round of the last block of MD5 is followed by only a QGExp
operation. QGExp and QGComp are denoted by � and �, respectively. Since our
proposed schemes use quasigroups of orders 16 and 256, the functioning of QGExp
and QGComp operations with these order quasigroups is explained separately in
detail.

3.1 Quasigroup Expansion (QGExp) Operation

Let each byte of data be divided into two 4-bit integers. That is, a character (one byte
data ) x is represented as x = x1x0, where x0 and x1 are 4-bit integers ( hexadecimal
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Fig. 1 Workflow of QGMD5 and QGMAC

digits or nibble values ). The QGExp operation takes two bytes of data and produces
a sequence of three bytes of data. For the quasigroup of order 256, it is defined as

x1x0 �1 y1y0 = (x1x0, y1y0, z1z0), (5)

where z1z0= x1x0 ∗1 y1y0, and�1 and∗1 are theQGExpoperation and the quasigroup
operation for the order 256, respectively. Note that z1z0 is the resultant element which
is determined by looking up the element having the row index of x1x0 and the column
index of y1y0 in the table representation of the quasigroup of order 256. And, for the
quasigroup of order 16, it is defined as

x1x0 �2 y1y0 = (x1x0, y1y0, z1||z0), (6)

where z1=x1 ∗2 y1, z0=x0 ∗2 y0, and �2 and ∗2 are the QGExp operation and the
quasigroup operation for the order 16, respectively, and || is the concatenation oper-
ation that concatenates two 4 bits and makes it as one block of 8 bits. Note that z1
is determined by looking up the element having the row index of x1 and the column
index of y1 in the table representation of the quasigroup of order 16. Similarly, z0 is
determined by looking up the element having the row index of x0 and the column
index of y0 in the table representation of the quasigroup of order 16.

An application of the QGExp operation to a pair of sequences of elements is as
follows:
Let A=(a11a

1
0, a

2
1a

2
0, . . . , a

t
1a

t
0) and B= (b11b

1
0, b

2
1b

2
0, . . . , b

t
1b

t
0), where a

i
1a

i
0 and b

j
1b

j
0

are byte values whereas ai0, a
i
1, b

j
0, and b

j
1 are nibble (4 bits) values, for 1 ≤ i, j ≤ t ,

then

(A �1 B) or (A �2 B) = ((a11a
1
0, b

1
1b

1
0, r

1
1r

1
0 ), (a

2
1a

2
0, b

2
1b

2
0, r

2
1r

2
0 ), . . . ,

(at1a
t
0, b

t
1b

t
0, r

t
1r

t
0))
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where r j
1 r

j
0 =a

j
1a

j
0 ∗1 b

j
1b

j
0 , ∗1 is the quasigroup operation of order 256 with respect to

the QGExp operation �1 or r
j
1 r

j
0 =(a j

1 ∗2 b
j
1)||(a j

0 ∗2 b
j
0), ∗2 is the quasigroup opera-

tion of order 16 with respect to the QGExp operation �2 and || is the concatenation
operation.

Similarly if A= ((a111 a110 , a121 a120 , . . . , a1k1 a1k0 ), (a211 a210 , a221 a220 , . . . , a2k1 a2k0 ), . . . ,

(at11 a
t1
0 , at21 a

t2
0 , . . . , atk1 a

tk
0 )) and B = (b11b

1
0, b

2
1b

2
0, . . . , b

t
1b

t
0), where a

i j
1 a

i j
0 is a byte

value, ai j0 and ai j1 are nibble (4 bits) values for 1 ≤ i ≤ t , 1 ≤ j ≤ k, bl1b
l
0 is a byte

value, bl0 and bl1 are nibble (4 bits) values for 1 ≤ l ≤ t , then

(A �1 B) or (A �2 B) = ((a111 a110 , a121 a120 , . . . , a1k1 a1k0 , b11b
1
0, r

1
1r

1
0 ),

(a211 a210 , a221 a220 , . . . , a2k1 a2k0 , b21b
2
0, r

2
1r

2
0 ),

. . . ,

(at11 a
t1
0 , at21 a

t2
0 , . . . , atk1 a

tk
0 , bt1b

t
0, r

t
1r

t
0))

where r j
1 r

j
0 =a

jk
1 a jk

0 ∗1 b
j
1b

j
0 , ∗1 is the quasigroup operation of order 256 with respect

to the QGExp operation �1 or r j
1 r

j
0 =(a jk

1 ∗2 b
j
1)||(a jk

0 ∗2 b
j
0), ∗2 is the quasigroup

operation of order 16 with respect to the QGExp operation �2 and || is the concate-
nation operation.

3.2 Quasigroup Compression (QGComp) Operation

The QGComp operation compresses the partial hash-value (or MAC-value) of 224
bits into 128 bits. The resulting 128 bits are then fed into the next round of MD5
algorithm. The application ofQGComp operation can be explained as follows: First it
divides the 224bits (28byte) into 4 sub-blocks of 7 bytes each. It then operates on each
of the 4 sub-blocks as follow: Let A=(a11a

1
0, a

2
1a

2
0, a

3
1a

3
0, a

4
1a

4
0, a

5
1a

5
0, a

6
1a

6
0, a

7
1a

7
0) be a

block of 7 byte, where ai0a
i
1 is a byte value, for 1 ≤ i ≤ 7. Then, QGComp(A)=(b11b

1
0,

b21b
2
0, b

3
1b

3
0, b

4
1b

4
0), where b

i
1b

i
0 = ai1a

i
0 ∗1 a

8−i
1 a8−i

0 , ∗1 is the quasigroup operatin of
order 256 or bi1b

i
0 = (ai1 ∗2 a

8−i
1 )||(ai0 ∗2 a

8−i
0 ), ∗2 is the quasigroup operation of

order 16 for 1 ≤ i ≤ 3 and b41b
4
0 = a41a

4
0 .

4 Implementation and Software Performance

The proposed schemes have been implemented in C++ on a system that has the
following configuration: Intel(R)Core(TM) i5-2400CPU@3.40GHzprocessorwith
4 GB RAM and 64-bit Linux operating system. The source code of QGMD5, MD5,
SHA-224, QGMAC, HMAC-MD5, and HMAC-SHA-224 is run 103 times for the
message M=“The brown fox jumps over a lazy dog,” and it calculated the average
execution time inmicroseconds (μs). The C++ standard<chrono> library is used to
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Table 3 Camparison of the average execution time for the message M in microseconds

Hash functions Message authentication codes

Parameters MD5 SHA-224 QGMD5 HMAC-
MD5

HMAC-
SHA-224

QGMAC

Avg. Exe.
time (μs)

7.94 10.27 9.84 10.12 15.71 9.84

measure the execution time [6]. The performance ofQGMD5 is comparedwith that of
both MD5 and SHA-224 and the performance of QGMACwith that of both HMAC-
MD5 and HMAC-SHA-224. The results of this analysis are presented in Table3.
Note that the average execution time of the proposed QGMD5 is 1.9 μs more than
that of MD5 but not more than SHA-224. Also, note that the average execution time
of the proposed QGMAC is always less than that of both HMAC-MD5 and HMAC-
SHA-224. This is because the underlying structure of both QGMD5 and QGMAC
is the same.

5 Security Analysis

5.1 Analysis of QGMD5

The proposed hash function was analyzed against the dictionary attack by subjecting
its output to the online tools such as CrackStation [4] and HashCracker [7]. These
tools are basically design to crack the hash-values of MD4, MD5, etc. They employ
massive pre-computed lookup tables to crack password hashes. The proposed hash
function is also analyzed and found to be resistant to various other attacks, including
the brute-force attack. The strength of a hash function against the brute-force attack
depends on the length of the hash-value produced by the hash function. The QGMD5
produces 224 bits hash-value instead of 128 bits, as in the case of MD5. Given an
n bits hash-value brute-force attack to compute the pre-images (both first pre-image
and second pre-image) requires 2n effort, and to find a collision, it requires 2n/2 effort,
where n is the size of the hash-value. Since the size of the hash-value of QGMD5 is
224 bits as against 128 bits of MD5, QGMD5 can be seen to be more secure than
the MD5.

5.2 Collision Resistance

Collision resistance is an important property to test the security of a hash function
because the space of messages and that of the hash values are related by a many-
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to-one mapping. This means different messages may have the same hash-value. For
this test, we randomly choose two messages M and M

′
, with hamming distance 1.

We compute the hash values h and h
′
for each pair of messages M and M

′
and store

in ASCII format (ASCII representation is a sequence of bytes in which each byte
value lies from 0 to 255), then perform the following experiment [20]: Compare h
and h

′
byte by byte and count the number of hits. That is, count the number of bytes

that have the same value at the same position. In other words, compute

v =
s∑

p=i

f (d(xp), d(x
′
p)), where f (x, y) =

{
1, x = y

0, x �= y.
(7)

The function d(.) converts the entries to their equivalent decimal values and s denotes
a number of bytes in a hash-value. Smaller v characterizes the stronger hash function
against collision resistance.

Theoretically, for N independent experiments, the expected number of times v

hits for an s bytes hash-value is calculated as follows:

WN (v) = N × Prob{v} = N × s!
v!(s − v)!

(
1

256

)v (
1 − 1

256

)s−v

, (8)

where v = 0, 1, 2, . . . , s. A collision will never happen if v = 0, and a collision
will happen if v = s. For N = 2048, we computed, using equation (8), the expected
values of WN (v) for s = 16 and s = 28 byte hash-values, compared these results
with those of the experimental values ofMD5, SHA-224, andQGMD5, and tabulated
these findings in Table4. From the entries in Table4,we observe that the experimental
results of QGMD5 not only coincide very well with the theoretical ones but also it
has the better collision resistance than that of both MD5 and SHA-224.

Table 4 Results of expected and experimental

Expected value of WN (v) Experimental value of WN (v)

v s = 16 s = 28 MD5 (s = 16) SHA-224
(s = 28)

QGMD5
(s = 28), Pro.

0 1923.69 1835.42 1912 1828 1841

1 120.70 201.54 130 212 199

2 3.55 10.67 6 8 8

v ≥ 3 0 0 0 0 0
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5.3 Avalanche Effect

One of the desirable properties of a hash function is that it should exhibit a good
avalanche effect. That is, for a slight change in the input difference, there should
be a significant difference in the output of the hash function. The proposed hash
function is tested for this property, and the resulting values are compared with those
of MD5 and SHA-224. Details of the test are as follows: The message M = “The
brown fox jumps over a lazy dog” of 280 bits is randomly chosen, and 280 messages
(M0, M1, . . . , M279) are generated by changing the i th bit in M and 0 ≤ i ≤ 279.

Let h = H(M) be the hash-value of the original message M and hi = H(Mi ) be
the hash-values of the messages Mi for 0 ≤ i ≤ 279. Since the size of hash-value
of MD5 is 128 bits and it differs from that of SHA-224 and QGMD5, the hamming
distance hi from h is measured in percentage using the following formula:

HDPi = D(h, hi )

N B(h)
× 100% (9)

where HDPi denotes the hamming distance of hi from h in percentage for 0 ≤ i ≤
279, D(h, hi ) denotes the hamming distance between h and hi , and N B(h) denotes
the total number of binary digits in hash-value h. Table5 shows the number of times
the hamming distances (HDPi ) of the hash-values h0, h1, . . . , h279 from h lie in the
specified range for the hash functions MD5, SHA-224, and QGMD5. Also given in
the table is the average (mean) of these values. From these values, we can conclude
that the avalanche effect of QGMD5 is better than that of both MD5 and SHA-224.

5.4 Analysis of QGMAC

The security of the proposed message authentication code QGMAC depends on the
hash function QGMD5 as well as on the quasigroup of order 256 that is used. This
is because the quasigroup used in QGMAC acts as a secret key. Since the number of
quasigroups of order 256 is lower bounded by 0.304 × 10101724, it follows that the

Table 5 Hamming distances for MD5, SHA-224, and QGMD5

Range of HDPi Number of hash pairs
of MD5

Number of hash pairs
of SHA-224

Number of hash pairs
of QGMD5 (proposed)

35–44.99 41 19 16

45–54.99 206 238 246

55–64.99 33 23 18

Avarage hamming distance

Mean: 49.76% 49.97% 50.02%
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probability of identifying the chosen quasigroup is close to zero. Hence, QGMAC is
resistant to brute-force attack. Also, QGMAC is resistant to forgery attack. In forgery
attack, an attacker chooses a fixed n number of differentmessages (M1, M2, . . . , Mn)

and their correspondingMAC-values (authentication tags) (h1, h2, . . . , hn) and tries
to solve the following equations for the key k :

hi = Hk(Mi ), f or 1 ≤ i ≤ n, (10)

where, in our case, H is the QGMD5 and k is the quasigroup employed. This is
because if the attacker can get the key, then the attacker can forge an authentication
tag for any chosen message. But the above system of equations has as many solutions
as there are quasigroups of order 256. Hence, determining the quasigroup makes it
practically impossible. Therefore, the QGMAC is also resistant to forgery attack.

6 Conclusions

This paper has proposed an efficientmethod namedQGMAC to compute themessage
authentication codeof amessage.Thismethod is designedbasedon the concept called
a quasigroup. This QGMAC uses the new hash function, named QGMD5, which is
also proposed in this paper. The QGMD5 can be viewed as the extended version of
MD5, and it uses the MD5 along with 16 optimal S-boxes of 4 × 4 bits that form an
optimal quasigroup. Because of this, the relationship between the original message
and the corresponding hash-value is not transparent. We have analyzed the QGMD5
by comparing it with both the MD5 and the SHA-244, including brute-force attack,
collision resistance, and the avalanche effect. We observed that the QGMD5 is more
secure than that of bothMD5 and SHA-224. Also, the proposed QGMAC is analyzed
against brute-force attack and forgery attack. We found that QGMAC is resistant to
these attacks.
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Leveraging Transfer Learning
for Effective Recognition of Emotions
from Images: A Review

Devangi Purkayastha and D. Malathi

Abstract Emotions constitute an integral part of interpersonal communication and
comprehending humanbehavior.Reliable analysis and interpretation of facial expres-
sions are essential to gain a deeper insight into human behavior. Even though facial
emotion recognition (FER) is extensively studied to improve human–computer inter-
action, it is yet elusive to human interpretation. Albeit humans have the innate capa-
bility to identify emotions through facial expressions, it is a challenging task to
be accomplished by computer systems due to intra-class variations. While most
of the recent works have performed well on datasets with images captured under
controlled conditions, they fail to perform well on datasets that consist of varia-
tions in image lighting, shadows, facial orientation, noise, and partial faces. For all
the tremendous performances of the existing works, there appears to be significant
room for researchers. This paper emphasizes automatic FER on a single image for
real-time emotion recognition using transfer learning. Since natural images suffer
from problems of resolution, pose, and noise, this study proposes a deep learning
approach based on transfer learning from a pre-trained VGG-16 network to signif-
icantly reduce training time and effort while achieving commendable improvement
over previously proposed techniques and models on the FER-2013 dataset. The main
contribution of this paper is to study and demonstrate the efficacy of multiple state-
of-the-art models using transfer learning to conclude which is better to classify an
input image as having one of the seven basic emotions: happy, sad, surprise, angry,
disgust, fear, and neutral. The analysis shows that the VGG-16 model outperforms
ResNet-50, DenseNet-121, EfficientNet-B2, and others while attaining a training
accuracy of about 85% and validation accuracy as high as 67% in just 15 epochs
with significantly lower training time.
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1 Introduction

Achieving seamless and efficient interaction between next-generation computers and
human is an envisaged ambition of artificial intelligence. The area of facial emotion
recognition has been actively researched in the past few decades. Human emotions
are expressed in a multitude of forms that are seldom perceptible to the naked eye.
Emotion recognition can be performed using various features, including but not lim-
ited to face [1, 2], speech [3], EEG [4], and text [5]. Studies identified that around
60% to 80% of human communication is coming from nonverbal cues [6]. These
signals include facial expressions, voice tone and pitch, eye contact, gestures, and
physical distance. The facial expression is themost important input for analysis. Rec-
ognizing the emotion from the face image is the aim of facial expression recognition
(FER). A major hurdle encountered is that the feature extraction process may be
disturbed by the variance of the location of an object, noise, and lighting conditions
of the image.
Using deep learning, particularly convolutional neural networks (CNNs), the facial
expression recognition system can be developed with the features extracted and
learned. In the course of recent years, several end-to-end frameworks have been
proposed for FER using deep learning models as well as classical computer vision
techniques. In FER, a majority of the indicators are selected from various parts of
the face, viz. the eyes and mouth, whereas other parts, such as hair and ears, have
little influence in the detection as stated in [7], where an attentional convolutional
neural network has been proposed to study the most important parts of the face to
perform FER tasks. Studies have shown that humans can classify seven emotions
with an accuracy of approximately 65±5% [8] in a face mage. The complexity of
this task can be observed when manually classifying the FER-2013 dataset images
to following classes: {“angry”, “disgust”, “fear”, “happy”, “sad”, “surprise”,
“neutral”}. Such tasks typically require the feature extractor to detect the features
from an image, while the trained classifier produces the label(s) based on the features.
Despite these challenges, modern AI systems are oriented to attend and solve tasks
requiring robust and computationally inexpensive facial expression recognition. The
facial expression recognition assists applications to achieve naturalistic interaction,
improve responses, and better customization. In intelligent systems, learning and
emotions are completely bound together; therefore, accurately identifying emotional
states of learners could tremendously enhance the learning experience. Surveillance
applications like driver monitoring systems and elderly monitoring systems could
benefit by adapting to a person’s cognitive status. Moreover, this could help mon-
itor the treatment of patients undergoing medical treatment and understand their
status better. In this work, a strategy dependent on transfer learning from VGG-16
is shown to outperform other architectures in FER tasks and can detect emotions
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in the face images while achieving promising results with small datasets as well.
This architecture is compared against various other architectures such as ResNet-50,
DenseNet-201, and EfficientNet-B2.
The organization of the paper is as follows: In Sect. 2, previous works overview is
given. In Sect. 3, the dataset, the methodology, and the experimentation procedure
are described. Section4 reports the observations, findings, and observations from
analysis. Finally, Sect. 5 includes the concluding remarks while shedding some light
on the prospects and research avenues of this work.

2 Contributions by Researchers on Human Facial Emotion
Recognition

The human facial emotion recognition area has been well researched over the past
two decades. This section gives a brief overview of the previouswork done to perform
FER tasks. A detailed survey of various approaches in every step can be referenced
in [9]. Traditionally, algorithms for automatic facial expression recognition comprise
three primary modules: image registration, feature extraction, and classification.

2.1 Feature Extraction Methods

Prior to the deep learning era, researchers depend upon hand engineered features such
as scale invariant feature transformation (SIFT) [10], local binary patterns (LBP)
[11], histogram of oriented gradients (HOG) [12], local phase quantization (LPQ)
[13], histogram of optical flow [14], facial Landmarks [15, 16], Gabor wavelets [17],
Haar features [18] as well as multiple PCA-based techniques [19] to successfully
compute features from input images. Perhaps one of the most notable works per-
formed in recognition of emotions is by Paul Ekman [20]. The sadness, happiness,
anger, fear, disgust, and surprise were distinguished as the six principal emotions.
Friesen et al. proposed facial action coding system (FACS) [21], depicting human
facial expressions by their appearances on the face.
With the incredible achievement of deep learning [22], and particularly CNN
for image classification and other vision problems, several groups proposed deep
learning-based models for FER. To show a segment of the promising works, Lucey
Patrick in [23] showed that convolutional neural networks can achieve high accu-
racy in recognition of emotions and used CNN with zero-bias on the Toronto Face
Dataset (TFD) and the extended Cohn–Kanade dataset (CK+) to achieve state-of-
the-art results. Shervin Minaee et al. in [7] proposed an attentional convolutional
network, focusing on the feature-rich parts of the face while highlighting the most
salient regions having the strongest impact on the classifier’s output. The entirety of
the aforementioned works has achieved significant improvements over the normal
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traditional works on recognition of emotions. To train a high-capacity classifier on
smaller datasets, the technique of transfer learning has been widely employed where
a network is initialized with the weights from a related task before fine-tuning them
using a custom dataset. This approach has been proven to consistently achieve better
results rather than training a network from scratch, and it is the method leveraged in
this paper as well.

2.2 Classification

The feature extractor is usually followed by a classifier (support vector machine or
ANN) which is trained on a set of videos or images used to detect the emotions. The
classifier then assigns the emotion with the highest probability to the picture. For
instance, [24] comprises a face detection module followed by a classification module
that utilizes an ensemble of numerous deep CNNs. These methodologies appeared
to turn out great on less difficult datasets, yet with the development of challenging
datasets and in-the-wild images (having more intra-class variation), they started to
exhibit their limitations. Since a large proportion of the features are hand-crafted
for explicit applications, they are devoid of the required generalizability when fed
with images having variations in pose, orientation, lighting, shadows, resolution, and
noise.

2.3 Transfer Learning

In 2010, Pan et al. [25] introduced amethodof“learning unknown knowledge through
existing knowledge”.Transfer learning involves the concept of a domain and a task. It
enables us to deal with scenarios of insufficient labeled or training data by leveraging
the knowledge gained from pre-existing labeled data of some related task or domain
to solve another task of a related domain.

3 Methodology

This section describes the dataset used, hardware specifications, data preprocessing
applied, various architectures, and their performance comparison on FER after fine-
tuning.
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3.1 Dataset

In this work, the trial examination of the proposed approach was performed on
the mainstream FER-2013 dataset from Kaggle. The Facial Expression Recognition
2013 database was first presented in the ICML 2013 Challenges in Representation
Learning. The dataset contains 35,887 images of 48×48 resolution, a majority of
which are taken in wild settings. The training set originally contained 28,709 images,
while the validation and test set each comprised 3,589 images. In contrast with
datasets such as CK+ [23], JAFFE [26], and FERG, this database has more intra-
class variation in the images including partial faces, low-contrast, poor lighting, and
face occlusion. This makes the dataset more challenging for FER tasks. The seven
categories of emotions are labeled as: 0: Angry (4953 images), 1: Disgust (9547
images), 2: Fear (5121 images), 3: Happy (8989 Iimages), 4: Neutral (6198 images),
5: Sad (6077 images), and 6: Surprise (4002 images).

3.2 Data Preprocessing

The FER-2013 dataset already consists of 48×48 grayscale images of faces that are
almost centered with each face occupying about the same space in each image. The
raw pixel data was normalized to lie between 0 and 1. To tackle the data imbalance
problem, the technique of data augmentation was applied by applying random hori-
zontal and vertical flipping to produce mirror images, zooming, rotations as well as
height and width shifting.

3.3 Model Architectures

Convolutional Neural Network (CNN): It performs well on image-related tasks pri-
marily because of two features:

1. Local receptive fields that learn correlations among neighborhood pixels.
2. Shared weights and biases that diminish the number of parameters to be learned,

shifting invariance to the area under consideration.

VGG-Net: This network is characterized by small 3×3 convolutional layers with a
stride of 1, arranged on top of each other in order of increasing depths and the volume
reduction being done by max pooling layers. VGG consists of 2 fully connected
layers, and each layer contains 4,096 nodes, followedby a softmax classifier.VGG-16
[27] contains 138M parameters, close to 90% of which are in the last fully connected
layer. More complex features can be learned through the 16 to 19 layers. Since the
depth and amount of fully connected nodes, VGG-16 is over 533MB while VGG-19
is 574 MB, making its deployment an exhausting task, and it is shown in Fig. 1.
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Fig. 1 Visualization of the VGG Architecture [28]

Fig. 2 Residual block as in [29]

ResNet: ResNet or residual network is a type of neural network based on small
architecturemodules or “network-in-network architectures”,which form the building
blocks (in addition to convolutional and pooling layers), used to construct a macro-
architecture. The ResNet [24] has 152 layers, eight times deeper than VGG-Net,
having lower complexity, and by considering ImageNet dataset, it is managed to
achieve 3.57% top-5 error. The authors of this paper introduced residual blocks
given in Fig. 2; the identity function used in the block can be used as a shortcut
during network optimization, facilitating the addition of multiple layers.
Inception and Exception: The recent architectures such as InceptionV3 [30, 31] as
shown in Fig. 3 use scalar values to represent each feature map by considering the
average of all elements in the feature map; this Global Average Pooling function
minimizes the number of parameters in the last layers. This in turn compels the
network to process input images to extract global features. The main feature of the
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Fig. 3 Original Inception module used in Google_eNet [30]

Inception network [30] is the usage of multiple sizes of convolutional kernels such
as (1× 1), (3× 3), and (5× 5) to act as a “multi-level feature extractor”.

An expansion of the Inception architecture, the success of Xception [32] comes
from the combination of depth-wise separable convolutions and residual modules.
Depth-wise separable convolutions further diminish the number of parameters by
isolating the two processes of feature extraction and combination within a convolu-
tional layer. It has the smallest weight serialization: 91 MB (Fig. 4).
EfficientNet: The base network, EfficientNet-B0 as shown in Fig. 5 is based on the
inverted bottleneck residual blocks of MobileNetV2, in addition to squeeze-and-
excitation blocks. The critical component in EfficientNet [28] is the compound scal-
ing method. EfficientNet-B7 achieves state-of-the-art 84.4% top-1 and 97.1% top-5
accuracy on ImageNet, while being 8.4× smaller and 6.1× faster on inference than
the existing Convolutional Nets. Efficient Nets also transfer well and achieve state-
of-the-art accuracy on CIFAR-100 (91.7%), Flower (98.8%), and three other transfer
learning datasets, with an order of magnitude fewer parameters as stated in [25].
Mobilenet-V2: MobileNetV2 [35], presented by Google, radically lessens the com-
putational intricacy and model size of the network, making it the appropriate choice
for devices with low computational power or mobile device. An inverted residual
structure is the base of MobileNetV2. As shown in Fig. 5, it contains two different
types of blocks: (i) The residual block with Stride 1. (ii) The block with Stride of
2 for downsizing. Both the blocks have three layers: 1×1 convolution with ReLU6,
depth-wise convolution, and 1×1 convolution without nonlinearity (Fig. 6).
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Fig. 4 Five-layer dense block with a growth rate of k = 4 [33]

Fig. 5 Architecture for the baseline network EfficientNet-B0 [34]

3.4 Experimental Study

In this investigation, seven CNN architectures, viz. VGG-16, ResNet-50, DenseNet-
121,EfficientNet-B2,MobileNetV2,Xception, and Inception-V3havebeen analyzed
in terms of their applicability and adequacy in facial emotion recognition and their
accuracies have been compared. Execution and training of the aforementioned mod-
els have been done using the Keras high-level API and TensorFlow. GPU accelerated
deep learning features were used to further speed up the model training process. For
all the pre-training strategies employed, global average pooling has been applied at
the last layer to diminish spatial dimensionality of information prior to passing it
to the fully connected layers. Having experimented with different schemes for fine-
tuning the base pre-trained CNN model on the FER-2013 dataset, it was tracked
down that the models performed best when trained using the Adam optimizer with
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Fig. 6 MobileNetV2 [35]

the accompanying hyperparameters: initial learning rate=10−5, epochs=15, batch
size=256. Since the fine-tuning is performed on a relatively smaller dataset, the
learning rate was subsequently changed to 10−4 to avoid radically altering the pre-
trained weights and ran for 30 epochs with the same batch size of 256. The final
output layer of the base model is taken out and supplanted by a Global Average
Pooling layer. Loss function and categorical cross-entropy are given by Eqn. (1).

− 1

N

N∑

i=1

log(p(model
(
yiεCyi )

)
(1)

where, pmodel(yi ∈ Cyi ) s the probability that yi image belongs to category Cyi .

4 Experimental Study and Comparison

It is observed that while ResNet-50 and Xception models perform decently well,
EfficientNet-B2 has a highly erratic accuracy as well as loss curve. VGG-16 has
significantly more parameters as compared to the other models, but has proven to
outperform them on FER tasks. MobileNet struggles to achieve approximately 52%
validation accuracy (Fig. 7; Table1).
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Fig. 7 Training loss and accuracy observed in various CNN architectures

Table 1 Comparison of the accuracy and validation accuracy of various CNN architectures, the
time taken and number of parameters of each model for FER tasks

Model Accuracy (%) Val_Accuracy
(%)

Time Taken
(minutes)

Number of
Parameters

VGG-16 87.44 67.02 24 138,357,544

ResNet-50 84.28 62.30 30 25,636,712

Xception 85.57 61.54 27 22,910,480

EfficientNet-B2 63.51 58.7 32 9,177,569

DenseNet-121 83.51 66.05 31 8,062,504

MobileNetV2 58.33 56.75 32 3,538,984

Inception-V3 68.74 60.3 32 23,851,784

5 Conclusion and Future Work

A transfer learning-based approach for building a real-time emotion recognition sys-
tem has been presented while comparing the accuracies of various pre-trained CNN
models and fine-tuning them on the FER-2013 dataset. This has been systematically
developed to perform real-time inferences while significantly reducing training time
and effort usingmodern architectures and advancedoptimizationmethods.The image
preprocessing and data augmentation techniques employed have been specifiedwhile
providing a detailed account of the hyperparameters used for training. The perfor-
mances of various state-of-the-art models like ResNet-50, VGG-16, EfficientNet-B2,
DenseNet-121, Xception, and MobileNet-V2 have been compared and contrasted
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for FER tasks, proving that VGG-16 shows the highest validation accuracy level of
67.02% after only 15 epochs while other models struggle to achieve a 62–63% vali-
dation accuracy even at the 30th epoch. It is encouraged to experiment with hybrid
architectures, further fine-tune the hyperparameters and use visualization techniques
to understand the high-level features learned by the model as well as discuss their
interpretability. Furthermore, model biases may be explored to create more robust
classifiers.
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An Automated System for Facial Mask
Detection and Face Recognition During
COVID-19 Pandemic

Swati Shinde, Pragati Janjal, Gauri Pawar, Rutuja Rashinkar,
and Swapnil Rokade

Abstract The coronavirus (COVID-19) pandemic is an ongoing pandemic of coro-
navirus disease-2019. It is still spreading continuously across the globe, causing
huge economic and social disruption. There are many measures that are suggested
by theWorld Health Organization (WHO) to reduce the spread of this disease. In this
paper, we are proposing a system in which people wear masks or not in public and
recognize faces who do not wear masks. We detect the people who are monitored by
using Webcam and those who are not wearing masks, and the corresponding author-
ity is informed about the same by using convolutional neural network (CNN) with a
mobile net and Haar cascade algorithm. The proposed model will help to reduce the
spread of the virus and check the safety of surrounding people.

Keywords COVID-19 · Facial mask detection · Face recognition · Convolutional
neural networks

1 Introduction

In 2019, the world faced a greater threat—coronavirus—the world is still facing it.
Coronaviruses are a group of viruses that cause illness ranging from a simple cold
to deadly infections like Severe Acute Respiratory Syndrome (SARS), Middle East
Respiratory Syndrome (MERS), etc. [1]. In December of 2019, the first coronavirus
case was detected. Since then, the number of coronavirus infected people has grown
so rapidly that at present there aremore than 60,721,235 cases out ofwhich 1,426,843
people died due to the infection. These numbers are increasing on a daily basis. Most
common and major symptoms of coronavirus are fever, tiredness, dry cough, pains
and aches, headache, sore throat, loss of smell, or taste, etc.—as declared by the
World Health Organization (WHO) [1].
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Many precautionary measures are suggested to stop or at least reduce the spread
of coronavirus. These measures include frequent cleaning of hands with soap, main-
taining a safe distance from whoever is coughing or sneezing, wearing a mask in
public, not touching your mouth, eyes, or nose, staying home if you are unwell,
seeking medical attention before it is too late, etc.
It is observed that the spread of coronavirus can be reduced if people follow these
precautionary measures. Wearing a mask in public and maintaining social distance
being the most simple ones. But, it is found that people are too comfortable with their
previous ways of living and show ignorance toward these simple measures which can
save their lives. Thus, people’s ignorance toward these safety measures is resulting in
a speedy increase in the spread of coronavirus. To help reduce this rate of increase in
the number of corona cases, a solution where a system detects if people are wearing
masks or not and then identifying those who are not wearing and charging a fine can
be of great help.

Facial mask detection is the detection of the presence of a mask on a person’s
face. It is very similar to object detection. Authorities like police cannot always keep
watching people and then charge a fine if they are not wearing a mask. So, in such
cases, some modern techniques like monitoring using Webcam along with the use
of some deep learning algorithms to check if a person is wearing a mask or not can
be convenient.

We are also performing face recognition. This is done to determine the identity
of the unmasked person. It can help the authority a lot if he is able to keep a track
of people who are constantly disobeying the rules that are made mandatory by the
government.

In this paper, we are going to work on face mask detection and face recognition.
In this, we have used convolutional neural network (CNN) for face mask detection
purposes and Haar cascade algorithm for the face recognition module. For face mask
detection, we have downloaded the dataset from Kaggle, and in face recognition, we
created our own dataset.

2 Related Work

Since the outbreak of coronavirus (COVID-19), many researchers have studied the
symptoms, preventive measures, etc., of coronavirus(COVID-19). Many have devel-
oped various models for various purposes which would help in controlling the spread
of the virus. [1] presented a system for smart cities which was useful in reducing the
spread of the virus. It was only determined whether people were masked or not. The
model in [1] had some issues like it was not able to differentiate a masked face and
a face covered with hands.

Another model [2] used a two-stage face mask detector. The first stage used a
RetinaFace model for robust face detection. The second stage involved training three
different lightweight face mask classifier models in the dataset. The NASNetMobile-
based model was finally selected for classifying masked and unmasked faces.
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MobileNet V2 architecture and computer vision is used to help maintain a safe
environment and monitor public places to ensure the individual’s safety [3]. Along
with cameras for monitoring, a microcontroller has been used in [3].

Masked face recognition is done using the FaceNet pre-trainedmodel in [4]. Three
datasets are used in training the model in [4]. Recent work on this is coronavirus
pandemic
(COVID-19): Emotional Toll Analysis on [5] Twitter. It is very important to perform
the sentiment analysis of the tweet. By the use of this analysis, we are able to find
the coronavirus (COVID-19) impact in people’s life.

The online social media rumor identification is also there in that they used a
parallel neural network for analysis [6].
This all is research or recent work done on the coronavirus (COVID-19).

3 Methodology

We proposed a system for controlling the spread of coronavirus. We are monitoring
people in public places with the help of Webcam. With the help of these cameras,
images are captured from public places. These captured images are then given as
input to the proposed system. Then the system will detect whether a person is with
a mask or without a mask, appearing in the image. If any person is found without a
face mask, then his face is recognized and this information is sent to the respective
authority office of that place. And ifmass gathering is observed, then this information
is also sent to respective authorities.

3.1 Image Preprocessing

To capture the real-time video footage of a person, the Webcam is used. To identify
the person, images are extracted from video footage [7]. Before going to the next
step, recognizing captured images by Webcam cameras required preprocessing. In
this step, images are in RGB form, which contains a large amount of redundant
informationwhich is not required andRGB images stored 24 bits for each pixel. In the
preprocessing step, RGB color images will transform into the grayscale color images
because grayscale images will remove the unnecessary, redundant information, and
it also stored the 8 bits for each pixel which is sufficient for the classification [8, 9].
Grayscale color images are reshaped uniformly; then, images are normalized in the
range from 0 to 1. With the help of normalization, it captures the necessary features
from the images and becomes faster.
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3.2 Deep Learning Architecture

Deep learning is a very popular and powerful algorithm that learns different types of
important features from the given samples. The nature of these features is nonlinear.
To predict previously unseen samples, this architecture is used. To train this deep
learning architecture, we collected the dataset from different sources. The architec-
ture is dependent upon the convolutional neural network (CNN) [9, 10]. The deep
learning architecture is explained below, in detail.

(i) Collection of the Dataset:
For the purpose of training and testing our deep learning model, we gathered
some images, i.e., image datasets from open sources like kaggle, github, etc.
The image dataset from kaggle contains 3833 images in total out of which 1915
images are with masks and the remaining, i.e., 1918 images, are without masks
on the face. For training the firstmodulewhich is the facemask detectionmodule,
we used 80% of the dataset and the rest was utilized for testing the module. For
the secondmodule, we took our own images for recognizing the person as shown
in Resultset(B).

(ii) Development of the Architecture:
Our architecture is convolutional neural network (CNN) based. The reason
behind this being that CNN automatically detects the important features from
the images, without any human interference or supervision. Convolutional neural
network (CNN) is also very useful in pattern recognition [11–13]. The network
comprises mainly three types of layers: (a) input layer, (b) hidden layers, and (c)
output layer. The input given is nothing but the image. In the second layer, which
is the collection of hidden layers, in this, there are several convolutional layers
which learn appropriate filters for extraction of features that are important. For
the purpose of classification, the multiple dense neural networks use the features
extracted from the hidden layers. In the architecture, three pairs of convolutional
layers are followed by a max-pooling layer. This max-pooling layer helps in
decreasing the spatial size of the representation and thus helps in reducing the
number of parameters. This results in a simplified computation network. After
this, a flatten layer is applied which converts the data into a one-dimensional
array. This newly generated one-dimensional array is fed into the dense net-
work. This dense network consists of three pairs of dense layers and dropout
layers which learn parameters that are useful for classification. The dense layer
consists of a series of neurons. These neurons learn the nonlinear features. The
job of dropout layers is to prevent overfitting, and this is done by dropping some
of the units.
Figure1a, b shows the block diagram of the model proposed in this paper.

For detecting a person with a mask and without a mask, accordingly, we trained
our module with thousands of images. Basically, in this module, we are going to
follow the convolutional neural network (CNN), but there is a small change in it as
shown in Fig. 2. The basic idea to implement in this system is that we are going to
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Fig. 1 Block diagram of the proposed model

neglect convolution that we usually do or use for image preprocessing and instead
of that we introduce here MobileNet V2 because it is a fast and powerful module.

The trainedmodule is applied in faceNet for detecting the faces because it contains
the couple of files that we had for face detection.
The above image shows training images of facemask detectionmodules for detecting
if that person iswearing amask or not. The dataset has been downloaded fromkaggle.

3.3 Face Recognition Module

For face recognition, first we have to detect if the person is wearing a face mask or
not. If the person is not wearing a mask, then detect that person. In this module, we
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Fig. 2 MobileNet V2 in our system

are going to follow the herd cascade algorithm. Firstly, we have created a dataset of
the people. After that we need to train the module.

The trained module is applied in a system of haar cascade algorithms to detect
the face of a person.

Figure4 is for training datasets, images of face detection. This dataset we have
created for the recognition or detection of a person.

4 Algorithm Used in Proposed model

4.1 Convolutional Neural Network (CNN)

In the proposed model, we are using the convolutional neural network (CNN) archi-
tecture because convolutional neural network (CNN) is very useful in pattern recog-
nition and also detects features from given images.
Layers in Convolutional Neural Network (CNN):

(a) Input layer,
(b) Hidden layers, and
(c) Output layer.

Input layer:
The input layer in CNN should contain only images and reshape into a single column.
Hidden layer:
The hidden layer is nothing but a nonlinear transformation of the input which applies
weights to the input, and along with all layers, we are using mobile net v2 because
it is more powerful.
Output layer:
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Fig. 3 a Dataset for mask recognition, b dataset for unmask detection

The output layer contains the label which is in the form of one-hot encoded. This
max-pooling layer helps in decreasing the spatial size of the representation and thus
helps in reducing the number of parameters.
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Fig. 4 Training dataset image of face detection

4.2 Haar Cascade Algorithm

Haar cascade is an object detection algorithm. This algorithm is used to identify the
faces in real-time video. This algorithm uses line detection or edge detection features.
To detect the edge of the image her feature traverses the whole image. This algorithm
uses line detection or edge detection features to detect the edge of the image haar
feature traverses the whole image.

This haar features traverses from top left of the image to the bottom right of
the image. This hour feature is good at detecting the edges and lines of the image.
Because of that it is an effective feature of face detection.

Haar cascade is used in this face detection module because this algorithm is
specially designed for detecting the object. It can be used for detecting the faces in
the videos. So that this hair cascade algorithm is best suitable for this module [14].

5 Limitations and Future Works

The proposed system will identify the person without a mask. If a person is found
without a mask, then information will be sent to respective authorities. Based on this
information, the authority will find out the person and take necessary action. Only
one limitation is there in a system; that is, we require the dataset of a person in our
system to identify the person. That is why the system is useful for any organization,
institute, school, and college.
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Fig. 5 Identified masked and unmasked faces

6 RESULTS

6.1 Face Mask Detection Module

We have trained our module with thousands of masked and unmasked images so
after testing on the video stream of the Webcam, it shows some results like shown in
Fig. 5.

In Fig. 5a as the person is with a mask on his face, our model detects him as a
masked image and gives a green color bounding box with ‘Mask’ tag. The same
person is present without a mask in Fig. 5b so the model tagged him with a ‘NO
Mask’ bounding box. This time the bounding box color turned red.

6.2 Face Recognition Module

The face mask detection module does the task for determining if people are masked
or unmasked. But, as we have to notify authorities, we need to identify people who
are not following the preventive measures.

This task of finding who the person was is done in the face recognition module.
Figure6a, b shows the same. In Fig. 6a, an unknown person is in front of the camera.
Thus, he has been tagged as ‘Unknown’, whereas in Fig. 6b, the person is recog-
nized as the name ‘Swapnil’ because we have trained our model with the images of
Swapnil’s face and given the name tag as ‘Swapnil’.

In this face recognition module, first we need to create a database of the person for
the identification. If the database is present, then only the system is able to identify
the person. Otherwise, it will show the person is ‘Unknown.’
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Fig. 6 Identified unmasked train image face

7 Conclusion

In this paper, we proposed an approach that uses MobileNet V2 and Haar cascade
algorithm to face mask detection and face detection. In this COVID-19 situation, it
is really important that we have to follow all the guidelines given by the government.
For that purpose, we have developed this model to detect whether people are wearing
masks or not. If people are not wearing them, then detect the person and show the
name of that person. We have successfully developed a module that detects whether
people are wearing masks or not. If not, then detect that person. This module can be
used in organization, schools, colleges, etc.
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ROS Simulation-Based Autonomous
Navigation Systems and Object Detection

Swati Shinde, Tanvi Mahajan, Suyash Khachane, Saurabh Kulkarni,
and Prasad Borle

Abstract Autonomous robots are becoming popular and are being used in many
industries, due to their autonomy features. They are just like humans who have the
ability to make decisions on their own without any human help. As the need for
such robots is increasing, our paper aims to present an ROS autonomous navigation
software system for autonomous robots, which is capable of creating 2D and 3D
maps of the Simulation environment, localizing the robot in that environment and
further performing path planning of the robot along with object detection using ROS.
Moreover, various algorithms used for creating maps along with detailed internal
working of the packages used for path planning are being discussed in this paper.

Keywords ROS · Turtlebot 2 · Autonomous navigation · Gmappinga ·
RTAB-map · Object detection

1 Introduction

Nowadays, robots are becoming more and more popular. Many industries have also
started adopting robots for their quotidian works. Robots can be of various types
like humanoid robots, teleoperated robots, autonomous robots. Each robot is used
for different purposes. Autonomous robots, also called Autobots, perform tasks on
their own without any human help. They just sense the environment with the help
of sensors like cameras, lasers, infrared sensors, and then this sensed information
is been processed which further helps them in navigating, avoiding obstacles or
performing some specific tasks on their own. Thus, this paper mainly focuses on
autonomous robots and aims to explain simulation of autonomous navigation on
ROS robot Turtlebot 2. The autonomous navigation system has been integrated with
ROS. This system is capable of creating 2D and 3D maps of the environment using
SLAM algorithms and also performs object detection and navigation.
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Firstly, the paper explains the robot and the environment used for the simulation,
the software tools and platform used. Secondly, the ROS autonomous navigation
system has been elaborated, followed by object detection in the environment. Along
with this, the results are evaluated.

2 Related Work

In [1], the authors have presented autonomous navigation of robot using Gmapping
algorithm with the help of ROS. The robot was simulated on a Gazebo environment
where SLAM and navigation were performed. Results say that the map of environ-
ment was successfully created, and the robot was able to perform navigation without
colliding [2].

In research paper [3], authors have built an autonomous navigation platform [3]
where the robot is able to create maps of environment and further navigate. They
have designed this for indoor applications. Gmapping algorithm was used for the
mapping process, and they have also evaluated the results with respect to mapping,
localization and navigation. Their study says that the robot gives good response time
[3] and reasonable time [3] to navigate from one point to another.

3 Robot and Environment

Turtlebot 2 which is the second generation of Turtlebot robot [4] is been for testing
the algorithms for mapping and object detection in a simulated environment. It is a
low-cost mobile robot used for education and research [4]. It contains a kukobi base,
kinect mounting hardware, asus xtion pro live, etc. (Fig. 1).

Fig. 1 Turtlebot 2 [2]
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Fig. 2 Warehouse environment

Simulation environment is just a virtually created environment which can be
used for testing of any application. The warehouse environment which consists of
a conveyor belt, some wooden blocks and wooden storage area has been provided
by RDS as shown in Fig. 2. This environment is being used for testing the robot and
algorithms for mapping and navigation.

4 Software and Platforms

4.1 ROS

ROS is a robot operating system [5] is used as a middleware which provides libraries
and tools to create robot applications. Running processes on ROS take place in the
form of nodes, which may receive, post and multiplex sensor data, control messages
passing between different nodes. ROS is an open-source platform [5] that supports
various operating systems, but it is not a real operating system. It provides licensed
packages, tools and libraries that are used to implement functionality of robotmodels,
hardware drivers, planning, simulation tools and slam algorithms.
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4.2 RDS

RDS is a platform provided by the construct. It helps programmers to program their
robots, test the programs in real time [6] and simulate environments like warehouse
environments, empty environments and golf environments. It also provides graphical
tools like Rviz and rqt and robots like Turtlebot 2, Husky and R2C.

4.3 RVIZ

Rviz is a 3D visualization tool for the ROS framework. It helps us to view our robot
and display robot’s sensor data like laser scans, images captured by camera and
Imu data. Maps created by the robot are visualized in Rviz. All the visualization
processes, i.e. mapping, localization and navigation, are also visualized in Rviz.

5 ROS Autonomous Navigation

Robot navigation is about making a robot move autonomously in an environment.
There are many techniques to make robots navigate. The most common is based on
SLAM. Robot navigation [6] is elaborated in below steps:

1. MapCreation :Creating amapof the environment inwhich the robotwill navigate.
2. Localization : It tells the current position of the robot in the map created.
3. Path Planning : To give a path for the robot to reach its goal position.

5.1 Map Creation

Robots must be familiar with the environment, and for this, the robot must be able to
create a map of it. Maps are nothing but a representation of the environment where
the robot will be navigating autonomously. SLAM helps achieve this task. SLAM
is simultaneous localization and mapping. Within ROS, the most commonly used
and widely accepted SLAM nodes are Gmapping & Hector SLAM. Some SLAM
mapping algorithms are discussed below.

Gmapping. Gmapping is a ROS-based SLAM algorithm used for the creation of
2D maps of the environment. It takes inputs as the laser scanned data and odometry.
ROSprovides the slam_gmapping node [7] from theGmapping package formapping.
This node subscribes to the laser scanned data, odometry, “/tf ” topic and publishes
“/map” topic. Once all parameters are tuned of slam_gmapping node, the map can
be visualized in the rviz tool.
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Fig. 3 Localization of robot

Hector Slam. Hector SLAM [8] takes advantage of the high update rate of laser
scanners to provide an accurate estimate of the robot’s location and pose while
mapping the environment [8]. Hector SLAM does not require odometry for creating
a map of the environment. It is potential enough to build a map using only laser
scanned data.

RTAB-Map. RTAB-map is Real-Time Appearance-Based Mapping [9], a 3D slam
algorithm used for creating 3D maps of the environment. RTAB-map takes laser
scanned data along with odometry information to frame pose. Loop closure detection
[10] ensures that the robot has visited that place or not and adds a new constraint
to the map’s graph. Graph optimizer is used to minimize error in the map. With
generation 3D point clouds of environment RTAB-map 3D map.

5.2 Localization

An autonomous robot should know the environment and where it is in the environ-
ment. Localization means finding out the location or position of a robot in a given
environment provided he has visited the environment at least once. ROS package
AMCL helps localize a robot in the environment.

AMCL is an adaptive Monte Carlo localization approach, a probabilistic local-
ization system for a robot moving in a 2D environment [11]. It takes input from the
laser scan data, /tf topic, initial position of the robot, and most important is the 2D
map. It publishes the robot’s estimated pose on the map. In the rviz tool, we can
visualize this and we can localize the robot in the rviz tool using 2D pose estimation
by just specifying the position and direction of the robot facing towards.

In Fig. 3, we can see that the red arrows are indicating that the robot is facing
towards the wall. This is the localization of Turtlebot 2 using AMCL.
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Fig. 4 Global planer and local planner

5.3 Path Planning

Path planning is nothing but it determines the sequence of steps the robot must take
fromcurrent position to give goal or desired position.While planning the path, it takes
into consideration the obstacles which are in the path. ROS has a package named
move_base which helps to plan the path. This package contains the move_base node
which acts as the path planner. Move_base node creates the costmaps based on the
givenmap as input. Navigation is performedwith the helpmove_base packagewhich
uses the concept of global planner and local planner.

Costmaps. Costmaps are the places which are safe for the robot. There are two
costmaps—local costmaps and global costmaps. Local costmaps take the dynamic
maps which take the sensor data reading into consideration which is used for getting
the current motion of the robot, while the global costmaps are static maps which are
static.

Global Planner. Global planner is used to calculate a path. It calculates a safe
path for the robot based on the static map of the environment provided. Global
planner uses the global costmap. When a goal is sent to the robot the move_base
sends that goal to the global planner. Based on that goal, a path is calculated. For
calculating paths, there are three global planners available : global_planner, Navfn
[12], carrot_planner. Navfn is the most commonly used global planner. It internally
uses the Djikstra algorithm.

Local Planner. Local planner uses the local costmaps. When the path is calculated
by a global planner, it is sent to the local planner. Local planner, based on the
path given by global planner, sends commands to robots on /cmd_vel topic to move
to the goal position. While approaching the goal position, it takes runtime sensor
reading data into consideration, which means if any runtime obstacle comes into
the environment which was not detected in the global costmap as while building the
map it wasn’t present, that is been detected in the local costmap. If any obstacle is
detected by the local planner, then it recalculates the path for moving towards the
goal. To achieve this, we need to tune parameters files of the move_base package.
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Three basic parameter files are there—the global parameters file, local parameter
file and common parameters file. All these are “ .yaml” files (Fig. 4).

6 Object Detection

During navigation of the robot, obstacles in the robot’s path can be handled by
avoiding it using object detection results. YOLO ROS: real-time object detection
for ROS, provides darkent_ros [13] a ROS-based packet for object detection for
robots. DarkNet is an open source, fast, accurate neural network framework used
with YOLOv3 [14] for object detection as it provides higher speed due to GPU
computations.YOLOv3 is the real-timeobject detection techniquewhich uses trained
image weights [15] for detection of new objects which is provided by this package.
This will take the camera topic as input, and it will publish the image detected, where
the detected object will be bound by boxes.Moreover, it will also give us the accuracy
match percentage of the objects detected.

7 Results

7.1 Room Map Creation

The map creation was performed on the warehouse environment, Fig. 5 shows a 3D
map created, where the actual objects, walls and things placed in the environment are
seen in themap using the RTAB-map algorithm, and Fig. 6 shows the 2Dmap created
of the environment with Gmapping SLAM algorithm. From results, we can see that
accurate maps were been built. Hence, Gmapping and RTAB-map have performed
well in the warehouse environment with Turtlebot 2.

7.2 Object Detection

We have performed object detection in the object placed environment as shown in
Fig. 7. This environment is created in gazebo, for the purpose of object detection
where various objects like sofa, stop sign and laptop are been placed. With the help
darknet_ros package,the person, traffic lights, stop sign, sofa and chair are being
detected by Turtlebot 2 as shown in Fig. 8. Sofa was been detected with an 100%
accuracymatch, traffic light and stop signwith an accuracymatch of 98%. Therefore,
darknet_ros package has performed very well with Turtlebot 2 and object placed
environment.
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Fig. 5 RTAB-Map

Fig. 6 Gmapping map
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Fig. 7 Environment of object

Fig. 8 Object detected in environment

7.3 Navigation

Turtlebot 2 has performed 2D navigation on the warehouse environment. The map
created using the Gmapping algorithm as shown in, i.e. Fig. 6, was passed to the
navigation system. With the help of AMCL package, the robot was able to localize
itself in the environment. After giving a goal position to the robot, it moves towards
the goal position with the help of global and local planner. The green line in Fig. 9
indicates the path of the robot to move to the desired goal. Robot was able to move
to the desired goal position in good interval time.



46 S. Shinde et al.

Fig. 9 Robot Navigation

8 Conclusion and Further Work

In this paper, we have presented the navigation software system for Turtlebot 2,
where 2Dmaps using Gmapping and 3Dmaps using RTAB-map were built. Further,
Turtlebot 2 was able to navigate in the knownwarehouse environment when a desired
goal was given, with the help of ROS move_base package. Along with this, object
detection was also performed on an object placed environment, where darknet_ros
package was used. Turtlebot 2 was successfully able to detect the objects that were
placed in that environment. Moreover, this study can be taken further where the
warehouse environment and the object placed environment can be integrated where
creating 3D maps along with object detection can take place at the same time.
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Robotic Assistant for Medicine and Food
Delivery in Healthcare

Akash Bagade, Aditya Kulkarni, Prachi Nangare, Prajakta Shinde,
and Santwana Gudadhe

Abstract This paper presents the use of a three-wheel holonomic motion drive sys-
tem for medicine and food delivery to patients in hospitals. The mechanical design
of the holonomic drive is discussed along with the control system used for the robot.
The inverse kinematic model of the three-wheel omni drive is analyzed and used
for programming the navigation system. This paper analyzes the use of a gyroscope
in robot heading and position control. Along with gyroscopes, the use of rotary
encoders is also discussed. The encoders are used to keep track of the position of
the robot while navigating. Due to the COVID-19 pandemic, mobile robots gained
high demand. These robots are used to supply medicines and food to patients and
staff, medical equipment required by doctors and nurses, thereby optimizing com-
munication between doctors, hospital staff members and patients and reducing the
contact between healthcare staff and patients which is useful in preventing the spread
of diseases through direct contact.

Keywords Robotics · Data acquisition · Error correction · Inverse kinematics ·
Holonomic drive · PID controller · Automatic robot

1 Introduction

The COVID-19 pandemic impacted day-to-day life as well as healthcare services
all over the world. The virus spreads by contact between the people, and that is
the big issue in controlling the spread. The real problem is to stop the spread of
viruses. Healthcare workers had to come in contact with the infected patients for
their treatment and were getting infected by the virus. This increased the demand for
the use of robots for treating infected patients.

Robots in medical healthcare help medical personnel by relieving them from
routine tasks that take their time away from more important responsibilities. Robots
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can be used to deliver medicines, laboratory specimens or other sensitive material
within a hospital environment and assist themedical staff ensuring faster functioning.
They can be used as a mode of communication between patients with transmissible
diseases and their relatives or other hospital staff. Technologically advanced countries
had already started using robots, while less developed countries were struggling to
get robots in healthcare. One of the major reasons behind that is the price of these
robots. The high cost of these robots onlymakes them available to thewell-developed
high-income hospitals that can bear the cost, but severely limits them from helping
in the hospitals across the majority of the nation who cannot afford them.

That is, when we decided to make a robot for food and medicine delivery to the
patients, our intention behind this was to reduce the contact between infected patients
and healthcare workers, thus ensuring the social distancing, to reduce the spread of
COVID-19 and develop a cost-effective robotics solution to a problem that can be
utilized by everyone.

This paper presents the use of three-wheel holonomic omni wheel drive to create a
robot assistant in the field of healthcare. The robot presented is capable of delivering
food andmedicine to the patients without the need for healthcare workers to enter the
area where patients are treated. Once given the positions where the patients are, the
robot is capable of delivering food and medicines to the patients. The robot is built
to fulfill the quick and short-term requirements at hospitals and is cost-effective.

Mobile robots are broadly classified as wheeled robots and legged robots.
Using wheeled robots over legged robots is more energy-efficient. Wheeled robots
are further classified as holonomic (omnidirectional) and non-holonomic (non-
omnidirectional). Holonomic robots have an advantage over non-holonomic that
they can change the direction of motion without steering the driving wheels. Based
on requirements and considering the above points, a three-wheel holonomic omni
drive robot is selected.

2 The Robot

The design of the robot was made considering the hospital environments. The robot
was designed to enable it to maneuver swiftly from tight places avoiding obstacles.
The mechanical structure of the robot is made from stainless steel to ensure rigid
structure and durability. The base three-wheel drive is hexagonal in structure with
omni wheels mounted on alternate sides of the hexagon. Omni wheels of 100mm
diameter driven by DC motors are used.

Planetary DC-geared motors with a rated speed of 400 RPM and 3 Nm torque are
used as driving motors. The combination of motor and wheel is selected to provide
the required performance of the robot. The robot uses feedback from rotary encoders
for localization and a gyroscope for error correction. The base contains a motion
system (motors and wheels), battery and electronic components. Arduino Mega is
used as a microcontroller.
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Fig. 1 Three-wheel
holonomic omni wheel drive
of the robot

2.1 The Mechanical Implementation

Figure 1 shows the motion system of the robot. The robot uses three omni wheels
shifted 120◦ from each other [6]. These threewheels are attached to three independent
motors via flanges. Each wheel is at the same distance from the center of the robot.

2.2 Omnidirectional Wheels

The core of the omni wheels used is made up of aluminum plates, and the rollers
are made up of plastic. The use of aluminum gives strength to wheels and is also
lightweight. The wheel has 18 rollers in total. Figure 2 shows the structure of omni
wheels used.

2.3 Inverse Kinematic Model

The inverse kinematics model of a three-wheel omni drive robot takes linear and
angular velocities of a robot as input and produces linear velocities of individual
wheels as its output.
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Fig. 2 Omni wheel

Figure 3 shows the parameters of the inverse kinematic model. V is the linear
velocity of the robot (in m/s), and θ is the angle of travel of the robot measured from
the vertical axis (in degrees). Va , Vb and Vc are the linear velocities (in m/s) of three
wheels as shown in the diagram below. Each wheel is at some degree offset from the
vertical axis which is shown in the diagram.

Figure 4 shows ω the angular velocity of the robot (in degrees/s) and R, the radius
(in m).

The velocity equation of the particular wheel in terms of translational and rota-
tional velocity of the robot is given as

Vi = Vtranslation−i + Vrotation−i (1)

From the above equation, we can represent the velocity equation for each wheel
as

Va = V . cos(30 − θ) + ω.R (2)

Vb = V . cos(150 − θ) + ω.R (3)

Vc = V . cos(270 − θ) + ω.R (4)

where Va , Vb and Vc represent the velocities of wheels a, b and c, as seen in Fig. 3. ω
represents the angular velocity, and R represents the distance between center of the
robot and the wheels as seen in Fig. 4. θ is the angle between the reference axis and
the velocity vector V as seen in Fig. 3.
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Fig. 3 Kinematic diagram
of the motion system

Fig. 4 Kinematic diagram
showing angular velocity

3 Control system of the robot

The navigation system of the robot is controlled by an ATmega2560-based Arduino
Mega board which uses feedback from rotary encoders, proximity sensors and a
gyroscope.

3.1 Rotary Encoders

For measuring the travel of the robot along the floor, we have used rotary encoders.
Rotary encoders are mounted along the shafts of the wheels. They convert the angu-
lar rotation of the shaft into electric signals. These signals are then processed by
the microcontroller to which they are attached. The microcontroller converts these
signals into numerical values which represent the number of rotations performed by
the shaft on which the encoder was mounted. Using this information, along with the
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Fig. 5 Rotary
encoder—incremental type

dimensions of the wheel on which these devices are mounted, we can calculate the
distance traveled by the robot in any direction.

To convert signals from the encoder into distance traveled, we need to know the
number of signals produced by the encoder in one rotation of the shaft (p) and the
diameter of thewheel attached along the shaft alongwith the encoder (d in centimeters
or meters). With this information, we know that for one rotation of the wheel (and
the shaft), the distance traveled will be π*d (circumference of the wheel). This is
the distance traveled in one rotation of the wheel which corresponds to p signals
of encoders. From this, we can conclude that, for x encoder signals, the distance
traveled will be (Fig. 5):

D = (x/p) ∗ (π ∗ d) (5)

D is the distance, x is the number of encoder signals, p is the number of encoder
signals for one rotation, and d is the diameter of the wheel the encoder is attached to.
Similarly, we can also calculate the velocity of the robot if needed by this method.
Rotary encoders are of two types, namely incremental and absolute encoders. The
major difference between these is that the absolute encoders are capable of retaining
their position information even in case of power failure or turning the system off.
Incremental encoders do not retain this information, but they are much faster and
can be obtained in a wide range of precisions depending on their application. Since
we are only using the encoders to determine the distance traveled, we have opted for
incremental encoders.

The encoders can be mounted directly on the shafts of the driving wheels, but
during our testing, we realized it is not a good way to determine the distance traveled.
By mounting the encoders directly on the shaft of the driving wheels, any error in the
motion of the robot such as wheels slipping on a smooth surface will be transferred
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Fig. 6 Encoder mounting

over to the encoder readings. This will cause inconsistencies in the readings of the
measured distance traveled.

One way to deal with this issue is to mount encoders on free rotating wheels
mounted on the robot. These wheels do not have their own driving power and rotate
only when the robot is in motion. Even in the case of a driving wheel slipping or
skidding on the surface, the freely rotating wheels will still register close to perfect
readings for distance traveled.

We have mounted two free rotating omni wheels perpendicular to each other
for measuring the travel along the X and Y axes, respectively. Using both encoders
together, we can determine the distance traveled by the robot in any direction in the
X-Y plane.

These free rotating omniwheels are susceptible to vibrations at high speeds,which
can induce errors in the encoder readings. During our testing, we found that for a
distance of 1 meter, with an encoder of 1440 CPR, we had a maximum error in
measurement of 4mm. This error can be further reduced by providing a suspension
mechanism for these wheels (Fig. 6).

3.2 Proximity Sensors

These are non-contact sensors, capable of detecting obstacles or objects placed in
front of them without any physical contact with them. These are useful to detect
objects around the robot quickly. These sensors work by emitting an electromagnetic
field or a beam of electromagnetic radiation and observe the changes in the field or
the returning signal if it hits an object (Fig. 7).

There are various types of proximity sensors available for use, like inductive,
capacitive and photoelectric. Out of these, the inductive proximity sensors can only
be used on objects which contain a decent amount of iron or other ferrous substances.
They are not capable of detecting non-metallic obstacles. Capacitive sensors are
capable of detecting both metallic and non-metallic objects, since they make use of
capacitive plates, their response time is quite slow. Photoelectric proximity sensors
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Fig. 7 Working of
proximity sensor

Fig. 8 Array of proximity
sensors

are much better as they use a beam of light to detect the presence of an obstacle. Just
like the capacitive sensors, photoelectric sensors are capable of detecting metallic
and non-metallic obstacles, but they have a lot faster response time. They are capable
of detecting smaller objects even at longer distances. Hence, they are the preferred
mode of detecting obstacles instantly.

The proximity sensor we have used is an infrared proximity sensor that emits a
beam of infrared light and detects the changes in the returning radiation of the beam.
The range for detecting obstacles is around 20cm.

Testing the sensor: The IR-based proximity sensor was able to detect a variety
of objects very quickly. The only issue we faced was while detecting darker colors,
mostly black. In this case, the sensor was not able to detect the obstacles at the rated
range of 20cm but was reduced to as much as 11cm depending on the proportions
of black color in the object.

We can use an array of proximity sensors along the sides of the robot to immedi-
ately detect the presence of an obstacle in any direction of the robot. Using an array
of sensors will help cover the blind spots of the robot (Fig. 8).

3.3 Gyroscope

Gyroscopes are used to measure the rotation along an axis. Since the robot needs to
turn to reach various destinations, a gyroscope can be used to determine howmuch it
has turned or if it is not moving in the desired direction with the correct orientation.
The robot can rotate only around the Z axis, and we will only be using the Z-axis
rotational values.
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While traveling along a specified direction, the robot needs to maintain its head-
ing. We can verify if the robot is maintaining its heading using the gyroscope. The
gyroscope will provide us with the robot’s current angle which can be compared
with the desired heading angle, and depending on the values, we can apply a suitable
correction algorithm such as a PID controller to ensure that the robot maintains a
correct heading.

The PID controller for the gyroscope can be applied as follows:

correction = (kp ∗ error) + (ki ∗ total_error) + (kd ∗ change_in_error) (6)

where the error is the difference between the current angle and the desired angle,
total_error is the accumulated error over time, and change_in_error is the difference
between currently calculated error and previously calculated error. kp, ki and kd
are the constants for the proportional, integral and derivative terms of the equation,
respectively. This is a simple implementation of the PID controller with change in
time dt considered as constant for integral and derivative calculations.

Depending on the gyroscope module used, the readings from the sensor can have
varying levels of noise. In such a case, noise can be reduced by the use of algorithms
such as the Kalman filter.

4 Testing of the Robot

The robot drive was tested to travel to a specified position taking feedback from
rotary encoders and maintaining position by taking feedback from the gyroscope
(Fig. 9).

Fig. 9 Drive testing
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Test Scenario 1: Adjusting the PID controller for error correction. Result: Success.
The robot uses a gyroscope for maintaining its angular orientation. The PID con-
troller was tuned by manually introducing an error in angular position and observing
the responsiveness of the robot. In case of slower response, the constants kp and ki
were increased. To reduce overshoot, constant kd was increased.

Test Scenario 2: Traveling a predefined path. Result: Success. A path is a collec-
tion of movements in straight lines. The robot was able to detect its position and
travel along the given path using feedback from the rotary encoders and gyroscope.

Test Scenario 3: Traveling on a path with obstacles. Result: Success. The robot was
made to travel on a path, and both stationary (boxes, tables) and dynamic (people)
objects were introduced in its path. The robot was able to detect all the obstacles
within a 20 cm range and stop its motion before making contact with any of them.

Test Scenario 4: Traveling on a path with obstacles and introducing error in its
motion. Result: Success. As an extension to Test 4, deflection in the robots path was
purposefully introduced to observe its actions. The robot was able to successfully
correct its position and start following its defined path.

5 Future work

The robot is using an encoder for localization. The future aim would be to use a
camera and lidar-based localization systems for robots so as to make them more
robust. Also, we would look to attach a sanitization system on robots as well as
video call support.

6 Conclusions

This paper presented the use of a three-wheel holonomic motion drive system imple-
mented for medicine and food delivery to patients in hospitals. The paper describes
the mechanical implementation, inverse kinematics and control system of the robot.
The robot was able to follow a given path taking feedback from encoders and gyro-
scopes.
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Privacy-Preserving Record Linkage
with Block-Chains

Apoorva Jain and Nisheeth Srivastava

Abstract We present a method for privacy-preserving record linkage of partially
de-identified data. The key novelty of our proposed method is the use of a block-
chain to store user information, preventing privacy leaks even if all system databases
and cryptographic protocols have been compromised by an adversary, including
databases containing identifying information. While satisfying this stringent privacy
constraint, the system remains able to deterministically link and retrieve de-identified
records to unique identities.With logarithmic time complexity to perform linkage and
retrieval operations, ourmethod is highly scalable for large-scale use cases. Designed
to be HIPAA (Health Insurance Portability and Accountability Act) compliant by
default, such systems are easily adaptable to large real-world healthcare systems.

Keywords De-identification · Privacy-preserving record linkage (pprl) ·
Block-chain · Identity management

1 Introduction

It is at this point a cliché to say that we live in an age of extensive and ubiquitous
data mining. In response to privacy concerns surrounding such activities, privacy-
preserving data linkagemethods are being extensively studied [1]. Blind data linkage
or privacy-preserving record linkage (henceforth, PPRL in this paper) is defined as
the process of finding records that represent the same individual without revealing
the identity of the individuals.

Existing PPRL methods use a combination of secure communication and dis-
tributed system architectures to ensure privacy while merging data. For instance, it
is common practice to store a mapping from identifying information to a hashed
token securely, and use the token to index records for data mining and other uses.
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Such systems help reduce privacy threats, but are not foolproof [2]. In particular, it
is frequently possible to infer peoples’ identities based on analysis of side informa-
tion available in the data. For instance, the identity of a person suffering from a rare
disease can be easily guessed from an EHR database, and the identity of a family
that has recently moved into a neighborhood can easily be guessed from a property
tax database.

Hardening external network communication via the use of SSL and other cyber-
secure practices can protect against the possibility of privacy leaks from malicious
external actors to a considerable degree. However, the risk of such leaks from insider
attacks cannot be handled in the same way [3]. As our economic lives increasingly
move online, the opportunity cost of privacy leaks continues to grow in a direction
incentivizing insider threats for most businesses that collect sensitive user informa-
tion.

In this paper, we propose the use of block-chains to construct a PPRL system
resistant to both external and insider privacy threats. We have developed this system
for a specific use case—ensuring privacy for a platform for conducting behavioral
experiments, but the approach used can easily generalize to simpler use cases of
practical import.

The specific use case we have designed our system for requires collection of
data from different participants over a period of months over multiple sessions. This
includes behavioral data including their habits, health, social interactions, overall
economic transactions, etc. The platform permits payments to participants based on
valid responses. As the project aims to gather extremely minute details about the
daily lives of the participants, privacy and security is a dominant priority. The data
should be secured from any external as well as internal adversary attacks. At the same
time, the need to make payments requires that sensitive identifying information must
be collected and stored, so complete de-identification is not feasible.

We follow HIPAA compliant system design by de-identifying the data before
storing it inside the database that research teams would access [4]. We ensure that
stored session data does not contain any personally identifier directly or indirectly
(quasi identifiers i.e. a combination of partial identifiers like year of birth, gender,
pin code, etc.).

But this de-identified data needs to be correctly linked with earlier de-identified
submissions of the same user so that it can be used for research purposes. Thus, we
need to perform privacy-preserving record linkage within de-identified experimental
behavioral recordswith security against any kind of internal aswell as external adver-
sary attacks. This could be achieved with appropriately selected hashing schemes,
as discussed below in related work.

However, while linking records, we also need to maintain deterministic linkage
quality between response data and actual real identities in terms of both sensitivity
(correctly linking together all records of the same person) and specificity (avoiding
false records linking of different people) to prevent incorrect payments. So, we ulti-
mately require privacy-preserving data linkage of de-identified behavioral records
collected and stored within a single database. In order to support payments, we also
require to relate these linked records with the separate database containing actual
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Fig. 1 Block-chain of a de-identified user depicting how de-identified data submissions are linked
together

identifying information. The latter linking with actual identities should be done in-
memory at run time, and the linkage results should not be stored anywhere (except
the calculated payment amount) in order to support payment operations and preserve
privacy of the users without leaking any information to adversaries outside or inside
the system.

To satisfy the stringent privacy constraint and prevent incorrect payments, we
have devised a block-chain-based method which uses one block-chain per user as
shown in Fig. 1. Each de-identified session data of a user is stored in separate blocks
of the block-chain, and all the blocks across different block-chains of all the users
are mixed randomly leading to a single collection of blocks inside the database.

2 Related Work

Privacy-preserving record linkage is performed in a wide variety of applications [5].
PPRL techniques based on Bloom filter (BF) [6] are highly used in many real-world
applications such as healthcare as these provide good linkage quality. Moreover, for
large databases, BF-based methods are easily scalable [7]. But recent studies [8],
[9] have shown that Bloom filter-based encodings are open to various cryptanalysis
attacks. Sensitive attributes can be re-identified fromBFs using the recurrence counts
and bit patterns in BFs and public list of the most frequent attributes easily available.
Similarly, hash (over personal identifiers)-based methods are prone to dictionary and
frequency attacks [5]. Also, in practical settings, these sometimes fail to provide
good linkage quality (sensitivity) without extensive pre-processing because of the
nature of hash encoding which totally changes even if only a single character is
changed in the encoding string.

Moreover, both BF and hash-based PPRL techniques use personal identifiers from
each record to link the data records [5]. But in order to achieve better privacy and
security, we would like to use data de-identified at the source, i.e., removing all
personally identifying attributes from the records at the client side itself.

Nguyen et al. [10] proposed a solution to a very similar problem in healthcare
settings where they need to link de-identified data of individual patients collected
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from multiple healthcare sites over a period of time. Their system has multiple
source points (medical labs) to collect data for a particular user over a period of time
whereas we have a centralized/single source point (web app) with a unique account
for each user. In terms of approach, they generated irreversible hashed linkage keys
based on patient-identifying data captured in the patient electronic medical records
(EMRs) at the site followed by removing these patient identifiers, i.e., making the
data de-identified. For linking all these de-identified records of a patient captured
over multiple sites, they stored it with these common hashed linkage keys inside the
database. Based upon these common linkage keys, all the records of a patient are
linked together.

However, in the above approach, an insider can easily link all the records of a
patient using common linkage keys by just looking at the database. Hence, it’s vulner-
able to insider attack. We are looking for a method that is resistant to insider attack.

3 Proposed Approach

In this section, we discuss our block-chain-based approach which is robust to
database-targeted insider attacks, viz. when the adversary is able to read or copy
from the system’s databases but is unable to run system operations. Unlike existing
PPRL solutions, our method is robust to insider attack threats, as we describe below.

In Fig. 2, table (a) displays records stored using hash-based approach, whereas
table (b) displays records stored using our block-chain-based approach. De-identified
Record a and Record d of both tables belongs to a single user. By just looking at table
(a) of Fig. 2, anyone can easily observe that record a and record d has a common
key, so it belongs to the same user. But as we can see in table (b), key of Record d is
different from key of Record a. The key is equal to the hash of whole block containing

Fig. 2 Difference in how de-identified data records are stored for linkage a using hash-based
method, b using block-chain-based method
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previous record a as discussed in Sect. 3.1. So, in the latter case, by looking at the
database, it is impossible for any internal adversary who has access to database of
records to link all the records of any user.

Even if we modify the above hash-based system to generate unique hashes for
each of the Records a and d by using some cryptographic salt-based mechanisms
and separately keep a record of those salts, still the hash-based approach would be
vulnerable to write access insider attacks. If some internal actor with write access
wants to falsify information by manipulating data, hash-based approach remains
repudiable.

In contrast, in a block-chain-based method some records would be left unlinked
to any of the block-chain as hash of previous block would change with manipulation
in data. This would signal that some data manipulation attempts have been made and
no false information would be shared with the researchers. Backups could be used
to restore data to its original state.

3.1 Privacy-Preserving Record Linkage

We use a block-chain—a linked list built with hash pointers—as a data structure to
store and link the experimental submission data of each user inside the centralized
NoSQL database [11].

We use this structure to store experimental data of each user in a separate block-
chain where key to current block is the hash pointer of the previous block in the
block-chain of the current user as shown in Fig. 1. Blocks across different block-
chains of all the users are mixed randomly leading to a collection of blocks inside
the database. When a new user registers, a dummy block—Block 0 is generated with
random hash as key and dummy data as value. This block is added in the collection
of blocks of all the users. Later, when some ith submission by the same user arrives
for storage along with the JSON Web Token (JWT) (which is equal to random hash
stored in Block 0, as discussed in Sect. 3.2), key for Block 1 can be easily calculated
by locating Block 0 with the help of JWT value. The block-chain is traversed till we
find the key for the ith block corresponding to which ith submission data is stored.

3.2 Partial De-identification at Source

When a user successfully logins into the system, server sends JWT to the user as
HTTP only cookie. User submits the de-identified experimental data response (which
does not contain any identifier)w.r.t this JWT token to the server. This token is nothing
but initial random key hash which points to Block 0, i.e., dummy starting block of
the block-chain of this particular user.
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Fig. 3 System architecture

Next, block-chain is traversed to find correct key for the incoming data. As this key
is the hash of the last submission block of this user, current record is correctly linked
with the block-chain of this user among the collection of blocks of all the users.

4 System Design

Figure3 shows the architecture of the system.Clientmay send the request to register a
new user/login, insert data, request payments. These requests are received by Service
1. Service 2 is abstracted from the client and is visible to only Service 1. It accepts
post requests to insert records and get request to return all records.

4.1 Service 1

Service 1 handles user profile management, using OTP verification of government
IDs to guard against sybil attacks on the system. A user record consists of ‘initial-
Block’ as a field as shown in Fig. 4. This field is initializedwith a random unique hash
value for each user. The random hash value acts as key for Block 0 corresponding
to start of the block-chain of a user. This is similar to dummy pointer value used
in linked list to point the head of linked list. This random hash value along with
some dummy data is also inserted as a block in the experimental record database via
Service 2 as shown in Fig. 5a.

When a registered user sends a login request along with correct login credentials,
a JWT token with payload equal to the ‘initialBlock’ value is returned back to the
user.

Next, the session’s response data submitted by a registered user along with the
JWT is received by Service 1 to be inserted as experimental record. All the sorted
experimental records are fetched from Service 2. Binary Search is performed on all
these records to find a key with the corresponding JWT token value. Using this, we
calculate the key for the next block which is equal to hash of the found record block
and traverse the block-chain. We repeat this procedure until we reach the end of the
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Fig. 4 Data in user records database at Service 1 with initialBlock initialized with random hash
value

Fig. 5 Data at experimental records database at Service 2 a Block 0 with key= JWT/ initialBlock
and value = dummy data, b Block 1 with key = h(Block 0) and value = De-identified Data

block-chain. Finally, new data is inserted in experimental records database with key
as hash of the last block in this block-chain as shown in Fig. 5b. This can be seen as
appending block at the end of the block-chain.

Finally, the user may request for payments based on amount of experimental
data submitted by her. This request is received by Service 1. This is followed by
calculating payments for this user and updating this amount in internal records to be
paid in next month’s payment cycle.

Payments are calculated in a similar way to how data is appended in the block-
chain by traversing the whole block-chain.While traversing the block-chain, we note
the amount of data in each block, filtering out payments to incomplete, unrealistic
and/or spoofed responses after which payments are calculated. A dummy record
reflecting payments success is appended at the end of the block-chain. The key of
this dummy record acts as new ‘currentBlock’ value for this user and is updated in
the user record. This ensures that in future payments are calculated considering the
data blocks after this point only.

4.2 Service 2

This service is a simple wrapper around the application’s database. It accepts POST
requests to insert a block inside the Experimental Record database. It also accepts
a GET request to return all data blocks sorted by key. A response consisting of all
sorted blocks is returned as a JSON object.
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5 Performance Analysis

We contrast our solution with the solution proposed by Nguyen et al. [10] to a
very similar problem. In a larger gold-standard dataset with a lower level of data
completeness, their solution gave specificity value ranging between 91% and 99%
while the sensitivity range is 94–95%. In contrast, because we retain real identities
within our system, our method offers deterministic linkages.

Looking for a particular key among a pool of keys takes linear time using linear
search. We have sorted this key-value pair blocks collection and used binary search
to reduce searching time to O(log n). While traversing the block-chain, searching is
followed by calculating hash over the current block that takes O(L) time, where L
is the length of the block. The O(L) time is generally considered constant O(1) for
comparatively smaller size blocks. As number of data blocks (experimental sessions)
per user m << n (size of database) and length of each block L << n, block-chain
traversal and linkage take O (m (log n + O(L))) ≈ O(log n). Thus, our solution is
scalable to large scale systems.

6 Security Analysis

De-identifying data and storing it inside blocks of a block-chain preserves privacy
of the users under normal operation of data analytic activities in the system. If an
adversary gains read access to both the databases—thefirst comprising of real identity
of the users with JWT token value and the second comprising of experimental data
submissions by all of them, the adversary still cannotmapwhat data belongs towhich
user until and unless the adversary knows the complete block-chain algorithm and
is able to execute it on the database. This is because in the second database, dummy
data is stored with respect to the JWT (Block 0). Real experimental data starts from
Block 1 which is not mapped with JWT anywhere in the second database. By just
looking at both the databases or running search algorithms, it is impossible to map
real experimental data with real identities. Even if an adversary learns the block-
chain traversal algorithm but has only access to the database 2, i.e., experimental
records database (or a copy of the database via a data dump), identifying information
can still not be extracted. Thus, our system can retain privacy of the users even in
the extreme circumstance of a threat vector gaining read access to all the relevant
databases caused by external as well as insider adversary.

Next, as the key for the next block is calculated dynamically as a hash over the
whole previous block (and not over static specific attributes), our method will be
relatively robust to dictionary/frequency attacks. Crucially, the dynamic key for each
of the submitted record of a usermakes it impossible for an adversary with read rights
to do record linkage among random collection of records. Thus, our block-chain-
based method works against database-targeted insider attacks that may leak private
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linkage information as compared to pre-existing state-of-the-art PPRL methods [10]
which are vulnerable to such kind of insider attacks.

Further, as discussed in Sect. 3, ourmethod is relatively resistant to data tampering
attacks associated with write access insider threats.

7 Conclusion

We have developed a system that partially de-identifies data at source while per-
mitting deterministic linkage of de-identified data to real identities. The use of a
block-chain in storing and retrieving data ensures that user privacy can be retained
even in the extreme circumstance of a threat vector gaining read access to all rele-
vant databases. This additional facet of privacy protection makes our solution robust
to the most common form of insider attacks—unauthorized data dumps to external
sources [12]. Though we have designed our approach to be HIPAA compliant, par-
tial de-identification and deterministic linkages provided by our approach gives the
flexibility to an enterprise to delete the participant’s data if any participant chooses
to delete that in future as per GDPR compliance—right to be forgotten. Preserving
privacy even in the face of complete disclosure of data also opens up the possibility of
easier data sharing across enterprises without having to resort to federated learning
schemes, which generally under-perform centralized analysis [13].

The use of block-chains in privacy-preserving data storage has been anticipated
in recent literature on the subject. For example, Miyachi & MacKey extol the ben-
efits of incorporating block-chain-based computations to design privacy-preserving
health information systems in a recent concept note [14]. Similar frameworks have
been recently proposed for managing IoT data [15]. Our solution provides a con-
crete instantiation of PPRL that could potentially be used as a building block for
such frameworks. Block-chains have also been used recently to develop a privacy-
preserving contact tracing system for the ongoing Covid-19 pandemic [16]. This
solution resembles ours significantly in combining a device-specific prefix with loca-
tion suffixes to track users’ location in a privacy-preserving manner. However, since
their system uses a human in the loop—a trusted diagnostician—tomap device-based
pseudonymous suffixes with real identities, and thus is not a direct comparison for
our system, wherein real identities reside in a centralized system, but are still robust
to privacy leaks.

While our system is designed as a solution for a specific problem, this general
approach, as also exemplified in [16], can be extended to several other differential
privacy use cases. For instance, it is easy to imagine healthcare prognostics services
paying people for using their personal data for both prognosticating their personal
health, and simultaneously improving the generalizability of machine learning mod-
els. Differential privacy approaches such as ours could enable users to own and
monetize their data at will, as conceived in recent theoretical proposals [17], without
incurring the overheads of federated learning.
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Performance Analysis of Rectangular
QAM Schemes Over Various Fading
Channels

Siddhant Bhatnagar, Shivangi Shah, and Rachna Sharma

Abstract There is an increased need for higher data rates within the bounds of
existing bandwidth. Quadrature amplitude modulation (QAM) is a much-favored
modulation scheme used in wireless communications due to its ability to achieve a
high data rate while utilizing existing bandwidth. Especially, the rectangular QAM
(RQAM) has received more attention due to its tactical advantages and its useful-
ness across various communication models. However, as the data rate is increased,
the signal becomes more prone to error in the channel. There are several fading
channel models used to represent channel conditions in various types of wireless
communication links. Here, the radio frequency communication (RF) and optical
communication links are taken into consideration. In RF, the Rayleigh, Rician, and
Nakagami-m fading models are widely used models and considered in this paper.
In optical communication, the log-normal fading model, which is best suited to rep-
resent weaker turbulence conditions in the channel, is considered. In this paper, the
error probability of the rectangular QAM modulation scheme, subject to the fading
channels of RF and optical communication, is analyzed and derived. The results are
verified in Python.

Keywords Line of Sight (LoS) · Non-Line of Sight (NLoS) · Rectangular
quadrature modulation (RQAM) · Square quadrature amplitude modulation
(SQAM) · Bit error rate (BER) · Bit error probability (BEP) · Symbol error
probability (SEP) · Signal-to-noise ratio in db (SNR)

1 Introduction

A wireless communication link faces harsh environments resulting in the achieved
spectral efficiency being lower than the theoretical limits. There are more applica-
tions and devices being connected to the network through wireless links, and hence,
the reliance on such links has also increased. This also means that there is increased
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traffic of data. With the increasing demand for data, the requirement of bandwidth is
also to be increased. The performance of high data rate links with limited bandwidth
have also been a concern. With systems having low latency, high data rate, and high
reliability becoming more common, the task of modeling accurate communication
models becomes more substantial. This can be through using a specific modula-
tion scheme such as quadrature amplitude modulation and analyzing various fading
channel models which are used to represent the channel conditions

There are various sub-domains of wireless communications, such as RF com-
munication, microwave communication, and optical communication. In this paper,
we have considered RF communication and optical communication. For RF com-
munication, there are several use cases such as mobile communication, television
broadcasting, and radar systems. There are many channel models used to repre-
sent the fading in such links. The Rayleigh fading channel model is best suited for
non-Line of Sight (NLOS) links, while the Rician fading channel model is suited
where there is a Line of Sight (LOS) path available. The Nakagami-m fading model
is rather empirical and does not exist phenomenologically. The m parameter is the
fading parameter and ranges from 0.5 to infinite, defining the severity of fading
[1]. For optical communication, there are applications in vehicular communication,
underwater communication, Li-Fi, etc. In optical channels, the phenomenon of the
scintillation effect causes turbulence varying from weak to strong and can be mea-
sured bymeans of Rytov parameter. The log-normal fadingmodel is used to represent
the weak turbulence conditions in an optical communication channel [2].

While increasing the data rates, the scarcity of bandwidth has to be considered. The
quadrature amplitude modulation is a spectrally efficient scheme that enables a high
data rate without increasing the bandwidth. The QAM schemes have earned great
attention in overcoming destructive channel impairments. Especially, the RQAM
scheme has been able to achieve reliable links and improved voice and data through-
put. This particular modulation scheme has found its usefulness where the environ-
mental conditions in the wireless links are quite harsh or when there is a requirement
of unequal protection from error or more robust protection for selective information
bits [3].
The performance analysis of RQAM schemes for various fading channels has been
evaluated in [4, 5]. In [4], the closed-form expression of bit error probability is
derived for the RQAM over Rayleigh fading channel. In [5], the error performance
is analyzed for RQAM over the Rician fading channel. The symbol error rates for
RQAM over Nakagami-m fading channel and log-normal fading model are derived
in [3, 6], respectively.
In this paper, we have presented error probability analysis for the RQAMmodulation
scheme subject to fading channels. In RF, we have analyzed the error probabilities for
RQAM scheme subject to the Rayleigh, Rician, and Nakagami-m fading channels.
We have also derived error probability for RQAM subject to the log-normal fading
channel.
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The rest of the paper is organized as follows: In Sect. 2, the rectangular QAM
modulation scheme is discussed. In Sect. 3, we have detailed the bit error probability
and symbol error probability for various RF fading channels and derived the symbol
error probability for log-normal fading used in optical communication. In Sect. 4, we
have presented the results, and lastly in Sect. 5, we have concluded our work.

2 Rectangular Quadrature Amplitude Modulation

RQAM scheme for 4 × 2, 8 × 2 and 16 × 1 is shown in Figs. 1, 2 and 3.
Here, we have used multiple RQAM constellations, which are generally used in
real case scenarios. It is generic nature consisting of an ASK and PSK combination
which allows the user to implement the scheme in several formats of QAM and non-
QAM schemes as well. As it offers flexibility when it comes to the size and shape,
with independently controlled distance within the in-phase and quadrature-phase
components, this scheme also becomes favorable for optical communication due
to this nature of maneuverability. There is an increased interest in this modulation
scheme in the several applications such as vehicle-to-vehicle communication and
underwater communication as well [6, 7].

3 Error Probability Analysis for RQAM Over Fading
Channels

The general-order RQAM BEP for AWGN channel can be attained by [2].

Fig. 1 4 × 2 RQAM

Fig. 2 8 × 2 RQAM



74 S. Bhatnagar et al.

Fig. 3 16 × 1 RQAM

For in-phase and quadrature-phase components
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whereQ (x) = 1√
2π

∫∞
x e− t2

2 dt andMI andMQ represent the in-phase andquadrature-
phase signal and γ is signal-to-noise ratio.

3.1 Rayleigh Fading Model

Rayleigh fading channels are suited when there are a lot of objects in the proximity
environment. Thus, this channel is used for different kinds of scenarios including
city infrastructure.
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The equation between distance d j and di , energy Eb in RQAM I × J system is

Eb =
(
I 2 − 1

)
d2
I + (J 2 − 1

)
d2
J

3log2 (I × J )
(12)

For Rayleigh channel, the bit error probability of I x J RQAM is
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3.2 Rician Fading Model

This fading occurs whenever one of the paths like Line of Sight signal or other strong
reflection signals is stronger than others. TWDP that is the two waves with diffuse
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power is a special case of Rician fading channel. This can be statistically described
as a process with nonzero mean, and hence, the envelope will follow the Rician
distribution.

The bit error probability for the Rician model is derived for diversity in [4] and
can be stated for without diversity as
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where E is the energy of the symbol and L represents I and J unified. When k = 0,
Pb,text Ray results in RQAM over Rayleigh channel.

3.3 Nakagami-m Fading Model

For Nakagami-m channel, the average symbol error probability has been derived in
[5] as
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. From the bits log2(I · J), log2(J) and log2(I) are mapped onto
quadrature channel and in-phase channel, respectively, and the amplitudes AJ and
AI are then chosen from the set {±d j±3d j . . . ± (J − 1) d j } and {±di±3di . . . ±
(I − 1) di }, respectively. For I × J RQAM, error probability for kth and lth bit of
the quadrature and in-phase, respectively, components is [4]
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3.4 Log-Normal Fading Model

We have derived analytical expression of the ASEP for NI XNQ RQAM schemes.
Using PDF approach, AEP of the considered system may be computed by (3).

Here, fγ (γ ) at the receiver can be represented as

fγ (γ ) = 1√
2πσhTγ

exp

⎛

⎜⎝−
(
ln
(

γ

γo

)
− 2μhT

)2

4σ 2
hT

⎞

⎟⎠ (25)

The closed equation of ASEP for RQAM subject to log-normal fading is [6]

Ps,LN = 1√
2π

n∑

i=1

2v1wi Q
(
g1
√

γ0exp(2σhT xi+2μhT )
)

+ 1√
2π

n∑

i=1

2v2wi Q
(
g2
√

γ0exp(2σhT xi+2μhT )
)

− 4v1v2√
2π

n∑

i=1

2v1wi Q
(
q1
√

γ0exp(2σhT xi+2μhT )
)

× Q(g2
√

γ0exp(2σhT xi+2μhT ) (26)

Here, xi and wi are zeroes and weights of the Hermite polynomial. hT denotes
channel estimation error, and σ 2 is the noise variance.

4 Simulation and Results

The performance of the modulation schemes and fading channels are simulated in
Python. The M-ary square-QAM and rectangular QAM were simulated over the RF
fading channels, and it was observed that indeed square-QAM performance was bet-
ter than the rectangular QAM, though RQAM provides the robustness and flexibility
as discussed above. Here, we simulated different orders of RQAM, viz. 4× 2, 8× 2,
and 16× 1. The Rician channel as there is a Line of Sight between the transmitter
and the receiver results in a lower BER as shown in Fig. 5 than the Rayleigh channel
as shown in Fig. 4. The simulations for Nakagami-m channel are given in Figs. 7 and
8. The fact was observed that when the parameter m kept equal to 1, and it repre-
sents the case of Rayleigh fading. As the m parameter increases, it relates with the
k parameter of Rician fading. When it further increases, it will converge to AWGN,
i.e., no fading [7].
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Fig. 4 Performance of RQAM over Rayleigh model

Fig. 5 Performance of RQAM over Rician model

As observed, the three schemes taken into consideration here showed a significant
difference in the error rates at higher SNRs. For example, in Fig. 6, at 7.5 dB SNR,
the error rates did not have huge difference for 16× 1 and 8× 2 schemes, but as
going further, the error rates for 8× 2 fell significantly than 16× 1 scheme.

The error rates for 4× 2 scheme remain significantly better than the others
throughout. In Figs. 6 and 7, the error rates in Nakagami-m channel are shown,
between when m=1 and m > 1, the difference at lower SNRs remains significantly
lower and increased uniformly as the SNRs increased, because of the fact that there
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Fig. 6 Performance of RQAM over Nakagami-m model, where m = 1

Fig. 7 Performance of RQAM over Nakagami-m model, where m>1

is a dominant factor. In Fig. 8, the curves for 4× 2 RQAM have been simulated for
the log-normal fading model. In this case, a perfect CSI was assumed, and hence, at
higher SNRs, the system gave a decent error rate. It was observed that after an SNR
gain of 9 dB, there was a significant fall in the error rates [6].
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Fig. 8 Performance of RQAM over log-normal model

5 Conclusion and Future Work

The major part of this paper was to survey and understand the various RQAM tech-
niques and its performance in various important RF and FSO channels. The RQAM
modulation scheme gives a higher error rate than square-QAM, but has its own advan-
tages in the aspects of security by segregating the bits and encoding them according
to the priority. The RQAM scheme is much favored as it provides a greater flexibility
and hosts a generic nature with inclusivity of other QAM and non-QAM schemes
which can be implemented through it. For the fading channels,we observedRayleigh,
Rician, and Nakagami-m channel models in RF fading models, and we observed the
weak turbulence representing log-normal fading channel in the optical fadingmodels.

The observations derived from the theoretical analysis are verified using simula-
tions in Python. This paper serves the ultimate purpose of concatenating the infor-
mation of RQAM modulation scheme along with its variations and its performance
analysis through various RF and optical fading models. This work can be further
extended to the concept of adaptive modulation within the different levels and varia-
tions of RQAM,whichmay help in improving the reliability of communication links.

References

1. SimonMK,AlouiniM (2008) Digital communications over fading channels, July 2008. https://
doi.org/10.1109/TIT.2008.924676

2. Cho K, Yoon D, Jeong W, Kavehrad M (2001) BER analysis of arbitrary rectangular QAM.
Conference on Record of Thirty-Fifth Asilomar conference on signals, systems and computers
(Cat. No. 01CH37256)

https://doi.org/10.1109/TIT.2008.924676
https://doi.org/10.1109/TIT.2008.924676


82 S. Bhatnagar et al.

3. Lopes WTA, Madeiro F, Alencar MS (2007) Closed-form expression for the bit error prob-
ability of rectangular QAM subject to Rayleigh fading. In: IEEE 66th Vehicular technology
conference, pp. 915–919 (2007). https://doi.org/10.1109/VETECF.2007.200

4. Sun J (2014) Linear diversity analysis for QAM in Rician fading channels. In: 23rd Wireless
and optical communication conference (WOCC), vol. 2014, pp. 1–3 (2014). https://doi.org/10.
1109/WOCC.2014.6839960

5. Karagiannidis GK (2006) On the symbol error probability of general order rectangular QAM in
Nakagami-m fading. IEEE Commun Lett 10(11):745–747. https://doi.org/10.1109/LCOMM.
2006.060798 November

6. Sharma R, Trivedi YN (2021) Impact of imperfect CSI on the performance of inhomogeneous
underwater VLC system. In: Proceedings of the International conference on paradigms of
computing, communication and data sciences: PCCDS 2020, pp 287–298. Springer Singapore

7. Sharma R, Trivedi YN (2021) Performance analysis of dual-hop underwater visible light com-
munication system with receiver diversity. Opt. Eng. 60(3):035111 (2021)

https://doi.org/10.1109/VETECF.2007.200
https://doi.org/10.1109/WOCC.2014.6839960
https://doi.org/10.1109/WOCC.2014.6839960
https://doi.org/10.1109/LCOMM.2006.060798
https://doi.org/10.1109/LCOMM.2006.060798


New Symmetric Key Cipher Based
on Quasigroup

Umesh Kumar, Aayush Agarwal, and V. Ch. Venkaiah

Abstract Stream ciphers that use the XOR function for mixing the plaintext and
the keystream are vulnerable to attacks such as known-plaintext attack and insertion
attack. To overcome such shortcomings of the existing ciphers, we hereby propose
a new stream cipher that uses AES. The proposed cipher is based on a large-order
quasigroup. It is resistant to brute force attack, due to the exponential number of
quasigroups of its order. It is also analyzed against the chosen-ciphertext, chosen-
plaintext and known-plaintext attacks, and it is found to resist these attacks. The
output of the cipher is subjected to various statistical tests, such as the NIST-STS test
suite, and the results show a high degree of randomness of the ciphertext. Hence, it
is resistant to correlation-type attacks.

Keywords AES · NIST-STS test · Latin squares · Quasigroup · Stream cipher

1 Introduction

The need for securing the data has been increasing day by day and with that there
has been tremendous need for new encryption/decryption methods. A cryptosystem
typically consists of an encryption algorithm, a decryption algorithm and a key gen-
eration algorithm. A cryptosystem may be analyzed to determine either the message
or the secret key used.

Various cryptographic algorithms such as DES and AES are designed to achieve
message confidentiality. Depending on how the data is encrypted, ciphers can be of
two types: stream ciphers and block ciphers. Stream ciphers encrypt data bit by bit
or byte by byte using a keystream which is as long as the plaintext and is generated
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using a secret key. The keystream used for stream ciphers cannot be used again since
stream ciphers are vulnerable to reused key attack [19, 20]. These ciphers are also
vulnerable to attacks such as a known-plaintext attack and insertion attack since
they use XOR function with plaintext and keystream [2]. The proposed algorithm
is resistant to both these attacks since it uses quasigroup operation in place of XOR
function and the keystream can be reused for encryption. Block ciphers encrypt a
fixed size of data called blocks at one time. The size of the block depends on the
encryption algorithm. DES and AES are examples of block ciphers. The DES was
previously used as the standard for encryption. It was vulnerable to attacks such
as brute force attack [4] because of its small key size of 56 bits, chosen-plaintext
attack [3] and known-plaintext attack [11]. Hence, a new standard was required, and
therefore, DES was replaced by AES [16].

AES is currently the standard for encryption and decryption. It is known to with-
stand various attacks. Though AES is highly secure, there is a need for an algorithm
that is stronger thanAES.Required promise comes from amathematical object called
a quasigroup.

Quasigroups are very simple non-associative algebraic structures. Since the num-
ber of quasigroups grows exponentially with the size, they make an important case
for the design of cryptosystems. Using quasigroups, simple and efficient encryption
algorithms can be produced. One of the factors that favor quasigroups is that they can
be efficiently stored. Previous works [10, 15] that use quasigroups in the design of
secure systems are vulnerable to the chosen-plaintext and chosen-ciphertext attacks
[9, 21]. The proposed algorithm resists these attacks and hence is secure.

This paper proposes a new cipher algorithm for the encryption/decryption of the
messages that replaces the XOR operation of the conventional stream ciphers by the
quasigroup operation and its inverse. It is a stream cipher and uses AES for its
keystream generation. In fact, any secure pseudorandom number generator such as
CRT-DPR4 [1] can be employed for the generation of the keystream. However, we
choose to describe the proposed stream cipher using the AES256. The security of
the cipher is analyzed, and the randomness of the obtained ciphertext is tested. It was
found that the proposed system satisfied all the required properties.

In this context, we would like to mention that similar scheme without any analysis
was proposed in [5]. This scheme is based on deterministic finite automaton and uses
Latin squares for encryption and decryption.

2 Preliminaries

In this section, a brief overview of quasigroups and their uses in the design of cryp-
tosystems is discussed.
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2.1 Latin Squares

A Latin square of order m is a m × m array in which the entries are taken from a
finite set S and the symbols are arranged in such a way that each symbol occurs only
once in each column and only once in each row.

Example 1: The following array (Table1) is an example of a Latin square of order 4.
It can be seen that each symbol occurs only once in each row and each column. The
number of Latin squares of order n increases greatly as n increases. An estimate of
the number of Latin squares of order n is given in [6, 7]

n∏

k=1

(k!) n
k ≥ LS(n) ≥ (n!)2n

nn2
, (1)

where LS(n) denotes the number of Latin squares of order n. For n = 2k, k = 7, 8
the estimated number is:

0.164 × 1021091 ≥ LS(128) ≥ 0.337 × 1020666, (2)

0.753 × 10102805 ≥ LS(256) ≥ 0.304 × 10101724. (3)

2.2 Quasigroup

A quasigroup Q =< S, ∗ > is a groupoid which has the following properties:

(i) If a pair a, b ∈ S, then a ∗ b ∈ S (Closure property).
(ii) ∀ a, b ∈ S, there exists unique x, y ∈ S such that

a ∗ x = b and y ∗ a = b.

Let Q = <S, ∗> be a quasigroup. Let \ (Left Inverse) and / (Right Inverse) be two
operations on Q such that

a ∗ b = c ⇔ b = a \ c, (4)

b ∗ a = c ⇔ b = c/a, (5)

Table 1 Latin square of order 4

0 1 2 3

1 2 3 0

2 3 0 1

3 0 1 2
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Table 2 Operation table of Q

* 0 1 2

0 0 1 2

1 1 2 0

2 2 0 1

Table 3 Operation table of L I Q

\ 0 1 2

0 0 1 2

1 2 0 1

2 1 2 0

Table 4 Operation table of RI Q

/ 0 1 2

0 0 2 1

1 1 0 2

2 2 1 0

where a, b and c are elements of the quasigroup Q. Then, L I Q = <S, \> and
RI Q = <S, /> are called the Left Inverse and Right Inverse quasigroups of the
quasigroup Q =< S, ∗ >, respectively.

Example 2: Consider the quasigroup Q = <S, ∗> with S = {0, 1, 2}, let its oper-
ation table be as in Table2. Then the corresponding Left Inverse quasigroup is
L I Q = <S, \> whose operation table is given in Table3. And the correspond-
ing Right Inverse quasigroup is RI Q = <S, /> whose operation table is given in
Table4.

Properties (i) and (ii) of quasigroups enforce the operation table of a quasigroup to
be a Latin square. Therefore, the number of quasigroups is same as that of the number
of Latin squares. Therefore, Eq.1 is also an estimate of the number of quasigroups.
Hence, an estimate of the number of quasigroups of order 256 is given by Eq.3.

2.3 Encryption and Decryption Using Quasigroups

Quasigroups are used for encryption purposes. Let PT = p1 p2 p3 . . . pn , K ′ =
k1 k2 k3 . . . kn andCT = c1 c2 c3 . . . cn denote theplaintext to be encrypted, keystream
to be used for encryption, and the resulting ciphertext, respectively. Then a way of
encrypting PT with the keystream K ′ to obtain the corresponding CT is as follows:
c1 = p1 ∗ k1 , c2 = p2 ∗ k2 , . . . , cn = pn ∗ kn .
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For decryption of the ciphertext, the Right Inverse quasigroup RI Q = <S, />

is used. The following procedure decrypts the ciphertext CT , obtained from the
foregoing encryptionprocedure, using the keystream K ′ to arrive at the corresponding
plaintext PT . p1 = c1/k1 , p2 = c2/k2 , . . . , pn = cn/kn .

Note that the conventional stream ciphers that exist in the literature use XOR
operation in place of ∗ and / operations. The algorithm works on characters of 1
byte (8 bits) each. Hence, all pi , ki , ci are characters. Similarly, the message can
be encrypted and decrypted with the quasigroup and its Left Inverse quasigroup,
respectively.

Example 3: Consider the plaintext as PT = p1 p2 p3 = 021 and the keystream to
be K ′ = k1 k2 k3 = 011. Then applying the foregoing encryption procedure using
the quasigroup Q (Table 2) of example 2, we have the ciphertext as

CT = c1 c2 c3 = 002.

To decrypt the ciphertext, Right Inverse Quasigroup RIQ (Table4) is used. The
recovered plaintext will be

PT = p1 p2 p3 = 021.

Other methods of encryption/decryption using quasigroups are addressed in [7].

2.4 Advanced Encryption Standard

Advanced Encryption Standard or AES is a symmetric key block cipher. It has 128-
bit data with 128/192/256-bit key. AES is widely used for encryption/decryption
process in various fields. It has fast implementation in both software and hardware.
AES is used in various modes of operation such as Cipher Block Chaining (CBC)
mode, Cipher Feedback (CFB) mode , Output Feedback (OFB) and Counter (CTR)
mode. Each mode of operation has their advantages and disadvantages [8, 18].

3 Proposed Cipher Algorithm Structure

3.1 Quasigroup Selection

The main principle used is the quasigroup operation of 1-byte plaintext characters
with 1-byte random keystream characters to produce 1-byte ciphertext characters
at a time. Any order quasigroup can be used in the algorithm. Since as the order
increases the number of quasigroups grows exponentially, higher-order quasigroups
are preferred. The order of 256 is used in our proposed algorithm because all the
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ASCII values can be represented in 8 bits and each character has an integer value
of 0 to 255. Also, from Eq.3 we can see that the number of quasigroups of order
256 is very large and therefore practically impossible to guess the correct quasigroup
selected. That is, it is impossible to determine the quasigroup Q = <S, ∗>, where
S = {0, 1, 2, . . . , 255} and ∗ is the binary operation used in our algorithm. The issue
of generating large-order quasigroups is addressed in [13, 14].

3.2 Keystream Generation

The encryption/decryption algorithm uses a keystream of size as long as themessage.
To generate such a long keystream, the algorithm uses AES. Using an initialization
vector (I V ), a secret key (K ), and aCounter , theAESalgorithmproduces keystream
of required length. The keystream generated is represented by K ′. Since the encryp-
tion algorithm requires the keystream to be random,AES ensures this. Block diagram
of the keystream generation is given in Fig. 1.

Note that the secret key K used in AES is different from the keystream K ′, gener-
ated using AES. Each round generates 16 bytes of keystream and is repeated until the
keystream size is the same as that of the plaintext. This generates the keystream K ′ =
k1 k2 k3 . . . kn , where each ki is a 1-byte character and will be used to encrypt 1-byte
character of the plaintext. The keystream generation can use AES in encryption or

Fig. 1 Keystream generation using AES256
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Fig. 2 Encryption algorithm

decryption mode. The keystream generation procedure is used in both encryption
and decryption processes of the proposed stream cipher. The secret key size can
be 128/192/256 bits. The AES algorithm used in the proposed cipher is AES256
encryption algorithm.

3.3 Encryption Algorithm

The encryption algorithm uses the method described earlier. The main principle used
is as follows: For plaintext, PT = a1 a2 a3 . . . an and the generated keystream, K ′ =
k1 k2 k3 . . . kn the ciphertext,CT = c1 c2 c3 . . . cn is produced as c1 = a1 ∗ k1, c2 =
a2 ∗ k2, . . . , cn = an ∗ kn, where ’∗’ is the operation of the chosen quasigroup. The
algorithm can encrypt 16 bytes of plaintext in one iteration. Block diagram of the
encryption algorithm is given in Fig. 2.

3.4 Decryption Algorithm

The decryption algorithm uses the inverse of the quasigroup Q =< S, ∗ > cho-
sen for encryption. Depending on the operation used in encryption either the Left
Inverse or the Right Inverse can be used to generate the plaintext PT . The main
principle used is as follows: For ciphertext, CT = c1 c2 c3 . . . cn and the keystream,
K ′ = k1 k2 k3 . . . kn the corresponding plaintext PT = a1a2a3 . . . an can be recov-
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Fig. 3 Decryption algorithm

ered as a1 = c1/k1, a2 = c2/k2, . . . , an = cn/kn , where ’/’ is the Right Inverse of
the operation of the chosen quasigroup. The algorithm uses the same secret key as
that of the encryption algorithm. It can decrypt 16 bytes of ciphertext in one iter-
ation. The cipher algorithm uses the Right Inverse quasigroup RI Q = <S, /> for
decryption. Block diagram of the decryption algorithm is given in Fig. 3.

4 Security Analysis

The key elements for the algorithm consist of the secret key K , the initialization
vector I V , the Counter , and the selected quasigroup Q of order 256. Since the
secret key size is 256 bits, it is resistant to brute force approach since there are
2256 possible keys. Since the keystream generation for the proposed stream cipher
is similar to AES in Cipher Block Chaining (CBC) mode encryption, it is already
secure from attacks. Hence, the keystream K ′ generation is safe from various attacks.

The other element is the quasigroup. Since the order of used quasigroups is 256,
the number of possible quasigroups is at least

0.304 × 10101724.

Therefore, it is impossible to determine the selected quasigroup. The general method
given in [10, 15] used for encryption using quasigroups is found to be vulnerable to
chosen-ciphertext attack and chosen-plaintext attack [9, 21], whereas the proposed
algorithm is resistant to these attacks because of the following argument: Suppose the
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cryptanalyst chooses the ciphertext CT = c1 c2 c3 . . . cn , and obtains the plaintext
PT = p1 p2 p3 . . . pn , corresponding to the chosen-ciphertext and tries to determine
the quasigroup Q employed in the encryption-decryption process. The adversary,
then, for the keystream K ′, must solve the system of equations:

c1 = p1 ∗ k1 ,

c2 = p2 ∗ k2 ,

· · ·
cn = pn ∗ kn ,

where

K ′ = k1 k2 k3 . . . kn

is the generated keystream. This system has as many solutions as there are quasi-
groups of order 256. Hence, determining the quasigroupmakes it practically impossi-
ble. Therefore, the cipher is resistant to chosen-ciphertext attack. Even if the attacker
has knowledge of both the plaintext and the corresponding ciphertext, the cipher
still remains secure as determining K ′ still requires finding the selected quasigroup.
Therefore, it is resistant to known-plaintext attack as well. Similar argument shows
that the system is secure from the chosen-plaintext attack also. The decryption algo-
rithm uses the Right Inverse (same can be achieved using Left Inverse L I Q quasi-
groups as well) of the quasigroup Q denoted by RI Q. The cipher encrypts/decrypts
a stream of characters; hence no padding of plaintext is required and hence is safe
from padding oracle attacks which are a known threat to ciphers where padding is
required as shown in [12].

Note that the computational complexity is exactly the same as any stream cipher
that uses AES for keystream generation and XOR function for mixing the plaintext
and the keystream. Except that it differs in the following: Existing ciphers use XOR
function for every bit of the message; whereas our cipher works on a character by
character and uses one quasigroup operation for every character of the message. The
space complexity of our cipher is also the same as that of the existing ciphers, except
that our cipher needs one quasigroup table of 256 × 256. That is, our cipher needs
64k bytes of extra space.

4.1 Statistical Test for Randomness

The obtained ciphertext after encryption with the proposed algorithm passes various
tests of randomness. One such battery of tests is the NIST-STS test suite [17]. Each
test of the NIST-STS package gives a P-value which lies between 0 and 1 (both
included) and indicates Success/Fail status. The P-value is the probability that a
perfect random number generator would have produced a less random sequence than
the one being tested [17]. For these tests, we have chosen the significance level (α)
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Table 5 Parameters for the NIST-STS test

Tests Block length(m)

Block frequency test 128

Non-overlapping template test 9

Overlapping template test 9

Approximate entropy test 10

Serial test 16

Linear complexity test 500

Table 6 Results of the NIST-STS test

Tests P-value

Frequency 0.507678

Block frequency 0.513950

Cumulative sums-forward 0.675720

Cumulative sums-backward 0.530005

Runs 0.542138

Longest run 0.552834

Rank 0.443481

Discrete Fourier transform 0.500707

Overlapping template 0.479753

Approximate entropy 0.471052

Serial-1 0.550659

Serial-2 0.553913

Linear complexity 0.576939

to be 0.01 and the other parameters as shown in Table5. For the randomness of a
sequence, we compare the P-value of a sequence to a significance level (α). If P-
value ≥ α, then the sequence is considered to be random, otherwise non-random.
We run each of these tests over 20 obtained ciphertext sequences. The size of each
sequence is 200 KB. Table6 shows the average P-value of NIST-STS tests. We can
observe that the P-value of each test crosses the significance level (α = 0.01), so, we
conclude that the obtained ciphertext sequences are random.

5 Conclusion

A new stream cipher algorithm that uses the existing cipher for keystream generation
and a quasigroup for encryption and decryption is proposed. It masks the weaknesses
of stream ciphers and adds extra security. The new cipher is resistant tomost common
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attacks such as chosen-ciphertext attack, chosen-plaintext attack andknown-plaintext
attack. The randomness of the obtained ciphertext is analyzed by the NIST-STS
test suit, and we noted that the new cipher produces high degree of randomness of
the ciphertext. The keystream in our proposed cipher as in the case of any stream
cipher can be preprocessed and kept ready, and then the encryption/decryption can
be performed parallelly. Storing of the generated key can be a challenge for very
large messages since the generated key is as long as the message. Our cipher can be
deployed in all the applications of stream ciphers such as secure wireless connection.
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Validate Merchant Server for Secure
Payment Using Key Distribution

A. Saranya and R. Naresh

Abstract Nowadays, growing and competitiveness of a financial sector and e-
healthcare application developed rapidly and quicker ever so that mobile payment
plays a vital role to make easier and quicker. In the existing paper, the cloud transmits
the hash value straight to the merchant server without checking for fraud. This paper
aims to provide a secure authentication mechanism between the cloud and the mer-
chant server to avoid fraudulent merchant servers. For trustworthiness, our proposed
system introduces secure key distribution between cloud and merchant server named
as validate merchant server key distribution protocol (VMSKDP). Our proposed sys-
tem improves security for mobile payments and reduces attacks like man-in-middle
attacks, denial-of-service, etc.

Keywords Mobile payments · Merchant server · Key distribution · Security ·
Secure key

1 Introduction

All throughout the world, Smartphone mobiles have rapidly increased mobile phone
applications and have provided better value-associated services for intelligentmobile
phone customers and organizations. Hence these versatile devices the world at large
performs day-to-day activities such as transferring payments, data sharing, andmore.
While introducing mobile phones to users, the assurance for proper functioning and
efficiency of the applications needs to be stated as well. In addition, this should pro-
vide an additional guarantee that operating system techniques customize on smart-
phone customers, preferably digital phones users [1–3]. For mobile OS applications,
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Android OS is among the better prevalent stages and that has positively inspired a
group of various mobile applications in the entire world. For the systematic practice
of Android-based phone apps, Android-based smartphone vendors and cloud service
providers [4, 5] must tackle novel tasks related to security and source administration.
All information concerning mobile payments [6, 7] passes through a cloud environ-
ment. So, there is a need to focus on the module to provide better security and privacy
[8–12]. There are so many challenges to secure transfer payments through mobile
phones; the first challenge is “security,” the second one is “privacy,” and the third one
is “availability.” Nowadays, all technologies may be a chance to provide all three
challenges. Since the key distribution between a mobile user and merchant server is
very problematic in the newworld. So, our proposed systemmodel offers more secu-
rity in the key distribution phase and protects the transaction between the mobile user
and merchant server. The subsequent sections are the outline of this paper; Sect. 2:
Related works, Sect. 3: Execution of the System model secure key transmission and
mobile payment, Sect. 4 stated the proposed model’s security analysis; Sect. 5 out-
lines the conceptual model’s performance analysis; Sect. 6 conclusions and future
works.

1.1 The Objectives of the Proposed Work Are

• The key distribution between admin server, merchant server, and cloud environ-
ment.

• Cloud environment matching payment between mobile user and merchant server.
• Mobile user payment request encryption.

2 Related Works

Taparia et al. [13] proposed “Secure Key Exchange Using Enhanced Diffie–Hellman
Protocol Based on String Comparison,” combining commitment and authentication
scheme management to improve security on wired and wireless between two host
computers and protect from man-in-the-middle threats.

Tasi et al. [14] developed a concept named “Weaknesses and improvements of an
efficient certificateless signature scheme without using bilinear pairings,” providing
a unique signature scheme to handle the problem of sharing keys using an identity-
based signature scheme. Wang et al. [15] outlined a design named “A Modified
Efficient Certificateless Signature Scheme without Bilinear Pairings,” providing a
new scheme to achieve Yeh et al.’s model security level, including cracking all
existing methods only.

Gong and Li [16] developed a concept named “Further improvement of a certifi-
cateless signature scheme without pairing,” providing more security against super
adversaries under random oracle technology. He et al. [17] made a proposal named
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“An efficient and provably secure certificateless signature scheme without bilinear
pairings.” The goal is to minimize the system’s computational costs. Tsai et al. [18]
outlined a design named “A New Efficient Certificateless Short Signature Scheme
Using Bilinear Pairings,” aiming to reduce the verification process, computation cost
and signature generation.

Bodur et al. [19] developed a concept named “Implementing Diffie–Hellman Key
Exchange Method on Logical Key Hierarchy for Secure Broadcast Transmission”
to perform key exchange using virtual key hierarchy of a broadcast communication
channel.

In “HybridContext-AwareRecommendation System for E-HealthCare byMerkle
Hash Tree from Cloud using Evolutionary Algorithm”, Deepa et al. [20] describe
a design that uses the Merkle tree feature to store patient data records outside of
a cloud to minimize search time while maintaining high-security levels. Sung et
al. [21] made a proposal named “User Authentication Using Mobile Phones for
Mobile Payment,” aiming to provide a software token to the Transaction Certificate
Mode (TCM) protocol. Mutual authentication should support and consider robbed,
borrowed and corrupted smartphones for digital money.

Saranya andNaresh [22] outlined a design named “Cloud-BasedEfficientAuthen-
tication for Mobile Payments using Key Distribution Method.” The cost of compu-
tation is kept in the payment section which improves efficiency. Because the Mer-
chant Server desires to compute for each transaction process in the payment area, it
enforced the assumption of batch verification to ease the problems that arise when
many customers use the transaction area, allowing the Merchant Server to resolve
the scalability issue.

Saranya and Naresh [23] developed a concept named “Efficient mobile security
for E-healthcare application in cloud for secure payment using key distribution,”
a mobile payment using the Secure Authentication Protocol (SAP) using crypto-
graphic approaches to achieve shared authentication between the server and the
client, which can be used to attack forged servers and false workstations. The secu-
rity of user data and distinct privacy during the payment is to concurrently achieve
security and maintain the practice acceptability of mobile payments within untrust-
worthy public communication systems, which is a vital matter for smart mobile
device producers as well as mobile data consumers [24–27].

3 System Model

Our proposed system model discussed in this chapter is illustrated with components
present. There are four components: admin server, merchant server, mobile user, and
cloud environment as per Fig. 1.

As per Fig. 1, system model flow like (1) merchant server sends a registration
request to admin server, (2) admin server sends secure hash value to respective
register merchant server, (3) admin server sends the encrypted value to cloud using
a secure channel, (4) merchant server sends hash value cloud, (5) mobile user sends
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Fig. 1 Proposed system model

payment request using trapdoor generation function, (6) cloud matches hash value
both ofmobile user andmerchant server, (7) cloud sends a payment request to verified
respective merchant server and (8) merchant server sends the payment status, i.e.,
success/fail (Fig. 1).

3.1 Bilinear Mapping

Let G have a monogenous group with “a” in the prime order. “c” refers to the cyclic
group function, and “e” refers to the bilinear pairing function e = G × G = G1. It
should satisfy the three conditions for the bilinear pairing function, such as

(1)Bilinear e
(
gm, gn

) = e(g, g)mn,∀m, n∈Z∗
p

(2)Non-degeneracy g ∈ G i.e. e(g, g) ∈ G

(3) “e′′ can be computed easily.

3.2 Merchant Server Registration Process

In this section, the registration process of the merchant server using the Diffie–
Hellman cryptosystem is discussed. Diffie–Hellman uses a multiplicative group of
integers modulo q, where q is the exceptional values and g is the primitive root
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modulo q. Based on the two values, our resulting mutual secret will take any value
from 1 to q − 1. Initially, the merchant server and admin server agree the below
formula to share the secret key for encryption and decryption of their data while
registration.

(
gm mod q

)n
mod q = (

gn mod q
)m

mod q (1)

After the verification process is successful, the merchant server uses “bankid” with
a secret key to perform XOR operation to generate cipher text. The merchant server
cipher text formula is as follows,

Merchant Server Registration (MSR) = bankid ⊕ shared secret key

Each request generates a new shared private key, which makes replay attacks impos-
sible on the merchant’s end.

3.3 Admin Server Process

In this section, the admin server process is discussed; with the help of the merchant
server request, the admin decrypts the cipher text to the original value like below.

Admin Server Decryption (ASD) = Ciphertext ⊕ shared secret key (2)

After decryption, the cipher text admin sends a secure hash function to the merchant
server and cloud environment using a secure channel.

Admin server cloud hash value (ASHV) = (
gbankid

)
(3)

Merchant server hash value (MSHV) = (
gH(bankidid).g

)bankid
(4)

The above equation needs to be shared with the merchant server using a secure
channel. After receiving the hash value, the merchant server needs to share the cloud
environment for storing the proposal. Because based on user request, it matches
correct merchant details.

3.4 Payment Request from Mobile User

In this section, the payment request is discussed. While the user is triggering the
payment request, requested data should have to be processed using the trapdoor
generation method. As we transfer plain texts, there are chances of the requests
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being traced and consequently becoming open to attacks. So, for avoiding the attack,
the trapdoor generation process is used to improve security. Generating payment
requests is formulated as

Patient Payment Request (PPR) = (
gH(bankidid).prn, gprn

)
(5)

where,
Pr 1 = gH(bankidid).prn and Pr 2 = gprn

3.5 Cloud Matching Process

In this section, we discussed the details about the cloud matching process. After
receiving the entire request to the cloud, now the cloud needs to match and verify
the merchant details and mobile user requests like below.

Cloud payment request matching = e (PPR,MSHV) (6)

= e
((
gH(bankidid).g

)bankid
, gprn

)
(7)

= e(g, g)(H(bankidid)+1).bankid.prn (8)

= e(g, g)H(bankidid).bankid.prn.e(g, g)bankid.prn (9)

= e
(
gH(bankidid).prn, gbankid

)
.e

(
gbankid, gprn

)
(10)

e (PPR,MSHV) = e (Pr 1,ASHV) .e (ASHV,Pr 2) (11)

If (3.5) equation “true,” then only the cloud sends the payment request to merchant
server using secure channel else cloud rejects the payment request, and once again
user needs to generate an additional request (Table 1).

4 Security Analysis of System Model

The proposed system’s security measures have been listed in this chapter.
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4.1 Man-in-Middle Attack

Whenever the user executes the man-in-the-middle assault in between the smart-
phone network and the cloud, data communication between mobile user and cloud
environment creates a trapdoor generation feature to perform two modules:

Pr 1 = gH(bankidid).prn and Pr 2 = gprn

As a result, while he wants to attack the data, he attempts to handle the DL algorithm
and hash function

4.2 Impersonation Attack

An impersonation intrusion seems workable for an intruder who demands a payment
number and then alters the payment request number while submitted by a legitimate
mobile user. The intruder then grabs search queries similar to an authorized patient
like

e (PPR,MSHV) = (
gH(bankidid).prn, gbankid

)
.e

(
gbankid, gprn

)

where bankidid. The payment request is bank number, and PRN is the random pay-
ment request number for the mobile user. Because of an NP-hard problem, an imper-
sonation attack cannot estimate for our proposed system.

5 Performance Analysis

This chapter discusses the proposed system performance analysis up to a 128-bit
sizeable prime number. Windows 10 OS and python are used for key generation,

Table 1 Notation for the proposed system model

S. No. Notation Description

1 MSR Merchant server registration

2 Bankid Bank ID based on the registered bank

3 Shared secret key shared secret key used toencrypt and decrypt

4 ASD Admin server decryption

5 Ciphertext Encrypted value

6 H (bankidid ) Hash value with bank id

7 prn Payment request number

8 Pr1, Pr2 Trapdoor request value



102 A. Saranya and R. Naresh

0
0.0002
0.0004
0.0006
0.0008

0.001
0.0012

FDH Scheme CLS Scheme Proposed ModelC
om

pu
ta

tio
na

l c
os

t (
M

in
ut

e)

Merchant Server Verification Stage

key Generation

Time

Fig. 2 Key generation proposed model

0

0.002

0.004

0.006

0.008

FDH Scheme CLS Scheme Proposed Model

Ex
ec

ut
io

n 
Ti

m
e

Data Encryption

32-bit 64-bit 128-bit
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encryption, and decryption as well that takes place between admin and merchant
server that is based on the generated key. The encryption and decryption are done
between the cloud and the merchant’s requests using the payment number and the
bankid. All encryption and decryption are performed using the XOR operation and
the transfer of encrypted data is done by using a secure channel between the admin
and the server.

Below figure is key generation, encryption and decryption of our proposedmodel.
As per Fig. 2, this performs the key generation phase between admin andmerchant

server. Because we established a secure connection between the admin server and
the cloud, the merchant server exchanges encrypted messages with the admin server
to verify the merchant’s authorization.

As per the above figure, we computed up to 128-bit large prime numbers to
generate shared secrets between admin and merchant server.

As per Fig. 3, data encrypted between admin and merchant server using a shared
secret key is generated earlier. So, encrypted data is shared using a secure channel
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between admin and merchant server and refers to the image time increase based on
the shared private key.

As per Figs. 3 and 4, the encryption time and decryption time are same because
of using XOR operation for both admin and merchant server.

6 Conclusions and Future Works

In this chapter, observations and future enhancement of a current proposal system
are discussed. Our suggested architecture provides two ways for merchant servers
and mobile users to authenticate. First, the merchant authenticates registration data
on the admin server, and then the mobile user requests payment. If the merchant is
available in the cloud, it sends the payment request to the merchant server to process.
Even intruders cannot find the user request because of trapdoor generation for the
user request. In our future enhancement of the proposed model, we proposed the
key generation up to the 128-bit process. So, our system tried to improve the key
generation level. And also, it tried to improve security level between admin and
merchant server.
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Extractive Text Summarization Using
Feature-Based Unsupervised RBM
Method

Grishma Sharma, Subhashini Gupta, and Deepak Sharma

Abstract Amethodology for creating shorter and meaningful summaries for single
documents is provided. With a lot of content to be had on the web, it’s far simply
no longer possible to go through each information source in complete detail. Conse-
quently, a great mechanism is needed to extract relevant information. To overcome
these challenges, information in the form of text is summarized with the objective to
get relevant knowledge without loss of any information. A methodology for extrac-
tive text summarization for single-document summary is devised and developed in
this work. It uses a restricted Boltzmann machine to choose essential phrases from
the text. The text documents used for summarization are in the English language.
Various aspects are used to generate meaningful phrases, and the restricted Boltz-
mann machine is being utilized to enrich and abstract those features to improve the
consequent accuracy without sacrificing any significant information. The sentences
are scored, and an extracted summary is created based on those enhanced features.
The result indicates that the presented methodology tackles the problem of text over-
load by producing an appropriate summary. The result of RBM has been compared
with the Text Rank, Lex Rank, LSA, and Luhn algorithm. The experimentation is
carried out, and the summary is generated for eight different document sets and the
result is evaluated using the ROUGE-1 score.

Keywords Extractive text summarization · RBM · Feature extraction
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1 Introduction

The problem of summarizing text is very trivial. In this fast-paced life, everyone
wants shorthand information to save time. People read the news by only reading
the headlines and the first few lines. A popular app that is exploiting this nature of
humans is “Inshorts”, which provides a news summary in just 60 words. Students
want a summary of class notes just one night before the exams. They also want a
summary of YouTube lectures that may be hours long. NLP has proven to be very
useful to solve this problem. While extractive summarization is popular currently,
abstractive summarization is picking up pace. With the ever-rising amount of data in
the globe, the demand for automatic summary generation from the text document is
growing considerably to reduce the manual work of a person. In today’s world, data
generation and consumption are exploding at an exponential rate. Text summarization
finds its applications in various NLP-related tasks such as question answering, text
classification, and other related fields. Summaries are generated as an intermediary
step in these systems, which help to reduce the length of documents. This, in turn,
leads to faster access for information searching. News summarization and headline
generation is another important application. Most of the search engines use machine-
generated headlines for displaying news articles in feeds.

The focus of this research is on extractive text summarization that aims to imple-
ment a single-document summarizer system that achieves a quick, concise extractive
summary of any textual document. The structure of paper is as follows: Sect. 1 is
introduction, Sect. 2 presents literature survey, the proposed methodology is given
in Sect. 3, the results and discussion are in Sect. 4, and finally, the conclusion and
future aspects are in Sect. 5.

2 Literature Survey

Madhuri and Ganesh Kumar [1], a unique statistical methodology is proposed and
proven for extractive text summarization on a single document. The approach is
described to extract sentences of the input text in a concise fashion. Weights are
assigned to sentences to rank them. From the input text, highly ranked sentences
are extracted. They created a summarizer application that accepts text files as input.
After that, the input file is pre-processing. The system then calculates the sum of
weighted frequencies by dividing the frequency of the keywords by their greatest
frequency. Finally, the summarizer extracts high-weighted-frequency sentences and
converts them to audio.

Krishnaveni and Balasundaram [2] proposed strategy for improving the summary
coherence, based on local scoring and ranking. The author creates two types of
summaries in this paper: heading-wise and main. Features are usually employed for
the score of phrases. The original text is separated heading by heading, and each
heading is treated as a separate text.
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Naik and Gaonkar [3], the rule-based concept was proposed to extract features
from sentences. The author pre-processed the input data first and then retrieved key-
words from the document, which were subsequently pruned based on the computed
threshold. Then the feature value is calculated for each document. Certain rules have
been written by the author. Finally, the sentence is sorted based on sentence score to
form an extractive summary.

Jafari and Shahabi [4], presented a fuzzy logic method to calculate and encode
feature values as feature attribute vectors for each text. The fuzzy system assigns
a score between 0 and 1. Input values for membership function are calculated. The
knowledge base also contains the rules needed for summarization. Finally, top n
scored sentences are selected to form a summary.

One of the most well-known extractive text summarizing algorithms is stated by
Luhn [5], and it is determined by the number of times words appear in the text, as
well as the distance between relevant words, which is determined by the number of
non-relevant words among relevant ones.

The text rank algorithm is generally based on the graph algorithm which is devel-
oped by Mihalcea and Tarau [6]. The text rank algorithm works in two steps, very
first it calculates the similarity between two sentences, and in the second step, it
calculates the overall significance of sentences.

3 Proposed Methodology

3.1 Data Pre-processing

1. Sentence Segmentation: Segmentation breaks down the entire text into sentences,
once the sentences are broken then each sentence with their respective position
will be stored in the array.

2. Tokenization: This data pre-processing step sentences are divided into tokens so
that they can be further used for feature extraction tasks.

3. Stop word and punctuation: In this data pre-processing task, we will remove
punctuation as well as often occurring words such as punctuation, but, the, a,
and so on. Proposed methodology for extractive text summarization is shown in
Fig. 1.

3.2 Feature Extraction

1. Sentence Position: The position of the sentence can determine the importance
of the sentence for the summary. The sentences at the beginning and end of the
document are usually the most significant. So, based on this the sentence score is
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Fig. 1 Proposed methodology

calculated. In our case, the positional score is determined by taking into account
the following factors:

Sentence_Position =
{
0, if it′s first or last sentence of text
else cosine(Sen_pos − min)((1/max) − min)

where,
Sen_pos: Position of sentence in text. Min: th * total no. of sentence in the text. Max:
th*2* total no. of sentence in the text. Th: threshold which to be considered as 0.2.

2. Tokenization: This feature helps to filter out too short sentences, which typically
don’t convey much information.

Sentence_Length =
{
0, if number of words is less than 3
else number of words in the sentence

3. Proper nouns: A proper noun refers to something with a particular identity, such
as a name or a location. In this first sentences are tagged using POS tagger using
NLTK Library. Then we count the proper noun in tagged sentence.

proper_noun =
{
numberofpropernounintagged Si

totallengthoftagged Si

where
si : ith sentence. Number of proper noun in tagged si : number of proper noun in

ith sentence. Total length of si : number of words in ith sentence.
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4. Number of numerals: Since the numerals in a document represent facts, having
sentences with specific figures is important. The number of numerical can be
calculated by using the following formula.

number_of_numericals =
{
numberofnumericalsin Si
totalnumberofwordsin Si

5. No. of Thematic words: Thematic terms are the top ten most commonly used
words in the sentence. The no. of thematic terms can be calculated as follows.

thematic_words = numberofthematicwordsin Si
totalnumberofthematicwords

6. Centroid similarity: The centroid sentence is defined as the sentence with the
maximum TF-ISF score. The cosine similarity of each sentence to the centroid
sentence will then be computed.

Centroid_Similarity = {cos ine_similarity(centroid, sentence)

7. TF-ISF: TF-ISF represents Term frequency—Inverse document frequency that’s
work similar to TF-IDF works. TF_ISF is given as follow:

TF_ISF =
{∑

log(isf) × tf

Totalwords

8. Named entities: In this feature extraction section, we calculate the number of the
named entity in every sentence. Sentences include references to named individ-
uals such as a corporation, a group of people, and so on are often required to
understand a factual report in some way.

Once the feature value of each sentence is obtained, we will generate the sentence
feature matrix of sentence. Sentence feature Matrix is a two-dimensional matrix
as shown in Fig. 2. Sentence feature matrix S = (s1, s2, s3, s4, . . . , sn)where si =
( f1, f2, f3, f4, f5, f6,
f7, f8) is a sentence feature and (i <= n). Where total no. of sentences in the doc-
ument is indicated by n.

The sentence feature matrix produced by the preceding stages is as follows:
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Fig. 2 Feature matrix for
text summarization

Fig. 3 RBM model

3.3 Restricted Boltzmann Machine

Our approach of extractive summarization is restricted Boltzmann machine (RBM),
a stochastic and generative neural network that is capable of learning internal rep-
resentations through probability distribution over its set of inputs [7]. They are a
two-layered artificial neural network; the first layer is called the visible layer or the
input layer (input nodes), and another one is called the hidden layer (hidden nodes).
Every hidden node is connected to the bias node. The input nodes are not related
to one another in the visible layer. Also, in the hidden layer, hidden nodes are not
related to one another. The network is known as the restricted Boltzmann machine
because of these restricted connections (Fig. 3).

To improve, the feature matrix S is fed into an RBM with one hidden layer. Each
sentence passes through hidden layer 1 initially. Each sentence’s feature values are
multiplied by randomly produced weights, and one bias value is randomly produced
and added to all the sentences. The results of these operation are fed into an activation
function, which produces the nodes output (Fig. 4).
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Fig. 4 Visible layer to
Hidden layer

P(si ) = σ

⎛
⎝ n∑

j=1

s j × Wi j + bi

⎞
⎠

σ(x) = 1

(1 + e−x )

where, σ(x) is the sigmoid function, wi j stands for randomly generated weights,
whereas bi stands for bias.

After this, the restricted Boltzmann machine learns to reconstruct data by itself
in an unsupervised manner. This is done by reversing the above process, i.e., the
hidden layer will become the input layer with activations as the new input. Then
these activations are again multiplied with previous weights which are associated
with the visible layer nodes and these products are added to the visible layer bias
at each visible node. Therefore, obtained results are known as the reconstructions
which are then compared to the original input (Fig. 5).
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Fig. 5 Hidden layer to
visible layer

The likelihood of activation of a visible unit s j is stated as

P(s j ) = σ

⎛
⎝ n∑

j=1

s j × Wi j + bi

⎞
⎠

σ(x) = 1

(1 + e−x )

where, σ(x) is the sigmoid function, wi j is weights and bi is the bias.
Thus, the hidden unit values are predicted during training and after determining

the hidden unit values, the new input values are predicted. This procedure is known as
Gibbs sampling. The training loss is obtained by calculating the difference between
the old s ′

j and new input values s j . This procedure is performed for a number of
epochs, and the weights are determined using (CD) contrastive divergence given by:

wi j (new) = wi j (old) + (Learning_Rate × w
′
)

w
′ = (s j ⊗ P(si ) − s

′
j )

where, w
′
is the difference between the outer products of probabilities with the

original input values s j and the new input values as a change in weights values s
′
j .

An enhanced featurematrix is obtained after the epochs which have enhanced feature
values for each sentence.
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3.4 Summary Generation

A list is created that contains the sum of all enhanced feature values for each sentence
in the document. As a result, a value is generated for each sentence, which is the
sentence’s score. Sentences are sorted according to their scores in decreasing order.
The first sentence is always included in the summary because it is the most essential
sentence. The top 50% of the remaining sentences are included in the first summary
and sorted in descending order according to their original location in the text.

4 Result and Discussion

We have used the BCC news dataset which includes several articles from different
domains such as technology, politics, business, entertainment, and sport along with
human-generated summaries for those articles.We have used ten documents from the
BCC new dataset for evaluation purpose. Proposed methodology is compared with
other state of art extractive summarization algorithm such as Text Rank [6], LexRank
[8], LSA [9], Luhn [5]. For generating summary from Text Rank, Lex Rank, LSA,
Luhnwe have used SumyTool. By using Sumy tool, we can directly import this entire
algorithm and for creating summary by using these algorithm users have just pass
the text document. Each document is summarized with four different summarization
techniques. We have extracted the top-ranked sentence from the document to form
a summary at 10%, 20%, 30%, 40%, and 50% of document length. The purpose of
experimenting with different percentage levels is to investigate the performance of
various approaches.

We evaluated each system summary in conjunction with its corresponding ref-
erence summary. The ROUGE tool was used for the evaluation. ROUGE includes
precision, recall and f-measure. The result fshows that proposed approach give better
result than all other techniques that stated above (Tables 1, 2, and 3).

Table 1 Precision

Summary length (%)

Technique 10% 20% 30% 40% 50%

Text Rank 0.54 0.54 0.48 0.47 0.49

Lex rank 0.60 0.50 0.58 0.48 0.41

LSA 0.54 0.63 0.58 0.47 0.42

Luhn 0.75 0.62 0.55 0.51 0.44

RBM 0.87 0.74 0.70 0.52 0.54
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Table 2 Recall

Summary length (%)

Technique 10% 20% 30% 40% 50%

Text Rank 0.27 0.44 0.46 0.60 0.75

Lex Rank 0.19 0.38 0.52 0.62 0.73

LSA 0.25 0.43 0.50 0.61 0.63

Luhn 0.25 0.35 0.41 0.52 0.56

RBM 0.30 0.45 0.56 0.66 0.82

Table 3 F1 Score

Summary length (%)

Techniques 10% 20% 30% 40% 50%

Text rank 0.36 0.48 0.47 0.51 0.66

Lex rank 0.33 0.52 0.50 0.40 0.59

LSA 0.34 0.54 0.58 0.53 0.68

Luhn 0.38 0.45 0.47 0.52 0.49

RBM 0.40 0.56 0.62 0.58 0.75

5 Conclusion

We have developed an unsupervised methodology that makes use of RBM to sum-
marize single document. The algorithmworks separately for each input document, as
each document is uniquely different in itself. This is an advantage that the proposed
methodology gives. Our method uses RBM and generates an effective and efficient
summary. We have evaluated our model using the ROUGE1 score compared with
other techniques, and the result shows that our model gives better results than other
compared techniques.

The proposed methodology could be extended to multiple-document summariza-
tion. Different languages can be used to summarize documents.

References

1. Madhuri JN, Ganesh Kumar R (2019) Extractive text summarization using sentence ranking.
In: IEEE international conference on data science and communication, Mar 2019

2. Naik SS, Gaonkar MN (2017) Extractive text summarization by feature-based sentence extrac-
tion using rule-based concept. In: IEEE international conference on recent trends in electronics
information and communication technology (RTEICT), May 2017

3. Krishnaveni P, Balasundaram SR (2016) Automatic text summarization by local scoring and
ranking for improving coherence. In: IEEE international international conference on automa-
tion and computing, Sept 2016



Extractive Text Summarization Using Feature-Based Unsupervised RBM Method 115

4. Jafari M, Shahabi AS, Wang J, Qin Y (2017) Automatic text summarization using fuzzy infer-
ence. In: Proceedings 22nd international conference on automation and computing, May 2017

5. Luhn HP (1958) The automatic creation of literature abstracts. IBM J Res Dev 2
6. Mihalcea R, Tarau P (2004) Text rank: bringing order into texts. In: Association for Computa-

tional Linguistics, July 2004
7. SharmaB,TomerM,Kriti K (2020) Extractive text summarization using F-RBM. J StatManage

Syst 23(6)
8. Erkan G, Radev DR (2004) Lex rank: graph-based lexical centrality as salience in text sum-

marization. J Artif Intell Res
9. Xiangen H, Zhiqiang C, Max L, Andrew O, Phanni P, Art G (2003) A revised algorithm for

latent semantic analysis. In: Proceedings of the 18th international joint conference on artificial
intelligence



Depression and Suicide Prediction Using
Natural Language Processing
and Machine Learning

Harnain Kour and Manoj Kumar Gupta

Abstract Depression has always been one of the prominent concerns of mental
health worldwide. In the worst-case scenario, someone suffering from depression
may lead to drastic measures such as suicide. According to theWorld Health Organi-
zation, depression and anxiety affect one out of every five people worldwide, costing
trillions of dollars each year. In the COVID-19 pandemic, the situation has worsened
alarmingly asmore people suffer from depression. It has become essential, more than
ever, to maintain the mental health profiles of our people and to predict any unfortu-
nate event. Depression can be prevented and treated at a very early stage and a low
cost, given early detection and identification of the causes. With advancements in
machine and deep learningmodels, it has become possible to identify such behaviour
through social interactions such as posts, tweets, and comments. This paper aims to
detect user behaviour that can conclude whether a person is suffering from depres-
sion and suicidal tendencies based on the user’s social media tweets. The research
work proposes a classifier with a hybrid technique in preprocessing using Natural
Language Processing (NLP) and machine learning techniques with an accuracy of
75% to identify such traits in a person through his/her tweets.

Keywords Health · Depression · Sentiment analysis · Social platforms ·Machine
learning · Natural language processing

1 Introduction

The well-being of a person comprises physical health and mental health. The mental
health of a person shows the individual’s state of mind. With the advancement in
technology and social interactions, a cultural shift has been observed in terms of
social behaviour, moods, lack of happiness, etc. It has contributed significantly to
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increase hopelessness, a lack of external contact, and other factors that eventually
lead to depression or suicidal ideation [1]. People ought to communicate and express
themselves on socialmedia throughmultiple channels.Occasionally they eithermake
a conversation with others or express themselves by posting on the platform. Twitter
provides a platformwhere users share their thoughts, emotions, feelings, and expres-
sions. These tweets can aid in determining a person’s thought process, mental health,
and behavioural traits [2]. The dangerous mental condition usually gets reflected in
the person’s social behaviours, such as tweets. While some patients with depres-
sion are more likely to be diagnosed accurately, others rarely experience/express the
symptoms. Depression has become a silent killer, with no visible symptoms or identi-
fication, and it must be addressed as soon as possible [3]. Identification and detection
of mental health issues have been at the forefront of ongoingmedical research world-
wide. AI has changed the complete landscape of identifying extreme behaviours like
depression, severe obsessive-compulsive disorder, addiction to drugs, mental stress,
anxiety, and personality disorders [4].

This research work focuses on the potential of NLP and machine learning tech-
niques that can be utilized in the mental health field. NLP has been instrumental in
understanding the context of natural human language. As a result, it extracts latent
meaning from text and creates AI-based solutions using massive amounts of text
data available on social media platforms, the internet, and other sources [5]. The
objective is to come up with a methodology to accurately classify a user’s tweet
implying whether he is suffering from depression or not. The paper continues with
a research background in Sect. 2 and will discuss some of the existing work done in
the mental health domain using machine learning and NLP techniques giving a brief
overview of the research challenges. Section3 discusses the dataset and the prepro-
cessing methodology used to prepare the entire dataset before training the model.
Section4 delves into the technical methods used and the motivation for selecting
techniques, model training, and architecture. Section5 discusses the experimental
results with supporting tables and figures. Finally, in Sect. 6, we wrap up the paper
and make some recommendations for future improvements.

2 Related Work

This study was carried out on social media data to predict depression and suici-
dal ideation because there has been little research in this field. By observing the
behaviour of people suffering from depression, one can prevent them from taking
harmful actions or committing suicide and help them with the assistance of friends,
family, and psychologists. As it is a naive field, a great deal of research still needs
to be carried out. This section discusses some of the work done earlier in this area.
Leiva et al. [6] investigated clinical trials that aid in predicting depression risk. For
a specified time, the author extracted messages posted by online users. The study
combined a few machine learning techniques, such as KNN, random forest, SVM,
and the ensemble learning algorithm, to detect early symptoms of depression from
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social media without delay. Text features were extracted using TF-IDF vectoriza-
tion, and vector dimensionality was reduced using PCA. In addition, the author
investigated genetic algorithms and text polarity and discovered that they improved
previous results by 16.7% compared to the baseline. Zheng et al. [7] proposed a
model to address the weak points of deep learning-based models. Using nodes from
knowledge graphs, the authors developed a graph attention system. A knowledge
graph mechanism is used to improve the system’s classification performance. The
real-time datasets demonstrate that the proposed method fundamentally improves
order and forecast execution when compared to other significant best practices. The
macro precision, recall rate, and F1-measure were used to evaluate the final results.
The system achieved a 95.4% F1 measure, a precision rate of 93.0%, and a recall
rate of 98.0%. Tong et al. [8] envisioned a model that would be useful for clas-
sifying depression in online users and developed a novel classifier, specifically a
boosting method, to classify non-depressed and depressed Twitter users. The accu-
racy obtained on the Twitter Dataset was 91.54, the Glass Dataset was 95.85, the
LSVT Dataset was 89.48, and the News Dataset was 78.0. Pete Burnap et al. [9]
had a methodology to classify tweets within multiclass classification related to com-
munication converging to suicidal tendencies. To identify terms commonly used in
the class of suicidal ideation, they used Term Frequency (TF)—Inverse Document
Frequency (IDF), which is a numerical embedding of text. Another dimensional-
ity reduction technique implemented was PCA (Principal Components Analysis).
Three machine classifiers have been used, i.e. SVM, Naïve Bayes. SVM, Decision
Tree, and the algorithm did work well with the short informal text. In addition,
an ensemble classification approach was incorporated to refinish the more accurate
classification. The technique of the ensemble combined the feature sampling method
and used a basic classification for the training phase. The rotation approach of the
forest ensemble improved performance. The best classifier was SVM. Bart Desmet
et al. [10] introduced text classification-based methods that automatically discover
online content related to suicides in the Dutch language from some forum posts.
Two prominent algorithms prominently used for text classification are SVM and
Naïve Bayes. Other advanced algorithms, such as genetic algorithms, are used for
parameter optimization and the best features and hyperparameters [11] for the gen-
eration of the SVMmodel. The F1-score is the metric selected for model evaluation.
After joint optimization, best models achieve an F1-score of 92.69%. The highest
F1-score attained was 69.51% and is acquired by the technique of stratified feature
group selection. Hiraga et al. [12] used traditional machine learning algorithms such
as multinomial logistic regression, Naive Bayes, and linear support vector machines
to classify mental disorders from Japanese blogs. Wu et al. [13] proposed various
hypotheses and their correlations based on language, time, and interaction to predict
job burnout on 1532 Weibo burnout users using machine algorithms like decision
trees, logistic regression, support vector machines, XGBoost, and random forests
which replaced previous statistical methods based on surveys. Discovering various
medical and biomedical lapses is what soft computing for medical intelligence is all
about determining the correlation between various aspects of data. Wallison et al.
[14] inundate on the genomic briefing of the SARs virus. On further reading for lung
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tumours [15] and oxygen toxins [16], one could conclude that the medical diagnosis
of various immunological responses and attacks has been majorly recorded under
the concept of computer vision as a soft computing technique. In this paper, we
however try to define the abrupt ability of natural translation techniques to feature
extract the possibility of depression from the patient’s tweet or any written record.
This is because often depression patients are not aware of their illness; thus, this
unsupervised work which was earlier a full-time medical consultation with stigma
and hesitation attached to it. We take inspiration and ideas from Clarizo et al. [17],
who demonstrated similar sentiments on social networks using traditional neural net-
works. Similarly, Casillo et al. [18] demonstrate the usage of the teller bot algorithm
of touristic activities such that the sentiment of the touristic attraction with abstrac-
tion is detected. Along with similar lines, Colace et al. [19] tried to demonstrate
another useful cycle bot usage in London creates a feature map and tries to convolute
stimulation on stigma-based sentiment analysis.

2.1 Challenges

As depression has no evident symptom, its recognition becomes a challenge to iden-
tify its user behaviour pattern. Artificial intelligence/ML/DL provides end-to-end
solutions and has proven to be a highly effective tool in detecting such patterns. The
machine learning technique has been found to be accurate in text classification when
the context of the text is clear, straightforward, and formal, and there is a clear dis-
tinction between whether it is depressive or not. However, a person expresses his/her
feeling in complex and layered ways, and thus using text classification on such text
with latent meaning is still a complicated task. There can be multiple intents behind
the same tweet as teenagers can tweet jokes sounding like a severe life concern, while
a person with mental health issue can express his true statement in a twisted tweet.
Also, many users do not openly share things about their depression online. So, the
model must be robust enough to capture the relationship between words that capture
characteristics of a depressed person’s tweets.

The research work proposes a solution that follows a set of steps to detect depres-
sion or suicidal tendencies. Initially, we start with extracting the user tweets from
Twitter. It will provide high-quality text data of human expressions, including both
normal and depressive tweets. Following that, we perform the necessary preprocess-
ing and data cleaning on the raw extracted text. Next, we will build the first part of the
process by transforming the text data into the numerical format using the appropriate
methodology. Some of such methods are TF-IDF (Term Frequency-Inverse Doc-
ument Frequency) vectorization, word2vec, Fast-Text word embeddings, etc. For
this study, we used a hybrid embedding technique of TF-IDF and fastText to pro-
vide enhanced text embedding. We chose appropriate classifiers to categorize these
tweets as ‘Depression,’ ‘Suicidal,’ and ‘Teenager (normal)’. The classifier was cho-
sen based on its robustness and underlined technique. We have selected an ensemble
classifier, random forest, and one margin classifier, support vector machine (SVM).
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To further optimize the classifier performance, we have tuned the model parameters.
Ultimately, we have compared the SVM and random forest models generated against
the selected metrics, accuracy, recall.

3 Dataset Description and Processing

This study’s dataset was obtained fromKaggle and consists of 349330 tweets divided
into training and test sets [20]. There are three categories of tweets: depression,
suicide, or normal tweets. The training set and test set have been created from the
above dataset with random shuffling and stratified splitting in the ratio of 75:25,
respectively.

3.1 Dataset Preprocessing

The dataset contains raw and unclean text. For modelling purposes, we require clean
and relevant text [21]. Hence, detailed data preprocessing and cleaning are required
for the machine learning algorithm to learn correct text sequences and classify them.

Data preprocessing steps are shown in Fig. 1. Raw data is processed by lowering
the entire corpus and using NLP techniques such as stemming or lemmatizing, con-
verting the words into a single representation, and normalizing the words into root
form or base form. The most frequent words called stop words and special symbols
that do not add value to text data need removal. Few words with fewer occurrences,
i.e. less than five times in the complete corpus, hold no value for the training, and
thus these are also filtered out [22].

We need to convert the processed data into a compatible format. Tokenization, an
NLP technique that converts the raw text of a paragraph or sentence into individual
words, is used. It treats each word as a separate unit that can be easily converted into
a numerical format and used as input to machine learning algorithms [23].

Fig. 1 Tweets preprocessing steps
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4 Methodology

From the literature survey, we found that ensemble classifiers are proven to be one
of the best techniques for classifying text data. Hence, a random forest classifier is
selected for this purpose. The othermodelwe choose is a support vectormachinewith
a performance comparable with random forest but uses the support vector technique
for classification. Figure2 below shows the complete end-to-end pipeline imple-
mented with the constituent techniques used at each phase.

For the exploratory data analysis purpose, we have employed two techniques:
word-cloud [24] and frequency distribution plot [25]. Figure3 depicts a word-cloud
of the most important and frequently used words by users in tweets labelled as
depressed, while Fig. 4 depicts frequency counts of the same words.

Once the data has been cleaned and is ready for further processing, we choose the
representation methodology for the words and tweets, ranging from basic techniques
like TF-IDF to advanced word2vec and fastText-based embeddings.

We have used a hybrid solution to supercharge the word vectors for our approach,
combining both TF-IDF and fastText embeddings to represent the individual tweets.
In our work, this representation technique is superior to both constituent techniques
when implemented separately. Supercharged vectors can be helpful as they reduce
the overall dimensionality of data but capture individual words’ importance. Having
a hybrid embedding representation of individual tweets only solves half the prob-
lem statement. The essential parameters for algorithm selection are the data size,
the number of classes to classify, and underlying techniques. For benchmarking and
comparing the results, we selected the most basic algorithms for the multiclass clas-
sification task. Deep learning classifiers are feasible where the training data is too

Fig. 2 Flow of methodology and techniques used at each phase

Fig. 3 Word-cloud for
tweets labelled as depressed
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Fig. 4 Word frequency plot

large and the class space is too high. With only three classes to classify, we can
achieve similar or maybe better results with our data.

The TF-IDF [26] is a numerical statistic technique that calculates the importance
of individual words within a document in a corpus. In information retrieval, it is used
as a weighting factor [27]. As the frequency of the word increases in a document,
the TF-IDF value increases but inversely depends on the frequency of the word
in the corpus. Therefore, if the words appearing in the corpus are rare, then they
are weighted high. fastText is an embedding technique that can create a numerical
representation of words or complete sentences [28]. fastText is trained on character
n-grams using deep learning techniques and provides universal embedding for out-
of-the-word vocabulary. For our implementation,wewill train the embedding vectors
on our cleaned dataset for ten iterations and a contextwindowof size 3. The following
steps summarize the hybrid technique using the above two methods:

1. Calculation of TF-IDF vector for each word and, therefore, each tweet in the
corpus.

2. Find the individual word embeddings using fastText pre-trained embeddings.
3. Multiply the individual word embeddings with the TF-IDF weights of the cor-

responding words.
4. To find the representation of the tweets, take the average of all the word embed-

dings of a word in the tweet.

4.1 Machine Learning Classifiers

We used the two most common algorithms for the analysis but with different under-
lying principles for classification. SVM [29] uses support vectors or decision bound-
aries,whereasRF [30] is an ensemble learning technique and is a tree-based classifier.

1. SVM: SVM creates a classification boundary using kernel functions to approx-
imate complex decision boundaries.

2. Random Forest: This is an advanced ensemble technique [31] with decision
trees as its underlying classification algorithm. It is a robust method and can
give state-of-the-art results too.
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Hyperparameter Optimization: The SVMhyperparameters are optimizedman-
ually for performance. The specifics are as follows: C = ‘1.0’, Gamma = ‘auto’, and
themaximumdepth of the tree for RandomForest = 10 to avoid overfitting themodel.

5 Results and Experiments

For every algorithm selected for classification, the final results are compared across
the five metrics to identify the best algorithm for the dataset used. The classification
metrics [32] used to compare and evaluate the results quantitatively is as follows:

• Confusion Metrics: A complete matrix to calculate the TP (True Positive), FP
(False Positive), TN (True Negative), and FN (False Negative) and confusion
matrix for SVM and random forest is shown in Figs. 5 and 6.

• Precision: It refers to the correct prediction of the numbers of the total positive
values and is shown in Eq. (1):

Precision = TP/(TP+ FP) (1)

Fig. 5 Confusion matrix for SVM

Fig. 6 Confusion matrix for RF
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Fig. 7 Recall comparison of
SVM

Fig. 8 Recall comparison of
RF

• Recall: It refers to how much of the actual positive value we predicted correctly
and is shown in Eq. (2) and comparison of recall for SVM and random forest is
shown in Figs. 7 and 8.

Recall = TP/(TP+ FN) (2)

• Accuracy: It refers to the total correctly predicted values across all classes and is
shown in Eq. (3):

Accuracy = (TP+ TN)

(TP+ FP+ TN+ FN)
(3)

• F1-Score: It refers to the harmonic mean of recall and precision or a more robust
score than either precision or recall. Table1 shows the comparison of all perfor-
mance parameters for SVM and RF on training and test data.



126 H. Kour and M. K. Gupta

Table 1 Performance parameters comparison
Embedded
technique

Classifier Training metrics Training data = 75% Test metrics Test data = 25%

Recall Precision F1-score Accuracy Recall Precision F1-score Accuracy

TF-IDF +
fastText

SVM 71 70 71 77 70 69 69 75

RF 72 69 70 76 65 64 65 71

6 Conclusion

In this study, the outcomes show that even the basic classification algorithms on the
dataset can achieve good accuracy and recall scores. However, there is a scope of
improvement in both model and data representation techniques. Identifying tweets
containing depression and suicidal content is not a difficult task if the pattern of
the text is accurately captured and a clear distinction from other behaviour is made.
We compared the results from two classification algorithms, SVM and random for-
est, with our experiments. Random forest is a tree-based ensemble algorithm, and
it performed better than SVM with training data, but we prune the tree for appro-
priate depth to avoid overfitting the model. The approximate accuracy achieved for
depression prediction by SVM is 75% and by random forest is 71%. In the future,
an advanced and contextual deep learning-based classification model can be used
to capture the long-term contextual relationship between the words in a tweet. The
embedding or representation methodology can also be improved by utilizing state-
of-the-art techniques such as Glove and BERT, which are true bidirectional word
embeddings.
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Automatic Detection of Diabetic
Retinopathy on the Edge

Zahid Maqsood and Manoj Kumar Gupta

Abstract The uncontrolled blood sugar levels in diabetes patients lead to an eye
disease called diabetic retinopathy. The high sugar levels in the blood vessels of
the retina cause blockage of some blood vessels due to which fluids like plasma
leak easily into the eye causing the lesions which appear in the eye and may cause
severe vision problems. A severe vision problem can be prevented by detecting
and treating it at an early stage. In India alone, about 80 million people suffer from
diabetes, and there is one ophthalmologist for every 100,000 population. Due to this
serious shortage of well-trained ophthalmologists, it becomes difficult to diagnose
the severity of diabetic retinopathy in some rural areas of India. Since most of the AI
solutions for detecting diabetic retinopathy are cloud-based, therefore, it becomes
difficult to deploy these frameworks in rural areas where there is no connectivity and
no proper Internet connection. This paper focuses on energy-efficient and real-time
detection of the severity of diabetic retinopathy on the low-powered edge device
without any proper connectivity. In this paper, various deep transfer learning meth-
ods were investigated for DR detection, and these include ResNet50, Inceptionv3,
EfficientNet-B5, EfficientNet-B6, and VGG19. These CNN models were trained on
preprocessed APTOS dataset. To increase training data and to overcome overfitting,
various data augmentation techniques were used. The highest accuracy of 86.03%
was achieved by EfficientNet-B6.
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1 Introduction

Diabetic retinopathy (DR) is quite possibly the most well-known complexity of
diabetes that affects the eyes and is themain source of visual impairment in a dynamic
populace. The high blood sugar in the blood vessels of the retina causes damage to
the eye retina [1]. Due to this, the blood vessels in the retina get blocked resulting in
the leakage of fluids into the eye, and in the worst case, the retina tries to develop new
blood vessels which do not develop fully and are immature, and the fluids like plasma
leak easily into the eye and may cause severe vision loss. About 80% of individuals
who had diabetes for a very long time or more create diabetic retinopathy. With the
proper treatment and the regular examination of the eye, diabetic retinopathy can
be detected at an early stage, and complete vision loss can be prevented [2]. The
diabetic retinopathy is detected by the occurrence of different retina lesions in the
eye image [3], and these include microaneurysms (MA)—red dot or balloon-like
structures appear on the blood vessels, hemorrhages (HM)—red dots and represent
actual bleeding, soft-cotton wool-like spots or white spots and hard exudates (EX)—
small white or yellowish deposits. Based on the appearance of these lesions in the
retina images, diabetic retinopathy (DR)can be classified into five stages [4] including
(I) Stage 1: no DR, (II) Stage 2: mild, (III) Stage 3: moderate, (IV) Stage 4: non(pre)
proliferative DR, and (V) Stage 5: proliferative. Table1 summarizes the severity of
the disease based on lesion findings in the fundoscopy image. The various stages are
depicted in Fig. 1.

In India, almost 80million people are suffering fromdiabetes and comprise almost
17% of total diabetic patients in the world. With 9000–10,000 ophthalmologists esti-
mated in India, the ratio becomes 1 ophthalmologist for the 100,000 population. This
shows the serious shortage of ophthalmologists. Also, the manual detection of DR
is a time-consuming process and even difficult for the doctor to evaluate/examine
the fundus image and may lead to misdiagnosis. Also, to have real-time responses
for some critical healthcare applications like detection of DR among masses and IoT
applications, various researches have entailed edge computing and deep learning

Table 1 Stages of DR

Stage Lesion findings/detection DR severity

I No abnormality No DR

II Only Microaneurysms Mild DR

III • Retinal dot or haemorrhages •
Microaneurysms • Cotton wool spots

Moderate diabetic retinopathy

IV Any of the accompanying • At least 20
intra-retinal HM in every one of 4 quadrants
• Clear venous seeping in 2 quadrants •
Intra retinal microvascular anomaly

Non(pre)-proliferative diabetic retinopathy

V • Neovascularization (abnormal growth of
new blood vessels) • Pre-retinal HM

Proliferative DR
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(a) (b) (c)

(d) (e)

Fig. 1 Various DR stages: a No DR, b, Mild, c Moderate, d Pre-proliferative, e Proliferative DR

methods. In the references [6–15], they combined edge computing and deep learning
for real-time responses where they leverage the computation task from the cloud
the edge to have minimized latency and reduced network traffic. Since most of the
automated DR detection methods are cloud-based, i.e., the fundus images capture
using fundus cameras/smartphones need to be transmitted to some central location
(cloud) for processing or classification. Using this edge-cloud architecture still, we
need connectivity and proper Internet connection. In areas where there is no con-
nectivity and no proper Internet connection, it is difficult to use this cloud-based
system for diabetic retinopathy detection [16]. Currently, fundus cameras are easily
available in the market. The fundus cameras can be connected to the AI-powered
device and detecting DR on-device. The motivation of this paper is to automatically
detect diabetic retinopathy on-device and do the inference in real time.

2 Related Work

The consequences of diabetic retinopathy can be prevented by detecting and treating
it at an early stage. After detecting the disease, an examination/evaluation needs to be
done regularly to know the progress of the disease [17]. This can be effectively done
by automatic detection which is time and cost-effective rather than manual exami-
nation. Over the recent past, the applicative span of deep learning has encompassed
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almost every field of human civilization like health care, manufacturing, space explo-
ration, etc. In the field of medical image analysis, convolutional neural networks are
widely useddeep learningmodels for image analysis and are highly effective. To auto-
matically detect diabetic retinopathy from the fundus images of the retina, different
researchers have used different deep learning techniques. These techniques classify
the fundus images into binary or multiple classes. Xu et al. [18] proposed a method
that used CNN to automatically classify the 1000 images from the Kaggle dataset
into diabetic retinopathy images or no DR images. Data augmentation techniques
such as flipping, rotating, rescaling, translation, and shearing were used to increase
the training data. The CNN method included eight CONV layers, four max-pooling
layers, and two FC layers and achieved 94.5% classification accuracy. Esfahani et
al. [19] used a pre-trained model ResNet34 and used images from the publicly avail-
able Kaggle dataset to classify them into no DR and DR images. Preprocessing of
images like weighted addition image normalization and Gaussian filter was applied
before feeding into the network. This method achieved 85% classification accuracy
and 86% sensitivity. Pratt et al. [20] proposed a CNN method as a classification
model. They used images from the publicly available Kaggle dataset and classified
them into five different diabetic retinopathy stages. Preprocessing like resizing of
images and normalization of color was done. They used the SoftMax function for
the classification of 80,000 images. Ten convolutional layers, eight max-pooling
layers, and three fully connected layers were included in their customized CNN
architecture. The dropout method was used to overcome overfitting. This method
achieved 95% specificity, 75% accuracy, and 30% sensitivity. The study studied by
Wan et al. [21] used various pre-trainedCNNmodelswhich includeAlexNet,ResNet,
GoogleNet, and VggNet coupled with hyperparameter tuning and do transfer learn-
ing to know how well these models classify. Before feeding the 35,126 images of the
Kaggle dataset to the various models’ image preprocessing like crop, normalize, and
NLMP (denoising) was performed. To increase the training data, data augmentation
was done. Among all the models, VggNet achieved maximum accuracy of 95.68,
97.86% of the area under the curve, and 97.43% specificity. Likewise, Khalifa [22]
et al. also made use of transfer learning and studied six different pre-trained deep
CNNmodels that include ResNet18, AlexNet, SqueezeNet, GoogleNet, VGG16, and
VGG19. They used Asian Pacific Tele Ophthalmology Society (APTOS) dataset in
their research. To overcome overfitting, different data augmentation techniques were
used. The maximum testing accuracy of 97.9% was obtained by the AlexNet model.

3 Dataset and Pre-processing

The dataset used in this research to develop a model for automatic detection of
diabetic retinopathy is Asian Pacific Tele Ophthalmology Society (APTOS) dataset.
The APTOS dataset was published in the second quarter of 2019, containing 3663
fundus images, and the clinician has rated each image in five different classes (0–4)
based on the severity of DR as given in table 2. The images were taken from different
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Table 2 Different classes and no. of images

Class Severity No. of images in each class

0 Normal 1806

1 Mild DR 370

2 Moderate DR 999

3 Pre-proliferative DR 193

4 proliferative DR 295

(a) (b)

Fig. 2 Original (a) versus preprocessed image (b)

geographical locations and under different lighting conditions. Some of the images
are overexposed, underexposed, or out of focus. Also, there is a high imbalance
among the classes as the number of images in class 0 is much greater than in other
classes.

We have rescaled all images to the same size as all the images were of different
sizes. Also, some of the images were out of focus so, we have cropped each image
by finding the center of the retina and crop to a square containing a circular area of
fundus. For non-uniform illumination and blurring due to various lighting conditions,
aGaussian blur versionof imageswas carried out to highlight the important spots. The
original and the preprocessed images can be viewed in Fig. 2 below. Different data
augmentation techniques were used to reduce overfitting and to increase training data
to render models, and these include rotation, flipping (horizontally and vertically),
shearing, and zoom-in.

4 Methods

Convolutional neural networks (CNNs) are the most common and widely used
deep learning methods that have achieved great performance in the field of med-
ical imagery [23]. Building a model from scratch to solve a certain problem is a
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time-consuming and costly task. The model that has been trained to solve certain
tasks can also be used to solve another related task [24]. This is what transfer learning
is all about. Transfer learning is an approach, an optimization to save time and get
better results. It has gained popularity in deep learning where pre-trained models that
have learned from solving the problem with huge labeled training data and use this
knowledge to solve some other related tasks. The last layers of the pre-trained mod-
els are deleted and viewed as feature extractors and are the starting point for a new
related problem. Transfer learning allows to retrain the existing pre-trained model on
the custom dataset due to which not only training time is reduced but also the dataset
size. In our study, we have also used transfer learning and parameter tuning, we have
used ResNet50, Inceptionv3, EfficientNet-B5, EfficientNet-B6, and VGG19, which
are the latest deep convolutional neural networks, and do transfer learning to detect
the severity of diabetic retinopathy.

4.1 ResNet 50

The subsequent architectures after the AlexNet that won the ImageNet competition
in 2012 tried to add more layers in the deep neural network to reduce the error
rate. Adding more layers to the network generally gives better performance up to
some limitations. After the limitation, the performance degrades, and the problem
associated with it is vanishing/exploding gradient.

To address this problem, Kaiming et al. [25] put forward a framework called
residual network (ResNet) that won the ILSVRC championship (2015) that uses
skip connections as shown in Fig. 3 or shortcut connections. If some block of the
network hurts the performance, the block is skipped using these skip connections in
the training process. ResNet50, a variant of the ResNet model, contains 48 layers of
convolution, 1 max pool, and 1 average pool layer the total of 50 layers.

Fig. 3 Resnet architecture
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4.2 InceptionV3

Inceptionv3, a variant of inception [26] architecture, is a 48-layer deep convolutional
neural network. It was introduced in 2014 byGoogle researchers and is trained on the
ImageNet dataset that contains 1.2 million images approximately and can classify
into 1000 different classes like keyboard, mouse, animals, etc. In previous versions of
inception also, 1 * 1 convolution layers before 3 * 3 and 5 * 5 were used to reduce the
parameters to enhance the utilization of computational resources. The inception net-
work consists of various inception modules also called repeated modules are stacked
one above the other to form the deep convolutional network. The Inceptionv3module
is shown in the figure below. For easiermodel adaptation in Inceptionv3, various tech-
niques were suggested for optimizing the networks, and these include regularization,
dimension reduction, factorized convolution, and parallelized computation.

4.3 EfficientNet B5 and B6

EfficientNet introduced by Tan and Le [27] in 2019 is a new technique achieving
the state-of-the-art image classification accuracy from Google AI research. This
technique rethinks the way we scale convolutional neural networks up. One way
of scaling the CNN is to add more layers, for example, ResNet18 to ResNet200.
Unlike in ResNet, systematic and compound scaling of depth, width, and resolution
of convolutional neural networks is done in EfficientNet. The blocks ofMobileNetV2
are used as core building blocks of EfficientNet and achieve better performance with
low computing power. The family of EfficientNets ranges from B0 to B7. The base
model of EfficientNet-B0 is similar toMnasNet whose architecture is given in Fig. 4.

Fig. 4 Inceptionv3 module
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Fig. 5 EfficientNet-B0 baseline architecture

All the models of EfficientNet contain seven blocks. As we move from EfficientNet-
B0 to EfficientNet-B7, the varying number of sub-blocks of these blocks increases
(Fig. 5).

4.4 VGG19

In 2014, Andrew Zesserman andKaren Simonyan of Visual Geometry Group (VGG)
lab proposed a convolutional neural network named VGG 16 [28] for the ImageNet
competition and won first place. VGGNet consists of 16 convolutional layers with
only 3 * 3 kernels. Another variant of VGGNet is VGG19 which has 19 CONV
layers. The core idea behind the VGG is to keep the CONV size small and constant
and design a very deep network. The key difference between the VGG16 andVGG19
is number of layers.

5 Performance and Result

In our study, the performance of five convolutional neural networks, i.e., Resnet50,
Inceptionv3, EfficientNet-B5, efficientNet-B6, and Vgg19 is evaluated to produce
predictive models using cross-validation process.

The performance metric used to evaluate all these models here is accuracy and is
given by

Accuracy = TP+ TN/TP+ TN+ FP+ FN

The average accuracy of these models to predict the severity of diabetic retinopa-
thy is summarized in Table 3. The average accuracy of Resnet50, Inceptionv3,
EfficientNet-B5, EfficientNet-B6, and Vgg19 are 82.66%, 79.48%, 84.38%, 86.03%
and 82.59%, respectively.



Automatic Detection of Diabetic Retinopathy on the Edge 137

Table 3 Classification accuracy of customized CNN models

Model Resnet Inceptionv3 EfficientNet-
B6

EfficientNet-
B5

VGG19

Training loss 0.0495 0.1684 0.1311 0.1291 0.3488

Training
accuracy

83.01 0.9331 94.51 95.72 85.72

Validation loss 0.0564 0.8989 0.6094 0.5855 0.5138

Validation
accuracy

82.66 0.7948 86.03 84.38 82.59

6 Deployment on the Edge

TensorFlow lite is an open-source framework that makes it easy to deploy the pre-
trained machine learning models on the edge device. The deployment of models
on the edge device like microcontrollers, embedded Linux devices, etc., can help
improve latency, privacy, connectivity, and power consumption. TensorFlow lite con-
verter (which converts and optimizes TensorFlow models to an efficient form) and
TensorFlow lite interpreter (that runs the optimized models on different hardware’s
like microcontroller) are two main components of TensorFlow lite. The fundus cam-
era to capture the fundus image of the retina can be connected to the low-powered
AI device where the pre-trained model is already deployed to detect the severity of
diabetic retinopathy in real time, energy efficient without proper connectivity. In our
study, the customized EfficientNet-B6 has got highest classification accuracy, and
therefore, we have converted this model to an optimized and efficient form using
TensorFlow lite converter. To deploy this optimized model on the edge device and
do the real-time inferences, we have taken Raspberry Pi which acts as an edge device
and installed TensorFlow lite on it. The Raspberry Pi used here is 2B plus which is
an old model having a 900MHz quad-core ARM cortex-A7 CPU and 1 GB of RAM.
The optimized trained model is then deployed on the Raspberry Pi as a Web applica-
tion. Here, we have used a PC/laptop that is connected to this edge device fromwhere
fundus image of the retina is taken and uploaded to Raspberry Pi for predicting the
severity of diabetic retinopathy. The images from the PC are sent as post requests
to the edge device through the Web browser. At the edge device (Raspberry Pi), the
flask server installed on it takes the request and runs the script where inference takes
place and the output class (severity) to which this image belongs is sent back to the
browser. Hence energy efficient and in real-time severity of diabetic retinopathy is
detected without any proper connectivity.
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7 Conclusion and Future Scope

Diabetic retinopathy (DR) is quite possibly the well-known complication of diabetes
that affects the eyes and is the main cause of blindness among active population. At
the early stage, it may show no symptoms but in due course can cause blindness. The
consequences of theDR can be prevented by detecting and treating it at an early stage.
After the DR is detected, a regular examination is required to check the status of the
disease. Themanual detection of DR is time-consuming and costly and requires well-
trained medical practitioners to evaluate the fundus images of the retina. Therefore,
various automated methods have been developed for detecting DR, andmost of these
methods are cloud-based. In the areas where there is no connectivity and no proper
Internet connection, it becomes difficult to make a diagnosis in such rural areas. In
this paper, the attempt is to develop a deep learning model for detecting the severity
of DR and deploy it as a Web application on an edge device. Therefore, the fundus
images of the retina are classified into five stages based on the severity of the disease
in real time without any transmission of data to the cloud. In this study, we have used
CNN models including ResNet50, Inceptionv3, EfficientNet-B5, EfficientNet-B6,
and VGG19 trained on the APTOS dataset and do transfer learning. EfficientNet-B6
has got the highest accuracy. To detect the DR on device, we deployed the efficient
and optimized pre-trained EfficientNet-B6 on the Raspberry Pi which acts as an edge
device and had a negligible impact on the classification accuracy.
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A Survey on IoT Security: Security
Threads and Analysis of Botnet Attacks
Over IoT and Avoidance

M. Vijayakumar and T. S. Shiny Angel

Abstract IoT is an emerging technology that provides humans very handy support
in various aspects and applications. This technology faces various threats in various
aspects. The proposed work will analyze the various levels of threats and combating
the threats. Various levels of threats are identified to the IoT. Over twenty-five,
different levels of threats are identified for the IoT in different aspects. As the IoT is
an emerging technology, it has to overcome these hurdles. In this paper, a nitty dirty
review of the security-related challenges and wellsprings of peril in IoT applications
is presented. Within the wake of talking around the security issues, diverse emerging
and existing developments focused on finishing, and also, mainly Botnets-based
threats feature over IoT is been provided solution as it is most vulnerable comparing
other threats. Combating features are recommended.

Keywords Threats · Botnet attacks · Bargaining · Negotiation

1 Introduction

All recent technologies are having some sort of issues that makes the system handle
with some sort of fear of safety; similarly ,the IoT-based devices have the same issues.
Most of the IoT devices are targeted because of certainly valid reasons as embedded
components are easy to exploit, these devices are always in on condition, they follow
low-security standards, even all users can be able to configure the device with a
simple password that is easily accessible by the attackers, and developing malware
can easily crack the password used as security in the IoT device. Monitoring and
servicing of IoT are not well established for security. A single attack affects a large
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Fig. 1 Different IoT structures

Table 1 Comparison of security between IT devices and IoT devices

IT security everywhere IoT security

Devices with a lot of resources are common in
IT

IoT devices need to be carefully provisioned
with security measures

Far reaching IT is built on contraptions with a
part of assets

IoT frameworks are composed of gadgets
having confinements in terms of their program
and equipment

For wide security and lower capabilities,
complex calculation is actualized

As it was lightweight, algorithms are favored

Homogeneous innovation is mindful for tall
security

IoT with heterogeneous innovation produces a
huge sum of heterogeneous information
expanding the assault surface

number of systems at a low cost, so attackers have an elation in attack on IoT devices.
Figure1 shows the past, present, and future architecture of IoT.
In the future, the contraptions (devices) are not fair anticipated to be related with
the Web and other neighborhood contraptions (devices) but at the same time are
required to talk with diverse contraptions (devices) on the Web authentically. Aside
from the contraptions or things being associated, the thought of social IoT (SIoT) in
addition creating. Social IoT will empower unmistakable social organizing clients to
be related with the contraptions, and clients can share the contraptions over the Net
[1].

With this colossal extend of IoT applications comes the issue of security and
assurance. Without a trusted and interoperable IoT environment, rising IoT appli-
cations cannot arrive at ubiquity and may lose all their idle capacity. Nearby the
security issues gone up against for the foremost portion by the Web, cell organi-
zations, and WSNs, IoT also has its uncommon security challenges, for example,
protection issues, confirmation issues, board issues, data stockpiling, etc.

Table1 sums up different factors because of which making sure about IoT climate
is substantially more testing than making sure about typical data innovation (IT)
gadget (devices) so, in the proposed research work, the various vulnerabilities are
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Fig. 2 Typical IoT architecture

discussed. Solution for those threats has been researched out as a research paper
[1, 2].

1.1 IoT Security Architecture

Due to the differing qualities of the gadgets and huge number of communication con-
ventions in an IoT framework, conjointly different interfacing and services offered,
it is not reasonable to actualize security moderation based on the conventional IT
organize arrangements. The current security measures which are connected in an
ordinary organize may not be adequate. Assault vectors as recorded by the Open
Web Application Security Venture (OWASP) concern the three layers of an IoT
framework, which are equipment, communication interface, and interfaces/services.
Thus, the usage of IoT security relief ought to envelop the security design at all IoT
layers, as displayed in Fig. 2 [3].
There are different existing reviews on IoT security and protection issues. Yuchen et
al. [4] have summed up different security issues in IoT applications. Hameed [5] was
discussed many algorithms to secure the IoT network. In any case, these algorithms
and strategies still need improvement in numerous angles to be utilized in the IoT
framework and give confidence in the security and privacy environment. Ngu [6]
focused mainly on the security issues related to IoT middleware and provides a
detailed survey of related existing protocols and their security issues. Guizani et al.
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[7] have reviewed different trust the executive’s procedures for IoT alongside their
advantages and disadvantages. Security components for IoT security, for example,
software-defined networking (SDN) and network function virtualization (NFV), are
discussed.

The main contributions of this work are as follows:

1. An arrangement of different IoT applications and unequivocal security and secu-
rity issues were recognized with those applications.

2. A positive clarification of different threat sources in different layers of IoT.
3. Review on the proposed countermeasures to the security issues in IoT.
4. An examination of the open issues, troubles, and future examination headings for

making secure IoT applications.

2 Sources of Security Threats in IoT Applications

As discussed in Section I, any IoT application can be divided into four layers: (1)
sensing layer; (2) network layer; (3)middleware layer; and (4) application layer. Each
of these layers in an IoT application uses diverse technologies that bring several issues
and security threats. Figure3 shows various technologies, devices, and applications
at these four layers. This section discusses various possible security threats in IoT
applications for these four layers [8].

2.1 Security Issues at Sensing/Physical Layer

Issue through Humans
There are many applications are being used on various devices by humans which
are supported by the IoT device. Reference [9] Humans communicate with different
devices in different forms for example in text mode, voice mode, and face-to-face
mode. With single connectivity called the internet without the cybersecurity knowl-
edge, people are not aware about the attackers in the digital world. People usemost of
the Internet-connected devices without the knowledge they are exposed to threats to
their data, which would become a threat to their life itself in some cases. Most unse-
cured components could be a backend information provider of some organization or
a corporate network. This should be secured with a certain research methodology
that will provide complete protection.

Deficiency Technology Update
Most people lack in investing to have IoT-based infrastructures that will pave way
for the attackers to make an easy entry for attacking the devices. The lack of proper
update of installed devices also makes a chance of attack, and it makes device open
for all to take up the data. Making proper updates will avert the breach of the data
that will be major security assert for the concern [10].
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Fig. 3 Layers in IoT System

Poor Physical Security
Software-based security is being discussed by most of the researchers, but there are
chances of hardware-based security too, and the intruders and hackers planning
access the device with the hardware devices too. The hardware protection should be
enabled in a way that tampering of the device can be possible by the hackers, in that
USB ports are one of the devices which could be able to tamper [11]. A seal can
be proposed to the USB ports that would have an anti-tampering shield that would
protect the device from the hacker. The shield will be embedded with the main circuit
of the device, whichwould collapse the entire system if the device is meant to tamper,
by that the hackers will not attempt to disassemble the device.

RFID Skimming
The hackers use this mode of attack to gain information about a transaction made
through all transaction cards. The card detectors are compromised with RFID Skim-
ming techniques supported by near field communication (NFC) device [12]. The
device which is placed by the hackers will make a copy of the transaction data and
will transfer it to the hacker’s system. It will mean to sense plain data from the device
and transfer it to the hacker’s server.
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2.2 Security Issues at Data Link Layer

Appliance Phishing
Phishing ofmachineswill be an identified concern in the forthcoming period of years.
Attackers will try to enter illegally and try to access IoT components and will send
fake signals to networks that will cause owners large damage. The operating system
will be in attack; for instance, if there is a plant controlled by an IoT device, the fake
signals will be giving different signals that make the machinery large damaged. The
varying and wrong signals will make the system a large troublesomely [13]. This
increases chances of appliance phishing issue. This could be rectified through strong
encryption-based chippering security.

Much components, More Coercions
As many devices are connected with IoT, they much have chances of attack by both
active attackers and passive attackers. A device meant for support is the data centers
at the backend. The product which is in use can store the personal information about
the user and has the chance to propagate to the remote server, so there are chances
of a copy of the secret personal information of the user to known to the third person.
So, secret gateway should be derived at the IoT device itself to hold the data transfer
or data store of the user over the device or the server [14].

2.3 Security Issues at Network Layer

Hazardous Communication
Most of the IoT components will not encode the communications while transferring
to the networked systems. It is considered the largest safety task for IoT out there. IoT
using concerns want to make certain conversations among gadgets and cloud server-
based amenities in a steady and encrypted form. Great exercises to conform steady
communique are to practice delivery ciphered then to custom criteria similar TLS.
Quarantining gadgets via the usage of diverse networks likewise facilitate produce
stability in addition to a secluded conversation that maintains the communicated
statistics stable as well as trusted [15].

Resident-Based Attack
Internet of Things (IoT) protection had become a freighting fear; subsequently, it
links the opening among the digital and somatic sphere. By way of previously stated,
unprotected Internet of Things (IoT) componentsmayooze user’s connectivity (Inter-
net Protocol) domicile thatmay not identify users living locality. Illegal control takers
have chances to have a business by using collected data toward dissident Web ser-
vices, place in which unlawful outfits. As well as, while the user in a make of Internet
of Things (IoT) coupledwise household protection arrangements, after that this setup
will have chances of negotiated too. For this reason, IoT device protection is stressed
often. The user would like to protect his associated components via the Internet of
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Things (IoT) protection as well as therefore by the support of tunnel-like networks
as VPNs [16].

Individual Data Disclosures
Skilled computer-generated delinquents can be a reason for huge mutilation even
though inspection data provides some of the network protocols (Internet Protocol)
connectivity via unprotected IoT components. The connection modes often will not
locate the utilizer’s area as well as the user’s original location they live. So, the virtual
private network (VPN) is recommended by techies and experts. Setting up a tunnel
network like VPN over the user router may encode the entire movement via ISP [17].
Virtual private network or tunnel networks have the user connecting privy Internet
address as well as protect the user overall user resident connecting setup.

Privacy Concerns
Huge datum is being collected through most of the IoT devices that might include
with most sensitive and secret information without any proper security aspect for
the information. Users should review the security agreement made by the apps and
the nature of the information being collected. If the information is more personal
or sensitive, then the user to be cautious using that such apps [18]. Or a security
application should be developed to encapsulate the sensitive and most private infor-
mation while uploading apps. This encapsulation must be a security lock that could
open by only the user. If it requires for the app service provider

2.4 Security Issues at Application Layer

IoT components drafted to Botnets
Alike other gadgets presence attacked in form of hackers who takes control of the
device and email servers are changed into bulk junk mails or messages; clever device
gadgetsmay also be customized in the formof vulnerable device code for carrying out
distributed denial of service (DDoS) attacks. Earlier, attackers used infant displays-
oriented output devicewatches to hold available huge gaugeDDoS attacks. Producers
want to recognize dangers linked with IoT-associated components and yield to vital
actions to protect respective components. This attack is a danger, and it is to be
countered with the aspect of security pattern, in an unbreakable server setup [19].

IoT device negotiation through junk Emails
The science and technology developments that occur date to date havemade room for
an overabundance of shrewd components into the usage of humans, but never stopped
to shrewd utilizations, self-governing house control systems, etc. The components
utilize the same computing energy by way of other IoT-linked components that have
been utilized for many jobs. As per a new update, it has been identified that the
devices that are been in negotiable condition can produce a huge amount of spam
mails to perplex the user. For this issue, the server should be properly secured to
counter this issue [20].
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Resident-Based Attack
Internet of Things (IoT) protection had become a freighting fear; subsequently it
links the opening among the digital and somatic sphere. By way of previously stated,
unprotected Internet of Things (IoT) componentsmayooze user’s connectivity (Inter-
net Protocol) domicile thatmay not identify users living locality. Illegal control takers
have chances to have a business by using collected data toward dissident Web ser-
vices, place in which unlawful outfits rig function [21]. As well as, while the user
in the make of Internet of Things (IoT) coupled wise household protection arrange-
ments, after that this setup will have chances of negotiated too [22].

Negotiating Medicinal Procedures
Medicinal equipment coupled with the IoT have somewhat large chances of attack by
hackers,who can take control over these devices andmake eavesdropon the important
and secure medical and personal data of some important persons in society and even
common man medical reports are to be secured in this money minded world, those
records can be sold for some purposes.

For medical data protection, a chip can be inbuilt in the device to analyze the
patients. The memory chip presents analysis, and device stores the present status of
the the patient’s conditions to make double encryptions. These chips are compatible
in nature. These memory chips are given to the patient to maintain secrecy with him
or herself to maintain secrecy, while hemeets with his physician, a onetime password
is generated and delivered to both doctor and patient personalmobile number tomake
the access of the memory device and get the information about the particular patient
and provide the treatment [23].

Man-in-the-Middle Attacks
Eavesdropping mode of attack is made in this attack, hackers try to intercept the
communication between the communicating persons through IoT device which would
be insecure in nature or a dangerous network, masquerade attack is made over the
users, and the attack makes a major bad impact over the user’s major and most
important information [24]. A security-based provision is proposed for this issue,
a new technique is enhanced by combining the block chaining the IoT data and
transferring the block chained the enciphered data through a tunneled network [25].
This would be a better approach which would be a strong network of secure IoT
communication.

3 Common Attacks on IoT Devices

Shortage of development
Most of the devices based on IoT techniques do not adapt any protection aspect in
their devices from hackers and data-based threats. A recent analysis warns of this
aspect, around 30 million devices all over the world are used without any proper data
security in their devices, and this will lead to any network-oriented attack over the
devices. Most of the devices lack security updating. Even though they have a security
aspect, they never update after a particular level. The concerns provide security to a
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certain level only. This level is also not enough to combat the threats and attacks of
hackers [26]. This makes users exposed to the hackers without any defending device.
This should be made overcome by external security support, which might defend the
system even though there is a stop in the security update for the concerned device.

Distant Contact
Reports discharged through Web data of Central Intelligence Agency conveys the
about the USA. CIA have been controlling the devices illegally into IoT gadgets
as well as changing the direction of the image capturing device/mouthpieces by
deprived of the information on the proprietors. Indeed, the likelihood that assailants
will occupy the gadgets in use by any user as well as store the proprietors deprived
of their insights alarming and made utilized through no one additionally by the
Administration themself. Its reports highlightedmonstrous vulnerabilities in themost
recent programming [25], for example, Android and iOS, which implies hoodlums
can likewise exploit these vulnerabilities and complete preposterous wrongdoings.

Information Larceny
Hackers are usually after information which includes, however, no longer restricted
to, patron names, purchaser location information, bank card numerical,monetary par-
ticulars, then additional. Alike while an organization has compact Internet of Things
(IoT) protection, still some special assault courses by hackers may take advantage. In
that case, such kind of tool is hooked up toward a concern’s network establishments,
the person who takes control over other devices is able to get benefit get right of
entry toward the computer connected establishments as well as cull entire valued
information [27]. Then, this information will be shared to illicit users for a huge sum
by the foretold beneficiaries through the procedure as briefed earlier.

Computational Intelligence coupled IoT
Computational intelligence is an emerging technology that could IoT in countering
the threats over it. The data storage-based threats can be somewhat averted through
artificial intelligence technology. If the IoT device possesses this AI support. The
technology will be providing support to control the IoT device based on the task.
Automation can be defined as a code as IoT codes. In some cases, the IoT codes can
also be interrupted by the hackers or attackers to change the activities of IoT devices
by just changing the code and make the device work harmfully to the user itself
[28]. So, there is both safety and security issue while using the artificial intelligence
supported IoT device. An alternate technique should be sorted out to avert this issue
to have safe usage of the IoT devices.

4 Evolution of Botnet

Generally, there are large numbers of Botnets are developed in the cyber environ-
ments for affecting various net-based devices. A short analysis is made about these
Botnets. Botnets are generally classified into two Botnets; they are traditional Botnets
and IoT-based Botnets.
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4.1 Traditional Botnets

This Botnet is not segregated as the specific task of attack, it is meant for the attack of
overall computational devices like computers and servers, and they attack the device
with malware and zombies, compromise the device to act like malware and zombies.
Botnet owners can control devices, they make the device to have denial of services
to the users, and other attacks like spam mail and information theft are other attacks
by the traditional Botnets.

4.2 IoT-Based Botnets

IoT-based Botnets are the system that forms a cluster that negotiated Internet of
Things (IoT) components in the form of all electronic system devices which are
already compromised by the Botnets infected by the malware. Malware will permit the
assailants to make dominate the device making the task as a conventional Botnet. This
IoT Botnet will replicate its patch with the connecting devices to which it connects
and makes the device bot-affected device.

4.3 Different Botnet Attacks

For understanding Botnet attack outcomes, some of the attacks are elaborated, and
they are as follows

Linux. Aidra
This attack is identified in the year 2012 through the cybersecurity scientists at
ATMA.ES. It is the first identified and registered attack where a large number of
telnet-connected devices are affected due to this attack.

Bashlite
This attack came to light in the year 2014 a source code is published with multiple
variants in the type of Bashlite in the different names gayfgt, qbot, lizkebab, and
torlus. Over 1 lakh devices had been affected due to this attack.

Mirai
This attack was made in the year 2016, and this attack made a record-breaking
attack over the devices in the form of a DDoS attack on the devices like Krebs, OVH,
and Dyn. The main aim of this Botnet is all electronic devices that support IoT, and
featuring ten predefined attacks, the Botnet made down many server infrastructures
and cloud service providers. Assaults are GRE floods and water torture attacks.

Linux/IRCTelnet
This attack was made in the year 2016 through the malware Must Die, The Internet
of Things (IoT) Botnet is aiming at all electronic devices like (routers, DVRs, and
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IP cameras). UDP and TCP flooding of data signal along with the IPV4 and IPV6
protocols support is the outcome of this attack.

4.4 IoT Botnet Monitoring System (IBMS)

This system is proposed to monitor the attempt of Botnet-based attacks over IoT
devices to provide alerts in means of the nonce to the server in which other IoT devices
are connected. This alert will be based on the time interval basis that will make the
IoT suspend the communication among the devices connected with. Detection of
attack is identified through the behavior of each network that is connected with the
main server for the particular application.

The devices which attempt to attack or attempt to fire the Botnet initially will have
the behavior change, the sequence signal from the device varies, the time interval of
normal time signal and attack planned signal varies, and this one aspect is considered
as the behavior based on the probability. Based on it, a training set is made to identify
the affected Botnet node or malleolus node which attempts the node [29].

In other modes, an artificial intelligence approach can be handled to identify the
devices which are meant for the attack of Botnets and going to become a Botnet
[30, 31].

4.5 Bargaining and Negotiation Methodology for Botnet
Identification

Bargaining is a communication technique between two people generally to accept
one person’s ideology by others. Similarly, in a multi-agent concept, two agents had
given a task to solve it, and they communicate with each other. One agent generally
makes another agent accept its action and the other agent to do the task given by
the agent. The same concept can be applied to identify the Botnet-affected node or
device and isolate the device from communicating.

Three types of signals are made to arise among the two devices, the commands are
as follows,

Signal α—To accept the task
Signal β—The device is busy wait for n seconds
Signal γ—Negating the signal cannot accept the signal or task.
For signal transferring, three different wavelength signals can deploy for each dif-
ferent nonce modulated signal that can only be sensed by the specific sensors that
are to be derived [11–13] (Fig. 4).
Step 1: The device starts to establish the communication with the connected device
(D1α ⇒ D2)
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Fig. 4 Bargaining and
negotiation among the agent
in general

Step 2: Waits for t seconds for the response or to accept the task D1α (t)D2)

Step 3: Produces a Nonce α signal for the alert and negotiating signal to accept the
task. (The negotiating signal nonce is made a maximum of three times to ensure the
device is ready to take the task in a very short interval of time) D1αt (n1), D1αt (n2),
D1αt (n3).D2)

Step 4: Within the 3 nonce signal connected device will respond with the same D2α1
nonce signal for accepting the task.D2)

Step 5: If the signal D2α 1 is received, then the device starts to give the command,
for an application that is going to be processed.D2)

Step 6: If the device is in the other task, it alerts with nonce D2β instead of D2α 1 D2)

Step 7: The device stops sending nonce to that device and checks with other
devices.D2)

Step 8: If the particular device is affected by the Botnet of some issue nonce γ is
arising from the devices.D2)

Step 9: After receiving the signal Dγ the device disconnects with the issued device
and stops communicating.D2)

This mode of approach is meant to identify the devices that are not negotiating, and
generally, most of the devices tend to negotiate to respond positively, if it or not
attacked by the Botnet. This will be a better approach to identify the nature of the
device. Whether it is in the position of executing the task or it is affected by any of
the issues similar to any attacks [14–16].
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5 Conclusion and Future Enhancement

In this paper, various IoT-based issues are identified; a suitable rectification is being
provided for the issues. Solutions for Botnet attacks are been derived with a method-
ology that will identify and segregate the attacked device from other devices, which
will stop the further breakdowns of the systems. In future enhancements, modulated
signals are derived, with the modulated device sensing sensors, which will support
identify the components which are been attacked, and this will be able to protect
other components from further attack.
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A Coherent Approach to Analyze
Sentiment of Cryptocurrency

Ayush Hans, Kunal Ravindra Mohadikar, and Ekansh

Abstract In this paper, we have tried to analyze the real-time Twitter data of some
popular cryptocurrencies, like Bitcoin. Bitcoin has been by far the largest cryptocur-
rency in terms of market size. Its market capitalization currently sits at over 1 Trillion
US dollars. Even though it has gained popularity during this decade, still the cryp-
tocurrency has seen many significant price swings on both daily as well as long-term
valuations. In recent times, the influence of social media platforms like Twitter can
be seen on cryptocurrency as well. Twitter is being used as a news source for many
users who need to buy or sell Bitcoin. Therefore, understanding the sentiment behind
the tweets which have a direct impact on price direction can help the user to trade
in cryptocurrency better. The real-time data extracted using the APIs can help the
user get the tweet sentiment at the time of purchase which can provide him/her an
advantage in buying/selling the cryptocurrency. By combining the commonly used
sentiment analysis tools like VADER and TextBlob into a single model, we can get
a more accurate sentiment analysis of the tweets.

Keywords Sentiment analysis · Twitter · Tweets · VADER · TextBlob ·
Cryptocurrency · Blockchain

1 Introduction

As of April 2021, the market valuation of all the cryptocurrencies combined is near
about $2 Trillion US$s after it doubled in 2021 in lieu of its increasing institutional
demands. The value of Bitcoin itself had reached its all-time high of $63,558, which
was an increase of more than double in 2021. Many people see cryptocurrency as
an actual currency that can be used for daily purposes, while others think of it as a
great investment opportunity. Now more than ever, people have started to invest in
cryptocurrencies like Bitcoin keeping in mind the high risks involved. For instance,
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the value of Bitcoin is so unstable that sometimes, in a single day, the market value
of a single Bitcoin fluctuates for more than 10,000 USD.

This type of volatility in the price of the cryptocurrency makes it difficult for
the general person who wants to use it as an everyday currency and also for the
traders who wish to invest in it for even a short term. Researcher Ladislav Kiroufek
found that Bitcoin is a unique asset in that its price behaves in ways similar to both a
standard financial asset and a speculative one [1]. Given that cryptocurrency prices
do not behave like traditional currencies the prices are extremely difficult to predict.

Given that these cryptocurrencies use blockchain as their major technology, they
are most likely to stay in the market for a very long period of time. This means we
have to figure out an ingenious way to predict the price fluctuation before it even
happens. Moreover, nowadays, social media has become an enormous source of
information for all the major companies to monitor public opinion. Microblogging
services like Twitter, Reddit have become the best known and the most commonly
used platforms. Furthermore, they have evolved to become significant sources for
every type of information [2]. Twitter is considered the most popular microblogging
service that allows users to share, deliver, and interpret real-time, short, and simple
messages called tweets [3]. Therefore, Twitter is used for providing a plethora of
data that are used in the fields of opinion mining and sentiment analysis.

In this paper, we propose an approach that could be a probable solution for pre-
dicting the most accurate sentiments behind the flurry of tweets on Twitter about the
particular cryptocurrency which can in turn help in predicting the price fluctuation.
This can be implemented with the use of Twitter APIs which help us extract and store
the real-time Twitter data about the particular cryptocurrency by using the keywords
like Bitcoin, Ethereum. These tweets are collected, stored, and then analyzed to get to
know the sentiment behind them. This sentiment analysis was done by using valence
aware dictionary for sentiment analysis (VADER) and Textblob. VADER is a model
which is used for sentiment analysis of text data that is sensitive to both polarity and
intensity of emotion. On the other hand, Textblob is a Python library that is mostly
used for processing textual data.

The remainder of this paper is structured as follows: Sects. 2 and 3 provide the
background and a brief description of the related works in this field, respectively. In
Sect. 4, we describe the various data sources used in the paper. In Sect. 5, we present
in detail the proposed method. In Sects. 6 and 7, we discuss the results, provide a
conclusion, and propose recommendations for some future work (Fig. 1).

2 Background

2.1 Cryptocurrency and Blockchain Technology

In this paper, we have analyzed Twitter data related to cryptocurrency. More specifi-
cally,we have extracted data related to themost used cryptocurrencywhich isBitcoin.
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Fig. 1 Flow diagram of the model

Cryptocurrency is a digital currency that enables users to have an option for virtual
payment. Bitcoin was developed by the pseudonymous Santoshi Nakamoto in Jan-
uary 2009 [4]. Santoshi Nakamoto also published a paper called “Bitcoin” alongwith
the release of the cryptocurrency [5]. Cryptocurrency is based on blockchain technol-
ogy. Blockchain is a digital ledger (digital book of financial accounts) that is used for
recording information without any chances of hacking or changes in data. Key ele-
ments of blockchain technology are that it is decentralized, transparent, immutable,
opensource, and the identity of the user who performs any kind of transaction is
hidden or anonymous [6]. The data is stored not only at one location but at several
locations. This technology ensures that people who are using the technology for dig-
ital currencies such as Bitcoin are the ones who are maintaining it. This also ensures
that the cryptocurrency cannot be hacked, faked, or double-spent. The applications
of blockchain go beyond cryptocurrency. Blockchain has various applications in the
healthcare sector. Some examples of blockchain are in electronic health records and
clinical research [6]. The data of clinical research or patients could be stored on
blockchains and the records of individual users can be managed by themselves or
just the user or organization authorized to manage it. This was proposed by Yue et
al. [6]. This approach allows data to be managed safely and be distributed among
different health organizations.

2.2 Twitter

Twitter is a microblogging service that enables users to share content through small
posts. These posts are known as tweets. This social media platform enables users
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who are not registered to also read the tweets. It was founded onMarch 21, 2006 [7].
The purpose of Twitter is to connect people. This is done when a user follows certain
people who they think are interesting or find useful information from. This allows
users to receive tweets of all the people they are following. Twitter is used widely
to spread information on various trending topics, one of them being cryptocurrency,
Bitcoin. There are numerous tweets every day on Bitcoin such as price changes,
opinions, and facts. Twitter is also used for other purposes like sharing political
news, promoting research, reaching out to people, retweets, receiving feedback on
various topics or some product you have been developing, etc. The use cases of
Twitter are countless. Users can use hashtags to post and the same topic separately
[7]. A retweet is one of the powerful tools of Twitter which easily lets you post the
tweet again to share some valuable information on that post quickly. It is one of the
reasons why information spreads easily on Twitter.

2.3 Sentiment Analysis

Sentiment analysis is the mining of data through various tools such as natural lan-
guage processing tools, text analysis tools to find out the sentiment of a particular
text. Sentiment analysis can be done on various data from different sources such
as Twitter, Google trends, and any other source which can provide a large dataset
of texts or social media posts. Here, the tools are used to look for various words
and emoticons in the text which when analyzed can tell us the sentiment of the text,
whether it was in favor, neutral, or against a topic. Here, we are doing sentiment anal-
ysis on Bitcoin. The analysis is done using two tools, valence aware dictionary for
sentiment reasoning (VADER) and Textblob. VADER is a rule-based model which
is used for general sentiment analysis, especially for social media content [8]. This
is based on semantic lexicons [8]. These are words that are given weight of positive
and negative, and based on the collective score of these lexicons, we get a compound
score. Words like good, great, and love are interpreted as positive sentiment, and
words like hate, bad, ugly, and sad are interpreted as negative sentiment. Textblob
is a Python library used to analyze textual data [9]. Unlike Vader is best used for
purely textual data. It provides subjectivity and objectivity for each text, and using
these parameters, we can determine the sentiment of the text.

3 Related Works

We have built this paper by doing wide research on topics related to sentimental
analysis and price prediction of cryptocurrencies including but not limited to Bitcoin.
A researchpaper by JSLerner in thefieldof “Emotion andDecisionMaking” suggests
the importance of sentiments in any decision [10]. This is also applicable in the
field of cryptocurrency price prediction, which further strengthens the importance of
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sentimental analysis in cryptocurrency price prediction. Toni Pano and Rasha Kashef
published a paper on the same suggesting the use of VADER, while some papers use
Textblob for doing the same [11]. Both the papers list the advantage of the libraries
used. VADERworks best for emoticons tweets, while Textblobworks best for textual
tweets [12]. Also, many articles and papers suggest that approximately 20 percent
of tweets contain emojis [13]. We have used these results to develop a new approach
using both the libraries, and the result is combined using a weighted average concept.
The research paper presented uses the findings of all the above papers to extract the
sentiment of the people about Bitcoin using the Twitter API for the data and gives the
percentage of positive, negative, and neutral sentiments as the end result leading to
the more accurate extraction of the sentiments which further improves the accuracy
of applications such as price prediction of Bitcoin.

4 Data

To improve the prediction of sentiments related to Bitcoin, we have used the real-time
data of Twitter using Twitter API. We have used Twitter as our source for data as it is
the largest social microblogging platform with people active from all the fields and
has people from all backgrounds which makes it suitable for extracting sentiments.
The data is extracted from Twitter API by filtering it for the Bitcoin so as to get all
the tweets related to the Bitcoin. This data is further processed using libraries, and
mathematical operations are also performed so as to get the accurate prediction of
sentiments. The dataset of tweets can vary from time to time because of its dynamic
and real-time nature.

5 Methods

5.1 Sentiment Analysis Using TextBlob and VADER

After extracting the data and cleaning the data, now the data was analyzed to predict
if it would be appropriate to use the data as input for our project. Even after cleaning,
we felt the need to check if these tweets even have some real sentiments behind
them. If all the tweets are not objective in nature, then performing analysis on them
provides very little information to our model (Fig. 2).

As we know, Twitter is a microblogging platform where not all tweets are posted
by humans. This can be confirmed by a report taken from Twitter which estimated
around 40 million of its actual users as bots who post tweets that are merely for
advertisements or provide only facts. Actually, even beyond bots,many conversations
on cryptocurrencies are very subjective and can be very neutral in nature. Taking an
example of a tweet containing the current rates of Bitcoin in terms of USD is a mere
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Fig. 2 Analyzing the
extracted data

Fig. 3 Checking similarity
between different parameters
using HeatMap

fact and has no sentiments attached. Therefore, we need to segregate these tweets
into positive, negative, and neutral and in this process keep in mind that most of
these are words that are given weight of positive and negative, and based on the
collective score of these lexicons, we get a compound score. Words like good, great,
and love are interpreted as positive sentiment, and words like hate, bad, ugly, and sad
are interpreted as negative sentiment. The tweets should be neutral due to the large
presence of bots and many factual tweets (Fig. 3).

We use the VADER model to classify the cleaned data. While reading the tweets,
the words are given weight of positive and negative, and based on the collective score
of these lexicons, we get a compound score for that tweet. Words like good, great,
and love are interpreted as positive sentiment, and words like hate, bad, ugly, sad
are interpreted as negative sentiment. Thus, there are four fields of output after we
provide the data to the VADER model. These are: Positive, Negative, Neutral, and
Compound score. for j in tweet:
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if(type(j) == type(string1)): tx = analyzer.polarity_scores(j) vaderPos.append
(tx[’pos’]); vaderNeg.append(tx[’neg’]); vaderNeu.append(tx[’neu’]); vader-Comp.
append(tx[’compound’]) We also have used another Python library, TextBlob, for
processing the textual data and classifying it. It provides subjectivity and objectivity
for each tweet, and using these parameters, we can determine the sentiment of the
tweet. Polarity lies between [–1, 1], where –1 denotes a negative sentiment, and 1
denotes a positive one. On the other hand, subjectivity lies between [0,1], and it
quantifies the amount of personal opinion and factual information contained. The
higher subjectivity means that text contains more personal information rather than
factual information [14]. This score can intern be used to calculate the percentage
of positive, negative, and neutral tweets from our data. This can be done by classi-
fying all tweets having polarity above 0.4 as positive and all tweets having polarity
below –0.4 as negative and the rest of the tweets as neutral. j in tweet: (type(j) ==
type(string1)): = tb(j) .append(.sentiment.polarity) .append(.sentiment.subjectivity)

5.2 Incorporating the Output of both the VADER
and TextBlob into One

Usually, the tweets are not all textual andmight contain some emoticons. This is often
disadvantageous to process as it can handle only textual data with high efficiency.
Also, VADER is used for both textual data emoticons, but its efficiency with textual
data is not as good as TextBlob [15]. Therefore, if we were to combine the results
of these two, then we would have a model which can analyze the sentiment better.
Incorporating the scores of both VADER and TextBlob can be done taking into
consideration that around 20%of the tweets posted onTwittermake use of emoticons.
Taking a general guess, we can add the positive, negative, and neutral scores of both
VADER and TextBlob into one by taking a weighted average of them. This indicates

0.2 * (VADER_Positive%) + 0.8 * (TextBlob_Positive%) = Total_Positive% 0.2
* (VADER_Negative%) + 0.8 * (TextBlob_Negative%) = Total_Negative% 0.2 *
(VADER_Neutral%) + 0.8 * (TextBlob_Neutral%) = Total_Neutral%

Thus, this can be used to get a better analysis of the sentiment of these tweets as
this incorporated both the lexicon-based approach and the objectivity of the tweets to
classify them. To prove our hypothesis, we picked up a training containing 2 million
tweets and their sentiments and applied VADER, Textblob, and our custom model
for sentiment analysis. The error percentage and efficiency of each of these three
were monitored and to no surprise, it was as Table1.

After getting positive results for our custom model on such a huge, we applied
our model on real-time data which was extracted from Twitter API, and the results
were as follows.
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Table 1 Absolute Errors and Efficiency of the models

Models Absolute error in % Efficiency in %

TextBlob 9.28344 61.23

VADER 11.5172 49.41

Custom Model 4.459303 81.22

6 Results

After observing that our model works better, we applied it to the real-time data which
was extracted using Twitter API and stored as a CSV file. We then cleaned the data
and applied the classifying techniques to categorize the tweets as positive, negative,
and neutral. In the case of Textblob, if the polarity is less than –0.4, then the text is
classified as negative. If it is above 0.4, then the text is classified as positive. All other
texts are classified as neutral. In the case of VADER, the classification of positive,
negative, and neutral is based on the compound score. The compound score varies
from –1 to 1. If the score is less than –0.5, then the text is classified as negative. If
it is above 0.5, then the text is classified as positive. All other texts are classified as
neutral. As for our custom model, we took the weighted average of VADER scores
and TextBlob scores. Research has shown that at least 20% of the tweets posted have
emoticons and Textblob works better on Textual data while VADER works better
with text containing emoticons. Using this information, we calculated the weighted
average as shown in Fig. 4 and the adjoining pie chart (Fig. 5).

Fig. 4 Calculating weighted average to form our custom model
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Fig. 5 Pie chart representing
the proportion of positive,
negative, and neutral tweets

7 Conclusions and Future Plans

Earlier efforts to determine the sentiment related to cryptocurrency relied upon ana-
lyzing either textual data or emoticons optimally, i.e., one at a time. We tried to give
weightage to both types of data so as to get the results as close as possible to the
actual sentiment. We also tried to include subjectivity as a measure to determine
the sentiment so that we can give more weight to the factual data rather than giving
equal weightage to personal and factual data. In this way, we have tried to use several
parameters using different tools and libraries to extract the sentiment. This work can
further be used in price prediction models to predict the value of Bitcoin. Also, more
complex models can be used to filter the noisy data to get more clean data which will
further improve the accuracy of predicted sentiments. Also, data from other Internet
sources can be incorporated with it to improve the data quality which in turn will
improve the accuracy of our results.
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Supervised Machine Learning
Algorithms Based on Classification
for Detection of Distributed Denial
of Service Attacks in SDN-Enabled
Cloud Computing

Anupama Mishra and Neena Gupta

Abstract Software-defined network (SDN) is a networking technology that sep-
arates the data and control planes and enables centralized network control. This
technique encapsulates lower-level functionality, allowing networkmanagers to con-
figure, manage, and regulate network behavior. While centralized monitoring is an
important benefit of SDN , it can also be a serious security risk. The attacker gains
access to the entire system if he successfully penetrates the central controller. There-
fore, integration of SDN with the cloud itself provides insecurity to the cloud con-
sumers. To skillfully implement DDoS over the controller, an attacker must gain
access to multiple systems to launch multiple DDoS attacks. These DDoS attacks
will deplete the controller’s resources, causing its services to be unavailable. In order
to detect controller attacks early on, it is critical to expand the coverage of the net-
work. There are many existing techniques. However, relatively little research has
been done in the area of SDN. A number of solutions fall under this category, includ-
ing the use of machine learning algorithms for the task of classifying connections
as either valid or invalid. To detect suspicious traffics and connections, we employ
classification supervised machine learning algorithms, the Naive Bayes and support
vector machine (SVM), which also achieved a promising result in order to verify the
proposed work.

Keywords Machine learning · Cloud computing · SDN · DDoS

1 Introduction

Over the last few decades, traditional network architecture has remained largely
unchanged and has proven to be cumbersome. SDN [1, 2], a new architecture, is well-
suited to the dynamic and bandwidth-intensive applications. The architecture of SDN
allows to control the network and functions for forwarding to be entirely separated,

A. Mishra · N. Gupta (B)
Gurukul Kangri Vishwavidyalaya, Haridwar, India
e-mail: ngupta@gkv.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
D. P. Agrawal et al. (eds.), Cyber Security, Privacy and Networking, Lecture Notes
in Networks and Systems 370, https://doi.org/10.1007/978-981-16-8664-1_15

165

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-8664-1_15&domain=pdf
mailto:ngupta@gkv.ac.in
https://doi.org/10.1007/978-981-16-8664-1_15


166 A. Mishra and N. Gupta

which facilitates direct programming of the network control. This separation breaks
vertical integration as the control plane, which is what controls the forwarding of
the traffic, is not integrated with the switches and routers that forward the traffic (the
data plane). The control and data planes are separate, resulting in network switches
being simple forwarding devices while the control logic is implemented in a logically
centralized controller (or network operating system), reducing the effort needed to
enforce policies and configure the network while also facilitating network evolution
[3]. SDNcontrollers are often referred to as theSDN’s brain andheart. If the controller
is compromised, it is possible for the compromised user to take control of the entire
SDN [4]. Distributed denial of service (DDoS) attacks are frequently used to target
the controller. A DDoS attack is one in which several negotiated computer systems
attack a target, such as a Web site, server, or other network resource, resulting in a
denial of service (DoS) attack against the targeted resource. The flood of incoming
messages, connection requests, or malformed packets causes the target machines
to slow down or even crash and shut down, denying service to legitimate users or
machines. The attacker deploys the necessary tools on the server via systems that have
been compromised or negotiated. As with all computer systems, bots and zombies
are at risk of DDoS attacks. For this reason, the research community has devoted
much time and resources to mitigating these threats.

In this paper, we provide a technique for detecting DDoS attacks by applying
support vector machines (SVM) and naïve Bayes classifiers. We use a training
dataset to teach our classifier [5, 6]. The model is constructed using two classifi-
cation techniques, support vector machines (SVM) and naïve Bayes. Once the server
has received a new request from a client, it is sent to the model, which uses classi-
fication algorithms to predict whether the connection is normal or abnormal [7, 8].
Thus, by utilizing prior knowledge of connections and on top there is a classifier
model, which can discover the traffic as normal or anomalous.
The rest of the paper are structured as follows: In Sect. 2, the related existing works
discussed and analyzed. Section3 proposed and discussed our approach, along with
its fundamental concepts. Section4 shows the implementation, the results and dis-
cussion are in Sect. 5, and finally, Sect. 6 ends the paper with conclusion.

2 Related Work

SDN is well-known for its low-cost functionality for network virtualization, dynamic
policy enforcement, and centralized management over all network elements. The
purpose of SDN is to replace existing networks by decoupling control logic from
switches and routers. When the control plane is centralized, the network adminis-
trator bears a tremendous responsibility, as the administrator must also assure the
network’s security and good operation. The compromised network parts could be
used to steal sensitive information such as personal information, for illicit reasons or
to completely shut down the network. The architecture of SDN is layered, as seen in
Fig. 1. An application layer, a control layer, and an infrastructure layer are the three
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Fig. 1 Architecture of SDN

levels that make up the model [9].

• Application Layer: This layer provides user applications with both generic- and
application-specific services. It is responsible for establishing, releasing, and ter-
minating communication with other applications over a network.

• Controller Layer: The network’s brain, the controller, is located in the control
layer. The data required by the application layer is provided by it. The controller’s
information is used to construct SDN applications at the application layer. The
SDN controller is responsible for converting application needs, coordinating net-
work elements, and providing relevant information to SDN applications. A lot of
applications compete for network resources with an SDN controller, all of which
have different priorities.

• Infrastructure Layer: It consists of all network elements that allow network traffic
to flow and make their capabilities available to the control layer via south-bound
interfaces from the controller.
The south-bound interface, a control data plane, is the interface between the control
system and the data system. At application layer, the applications over SDN-Cloud
are developed, and they use north-bound interfaces to transfer to the controller
plane their network requirements.

DDoS assault [10] is a well-known means of carrying out harmful activities by
flooding a target system’s resources with illegal traffic, causing the system to become
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unable to meet user demands. The primary premise underlying DDoS attacks is that
huge number of compromised nodes (zombies) are directed toward a single victim
across numerous locations. The principal goal of attackers is to accomplish two
things at once. The following is a list of them:

(i) Running out of bandwidth.
(ii) When all available resources have been exhausted [11]. Such assaults are par-

ticularly essential since they would have a negative impact on the server’s
performance and reputation. There are a lot of reasons why an attacker would
carry out such attacks [2]. Several factors could be in play, including political
gain, financial benefit, or simply disrupting service. SDN is unique in that it
possesses a number of key qualities that make it possible to identify and defend
against DDoS attacks. A central controller isolates the control plane from the
data plane. The authors in [12] programmability that connects networks, traffic
analysis that is facilitated by software, and automatic updating of forwarding
rules are some of the distinctive aspects. SDN-based attacks are identified using
a variety of methods, including entropy, connection rate, and machine learning
[13].

1. Entropy-based: The entropy of a given attribute over a certain time period is a
measure of its randomness. The randomness of a dataset has been effectively
determined using a variety of entropy-based approaches [14]. A higher entropy
number suggests a more distributed probability distribution, whereas a lower
entropy number indicates a more concentrated distribution. As a result, these
techniques are commonly employed for anomaly detection in classical intrusion
detection systems.

2. Connection rate-based: There are two methods of anomaly detection based on
connection rate. The first is the connection success rate, while the second is
the total number of connections made. The former shows the percentage of
successful connections compared to overall connections, while the latter shows
the overall number of connections made over a given time period. A legitimate
host has a better likelihood of connecting than a malicious host.

3. Traditional intrusion detection systems make extensive use of machine learning
algorithms [15]. They have been used in both wired and wireless networks with
great success. As a result, they have been demonstrated to be successful in
detecting DDoS attacks in SDN. Based on particular network properties, these
approaches identify connections as normal or anomalous.

3 Proposed Detection Method

In this section, we discuss the supervised machine learning algorithms based on
classification techniques for detecting DDoS attacks in SDN. We implemented our
proposed work using machine learning algorithms and the Ryu controller in Mininet
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Fig. 2 Flow of proposed
approach

emulator. Figure2 presents flow of proposed approach which takes inputs for classi-
fiers and based on algorithm decides whether the connection is normal or abnormal.

Classifier methods such as Naive Bayes and SVM networks were used to detect
DDoS attacks.

3.1 Naive Bayes

A supervised machine learning algorithm called Naive Bayes [14, 16] is used to
work with probabilistic models. In this model, probability is calculated for each
class to determine their categorization, which is then used to forecast the values
for a new class. x is an example of a problem that needs to be categorized. It can
be represented as a vector by x = x1, x2, . . . , xn where n represents independent
variables, and assigned to instance probabilities p(cx/(x1, x2, . . . , xn)). There are
K possible outcomes or classes for each of the ck possible outcomes or classes.

p(ck|x) = p(ck)p(X |ck)
p(X)
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Table 1 Algorithm for detection of DDoS attack

Select and extract the features form virtual machine monitor

if the controller starts then

forwarded the extracted features to the classifiers

the number of connected hosts are counted

The counted value is classified by a classifier based on the probability

and it is appended in training dataset with value and its class label

end if

if the traffic is classified as class anomaly then

send alert messages and drop the connection

else

packet is forwarded

end if

3.2 Support Vector Machines

SVM’s primary premise is to discover an ideal hyperplane that improves the dataset’s
generalization. It creates a model to predict whether or not a fresh sample will
fall into one of the categories [17]. Let us say you have a training dataset S =
(x1, y1), . . . , (xn, yn). The transferred input vector is represented by xi , and the
target value is represented by yi . SVM is a binary classifier with only two values
for class labels: +1 or 1. SVM creates an ideal hyperplane H from the inputs that
divides the data into various classes, and the hyperplane H can be defined as

xi ∈ Rn : ( �w, �x) + b = 0, �w ∈ Rn, b ∈ R (1)

The approach is based on applying the following function to identify the hyperplane
that yields the largest distance between training samples.

f (�x) = sign ( �w, �x) + b (2)

Algorithm of detection of DDoS in SDN-enabled cloud is presented in Table1.
First it collects the features statistics from virtual machine monitors, and then, it will
send it to network controller Ryu. It is forwarded to classifiers and based on the count
value, and if is identified as anamaly, then the connection is dropped else the packet
is forwarded.
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4 Implementation

We use Mininet emulator to create topologies and assign hosts to the roles of server
and client. Make client–server requests, and use them as test cases. As a result, the
dataset is not used in its raw form for training; rather, it is used in a processed form.
It has the number of parameters such as host time, no of requests, and the number
of hosts connected in seconds. A secure channel enables the controller to switch
to securely add and delete flow table entries. Whenever a new packet comes, the
OpenFlow switch checks it in the flow table for a match. If there is no match in the
flow table, the packet is forwarded to the controller for processing. The controller
maintains an ACL, and MAC address of each packet is compared to the ACL. When
a match is found, the packet is blocked, and connection is dropped; otherwise, the
packet is forwarded to the server. If the proposed technique detects those hosts who
are behaving abnormally, then they are denied access to the server, and also, their
addresses are added to the ACL, in regards to assisting detection of their subsequent
attacks.

5 Result and Discussion

The results of a simulation of a proposed algorithm in a Mininet environment are
discussed in this section. Mininet is a network emulator that helps in creation and
configuration of a network including hubs, switches, routers, host, and links. The
switches in Mininet allow OpenFlow for custom routing. Figure3 depicts the rate
of accuracy for both the classification algorithm. The accuracy of a classifier is a
measure of how successfully it divides positive examples into positive classes and
negative instances into negative classes. The Bayesian algorithm can be as accurate
as 63% of the time. It is possible that the classifier’s accuracy is due to the fact that
it was fed a tiny dataset. The accuracy rate of SVM is substantially greater, at 82%.
Fig. 4 shows the precision values for both the supervised learning methods. The
number of occurrences classified as normal out of all the cases classed as normal is
known as precision. The accuracy with which our algorithm classifies the cases as
normal is represented by this value. The term “positive predictive value” is also used
to describe it. The Naive Bayes algorithm has a precision of 76%. This means that it
correctly classifies cases into the typical class 76% of the time. SVM has a modest
advantage in terms of precision, with an 80% accuracy rate. SVM is clearly superior
to Bayesian classification in case of normal class because it is more precise.

Figure5 shows the recall values for both the classification-based supervised algo-
rithms, which consider howmany occurrences are correctly categorized out of all the
others. TheBayesianmethod has a 60% recall rate. The recall of SVM is substantially
higher than that of the Bayesian classifier, at 80%.
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Fig. 3 Accuracy of Naive
Bayes and SVM

Fig. 4 Precision of Naive
Bayes and SVM
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Fig. 5 Recall of Naive
Bayes and SVM

6 Conclusion

Because it is not just dynamic but also manageable, cost-effective, and adaptive,
software-defined networking is well-suited to the high-bandwidth, dynamic nature
of today’s applications. SDN promises to make it easier for network administra-
tors to perform well to changing business needs. The security of SDN controllers
is discussed in this paper. It presents how the supervised machine learning algo-
rithms based on classification help in detection of DDoS. When the proposed work
was implemented in SDN utilizing machine learning methods, it performed better.
Mininet and the Ryu controller are used to accomplish the proposed methodology.
By experimenting with various topologies, the findings indicate the solution’s use-
fulness. Because of the two methods analyzed, the SVM method gives best results
because it has the maximum accuracy and recall, as well as a fair precision value.
In the future, the other machine learning algorithms like kNN, random forest, and
linear regression can be applied.
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Edge Computing-Based DDoS Attack
Detection for Intelligent Transportation
Systems

Akshat Gaurav, B. B. Gupta, and Kwok Tai Chui

Abstract Vehicular ad hoc networks (VANETs) are a critical component of
intelligent transportation systems (ITS). Because VANET allows the transmission of
critical and life-saving information between vehicle nodes, any effort to compromise
the network should be recognized immediately, if at all feasible. The distributed
denial-of-service (DDoS) assault is one kind of cyber-attack that affects VANET
systems’ availability. As a consequence of the DDoS assault, vehicle nodes are
unable to transmit vital information. In this context, this experiment proposed edge
computing-based DDoS detection techniques. The proposed technique uses packet
entropy to distinguish DDoS attack traffic from normal communication. To deter-
mine the entropy values, we performed an in-depth study of five different machine
learning methods. precision, accuracy, f1 measure, and recall are used to assess the
performance of different machine learning methods

Keywords VANET · Entropy · Machine learning · Side channel attacks

1 Introduction

VANET [8, 10, 19] is a state-of-the-art technology that alerts vehicles to weather
conditions and other municipal and traffic department operational components. ITS
encompasses VANET, a subset of MANET [4, 9]. When the United States Fed-
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eral Communications Commission designated a 75MHz bandwidth of the 5.9GHz
band for Dedicated Short-Range Communication (DSRC) in 1999, it established the
foundation for the establishment of VANET. When the ASTM standards committee
selected IEEE 802.11a as the DSRCworking protocol in 2001, VANET captured the
interest of researchers. The IEEE updated the 802.11a protocol in 2004 and started
development with the VANET standard wireless access in vehicular environments
(WAVE).

The primary purposes of VANET are to guarantee passenger safety and to enhance
the driver’s operating conditions. It is possible to save lives and resources by using
VANET, because it can provide drivers with all the essential information, such as
the location of medical centres and fuel stations, and information on traffic conges-
tion. VANET attracts a large number of researchers because of its life-saving poten-
tial. The VANET is comprised of fixed roadside units (RSU) and movable vehicles
equipped with onboard units (OBU) [13]. In the VANET, communication occurs
between mobile vehicles (V2V) or between vehicles and RSUs (V2I). Through V2V
communication, vehicles share crucial information with other drivers. The primary
objective of this interaction is to provide more details to the vehicle’s driver about
the surroundings. The important information for the driver of the vehicle, such as
the nearest gas station or emergency, is transmitted through V2I connection between
vehicles and RSU. Figure1 depicts the fundamental VANET scenario, in whichmov-
ing and parked vehicles communicate with one another as well as with RSU.

Due to the fact that VANET is based on wireless connectivity, it is susceptible to
a range of cyber-attacks. A distributed denial-of-service (DDoS) attack is one of the
cyber-attacks that is used by the attacker to gain control over the vulnerable vehicle.
As a consequence of the DDoS attack, the vehicle node is unable to understand
the information received from its neighbours or to send crucial information to its
neighbours. Passengers’ safety is endangered as an outcome of the DDoS attack.

Fig. 1 VANET architecture
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Many researchers proposed different DDoS detection methods [6, 7, 16, 18, 20,
21], but those detection techniques are not able to detect DDoS attacks efficiently.
Fog/edge computing is one of the security solutions that is recently proposed by
researchers. According to Cisco [15], fog computing is a decentralized computing
concept that brings storage, processing, and other data centres closer to the end
device. In fog/edge computing, fog/edge servers are located near to end devices to
minimize end device latency. Each fog/edge server is analogous to a lightweight
cloud server [11]; as a consequence of these features, fog/edge computing may be
used to rapidly detect rogue nodes. Recently, VANET introduces the concept of
fog/edge computing. In a VANET, fog/edge nodes analyses the network and stores
important data in fog/edge servers. The fog servers, which are situated close to the
edge devices, analyse the incoming data and make quick judgments, which enables
them to detect the rogue car node. As a consequence, fog/edge devices are an easy
method to increase security.

In this context,wedeveloped aDDoSdefencemodel that allows the use ofmachine
learning to distinguish between DDoS attacks and regular traffic. We used entropy
to differentiate DDoS attack traffic from normal traffic. Entropy is a measure of
unpredictability, and as a result, it is an excellent technique for determining network
traffic variance. To determine the most accurate approach for distinguishing between
DDoS attack and normal traffic entropy values, we tested six different machine
learning techniques: LR, SVM, RF, DTC, GBC, and MLA.

The remaining part of the paper is split into the following categories: Sect. 2
examines past research in the area of DDoS detection and mitigation. In Sect. 3,
the proposed approach outlined is explored in detail. The study will then proceed to
Sect. 4, inwhich the results of the implementationwill be assessed. Section5 presents
some research challenges, and Sect. 6 of the chapter serves as the paper’s conclusion.

2 Related Work

In this section, we review some of theworks in the field ofDDoS detection inVANET
environment.

The authors in [12] propose a method for detecting malicious nodes in VANETs
using fog. In this approach, the fog server gets information about the vehicle node
and its topology from the cluster head. At the fog server, the reputation value of each
node is calculated, and a malicious node is identified based on this reputation value.

The authors in [13] proposed a cluster head-controlled detection technique for
VANETs. Under this architecture, the VANET network is divided into several clus-
ters, each with its own cluster head. The cluster head produces a trace file for each
node in the cluster. Each node’s attack signature sample rate is calculated using the
session’s trace file, and a malicious node is detected using CCA.

The authors in [5] propose an efficient data downloading method in VANET by
using a fog layer. The RSU identifies popular data based on vehicle node requests
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and stores it at nearby edge devices, enabling any vehicle node to directly receive it.
This increases the downloading efficiency of the vehicle node.

The authors in [8] point to a technique through which malicious traffic can be
filtered out from the VANET environment. The proposed approach is implemented
on RSU and uses an entropy-based approach.

The authors in [1] propose a hybrid approach based on machine learning for
identifying rogue nodes in a VANET. The proposed method is a mix of the SVM
kernel techniques used by AnovaDot and RBFDot. Collision packet drop jitter is
utilized to train the algorithm and then detect the malicious vehicle node in the
suggested approach.

The authors in [14] developed a technique for detecting DDoS attacks in a cloud
environment that is based on SDN [3]. To distinguishDDoS attacks from regular traf-
fic, the suggested method exploits the entropy shift. Statistical methods demonstrate
that the suggested strategy has a high rate of detection, a low rate of false positives,
and an outstanding capacity for mitigation. However, the proposed technique is only
applicable in a cloud environment.

3 Proposed Mythology

We propose an entropy-based DDoS attack detection method for VANETs in this
chapter. Our suggested approach is divided into two stages: the entropy calculation
phase and the machine learning phase. We built a model to test our hypothesis that
the attacker used bogus packets to flood the VANET network, and that the fraudulent
packets were either generated by bots or by a DDoS attack tool.

3.1 Entropy Calculation Phase

In the proposed architecture, each vehicle node sends data to its one-hop neighbour
until the data reaches the RSU. In our proposed approach, RSUs are considered
edge nodes. A single edge node communicates with the edge nodes of several areas,
enabling data sharing between them. As a consequence, if a malicious node moves
across areas, our proposed method can also detect it. Figure2 illustrates the topology
of our proposed approach, with Edge node 1 and Edge node 2 connected to regions
1 and 2, respectively. Each edge node estimates the entropy of receiving packets for
a specified time frame using Eq.1.

H(Y ) = −
n∑

i=1

Pi × log(Pi ) (1)
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Fig. 2 System model of proposed approach

where H(Y ) denotes the Entropy of a randomly generated variable Y with n poten-
tial values, i.e. y1, y2, . . . , yn and each value has a specific probability distribution
P1, P2, . . . , Pn

3.2 Machine Learning Phase

In the preceding phase, we calculated the entropy of incoming traffic and prepared
the dataset for future analysis and use in the next step. The purpose of this phase is
to evaluate our dataset in order to determine which machine learning method is the
most effective at distinguishing DDoS attack traffic from regular traffic. To examine
the dataset, we utilized six of the most commonly used machine learning methods,
which are listed below.

1. Support VectorMachine (SVM)—SVM is used to determine the best hyperplanes
for classifying different points in an N-dimensional space. The hinger loss func-
tion (Eq.2) is used in SVM to determine the largest possible margin between data
points.

h(x, y, f (x)) =
{
0, if y ∗ f (x) ≥ 1

1 − y ∗ f (x), else
(2)

2. Logistic regression (LR)—LR used a liner equation (Eq.3) to classify the data
points. We used sigmoid function (Eq.4) to limit the output (Eq.5) from the linear
equation.
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Linerar equation(z) = θ0 + θ1.i1 + θ2.i2 + · · · (3)

sigmoid functiong(m) = 1

1 + em
(4)

Output(y) = 1

1 + ez
(5)

3. Decision Tree Classifier (DTC)—Decision trees (DTs) are a quasi-supervised
learning approach for classification and regression. The objective is to infer fun-
damental decision rules from data features in order to construct a model that
forecasts the value of the dependent variable. A tree is a cost function constant’s
approximate value.

4. Random Forest (RF)—In classification and regression, random forests, also
known as random choice forests, are a supervised learning method that works
by training a large number of decision trees in a given problem domain. When
used for classification tasks, the random forest’s output is the class that has the
greatest number of trees in it.

5. Gradient Boosting (GB)—Gradient boosting is a machine learning technique for
regression, categorization, and other challenges that generates a prediction model
from a collection of weak prediction models.

6. Multinomial Naive Bayes (MNB)—MNB is a technique for probabilistic learning
that is frequently used in natural language processing. The Bayes theorem is used
to forecast the tag in the independent variable. It determines the likelihood of each
tag in a sample and returns the tag with the highest probability.

4 Results and Analysis

ONMET++ [22], Veins [17] and SUMO [2] were used to simulate the proposed
approach, which we found to be quite accurate. SUMO is a road traffic simulator

Table 1 Simulation parameters

Term Value

Simulation area 250 × 250 m2

Simulation time 200s

Routing protocol Random

Traffic generation Random

Normal traffic rate 1 packets/s

Attack traffic rate 5 packets/s

MAC layer 802.11p

Network interface OMNET++

Network mobility framework Veins

Traffic generator SUMO
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(a) Entropy Variation at No attack (b) Entropy Variation at Attack

Fig. 3 Dataset representation

that may be used to simulate and analyse real-world traffic as well as other road
management systems. Veins is a free, open-source simulator for modelling automo-
bile networks that may be downloaded off the Internet. OMNET++ is a free and
open-source event-based simulator that may be used to analyse and generate out-
comes from a sequence of discrete occurrences. The simulation specifications are
represented in Table1.

4.1 Dataset Generation and Preprocessing

The simulation is carried out with the help of Veins, which links OMNET++ and
SUMO. In the scenario, the attack packets try to overload the victim’s vehicle with
a large volume of erroneous traffic. In the case, the attacker node generates packets
once every 1 s, while the legitimated nodes create packets once every five seconds.
The whole simulation takes 100s to complete, and all the log data is collected during
the process. Since our proposed approach is not dependent on any particular routing
protocol, we simulate it using a generic routing protocol. Null values are eliminated
from the dataset during the preparation stage since the dataset includes a large number
of null values. The variation of entropy duringDDoS attack time and no attack time is
represented in Fig. 3a, b. Finally, the dataset has been split into two parts: a training
dataset and a testing dataset, allowing for a thorough assessment of the proposed
method on both datasets.

4.2 Machine Learning Analysis

We utilized six different machine learning methods to analyse the dataset, and we
calculated a confusion matrix in order to compute the false positive, true negative,
false negative, and true positive values. With the assistance of the confusion matrix,
we can quickly assess the effectiveness of machine learning methods in various
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(a) Accuracy (b) Precision

(c) Recall (d) F-1 Score

Fig. 4 Statistical parameters calculation

Table 2 Variation of statistical parameters of ML techniques

Parameter MNB LR DTC GBC RF SVM

Accuracy 0.921 0.9284 0.92 0.9266 0.921 0.9280

Precision 0.94 0.93 0.94 0.93 0.94 0.94

Recall 0.98 0.99 0.98 0.99 0.98 0.99

F1 score 0.96 0.96 0.96 0.96 0.96 0.96

situations. We can quickly and efficiently compute statistical metrics like accuracy,
precision, recall, and f1 score with the aid of a confusion matrix. The values of these
statistical parameters are represented in Table2 and Fig. 4. From Table2 and Fig. 4
it is clear that LR method has the highest accuracy and recall value. Hence, it can be
used to filter the malicious packets in our proposed approach.

5 Research Challenges

5.1 Network Slicing and Splitting

Network slicing is the process of dividing a virtual network into multiple virtual
networks with different objectives or obligations in order to prevent one application
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from interferingwith another. Through network slicing, the control plane and the user
plane may be separated. Numerous academics have investigated ways to improve
the endurance of the slices used to divide routes. Hence, there is a need for the
development of proper network slicing and splitting protocols.

5.2 Side Channel Attack Protection

A side channel attack is a kind of security attack that utilizes the system’s or its
hardware’s indirect effect to gather personal and private information, rather than
directly assaulting the program or its code. Therefore, the side channel attack can
affect theworkingofMLalgorithm.Researchers proposedmanypreventivemeasures
for side channel attacks: address space layout randomization; adding controlled noise
in datasets; and encryption of datasets.

5.3 SDN-Based Detection

Software-defined networking (SDN) has evolved into a potentially revolutionary new
networking framework in recent years. The main features of SDN, such as a wide
perspective of thewhole resources, software-based trafficmonitoring, and centralized
network administration, may substantially improve the DDoS attack detection and
mitigation capabilities. On the other side, SDN integration in the IoT and cloud
introduces new DDoS attack threats. Hence, there is a need for the development of
secure SDN-based detection methods.

6 Conclusions and Future Work

The presence of a malicious node in a VANET may impair the vehicle’s efficiency
and passenger safety. An assault in which the attacker exhausts the victim’s vehicle’s
available resources to target vehicle availability is known as a DDoS attack. In this
paper, we present a DDoS detection technique for VANETs that is based on entropy
and machine learning. The dataset was created using the OMNET++ discrete event
simulator, Veins, and SUMO, and it was then used to train six machine learning
algorithms. In order to evaluate the effectiveness of machine learning methods, the
accuracy, precision, recall, and f1 score are employed. Certain models, such as LR,
outperformed others, such as DT, SVM, LR, MNB, RF, and GB, on the datasets. We
want to do further testing on a range of datasets in the future.



184 A. Gaurav et al.

References

1. Adhikary K, Bhushan S, Kumar S, Dutta K (2020) Hybrid algorithm to detect ddos attacks in
vanets. Wireless Pers Commun 1–22

2. Behrisch M, Bieker L, Erdmann J, Krajzewicz D (2011) Sumo–simulation of urban mobility:
an overview. In: Proceedings of SIMUL 2011, the third international conference on advances
in system simulation, ThinkMind

3. BhushanK,GuptaBB (2019)Distributed denial of service (DDoS) attackmitigation in software
defined network (SDN)-based cloud computing environment. J Ambient Intell Hum Comput
10(5):1985–1997

4. Chhabra M, Gupta B, Almomani A (2013) A novel solution to handle ddos attack in manet
5. Cui J, Wei L, Zhong H, Zhang J, Xu Y, Liu L (2020) Edge computing in vanets-an efficient and

privacy-preserving cooperative downloading scheme. IEEE J Sel Areas Commun 38(6):1191–
1204
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An Empirical Study of Secure and
Complex Variants of RSA Scheme

Raza Imam and Faisal Anwer

Abstract In today’s cyber space, where large amounts of data are being exchanged
and stored on remote storages, Cryptography plays a major role. Public key cryptog-
raphy such as RSA is one its effective type, which uses two keys, one for encryption
and one for decryption. Concerning the recent advancements in the domain of cryp-
tography, many cryptographers have proposed various extended and enhanced form
ofRSAalgorithms in order to improve the reliability and efficiency of the information
security world. In this paper, we studied several extended forms of RSA algorithm.
We implemented several and compare them in terms of its efficiency in terms of
key generation, encryption and decryption time. Finally, we suggested a multipoint
parallel RSA scheme to improve the overall algorithm execution speed compared to
standard RSA. This method will also prove to be computationally less costly and
more secure as compared to standard RSA.

Keywords Cryptography · Parallel cryptography · Public cryptography · RSA ·
Cryptanalysis

1 Introduction

With the expansion of thewebsites,mobile applications, IoT devices and related tech-
nologies, new harmful and more sophisticated risks are emerging, and the security of
information poses a new difficulty. Data must be protected from being manipulated
or stealth from adversaries. Cryptography is the study of strategies for secure com-
munication that only allows the information to be visible to the sending and receiving
parties. Encryption refers to the procedure of converting plaintext to ciphertext, while
decryption refers to the procedure of converting encrypted text back to plaintext.
Cryptographic encryption has particular features that allow it to retain its privacy
and accuracy. Cryptography technique may be applied to achieve confidentiality and
authentication. Confidentiality refers that only authorized user can access the data
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and no other, while authentication states that the identities of both transacting parties,
as well as the origin and destination of the information must be known.

The cryptographic framework is distinguished primarily on the basis of several
essentials, such as the activities related with the conversion of plain material to
encoded data, the number of private keys involved, and the approach for manag-
ing plain data [11]. On the basis of these dimensions, cryptography is divided into
two types: symmetric key cryptography and asymmetric or public key cryptography.
In symmetric key cryptography technique, a single key is used for both encryption
and decryption, and the sender and the recipient must preserve security while dis-
closing the specific algorithm and key. AES, DES, Triple DES, Blowfish, and other
algorithms are its examples.

While asymmetric or public key cryptography unlike the symmetric method
employs “two” keys—a public key and a private key, both of which are function-
ally related among each other. The encryption process is done using the public key,
whereas the secret or private key is used to decode the encrypted content. Public key
is made accessible and therefore known to every, whereas private key is only known
to the data receiver. RSA is a popular and efficient public key encryption method.
ElGamal and elliptic curve cryptography are two further examples. RSA (Rivest,
Shamir, Adleman), labeled on its founders, is a public key encryption system and
one of the most efficient public encryption systems [10].

RSA is used popularly for encodingmessages and other internet cyber operations,
but it still poses some disadvantages, like fairly slow speed compared to other popular
algorithms. In order to have a better grasp over the RSA model, we are analyzing
several RSA-based algorithms in order to comprehend their functionalities and to
propose an improved algorithm. In this paper, we are focusing on the comparison
of several RSA-based schemes including the standard RSA, and the purpose of this
study is to understand the working and their performance in context to security and
efficiency. At last, we have proposed a parallel and enhanced form of RSA to speed
up the computational time and make it more secure and reliable than the existing
one.

2 Standard RSA Algorithm

The basic RSA method was devised in 1978 by three cryptographers called Rivest et
al. [10]. The RSA technique is based on the conception that factorization of big prime
numbers is challenging and perplexing. RSA determines the public key having two
components e and n, and the private key with d and n components, and then encrypt
the original text to encrypted format using its standard encryption procedure. Finally,
the recipient of the message decrypts the ciphertext using the decryption process in
order to obtain the original plain message [10]. The conventional RSA algorithm
comprisesmainly of three stages, i.e., generation of keys, encryption, and decryption,
and it is as follows:
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STANDARD RSA ALGORITHM

Phase 1: Key Generation:
Generate random bit primes as p, q
Find modulus n as, n = p * q
Calculate Euler-totient function as, ϕ(n) = (p − 1) ∗ (q − 1)
Next, determine public key exponent e, s.t., 1 < e < ϕ(n) and GCD (e, ϕ(n)) = 1
Also, determine private key exponent d, s.t., e * d = 1 * mod ϕ(n)
Finally, obtained public key is (n, e), and Private key is (n, d)
Phase 2: Encryption:
c = me mod n, whereas components of public key as (n, e), and Plaint text message as m
Phase 3: Decryption:
m = cd mod n, whereas the components of private key are (n, d), and
c is the cipher string and m is the initial string

Modern cryptography has recently seen several enhancements to the present RSA
scheme from various research communities. The participation of multiple primes
generation was one of the most considerable methods [5], rather than employing
only two primes, so that the most robust version of RSA could achieve meaningful
results. Other implementations include the involvement of more than one modulus
components to generate public–private key pairs [1], multiplicity of public–private
keys [7] etc.

3 Literature Review

In today’s world, RSA public key cryptography is facing some security and perfor-
mance issues such as sluggish key generation, vulnerability to factorization attacks,
public–private exponent attacks, and so on [8]. An attacker may readily identify
the prime factors of the public key component nowadays due to the availability of
advanced quantum factorization algorithms. In this context, researchers and scien-
tists are always trying to enhance the security and functionality of the standard RSA.
This section demonstrates some relevant contemporary research efforts that have
been done in order to elevate and enhance the RSA scheme, and also Table1 shows
an analysis on all reviewed literatures.

3.1 RSA Based on Multiplicity of Public and Private Keys

Mezher [7] proposed a more secure approach that makes use of a plurality of public–
private key pairs rather than a single public–private key combination. The authors
claim that the security of the algorithm depends upon the multiplicity of public–
private key pairs rather than just key sizes. They also proposed the number of times
the message is to be encrypted or rather number of public–private keys involved
by a formula of ϕ(ϕ(n − 1)) where n is the modulus. By the means of brute force
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attack, the authors have deduced that this enhanced model is nine times relatively
slower to break than standard RSA. Although the encryption–decryption process is
time-consuming, this upgraded technique is more stable and robust than the standard
RSA.

Algorithm: MULTIPLICITY RSA

Phase 1: Key generation
Generate 2 primes as R1 and R2
Compute modulus N = R1 * R2
Calculate the Euler-totient function ϕ(N) = (R1 − 1) ∗ (R2 − 1)
Compute series of public key exponent E1, E2, E3 … Ek,
such that: 1 < Ei < ϕ(N), GCD (Ei, ϕ(N)) = 1, where i = 1, 2, 3 … k
Now find corresponding series of private key exponent D1, D2, D3 … Dk,
such that, E * D = 1 * mod ϕ(N)
Finally, the multiple keys generated are:
Public: (N, E1), (N, E2), (N, E3) … (N, Ek) and, Private: (N, D1), (N, D2), (N, D3) … (N, Dk)
Phase 2: Encryption:
Now, encrypting the original messageM multiple times as:
C1 = ME1 mod N, C2 =ME2 mod N, C3 = ME3 mod N …
and C = MEk mod N, that finally returns the ciphertext C
Phase 3: Decryption:
Decrypting the ciphertext C multiple times as:
M1 = CDk mod N, M2 = CDk − 1 mod N , M3 = CDk − 2 mod N …
and M = CD1 mod N, that finally returns original message M

3.2 Modified RSA Cryptosystem Based on ‘n’ Prime Numbers

Ivy et al. [5] consider the fact that any large bit number can be easily factorized using
today’s dynamicmethodologies. In order to improve adaptability, thismodel employs
multiple n big prime numbers of the same size as normal RSA. The algorithm follows
standard RSA for most part except there are n primes. According to the authors, this
improved approach is more effective and consistent across most channels. The key
generation time and overall execution time are significantly longer than those of
RSA, but they can be overlooked given its security. However, in light of today’s
cyber-attacks, this method can’t be said as best solution because the encryption–
decryption stages are as plain as in standard RSA and have no complexities included
which is not a great factor for higher security level [12].
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Algorithm: n-PRIME-RSA

Phase 1: Key Generation:
Generate random bit primes as p, q, r, s
Find modulus n as, n = p * q * r * s
Calculate Euler-totient function as, ϕ(n) = (p − 1) ∗ (q − 1) ∗ (r − 1) ∗ (s − 1)
Next, determine public key exponent e, s.t., 1 < e < ϕ(n) and GCD (e, ϕ(n)) = 1
Also, determine private key exponent d, s.t., e ∗ d = 1 ∗ mod ϕ(n)

Finally, obtained public key is (n, e), and Private key is (n, d)
Phase 2: Encryption:
c = me mod n, whereas components of public key as (n, e), and Plaint text message as m
Phase 3: Decryption:
m = cd mod n, whereas the components of private key are (n, d),
and c is the cipher string and m is the initial string

3.3 Enhanced RSA (ERSA)

Amalarethinam and Leena [1] put forwarded another RSA variant, ERSA, which
utilizes four random primes instead of two. This concept was inspired by another
enhanced model by Patel and Shah [9], who implemented the high speed and secure
RSA algorithm. In this proposed algorithm, ERSA, the authors have concluded that
encryption and decryption times are lessened by splitting the file into blocks in
contrast to high-speed and secure RSA, and as a result, significantly improves the
algorithm by increasing the key sizes, which may be a better solution to store data
particularly for cloud users. One disadvantage of this approach is that the creation
of a magical rectangle requires extra time [4].

Algorithm: ERSA

Phase 1: Key generation:
Generate 2 large random primes P, Q, and also generate 2 other primes as PR1 and PR2
Compute two modulus N1 = P ∗ Q ∗ PR1 ∗ PR2, and N2 = P ∗ Q
Calculate the Euler-totient function ϕ(r) = (P − 1) ∗ (Q − 1) ∗ (PR1 − 1) ∗ (PR2 − 1)
Compute public key exponent E such that: 1 < E < ϕ(r) and GCD (E, ϕ(r)) = 1
Compute private key exponent D such that, E ∗ D = 1 ∗ mod ϕ(r)
Finally, the generated key pairs using the two different mods are:
Public: (N1, E) and, Private: (N2, D)
Phase 2: Encryption:
C = ME mod N1, that uses the public key components as (N1, E),
and Plaint text message as M and C is the Ciphertext
Phase 3: Decryption:
M = CD mod N2, that uses the private key components as (N2, D),
and Plaint text message as M and C is the Ciphertext
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Table 1 Algorithm analysis-and-evaluation of the recent-related enhanced models

Algorithm
model

Total primes Total
modulus

Key
generation

Encryption
scheme

Decryption
scheme

Shortcomings

RSA 2 1, i.e., N E ∗ D =
1 ∗
mod ϕ(N )

C = ME

mod N
M = CD

mod N
Less secure

Multiplicity
RSA

2 1, i.e., N E ∗ D =
1 ∗
mod ϕ(N )

C = MEi

mod N
C = MEi

mod N
Higher
overall
execution
time

n-RSA 4 1, i.e., N E ∗ D =
1 ∗
mod ϕ(N )

C = ME

mod N
M = CD

mod N
Same
complexity
as of RSA

ERSA 4 2, i.e., N1,
N2

E ∗ D =
1 ∗
mod ϕ(N1)

C = ME

mod N1
M = CD

mod N2
Extra time
for magic
rectangle
[4]

4 Implementation Results and Analysis of Existing Works

The four methods: RSA, multiplicity RSA, n-RSA, and ERSA are implemented on
SageMath, a free and open-source system, which includes several tools and APIs
for symmetric and asymmetric key encryption. SageMath offered functions for the
Euclidean algorithm, random huge primary generation of different bit lengths, mod-
inverse, power-mod, and other functions in connection to the existing algorithms.
Quad core CPU with the clock rate 2.1–3.7GHz AMD Ryzen 5 3500U and 8 GB
RAM are the components utilized in the implementation and analysis.

4.1 Performance Analysis

The standardRSA is comparedwith three discussed secure variants of enhancedRSA,
i.e., multiplicity RSA, n-RSA, and ERSA, and parameters to assess the performance
are Key generation time, encryption time, and decryption time. In order to prevent
any slant or biases of the observed results, the tests are conducted by generating
initial random primes for each methods using Miller–Rabin method-based primality
testing algorithm [6]. Each of the four methods is implemented and tested for 100,
128, 256, 512, 1024, 2048, and 4096 bits size. Table2 presents the performance
comparison of the RSA, multiplicity RSA, n-RSA, and ERSA schemes.

In contrast to the key generation of all four methods, Figs. 3 and 6 show that
the key generation time is better, if not equal, for standard RSA in comparison to
multiplicity RSA. The slightly higher key generation time in the case of multiplicity
RSA is because there is a list of generated public–private keys instead of a single
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Table 2 Analysis and comparison of RSA, multiplicity RSA, n-RSA, and ERSA schemes

Model Prime length
(in bits)

Key
generation
time (in ms)

Encryption
time (in ms)

Decryption
time (in ms)

Total
execution time
(in ms)

RSA 100 30.43 0.40 0.31 31.14

128 39.61 0.41 0.37 40.39

256 76.16 1.40 1.29 78.85

512 148.27 3.67 3.44 155.38

1024 1290.82 12.67 11.63 1315.12

2048 6312.85 56.13 56.42 6425.41

4096 49,849.66 328.20 314.30 50,492.16

Multiplicity
RSA

100 49.01 1.07 1.10 51.17

128 55.84 1.67 1.60 59.12

256 76.76 3.58 3.08 83.41

512 129.73 8.15 10.50 148.38

1024 1342.41 35.44 35.37 1413.22

2048 6550.23 159.60 219.22 6929.04

4096 51,039.75 912.13 925.40 52,877.28

n-RSA 100 73.79 1.44 1.02 76.25

128 88.83 1.90 2.10 92.83

256 169.82 3.72 3.72 177.26

512 315.71 17.07 21.91 354.70

1024 2069.19 56.40 53.88 2179.48

2048 15,470.01 311.10 341.26 16,122.37

4096 193,716.34 1664.23 1547.59 196,928.15

ERSA 100 69.32 1.14 0.73 71.19

128 116.37 1.32 0.84 118.53

256 210.36 3.46 2.49 216.31

512 502.21 11.83 7.10 521.13

1024 2161.04 53.36 24.26 2238.66

2048 12,993.49 306.16 112.14 13,411.79

4096 181,194.76 1866.67 587.35 183,648.78

key pair as in standard RSA. It is obvious that for any RSA algorithm consisting of
multiple primes, its key generation will certainly be quite higher than that of two
primes, so now considering this fact as well as from Table2 and Fig. 6, which is
implemented by taking 10 samples of 1024 bits number of each of the 4 algorithms,
it is confirmed that key generation time of n-RSA and ERSA is quite higher than
RSA and multiplicity algorithm. Similarly, key generation time of ERSA is slightly
higher than of n-RSA. On arranging all four algorithms corresponding to their key
generation time, it can be concluded that RSA has the lowest, multiplicity RSA has
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Fig. 1 Encryption time
comparison with different
key sizes

the second-lowest, n-RSA has third-lowest, and ERSAhas the highest key generation
time.

Considering the parameters of encryption time, which are represented in Figs. 1
and 4, it can be seen that the standard RSA has the lowest and best encryption time
in comparison to others by quite a higher difference. After RSA, multiplicity RSA
comes at second to RSA in encryption time. Line chart in Fig. 1 depicts that n-RSA
and ERSA are showing almost overlapped or equal results, but taking box plot, i.e.,
Fig. 4 into consideration and judging on the outlier values, it can finally be concluded
that the algorithm with third-best encryption time is n-RSA, and hence ERSA has
the highest encryption time. Now, in respect to the decryption parameter, Figs. 2 and
5 depict that the standard RSA has best and lowest decryption time, whereas n-RSA
has the highest and worst decryption time. Next comes ERSA, which showed better
results in decrypting, coming after standard RSA, thus second-best in decryption
time among all. Hence, multiplicity RSA has the third-best decryption time among
all (Figs. 3 and 6).

Now considering all the above discussed parameters, it can be concluded that
standard RSA is having the best results in overall speed, but relatively it also has
the lowest security because other three algorithms offer higher time complexity
and therefore higher security in comparison to RSA. Multiplicity RSA is second
to standard RSA in terms of total execution time, but offers less security and less
complexity in respect to n-RSA and ERSA. And lastly, between n-RSA and ERSA,
overall time complexity and number of operations is higher in ERSA, hence it is
obvious that even having the worst total execution time, ERSA has the best security
among all, n-RSA comes the second-best security and multiplicity has the third-best
security whereas RSA has the least security.
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Fig. 2 Decryption time
comparison with different
key sizes

Fig. 3 Key generation
comparison with different
key sizes

Fig. 4 Decryption time
comparison on ten samples
of 1024 bit numbers
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Fig. 5 Encryption time
comparison on ten samples
of 1024 bit numbers

Fig. 6 Key generation
comparison on ten samples
of 1024 bit numbers

5 A Multipoint Extended and Secured Parallel RSA
Scheme

Parallel computing includes the practice of decomposing major operations into sim-
pler, isolated ones that can be performed in parallel mode. Multiple processors that
communicate through the shared memory can concurrently execute those isolated
sections of the problem, which are merged with the overall algorithm after comple-
tion, and thus resulting in fast and efficient results [2].

The introduction of parallel computing into the domain of public key cryptography
like RSA can be very effective particularly for multiple prime number RSA models.
Parallel computing can break multiple prime generation operations into sub-parts
and therefore can find all primes parallelly and simultaneously [3], which as a result
will provide quicker results in comparison to non-parallel mode, as the most time-
consuming aspect in any RSA technique is key generation time. Similarly, it can also
be applied to the encryption and decryption process to boost the total execution time.
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The primary objective of these parallel computing operations will be to reduce the
overall time complexity maintaining the security of the algorithm.

In respect to parallel computing, the proposed algorithm focuses on to enhanc-
ing the overall security and better time complexity by using the parallel computing
approach and taking advantage of multicore processors. In the proposed algorithm,
we are generating four large prime numbers using parallel Miller–Rabin approach,
each separately and simultaneously on different cores of the processor. In the determi-
nation of modulus of the key and finding Euler-totient function, the parallel approach
is being used. Similarly, parallel-extended GCD algorithm method is being used in
calculating the keys. For encryption phase, the same encryption method will be used
but can be in parallel mode, meaning that for every message M, each of its blocks
can be encrypted parallelly on several cores, and hence similarly for decryption, that
is, for every ciphertext C, each of its blocks can be decrypted parallelly on different
cores to get the original message.

5.1 Proposed Algorithm

The proposed model consists of three phases: Generation of public–private keys →
Encryption → Decryption.

The proposed algorithm is followed as:

Phase 1: Key generation:
Parallelize Miller Rabin Algorithm
Generate four random large prime numbers p, q, r, s in parallel mode
Calculate x = p ∗ q and y = r ∗ s
Calculate N = x ∗ y
Calculate ϕ(x) = (p − 1) ∗ (q − 1) and ϕ(y) = (r − 1) ∗ (s − 1)
Calculate ϕ(N ) = ϕ(x) ∗ ϕ(y)
Now, compute following while gcd(E1 ∗ E2, ϕ(N )) ! = 1
Now, compute public key exponent E1, such that, 1 < E1 < ϕ(x)
Now, compute public key exponent E2, such that, 1 < E2< ϕ(y)
Compute E as: E = (E1 ∗ E2) mod N
Compute D such that: E ∗ D = 1 ∗ mod ϕ(N ) (use parallel extended
GCD algorithm to calculate D)
Finally, the generated key pair is: Public: (E, N) and Private: (D, N)
Phase 2: Encryption:
Using public key, the sender can encrypt the message as below:
Ci = Mi

E mod N (Each Ci can be calculated on separate cores),
where 1 < = i < = total numbers of Message blocks (let say n)
C = C1C2C3 . . .Cn
Phase 2: Decryption:
Mi = Ci

D mod N (Each Mi can be calculated on separate cores),
where 1 < = i < = total numbers of Message blocks i.e., n
M = M1M2M3 . . . Mn
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6 Conclusion and Future Scope

This paper explored the assessment, comparison, and shortcomings of various adapt-
able and enhanced versions of RSA. We have done performance analyses on all of
the under-studied RSA variants including standard RSA, and finally concluded the
results in terms of overall time complexity and security. We have also arranged each
of the analyzed RSA variants in a specific order on the basis of key generation,
encryption and decryption time to rate their overall efficiency and reliability, and
concluded that multiplicity RSA showed best overall execution time apart from stan-
dard RSA, while ERSA is stated as the most complex scheme among all and could
be more secure. In addition, the paper offered the notion of a newly upgraded RSA
algorithm that would benefit from parallel computing technology to make the RSA
more enhanced.

As a future task, we want to implement the suggested parallel-RSA algorithm
into a parallel machine using OpenMP so that several operations can be carried
out on multicore processors at the same time. This method will be proven to be
computationally less costly and more secure as compared to standard RSA.
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Text Normalization Through Neural
Models in Generating Text Summary
for Various Speech Synthesis
Applications

P. N. K. Varalakshmi and Jagadish S. Kallimani

Abstract Machine learning, like neural network methods, has been implemented in
the natural language processing of virtually every domain. With speech utilizations
like vocabulary to speech organization, coalescence challenge that has been ade-
quately immune directly toward successful machine attainments learning approaches
is fundamentals normalization. Considering example, in this application it must be
determined that 123 is verbalized in signatures as one hundred and twenty-three but in
sovereign potentate Ave as one twenty-three. Modern industrial systems for this role
are heavily dependent on hand-recorded penned double speak-specific stratification.
We introduce neural interconnection miniatures well-known regard text notarization
for as a streak to progression problem, where input is admission taking in token in
history, and turn out gain would be that token’s verbalization.

Keywords Text-to-speech synthesis · Text normalization · Neural techniques ·
Non-standard words · Two-sliding window model

1 Introduction

Depending on the application, the response in summary may vary drastically. For
archetype paragon, prognosticating presage desired visceral intramural heat for a
vehicle’s excursionist planted on elapsed appearances attributing is generally useful
as protracted calculation is within tenor proportion or two of actual propensity worse
output is imperceptibly disastrous on occasion. For speech coalescence, unification
welding text normalization arrives with certain application-bidding ultimatum that
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determines appropriate abeyance dormancy and delusion oversight levels. Latency is
a primary concern, as it is widely used in smartphone and spoken assistant programs.

In terms of accuracy and efficiency, we find that the most efficient model is one
where centennial background is measured once and emanation of that calculation
is mingled with data processing of every manifestation in catenation to measure
native tongue. This game plan tracing allows for lot regarding versatility in terms of
frame reference lexicon representation and enables us to incorporate emblemvoucher
and disseverance into transaction suit. Such things do very inclusive all embracing,
but in reasonable verbalizations, like book learning rendition paraphrase erudition,
theywill sometimes incorrectly forecast. These verbalizations, while uncommon, are
supreme ultra-uppermost problem for text-to-speech (TTS) pertinence appositeness.
And there is use demarcated—position contingency humor to direct neural minia-
ture knock off away from these “unrecoverable” mistakes, either in interim tutelage
grounding and decoding, or only during unriddle. These grammars can be trained in
large measure from data.

Their accession emblematizes a possible amalgamation mishmash of etymolog-
ical expertise and memorandums driven approaches that successful architectonics
that competition challenging performance criteria for applications. This article has
unique contributions that include:

– Topresent large-spectrum, above-board purchasable chapter verse set for this issue.
Polymorphous new neurological construction which incontrovertibly enhances
model meticulousness and resourcefulness as well as collection of another prece-
dent paradigm.

– New accustomed disposition for demarcated-state data investiture used to pre-
vent disastrous faux pas, expanding methods to other forms input requiring stan-
dardization in addition denominators, such generations juncture or measurement
pronouncements emphasis.

– Detailed together with in-depth review of templates in number peculiar design
summary scheme.

2 Text Normalization Is a Complex Task

Research on standardizing text for reign span to primeval full paragraph-to-location
program. The archetypal orderliness was largely situated on hard-coded rules in For-
tran or C. TTS logical order ideology from Bell Labs pioneered use of desecrated
unwholesome finite-proviso transducers for passage formalizations, and this tech-
nique is still in use in take battle stations philosophy, such as the Kestrel resolution
complex from Google. Sproat explains an early undertaking to bestow administer
fasten to standardizing TTS text. Biggest obstacle in the standardization of texts is
the number of semiotic groups. Sproat et al. offer threemajor categories of initial tax-
onomy (Table1): typically alphabetic, numeric, and furthermore miscellaneous. In
capital gains top-notch outstanding grain tabulating consignment typecasting ordina-
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Table 1 Sample non-standard words in typical textual data

EXPN Abbreviation

LSEQ Letter sequence

ASWD Read as word

MSPL Misspelling

NUM Number

NTEL Telephone

NDIG Number as digits

NIDE Identifier

tion bet bottom dollar on partly on how input maps to digitize program take turnout,
and partly on form of subsistence symbolized by badge.

If for parlance organization comes with a few application supplications that dic-
tate acceptable latencies and error rates. As it is ponderously used in mobile and
spoken coadjutant applications, suspension is cogitation. However, producing num-
ber names that are not value-deserving renders result worse than unusable, since user
would be crassly prevaricate. It is problem for whichmachine learning holds acerbate
for contextual disambiguation, but under some rather forbidding application coun-
terclaim. The first part, disorganization, can be done with grammars, nevertheless
this can be fragile and difficult to persevere and conserve. So, it seems fascinating
covetable to use machine trademarks, consubstantial coincidental to those used to
subdivision wedges considerations into verb conjugations that down out differen-
tiates words with structures; see, for exemplification, who use evolutionary neural
networks to segment Chinese words. The second part, verbalization, can be handled
with language-specific grammars written by hand. But well known, these gram-
mars that feel necessity for some gradation of phonemic dialectal competence may
be compounded to construct, and it becomes difficult to sustain with enough com-
plexity. And as mentioned above, there is significant different locations groups of
semiotics. Finally, choosing the correct vernacular discourse in context can also be
interpreted as a grouping characterizing question, as it depends on what it repre-
sents to verbalize a token. For example, 4/5 can be a date, a fraction, or a ranking,
and the verbalization is relatively clear once we know which one it is. In phraseol-
ogy with network inflectional configuration texture, one might also apperceive to be
cognizant which more syntactical morph syntactic pigeonhole strand twist address
oneself—for case history, it is not abundance to fully understand that 323 is to pore
over as preeminent number, because you also exigency requisite apprehend morph
category what administrator credentials vital overruling reiteratively, encoding label.
We differentiate between two forms of error that could be created by a method of text
normalization. Before all else kind, and less bound determined, compromises incul-
pate picking aggrieve form of discussion while restoring the relevance. For instance,
if machine it’s repossesses, but people can easily recoup error and still interpret
the purpose. Such errors are promising to transpire, particularly in voice gibberish
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with conglomerate inflectional design. However, lapses of first kind usually did not
undermine lucidness exactitude of eventuate tone in so much as same information is
transmitted, although ungrammatically. Divergence that with second process of error,
where it transmits completely different message. If machine flips through phrase as
path is thirty-five kilometers long, it will relay wrong essence absolutely. Sadly, we
find that neural network models are particularly vulnerable to latter form of error:
related problems in the translation of neural machines. They refer to the above class
as irrecoverable howlers because they excommunicate propaganda in way that is
impossible for assemblage playgoers to salvage.

3 Previous Approaches to Text Normalization

3.1 Standard Approaches

Kestrel tokens do not need to refer to emperor Justinian-bounded limited tokens,
except in the above-mentioned lingua franca where space or asterisk is used to dis-
tinguish disagreement. The Kestrel grammars thus reckon cognize January 1, 2012,
as date, and interpret it as secluded pledge, defining month, day, and year, and rep-
resenting it privately employing a security policy-intermediary definition such as:
date month: “January” day: “1” year: “2012”
From materialization of obligation bulwark impersonation, codification allotting
prattle grammars then convert into actual word representations, like the first twenty-
twelve of January. Using the grammar software library, tokenization/classification
and verbalization grammars are combined into contaminated profaned unchaste
transducers.

3.2 Various Other Approaches

The system presents a TTS neural network system which mimics the professional
with experience into lexemic lingual and unification entirety moiety scrap quantum.
The degree to which this system actually pull through carry dispose is unclear since
only front-onto dimension they mark out illuminate is graphing-to-phoneme conver-
sion, which is different alter deal with transform from and is generally done on in
stream.

Some antecedent study concentrates on the partial differential equation of denor-
malizing spoken quenches sequent in text in conditioned of ASR so that two hun-
dred and fifty would be indoctrinated to 250, or three and thirty as a time would
get schemed describe system where demobilization is treated as problem of neural
tessellation illusion of control using announcements.
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4 Proposed Model

Previous we turn to confabulation symposium groupthink of our own models for
of neural texts, we time being instant some findings using a particular method,
one that has possibly by that time mentioned happened to book reviewer biblio-
maniac. Namely: Why not approach question of in same articulation as source argot
as machine translation millstone, where fountainhead brogue is undercooked stanza
and target palaver is standardized quotation? So, in this case, bulls eye pronounce-
ment may be:

John viability at 123 King Ave next to A&P.
and corresponding ambition would be

John lifeblood at one twenty-three King Avenue next to A letter and P letter sil

This is obviously much manifest undemanding issue than actual transcription ren-
dering, remarkably strikingly when it comes to gloss between two very different
languages, such as English and Japanese. We schooled transformer model on our
English training set for this purpose, it on our Standard English yardstick question-
naire set. Because can of worms is a complete cycle course flow chain function, as
in example given, sharpening upbringing opera Omnia was metamorphose turn over
new leaf denature commute into a continuum of pairs of raw pass judgment and
structured output imprison proscribe.

Since it is no easy way tomatch load log in boot up indicia sign keepsake with ver-
balization of output, we size up classify only for consistency of sentence. Remember
that sum of indoctrination data—around 10 million warrant evidence—may be less
data in order of magnitude than is typically used in high-resource language trans-
lation. At the other hand, our job is considerably simpler than actual translation.
Whether those two variables play against each other is unclear.

5 Various Models

5.1 Segmentation

Most of our templates are input presectioned.A lessonprototype of data used for these
spitting image figurines is given in Table2. We claim the same edge detection norm
as normally slash rime off bullet dagger diacritical mark and disjoin uncombined
disentangle terms by white space, but estimate appraise act with regard to as single
portion section multiword subsequence representing while moment of such money
expressions ($5 million), and so forth. To indicate that the input must be glide by
cruise get ahead through, we use a special token < sel f >.
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Table 2 Sample sentence for training

John < sel f >

Lives < sel f >

At < sel f >

123 One twenty three

King < sel f >

Ave Avenue

Next < sel f >

To < sel f >

A&P a.letter and p.letter sil

5.2 Two-Sliding Window Model

We use paradigm as solid neural base line, consisting of a bidirectional RNN encoder
and a decoder of the attentionmechanism.We draw attention to thismolecule fraction
splinter as a sliding window element scrap, as methodize streamline routine furnish
line up align dispose segment by nurture banquet feast strengthen stock hand over
across interest segment (where n typically is 3) in a text corpus of n segments to
left and right. Secondary winding token is contained in term title as in case in point
specimen:

John lives at < norm > 123 < /norm > King Ave next to A&P.

Product being see handwriting on wall surmise adumbrate soothsay vaticinator is
just lingo pratter of ebb flow spate segment.

5.3 Provisional Sequence to Sequence Models

Resembled in this paragraph can be defined as dependent environmental series to
processionmodels schematically.Here question is casted fromnumbers temperament
caliber sequence 1 2 3 to amount sequence one twenty-three as a context-aware array
train pecking order mapping task two vector interpretations encode context of this
problem: one for left background in which John lives and another for right King Ave
context.
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6 Universal Language Feature Covering Grammars
from Various Details

Gorman published on method that can set in motion total count—noun grammar
interpreted as FST from minimum collection of training unite yoke bracket subsist
inhere. Method includes knowledge of acceptance bearing pith of all substratal pri-
mary numerical terms—1 is one, 20 is twenty, 100 is hundred, and so on; and list
of around 300 examples of complex numerical nomen and their digital narration
based on these simple numeral terms. All inflected forms of all summarized the main
should be given in languages that inflect numbers, such as Russian, so that access
opening for 100, for example, should list all variants in which phrase meaning 100
could appear. Languages use a limited set of bases when writing complex number
names (base 10 is predominantly themost prominent in all languagesworldwide,with
basis 20 journey yonder beyond range second place), and small selection of reckon-
ing operations that can be implemented these same roots seating. Overwhelmingly,
vector sum and substitution are most common exertion handiwork (with subduction
discount being much unwonted semioccassional rarefied option), and moreover, one
usually establishes continuous function name through sums of bases items.

Because of a training dates corpus and perhaps other symbiotic classes, we mea-
sure union of all designation province league substituted path templates P. In con-
veyance, removing stencils markings patterning that arise action less than reasonable
decimal of times are useful to eliminate pre-indications or cycles that do not extrap-
olate: We used them in hypotheses minimum number: 50. In final stage, on resulting
union, we undertake recursive transformation network replacement to pinch hit for
restore class stamps with proportionately as specified in language-specific gram-
mar. As culminate ensue, if we saw balance of date fourth nineteen-nineteen, prior
grammar will be adroit apt adept to yammer mumble utter expressed, for excuses,
date|month : 3|day : 5|year : 2012| as March fifth twenty twelve.

We introduce operation of a protecting schema limit as convergence amidst mid-
way intervening halfway surrounded by two testable automatons, where superstruc-
ture from housing integument grammar is envision forecast visualize delineate onto
profit harvest is determined to become probabilistic automaton; and RNN explainer
glossator can be regarded. First of all, assume you have equipped covering gram-
mar and then want to impose grammar coercion repression impelling spring (3kg
can be one of two three kilograms or three kilograms) at occasion week second of
debugging.

One two three < /s > and one twenty three < /s >, where < /s > is the stop
symbol, and suppose that:

P(one two three < /s >) = P(one two three) × P(< /s >—one two three)
= 0.4× 0.5

P(one twenty three< /s >) = P(one twenty three)× P(< /s >—one twenty three)
= 0.4× 0.9

Here, one unfortunate prediction is:
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P(one two three four < /s >) = P(one two three four) × P(< /s >—one two three
four)

= 0.3× 0.9

Additionally, one can restrict discipline and that will indicate that positions inter-
polated in seam Aisle Boulevard are maintained at clear up time, in which canvass
one can guardedly restrict and then spread nonlinear function at decoding time. The
main downside of this approach is that if the lattice generated for the given training
input by the surrounding grammar does not enclose true production as described in
workout, formerly that planned and systematic approach is irrevocable. In research
and development discussed postliminary, we chronicle broadcast narration results
both on coaching and on solving proving of CGs, in conjunction with rendering,
imposing SoftMax next moreover restricting.

7 Sample Results

To degree that we look purpose of providing accuracy highly correlated with this
heavily designed hand-built standardization framework, this is a suitable dataset for
evaluating perpetuation of sensatory text. Veracity of Kestrel exegesis commentary is
tremendous: Hand operated not automatic review of around 1000 objects from ordeal
dossier shows average pro-scale of about 0.1% for English and 2.1% for Russian.
English statistics from previously documented main Kestrel-commentated data was
predisposed rigged stacked which admitted harsher penalties (to reduce number of
declarative sentences), with at least one non-trivial text standardization token in
each sentence. Such data were before being dispatched commissioned to vendors
outermost alfresco exterior who were encumbered saddled entrusted with adjusting
verbalized results location locus point possible. Since indemnification amelioration
contrivance contraption provided abstracts one voucher purloiner periling, precursor
exemplar Wikiups waked skipped sending up river was also provided to ranters
readers that so many encourage people evaluate chassis where digital signature could
be ambiguous.

Inescapably, it is excellence equivalence discussing through what medium often
correlates with astral in fact, since explicator expositor corrected performance, may
take every correction as an explanation of error in theory. Regrettably, things are
not that easy because annotation instructions provided to the ratters eventualized in
contradistinctive observation inmany instanceswhereKes’s surmisingwas not really
mistake. Consequently, collected haphazardly variations between K’s and semantic
similarity production obtained estimation of true Trel’s mistakenly of approximately
3900 bugs or 0.86%.

Cardinal CG overcomes the shortcomings confound perplexed (principally)
lengthened chiffers as digital arrangements. In highest cartridges, graph actually
allows cardinal interpretation, but also provides digit-by-digit reading, which the
neural model prefers in the cases in hand. In the case of 10,000, for instance, the CG
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makes and, given alternative, chooses last-mentioned: left unchallenged generated
thousand.

Suddenly significant cardinals of errors of test involved singularization of mea-
surements dictated drafted penned as patrols. For instance, 45… min were sounded
as forty-five minutes. Covering tagmemics accidence avows singular form to be used
ratiocinate resolve speculated. Neural model itself produced forty-five millimeters
in this particular case. Among the 75 errors, there was only one irretrievable error,
in which the CG verbalized 4kg as four grams, evidently simply trying to point to
an induction error.

Compares efficiency is obtained for Russian and our own best method without
the typographical prohibitions. In this case, the training data set for Pramanik and
Hussain was the same as our own, so the findings are more compatible. Once again,
the DNC overall has no clear benefit.

8 Conclusion

We introduced a number of auricular planning for standardization of text affianced
for jargon function. In terms of speed and accuracy, we have demonstrated what have
called contingent model with adjective preposition-idiosyncrasy meaning surpasses
outplays variety of other systems, including a baseline architecture. Also found that
raffish-to-fine classical, which first slices and identification insignia data, then affix
spread conversation to non-civil situations contriving, feasible.

It therefore sounds fair to speculate that by merely selecting a different model
architecture one does not eradicate the question of unrecoverable errors. Alterna-
tively, neural network approaches usually appear to manufacture unpayable screw
ups wrong doing, and for these established that using train capable of interstate mor-
phology coverage is a fair strategy, but we continue to look ahead to boost grammar
development and distribution. More broadly, our research indicates that dominion-
special information is still useful in deep learning world. Text normalization might
seem at first to be easy problem, as high overall label accuracy is not difficult to
achieve, but a great deal more evidence is made to avoid not ever solved errors or to
TTS in extensive, is unlikely, but suggests that attention will persevere to be paid to
pragmatic specifics of concealed issues.
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Classification of Network Intrusion
Detection System Using Deep Learning

Neha Sharma and Narendra Singh Yadav

Abstract Over the past one decade, there has been a continuous rise in the usage
of Internet services all over the world. However, numerous challenges emerge since
malicious attacks are constantly changing and are happening in exceptionally huge
volumes requiring an adaptable solution. This has led to a desperate need not only
of detection and classification of attacks at host as well as network side but also
the detection being automatic and in a certain time frame, as a result of which the
world has seen many developments in this field with machine learning and deep
learning playing a huge role in it. Because of the dynamic effect of malware with
constantly changing attack techniques, the malware datasets accessible openly are
to be updated efficiently and benchmarked. In order to develop an effective intrusion
detection system, machine learning or deep learning techniques are also becoming
more advanced day by day, and it is important to utilize their benefits in this field. This
paper focuses on the development of network intrusion detection systems (NIDS)
using deep learning. This paper uses UNSW-NB15 dataset as it is one of the most
recent and improved IDS datasets. It has been improved onmany factors from its pre-
decessor KDD CUP99. Convolutional neural network and recurrent neural network
have been implemented to compare the results. The classifications implemented in
this paper are both in binary andmulticlass with the major focus regarding maximum
macro precision, recall, and f -score for the multiclass approach.

Keywords Convolutional neural network · Recurrent neural network · NIDS ·
UNSW-NB15

1 Introduction

A lot of sensitive data that belongs to actual user and subject to various internal and
external attacks are handled by information and communications technology (ICT)
systems and networks [1]. With current culture so subjected to innovation and tech-
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nology for its routine tasks, the requirement for security has also emerged greatly.
The utilization of workstations or mobiles with moderate security for individuals’
more secure assignments, for example, banking exchanges has also increased over
time giving insight into the risks of digital/cyber-attacks. It has subsequently gotten
more significant than ever to improve cyber-security all around the world with the
assistance of existing and forthcoming technology.Deep learning has effectively been
utilized for nearly 10years yet at the same time shows a positive slope of upgradation
and accordingly advancements. Thus, the utilization of deep learning has effectively
begun to play significant role in numerous fields on the planet including cyber-
security. Network intrusion detection system (NIDS or IDS) has been using the idea
of deep learning in many of its methodologies and has shown promising outcomes.
However, as deep learning relies upon information and network attacks are develop-
ing and changing in their scope of types and features, it is important to continue to
refresh these frameworks and ensure they stay vigorous in their methodology. NIDS
can be carried out continuously and in real time, to such an extent that they gain
from the information and apply it with the prepared weights and biases. Be that as it
may, there are different approaches to NIDS which are extensively divided into two
sections—anomaly detection and misuse detection. The source of information can
likewise be of twowide sorts—host based and network based [2]. Anomaly detection
depends on characterizing a typical connection and afterward by estimating the level
of deviation from that characterizing attacks while misuse detection is finished by
characterizing specific signatures of attacks and afterward working from that which
has shown high false alarm rates previously. The most well-known issues in the cur-
rent arrangements dependent on AI models are as follows: first and foremost, the
models produce high false positive rate [3, 4] with more extensive scope of attacks;
also, the models are not generalizable as existing investigations have predominantly
utilized just a solitary dataset to report the presentation of the AI model; thirdly, the
models concentrated so far have totally inconspicuous the present tremendous net-
work traffic; lastly, the arrangements are needed to continue on the present quickly
speeding up network size, speed, and elements [5].

UNSW-NB15 is the most recent dataset with respect to the field of network
attacks and has an aggregate of ten distinctive attack classes—fuzzers, analysis, back-
entryways, DoS, exploits, generic, reconnaissance, shell code, worms, and normal.
The dataset can be utilized to distinguish attacks on a 0/1 basis for prevention as well
as additional classification into type for growth or the environment [6, 7].

The rest of the paper is organized as follows: Sect. 2 provides the literature related
to our work. In Sect. 3, explanation on UNSW-NB15 dataset is provided includ-
ing its preparation and features. Section4 explains how the dataset is balanced and
cleaned for proper processing. Its sections thereafter also explain how the dataset was
normalized and processed for use as well as feature selection. Section5 deals with
explaining the metrics used for evaluation of the results and the implementation of
the paper. This section also gives reason to the preferred implementation and its steps.
Lastly, Sect. 6 concludes the research with results and scope of future discussions
and research.
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2 Literature Work

The authors of paper [4] have described the two datasets, KDDCUP99 and UNSW-
NB15 in the aim to compare them. They have also used association rule mining
technique to select the best features of both the respective datasets. They have then
grouped the features present in UNSW-NB15 into six groups—flow features, basic
features, content features, time features, additional generated features, and labeled
features. In their processing layer, they have divided it into three components—
extracted and generated features, feature selection, and decision engine. The feature
selection category is utilized by an association rule mining (ARM) algorithm which
is a data mining method used to estimate the correlation of two or more than two
features in a dataset as it can help find the strongest set of features between records. In
decision engine, they have applied Naïve Bayes (NB) and EMclusteringmodels. The
NB model is a conditional probability model which establishes the classification of
the two classes—normal or attack. In the end, they have evaluated their results using
the decision engine which uses accuracy, precision, recall, and f -score. This whole
process has allowed them to classify each attack with its own important features.

The authors of paper [1] have described how the UNSW-NB15 dataset was cre-
ated. They have also explained the significance of each type of attack in a network
briefly, thus giving a good insight into the data being used. The authors have also
given insights as to how the dataset has been divided between the different types of
attacks and normal cases. Lastly, they have compared the UNSW-NB15 dataset to its
predecessors—KDD CUP99 dataset and NSLKDD dataset—highlighting the major
differences and their pros and cons.

Tree-based classifiers have shown greater success in classification of network
security datasets than other classifiers. In paper [8], the authors have used a tree-
based called “IntruDtree” a short for intrusion detection tree. This tree-based model
proves to be efficient in making predictions on unseen data while reduces the time
complexity by only including themost relevant features in training. Themodel yields
better results when compared to other classifiers such as SVM, KNN, and logistic
regression. This shows the efficiency of tree-based classifiers.

In paper [9], the authors have applied a combination fusion of the random forest
algorithm and the extra trees classifier to extract top four features out of the 45
features. This has shown the positive application of the extra trees classifier on the
dataset for an attempt at lesser shortlisting. They achieved a testing accuracy of
89% with this approach. They have also utilized a data visualization technique—
correlation matrix in the aim to remove features with high negative correlation.

The influence of paper [3] has been substantial to us as it has used the concept
of deep convolutional neural networks on the KDDCUP99 dataset, a predecessor
to UNSW-NB15 dataset to achieve an accuracy of 94%. They have also shared the
architecture of the model used as well, allowing us to understand to which point one
needs to train a similar model. The authors have utilized 1D convolutional layers
with batch normalization and max pooling. They have also used dropout to avoid
overfitting the dataset. Lastly, they apply dense layers to reduce the dimensionality
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and apply the softmax function to categorize into the five different attacks given in
the KDDCUP99 dataset.

Paper [10] has shown its application of chi-squared algorithmon theUNSW-NB15
dataset to select its features and then compare the results of the result of five different
models (algorithms)—K-nearest neighbor, Eager learners, logistic regression, ran-
dom forest, and Naïve Bayes. Random forest classifier (RFC) attaining maximum
accuracy 98.57% with all features and 99.64% with selected features which also
highlights the importance feature selection can play.

3 About Dataset

The lack of a comprehensive network-based knowledge set that can reproduce current
network traffic conditions, enormous kinds of modest footprint attacks, and deep
structured information about network traffic is the most significant analysis hurdle in
this discipline. To judge the analysis efforts of network access systems, benchmark
knowledge sets KDD98, KDDCUP99, and NSLKDD were developed over the past
decade. However, multiple recent studies have revealed that these knowledge sets
do not reproduce network traffic or trendy minimal footprint assaults in the present
network threat environment. This study investigates the UNSW-NB15 knowledge set
in order to alleviate the annoyance of network benchmark knowledge set difficulties.

The UNSW-NB15 has specific preparing and testing sets pre-made for execution
which present an uneven nature and duplication of records and may, in any case,
bring about dimensionality issues. This is the reason in this examination,and new
preparing and testing datasets were framed using every one of the crude records
present in the by and large dataset and along these lines eliminating the uneven and
duplicate nature present furthermore. The new dataset shaped for execution after
pre-preparing has 450,318 typical records and 321,283 attack records.

3.1 Data Preprocessing

Data preprocessing is the first and a significant piece of all profound learning models
as it assists with getting data prepared for classification [11]. The dataset is pre-
processed prior to preparing and testing to expand exactness and proficiency of the
AI model. It requires different procedures for cleaning the information, finding and
filling missing qualities, normalizing the information for better preparing, encoding
downright information, and highlighting the scaling to change the raw dataset into a
reasonable dataset for preparing and testing for the execution of the model design.
Figure 1 represents the class distribution of test and train dataset. Following are the
steps taken to set up the UNSW-NB15 dataset (Figs. 1 and 2).

1. Dataset Balancing: The link of the four csv files present for the UNSW-NB15
dataset brings about significant offsetting issues with the quantity of normal
records exceeding the quantity of attack records significantly. As this could bring
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Fig. 1 Class distribution of test and train dataset

Fig. 2 Heat map for correlation matrix
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about overfitting during execution, the quantity of normal records is decreased
to a comparable number of attack records. The quantity of normal records is
yet kept higher to lessen false positive rates. The dataset is then separated into
preparing and testing datasets with the end goal that the preparation dataset
possesses 70% of the complete information.

2. Data Cleaning: UNSW-NB15 is an enormous dataset and subsequently contains
a scope of irregularities too. The information contains missing values and wrong
values which are supplanted by the mode worth of these very features. Fixing
parallel sections, for example, “is_ftp_login” which are in a scope of qualities
is likewise in this manner rectified to 1 and 0 which permits in more speculation
of each grouping while at the same time permitting a level of deviation to gain.

3. Data Transformation:Data transformation is viewed as a fundamental advance in
data preprocessing as it guaranteesmost extreme information quality and further-
more helps in better examination of the model, and it accordingly incorporates
different sub-steps.

(a) Log Transformation: As the numerical values in the dataset contain values
close to zero just as numbers bigger than 0, log change on the dataset can
react to the skewness of the data as qualities near nothing and bigger than
zero can mutilate the dataset. In this way, we use log1p on the dataset to
deliver just positive values and produce a homogenous dataset [12].

(b) Normalization: Normalization is a scaling procedure to change the informa-
tion when the data sources have various ranges. We find out the mean and
standard deviation of the features fromwhich we then, at that point, subtract
the input alongside the mean. These outcomes in a set of values with the
mean 0 and standard deviation are 1. This considers better classification and
paces up execution too. Figure 2 represents the correlation matrix.

(c) Encoding the Labels: This process is used to convert the features “proto”,
“service”, “state”, and “attack_cat” which are present in categorial values
into numerical values ranging from zero to one less than the number of
classes. Thus, this converts the data into machine-readable language.

4. Data Reduction: As the UNSW-NB15 dataset has 47 highlights of which all
have diverse significance, it is critical to eliminate the highlights which do not
add to arrangement as much as different highlights to eliminate the opportunity
of overfitting highlights of less significance and underfitting highlights of more
significance. A high number of features likewise bring about dimensionality
issues while model preparing because of the great complexity it faces.

(a) Correlation Matrix: Features with high correlation will have a similar
impact on the output of the model. Subsequently, when two features have
a high relationship, we can drop one of them. The heat map is pro-
duced giving the output, and a feature is dropped if its correlation sur-
passes 0.90. The columns dropped are “sloss”, “dloss”, “dpkts”, “dwin”,
“ltime”, “ct_ftp_cmd”, “ct_srv_dst”, “ct_src_ltm”, “ct_src_dport_ltm”, and
“ct_dst_src_ltm”.
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Fig. 3 Representation of
evaluation metrics

(b) Extra Trees Classifier: To additional tackle this, the extra trees classifier
was carried out as it is an ensemble learning technique that helps in unsu-
pervised learning too. The extra trees classifier likewise gives the level of
significance of each feature which considers manual threshold entry based
on the outcomes.

The classifier was run on entropy criteria with its “n_max features” set as 2 and
yielded a graph.

As per the graph, the threshold was set to 0.01, and thus, the top 24 features were
selected for the implementation. These are the final features selected:

“sttl”, “dttl”, “swin”, “stime”, “tcprtt”, “ct_state_ttl”, “ct_srv_src”, “ct_dst_ltm”,
“ct_dst_sport_ltm”, “sbytes_log1p”, “dbytes_log1p”, “sload_log1p”, “dload_log1p”,
“spkts_log1p”, “stcpb_log1p”, “dtcpb_log1p”, “smeansz_log1p”, “dmeansz_log1p”,
“sjit_log1p”, “djit_log1p”, “network_bytes_log1p”, “state_log1p”, “service_log1p”,
“proto_log1p”

4 Evaluation Metrics

The various models implemented and compared are done by their measure of perfor-
mance on some commonly used metrics—accuracy, precision, recall, and F-score.
These together form the confusionmatrixwhich helps in selecting the best implemen-
tation as well as insight into how to improve the implemented model. These metrics
work mainly on four values produced by the results—true positive, true negative,
false positive, and false negative (Fig. 3).

Calculation of precision can be done using the confusion matrix as follows:

P = TP

TP + FP
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where TP is true positive, FP is false positive, TN is true negative, and FN is false
negative.

To calculate accuracy, confusion matrix is as follows:

Accuracy = TP + TN

TP + FP + FN + TN

To calculate the recall (R), confusion matrix is as follows:

Recall (R) = TP

TP + FN

To calculate the F-measure (F), confusion matrix is as follows:

F = 2 ∗ P ∗ R

P + R

While dealing with multiclass classification, these metrics work differently too as
true positive, true negative, false positive, and false negative values are derived from
different classes. The three commonly used types are micro, macro, and weighted.

5 Proposed Methodology

For binary:
Since classification in binary does not need high complexity, the complexities taken
for preparing were not huge to stay away from overfitting. In any case, to avoid
underfitting the information, more than one model was carried out with the use of
Adam analyzer and compared about for every one of the CNN and RNN models.

Convolutional neural network:

Parameters Accuracy (%) Precision (%) Recall (%) F-score (%)
109,217 98.93 97.80 99.41 98.70
285473 98.89 97.77 99.69 98.70

Recurrent neural network:

Parameters Accuracy (%) Precision (%) Recall (%) F-score (%)
49.579 98.86 97.53 99.78 98.64
102,849 98.88 97.67 99.70 98.67

For multiclass:
Since multiclass issues require higher complexity because of the concentrated idea
of their classification, another model with higher boundaries was acquainted to keep
away from the conceivable event of underfitting and in this manner better examina-
tion.
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Convolutional neural network:

Parameters Accuracy
(%)

Precision—
macro
(%)

Precision—
weighted
(%)

Recall—
macro
(%)

Recall—
weighted
(%)

F-score—
macro
(%)

F-score—
weighted
(%)

109,370 93.89 61.77 94.19 49.88 93.89 50.10 93.47
285,626 93.95 64.74 94.51 51.94 93.95 51.19 93.97
565,498 94.20 68.68 94.94 50.98 94.20 49.55 93.46

Recurrent neural network:

Parameters Accuracy
(%)

Precision—
macro
(%)

Precision—
weighted
(%)

Recall—
macro
(%)

Recall—
weighted
(%)

F-score—
macro
(%)

F-score—
weighted
(%)

50,858 93.89 46.53 93.13 46.25 93.89 44.22 93.06
103,146 94.09 67.73 93.77 47.47 94.09 48.17 93.24
148,394 93.74 49.96 94.47 51.92 93.74 50.17 93.92

As per the results, the proposed method for multiclass classification is CNN with
Adam optimizer and categorical cross-entropy for the loss. The model runs for ten
epochs with 32 sized mini batches.

It is also seen that this implementation gave the best overall results in the mul-
ticlass approaches yet. Next, the testing set failures as they allow a deeper insight
to overfitting of attacks as seen previously are analyzed which do not show a bias
to any attack group suggesting the minimizing of any dimensionality problem. This
is hence the final proposed implementation of the multiclass classification in the
UNSW-NB15 dataset.

6 Conclusion

Various models for detection of network attacks are compared in this paper. The pro-
posed model for binary classification is convolutional neural network (CNN) from
the two being compared being—CNN and RNN. The implementation reached an
accuracy of 98.93% with its precision as 97.08%, recall as 99.41%, and f -score as
98.70%, highlighting the efficiency of convolutions and recurrence working well
together. Multiclass involved the concatenation of certain attacks for its maximum
macro-averages due to the unbalanced nature of the data. This implementation was
best implemented with convolutional neural network (CNN) which reached an accu-
racy of 94.20%. This paper gives an understanding to how the two widely used
architectures—CNN and RNN—work on the UNSW-NB15 dataset.

In paper [13] the experimental study of proposedmethod involved large datasets of
about 75,000 samples with more than two-thirds consisting of malware samples and
benign samples forming the rest. By performing similaritymining of the innumerable
obfuscations of extended x86 IA-32 (opcodes) found in these malware samples, we
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were successfully able to detect and classify unknownmalware that had escaped from
traditional detection methods. In paper [14], the existing benchmark datasets are not
representing the comprehensive representation of the modern orientation of network
traffic and attack scenarios. Paper [15], proposes an effective IDS by using hybrid
data optimization which consists of two parts: data sampling and feature selection,
called DO_IDS. In data sampling, the Isolation Forest (iForest) is used to eliminate
outliers, genetic algorithm (GA) to optimize the sampling ratio, and the Random
Forest (RF) classifier as the evaluation criteria to obtain the optimal training dataset.
Paper [16–18] suggest software-defined networking (SDN), increasingly replacing
conventional networking especially in the IoT, limits the features that can be used to
detect botnets. Paper [19–21] give an insight on usage of Deep Neural Networks in
cloud computing and IoT environment.
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Toward Big Data Various Challenges
and Trending Applications

Bina Kotiyal and Heman Pathak

Abstract With the continuous growth in the data and its use as a resource for analytic
knowledge continues to help companies develop, the need for innovative approaches,
tools, and strategies to extract actionable insights is becoming increasingly impor-
tant. The data collected from myriad sources like social media, search engines, and
the Internet of Things has developed substantial opportunities concerning the busi-
ness to business industrial organizations. Big data (BD) computing is classified as
batch and stream computing based on the processing types. Batch computing is per-
formed when data is at rest, whereas real-time computing is performed when data is
in motion. In the present era, real-time stream processing is in demand as the mas-
sive data generated has to be handled speedily to meet the business or organization
requirements. BD analytics is used to get the big insight from this data. However,
cleansing, interpreting, and analyzing suchmassive databases present hurdles inmar-
keting, particularly in terms of making real-time decisions. This paper throws light
on the various issues and challenges associated to BD. Most of the challenges are
associated to the preprocessing phase of BD. It also presents the diverse applications
of BD.

Keywords Big data · Big data analytics · Batch processing · Real-time processing

1 Introduction

In the present era, the data is generated by various sources such as social network-
ing sites, sensors, and mobile devices. The data contains different data types. High
dimension, heterogeneous, unstructured, incomplete, noisy, missing data, low qual-
ity, etc., are the unique features of BD which also changes the statistical and data
analysis approaches. The various social networking Websites such as Yahoo, Face-
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book, and Google originated the term to analyze hefty amounts of data. BD leads to
BD; however, this huge amount of data is not meaningful because it contains noisy
or abnormal data according to the author [1]. A lot of research has been done in
the different areas of BD, but still this field needs to be more explored. BD leads to
various types of issues in BD analytics such as storage, fault tolerance, quality of
data, and security aspect. The data will be of low quality [2]. The performance of a
systemwill be reduced even though we use advanced algorithms due to the poor data
representations [3]. The different types of analytics are text analytics, audio analyt-
ics, video analytics, and social media analytics. The user opinions are extracted and
analyzed for the various business purposes for decision making by understanding the
behavior of the user. Our contribution in this paper:

1. We have performed a systematic literature survey in this area.
2. We have identified the various issues and challenges pertaining to BD.
3. We have thrown light on the applications of BD.

The paper is organized as follows: Sect. 2 discusses the processing varieties of
BD, Sect. 3 is focused on the challenges, Sect. 4 presents the related work, Sect. 5
discusses the various applications, and at last Sect. 6 presents the conclusion.

2 Big Data Processing Varieties

With the continuous growth in the data, and its use as a resource for analytic knowl-
edge continues to help companies develop, the need for innovative approaches, tools,
and strategies to extract actionable insights is becoming increasingly important. The
researchers have given two patterns in this field: batch processing and real-time
processing.

BatchProcessing. The collection of structured andunstructureddatasets for develop-
ing a future strategy from themachine learning standpoint is known as batch process-
ing. The data generated and collected through variousmediums such as search engine
searches, click behavior, socialmedia, sensors, locations, smart devices, transactions,
and sales information forms the data for batch processing. In batch processing, the
large amount of data is processed at once. In this type of processing, latency is not
a concern rather than throughput. Hadoop is introduced as a solution for processing
this massive data generated or captured through various mediums [4, 5].

Real-TimeProcessing. Real-time processing processes the current datasets. It works
on the continuous stream of inputs and generates output without delay. It handles
dynamic, constantly changing, andmulti-format data types within a real-timemilieu.
However, more efficient and fast approaches are needed to analyze this type of data.
The objective of handling in real time is to analyze andprocess the datawithminimum
latency. Apache spark is used for real-time processing. It overcomes the problem of
Hadoop [6].
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3 Big Data Challenges

BD brings many challenges and issues with its characteristics. The following men-
tioned are the challenges that are needed to be solved:

Heterogeneity and Incompleteness. The real-world data generated from different
sources are heterogeneous in form and incomplete [7]. Therefore, the continuously
increasing size of BD and extracting value from it are the challenges faced. The
layout, diversity, and organization of the streaming data must all be reflected in an
effective data presentation.

Dimension Reduction. BD dimension reduction is the problem associated with the
huge data also known as ‘Curse of Dimensionality’ which has many features which
is directly related to vast stores and increasing the scale up of BD systems [8].

Imperfect Data. Imperfect data deals with the techniques associated with missing
value or noise.Missing values can result in bad decisionmaking and can be a potential
reason for the loss of efficiency in the extraction of knowledge; therefore, it is very
necessary to deal with noisy data [9]. The data often contains the noise in it which
can affect the input or output or both of them and thus leads to the poor quality of
data.

Class Imbalance. Imbalanced data or class imbalance is the challenge associated
with large growing data also known as the volume of data and assuming that the data
are not correctly classified across the distribution [10].

UnstructuredData. The unstructured data constitute amajor portion of the data. Also
with extraordinary expansion in the extent of data, researchers face a huge issue in
handling unstructured data [11].

Feature Engineering: This problem is closely related to high dimensionality. In this
kind of learning domain, knowledge is used to generate the features. But finding the
highly relevant feature is the time-consuming process in preprocessing [12].

Uncertainty. Uncertainty consists of imperfect or unknown information. This chal-
lenge is associated with the veracity of data. It is present in all phases of BD learning.
The various types of uncertainty in the data lead to less effective and accurate results
[13].

Scalability: Inmassivedata analysis, scalability is amajor concern.Existing resources
cannot keep up with the data because it is rising at an exponential rate. To handle the
exponential growth of data scalable frameworks, algorithm needs to be developed
by the researchers [14].

Integration. The uniform view of data collected through different mediums is known
as integration [15]. This data can be in any format. A strategy for data integration
should be developed to help relatively effective performance across several datasets.
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DataQuality: The generation of data is done through differentmediums. Data quality
problem is associated with the inconsistent data generation which leads to poor data.
Generating high-quality data from the data consistency is another challenge in BD
[16].

Timeliness: The time-sensitive process has time as a prime factor such as for alleviat-
ing the security threats, and preventing fraud. Scalable architectures or platforms are
required to enable continuous processing of streaming data that can be implemented
to develop data timeliness [17]. The key problem is always to build a distributed
architecture which can combine local representation of data into a global perspective
with the least amount of latency possible between communication nodes.

Security. BD cannot be handled by one single system; therefore, big repositories
are required to store this huge data. This makes it vulnerable to criminals or people
targeting to the confidentiality of the information. Therefore, security will always be
a major concern to BD [18].

Privacy: The most difficult aspect of large data stream analytics is coming up with
strategies to preserve data before it is analyzed [19]. International Data Cooperation
(IDC) revealed that the information is not effectively protected which needs guard,
and this has created a menace to individual privacy while giving them opportunities
for analyzing massive amounts of data in real time.

Visualization. The unprecedented growth in BD has generated various challenges to
the existing technologies. The visualization of data in the form of graphs or through
pictorial representation is becoming challenging with the enormous data generating
with high speed and is the indifferent form [20].

4 Related Work

In the specific field, a lot of relevant work has been done. Some of the work is as
described under:
The deficiency of efficient preprocessing techniques leads to a poor model. The
inclusion of distortion in the dataset is the most prominent problem and thus making
the performance of the system deteriorating. To extract the valuable information from
the data, [21] has introduced smart data which can be constructively used by different
organizations for intelligent decisionmaking. The performances of machine learning
algorithms are based on every preprocessing step [22].

The complexity of the data increases due to errors [23]. Preprocessing is a time-
consuming process, and 80% of the time is spent on this process known as data
preparation. The existing tools or techniques are manual, time-consuming and costly.
Therefore, this area needs to be focused on.

According to the author [24], size is only one dimension of BD out of many
dimensions. It is very important to consider the speed to which the data is arriving
and the variety. The paper focuses on the natures of BD like audio, video, social
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media, and text. Other papers focus on structured data using predictive analytics,
whereas they do not focus on unstructured data that constitutes 95% of the BD.

As per the study of [19], the traditional data mining algorithms can be used to
generate meaningful information in big data analytics, but the other researchers have
not conducted many studies on this, and therefore, it is an important issue.

The author has measured the area of BD and examines the various kind of tech-
niques employed for processing and analytics [25]. The author has analyzed the
genesis of BD through structuralism and functionalism. It has discussed the various
management tools based on batch processing and stream processing. It has also dis-
cussed the open research challenges in BD. The current tool and technologies are
not capable of solving the data problems entirely for processing BD and analytics.
Therefore, more research needs to be carried out in the sub-areas of BD. It also dis-
cusses some emerging technologies for BD that can overcome the existing problem
of BD.

A systematic literature survey is performed by [26] and presented challenges
faced by the organization and also discussed the analytical methods adopted by the
organization to overcome them. They have given a conceptual classification of BD
challenges such as data challenges (related to the characteristics), process challenges
(related to how technique), and management challenges (related to ethical aspects).

The various definitions of BD given by other authors are also discussed [17]. BD
is described by the author as a massive amount of data that differs from ordinary data
in terms of size and format. It is a combination of unstructured, semi-structured, and
structured data. It has covered the major concerns and challenges associated with
BD, as well as the solutions’ limitations. Hadoop MapReduce for batch-based data
processing and Apache Spark for real-time data methods are adopted to reduce the
latency in processing.

The data collected frommyriad sources like social media, search engines, and the
Internet of Things has developed substantial opportunities concerning the business-
to-business industrial organizations. However, cleansing, interpreting, and analyzing
suchmassive databases presents hurdles inmarketing, particularly in terms ofmaking
real-time decisions [27].

BDcomputing is classified as batch and streamcomputing based on the processing
types [28]. Batch computing is performed when data is at rest, whereas real-time
computing is performed when data is in motion. In the present era, real-time stream
processing is in demand as the massive data generated has to be handled speedily to
meet the business or organization requirements.

Author [11] has performed research about the limitations of the existing infor-
mation extraction techniques. The various problems related to unstructured data are
explored independently. The preprocessing phase needs to be focused to get more
accurate results.

Table1 shows the literature survey performed on the BD in a tabular format with
limitations and future research directions.
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Table 1 Summary of literature survey

Author Focuses Limitations Future work

[24] Presented various
definitions of BD
To gain valid and
valuable insights from
BD
On analytics
pertaining to
unstructured data
(constitute 95% of
BD)

Only consider
predictive analytics
which is used for
structured data

The emergence of
novel technologies
will lead to the field of
real-time analysis due
to growth in
location-aware social
media and mobile app

[29] Traditional mining
algorithms are not
competent in handling
BD
The KDD process is
used as a framework
and is summarized
into three parts: input,
analysis, and output
Discuss some open
issues that we may
face in BD analytics

Not given a solution to
the issues

To predict the
behavior of the user
How to protect data
To apply the
traditional algorithm
for BD mining

[26] Performed SLR
Discussed the various
challenges
Presented the analytics
methods employed to
handle the challenges

It does not discuss any
tool

Nil

[17] Various definition of
BD
Discussed the issues
and challenges
A brief comparison of
Hadoop MapReduce
and Apache Spark

Only theoretical
aspects are given

More technologies
could be employed

[21] Discussion on
preprocessing
techniques
Two classifiers
adapted for generating
smart data

Just the classification
algorithms are used

Multiclass and
imbalanced problem

(continued)
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Table 1 (continued)

Author Focuses Limitations Future work

[27] The structure and
unstructured datasets
are linked to batch
versus real-time
handling
Much work is done on
structured datasets
with batch processing
For B2B industrial
marketing, the actual
processing of
unorganized analysis
is needed

Paper is conceptual
Poor decision making
leads to poor targeting
and increasing latency
time

Practical
implementation is
missing
Make a strategy on the
limitations of the
decision-making
process

[28] Focuses on large
analytics in real time

Protecting the actual
time data

Social media
preprocessing

[30] Focuses on handling
unstructured data

Real-time processing
of data is restricted

Use of BD analytics to
the educational sector,
geo-science, etc.

[13] Focuses on uncertainty
AI yields more
accurate results than
other techniques

Uncertainty related to
the dataset not
discussed. Only
analytics uncertainty is
focused

Efficiently model
uncertainty in ML and
NLP

[11] Focuses on
unstructured and
multidimensional BD
Various types of
information extraction
via text, audio, etc.
Independent
challenges identified
based on unstructured
data

Usability
improvement model
not given for handling
the unstructured data

Increasing the
efficiency of the
system via
preprocessing of a
variety of data

5 Applications Using Big Data

The term “BD” refers to large amounts of information generated both internally and
externally. This data helps in great decision making when handled gently. Some of
the prominent applications are as follows:

Bank Sector. BD is used in banks and helps in providing better services in the bank
such that collection of cash and financial management. It has created profit for the
banks and also diminished customers’ stress. It helps get the high demand for new
branches.
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Tourism: In the present era rather than agencies tourists would like to go through the
digital world [31]. It helps collect information about the tourists, the tourist places,
etc. The airlines can deliver effective services when they have complete information
about passengers. Beneficial offers can be given to customers based on the idea of
geo-location, weather, and traffic.

Disaster Management: The development of new technologies helps the meteorolo-
gists to forecast weather conditions more accurately. It can evaluate factors such as
water level, wind pressure, and temperature to find the possibility of disaster. Disas-
ters like earthquakes can be monitored and timely people can be warned by disaster
management specialists.

Agriculture. BD is used in the field of Agriculture. It uses historical data, machine-
generated data, and real-time data to address real-world problems. Agricultural IoT
creates a vast volume of agricultural data, which can be employed to automate the
firm’s watering system, allowing farmers to move on to more important matters [32].

CloudComputing: Nowadays, these two technologies are blended for providingmore
innovative solutions for the present problem [33]. Cloud gives us various services
and thus gives us a tool to perform these services. One such service is the extraction
of required data. The cloud server is used to store the data, and relational information
is extracted employing BD techniques.

Education: BD in education sector can yield unique results that can provide new data-
driven approaches for teaching students as it is the mainstay of any nation. It includes
the records of students and could store, manage, analyze the massive datasets [34].

Customer-Oriented Service: It is imperative to understand the need of the customer
as they are the assets of any business. Understanding the need for customer and
customer satisfaction is the key to have a successful business. BD tells us what our
customers are looking for and gives us the best results. It helps us in identifying the
requirement of customers [35].

Social Media Sector: It is among the most widespread sectors in the present world.
Here, social media is used for knowing the opinion of people, and this can be used
for various purposes. One such purpose can be providing opportunities to the digital
market in identifying their customers using AI. It gives a better idea of the customer
and thus helps in decision making [36].

Cyber-Physical Systems: Computer security networks are used to guard the sensi-
tive information of the organization and government. BD is a strategy for gathering,
organizing, and storing information. Technological innovation is often used to prop-
erly defend data. BDA is significant in overcoming serious security and privacy
challenges, as well as enabling numerous businesses to access data and obtain a
thorough understanding of business [37].

Healthcare. The healthcare industry is data-intensive [4]. It entails techniques for
evaluating huge quantities of electronic data related to the patient medical care and
well-being. Traditional software and hardware have a hard time measuring this data
since it is so diverse.
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6 Conclusion

The research done in this paper concludes that the deficiency of efficient prepro-
cessing techniques leads to a poor model. The inclusion of distortion in the dataset
is the most prominent problem and thus deteriorates the performance. To extract
the valuable information from the data, smart data is constructively used by different
organizations for intelligent decisionmaking. The performances of machine learning
algorithms are based on every preprocessing step. However, it is a time-consuming
process and 80% of the time is spent on this process known as data preparation. The
paper has discussed themyriad issues, challenges, and applications ofBDwhich need
to be focused so that the results can be enhanced. Some papers have given focus on
techniques that are manual, time-consuming, or costly. Therefore, it requires more
research into this field. In the future the tools for BD will be introduced.
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Convolutional Neural Network-Based
Approach to Detect COVID-19
from Chest X-Ray Images

P. Pandiaraja and K. Muthumanickam

Abstract COVID-19 is a worldwide pandemic that poses serious health hazards.
COVID-19’s diagnostic test sensitivity is restricted owing to specimen process-
ing abnormalities. The discussed technique might be used in clinical practice as a
computer-aided diagnostics approach for COVID-19. The use of chest X-ray pictures
for detection is life-saving for both patients and clinicians. Furthermore, in nations
where laboratory kits for testing are unavailable, this becomes even more critical.
This work aims to demonstrate the application of deep learning for high-accuracy
COVID-19 identification utilizing chest X-ray images. Image-based applications
have reached a pinnacle in the last five years thanks to the widespread usage of
convolutional neural networks (CNNs). CNN gathers information from images by
extracting features. The enormous popularity and efficacy of CNNs have sparked a
new rise in interest in deep learning. The image data space is littered with CNNmod-
els. They excel in computer vision tasks like image categorization, object identifica-
tion, and image recognition. This research work attempts to discuss the CNN-based
approach for detecting COVID-19 from chest X-ray images.

Keywords COVID-19 · X-ray imaging · Deep learning · Convolutional neural
network

1 Introduction

VIRUS became a deadly illness as many of us every location the world area unit
affected andmost of them area unit is dead. The virus mainly spreads through coughs
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and sneezes of an infected person. One square measure usually merely infected by
eupneic the virus if they are at intervals proximity or by having physical contact
with the patient. Total of 111,740,598 cases were better-known, 86,907,998 were
recovered, and one or two of 473,879 were dead therefore. There are a unit twenty
2,301,784 active cases [1]. Most of the parents infected with the Coronavirus expe-
rience sickness. There are units several tests form of a diagnostic assay, CT scan,
super molecule testing, etc. for coronavirus. The foremost common checks taken for
characteristic infection area unit are the agent check and super molecule [2].

An infective agent check tells that if the patient is presently infected or not;
associate protein check might tell that if you had a past infection. But these tests
area unit dear and can take time a prolonged time. One in all fighting with CORONA
VIRUS is that the power to sight the patients early and location patients beneath with
care. The target of the project is to make a picture classification model which will
predict corona with a chest X-ray scan of the patients [3]. Detection this illness from
radiology out taken is one of the ways that during which to make out the patients.
Variety of the primary analyses displayed unique aberrations at intervals the upper-
body radiograms of a sufferers plague-ridden with virus. Exhibiting virus illness
presence was better-known by a board qualified specialist. Transfer education on a
collection of two thousand radiograms square measure usually accustomed train four
modern convolutional neural networks, at the side of ResNet18, ResNet50, Squeeze
Net, and DenseNet-121, to identify CORONA illness at intervals the analyzed chest
X-ray and conjointly the model most closely fits to sight COVID-19 is Res Net with
high accuracy with eighteen layers deeper [4, 5]. The image of the normal person
and a COVID patient.

The researches created in several location has according that the utilization of AI-
based tools in resolution CT scans, based on work with X-ray, image classification
problems in tending, etc. Deep learning is one in all the terribly powerful tools for
psychological feature problems, learning sophisticated, and conjointly the frequency
of their analysis and usage of deep education rule mistreatment the Convolutional
Neural Network (CNN) that will facilitate in detection CORONA from Chest X-rays
for rapid designation competently [6]. A neural network community is a form of
profound neural community that is most widely recycled to analyze visible creativity
in deep learning. It follows a pattern in all itsworkmotion picture and applies identical
pattern on the check data to predict the result.

The researches created in many location has according that the utilization of AI-
based tools in resolution CT scans, based on coaching with X-ray pictures, image
classification issues in tending, etc. [7]. Deep learning is one among the very powerful
tools for psychological feature issues, learning complicated, and also the frequency
of their analysis and usage of deep education rule victimization the Convolutional
Neural Network (CNN) will facilitate in detection CORONA from Chest X-rays
pictures for rapid abrupt.

A convolutional neural network, also known as an important category of deep
neural networks, is most commonly used to analyze the visual imagination. It fol-
lows a pattern in all its coaching pictures and applies identical pattern on the check
knowledge to predict the result.
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1.1 Interdisciplinary

Computer vision is one of the foremost exciting divisions of technology. Heaps of
analysis have been carried during this field for many years. The process of pictures
becomes quicker and economical because of cloud technologies and powerful GPUs
and TPUs. Cars, robots, and drones begin to grasp what we have a tendency to see in
motion picture and videos. The interface “computer vision” between machines and
humans can gain rather more importance inside the following few years. Computer
vision is taken into account to be the most popular field within the era of AI.

It are often agitated for newbies as there square measure some challenges that the
majority folks face whereas creating a transition into laptop vision In straightforward
words laptop vision may be a field of deep learning that enables the machine to spot,
method pictures rather like humans [8]. In terms of parsing pictures, humans perform
extraordinarily well; however, once it involves machines sleuthing objects involve
multiple and sophisticated steps, together with feature extraction (edges detection,
shapes), feature classification.

1.2 Library of Programming Function

OpenCVcontains implementations of over 2500 algorithms! It is freely accessible for
business still as tutorial functions. The library has interfaces for multiple languages,
together with Python, Java, and C++.

1.3 Image Diagnosis

An image is often diagrammatic as a third-dimensional array. This is often be as
a result of a machine can represent everything as numbers and in python, NumPy
are often accustomed represent it whereas in C programing language it are often
diagrammatic as formatMat. For images, usually, a generic word is employed known
as constituents or pixel values. Within the case of color pictures, we have got three
colored channels [9, 10]. Hence, colored pictures can have multiple values for single
constituent values betting on the resolution and color depth; those arrays will vary
in size. The color values go from zero to 255. These color channels square measure
usually diagrammatic as Red inexperienced Blue (RGB).

For example, Reading pictures inOpenCV is easy; purpose to be noted here that by
default, the perform reads pictures within the blue inexperienced red (BGR) format.
We will browse pictures in several formats victimization further flags within the
read function. The image has been properly loaded by OpenCV as a NumPy array;
however, the color of every constituent has been sorted as BGR. Matplot lib’s plot



234 P. Pandiaraja and K. Muthumanickam

expects associate RGB image; thus, for an accurate show of the image, it is necessary
to swap those channels.

This operation is often done either by victimizationOpenCV conversion functions
cv2.cvtColor () or by operating directly with the NumPy array. Resizing pictures as
general most laptop vision models work on mounted input shapes. True pain arises
after we perform Internet scrapping to scrap image datasets. Resizing is basically
useful in coaching deep learning models [11]. But totally different interpolation
and down sampling functions additionally represent the umbrella of OpenCV with
the subsequent parameters. Blending pictures With the magic of OpenCV, we will
add or mix two pictures with the assistance of the cv2.addWeighted() methodology.
Add Weighted () perform returns NumPy array containing constituent values of the
ensuing image. Mixing is nothing however the addition of 2 image matrices. thus if
we wish to feature 2 pictures then which means terribly straightforward we’ve got
to feature various 2 matrices. For aggregating 2 matrices, the scale of the 2 pictures
ought to be constant.

1.4 Edge Detection

Edges in pictures square measure the points wherever brightness changes drastically
and includes a variety of discontinuities like

1. Depth Discontinuities
2. Orientation Discontinuities

Edge detection has become terribly helpful for extracting options of pictures for
various image recognition applications just like the classification of objects.

2 Related Works

Deep remaining associations have emerged as a gathering of unfathomably signifi-
cant models showing persuading precision and respectable blend rehearses. In this
paper, we inspect the multiplication definitions behind the waiting structure blocks,
which suggest that the forward and in turn around signs can be clearly induced from
one square towhatever other square, when using charactermappings as the skip affili-
ations and after-development incitation. Amovement of evacuation tests supports the
meaning of these character mappings. This impels us to propose another excess unit,
which makes planning fewer complexes and improves theory [4]. Research signifi-
cance: The comprehensive type of this paper has been recognized by IEEE Internet
of Things journal; if it is not all that much difficulty, allude to the journal variation.
During the disease shirking and control period, our examination can be valuable
in expectation, finding, and assessing for the patients spoiled with COVID-19 (the
novel COVID) taking into account breathing characteristics. According to the latest
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clinical investigation, the respiratory illustration of COVID-19 is not equivalent to
the respiratory instances of flu and the ordinary infection. One gigantic sign that
occurs in the COVID-19 is Tachypnea. People defiled with COVID-19 have all the
more quick breath. Our assessment can be utilized to perceive distinctive respiratory
models, and our device can be first off put to sensible use [5].

The scene of relentless discriminating respiratory disorder coronavirus 2 has
brought in excess of 2.5 million occasions of coronavirus sickness (COVID-19)
in the humankind up until this point, with that quantity long-lasting to create. To
have power over reducing the increase of the ailment, assessing enormous amounts
of assumed cases for legitimate disconnect andmanagement is a need. Pathogenic lab
examining the best level anyway is monotonous with basic fake results. Hence, elec-
tive illustrative ways are frantically expected to fight the sickness [12]. We research
the effect of the convolutional network significance on its precision in the colossal
degree picture affirmation setting. Our standard responsibility is a thorough evalua-
tion of associations of extending significance using a plan with infinitesimal (3 × 3)
convolution channels, which shows that an immense improvement for the previous
workmanship arrangements can be cultivated by pushing the significance to 16–19
weight layers. These revelations were the reason of our ImageNet Challenge 2014
convenience, where our gathering got the primary and the additional locations in the
localization and game plan pathways independently. We furthermore show that our
depictions summarize well to other datasets, where they achieve top-tier results [13].

We are in attendance to the understanding of inauguration modules in convolu-
tional neural associations like a center development in normal convolution and the
intensity-wise distinguishable convolution movement (an intensity-wise convolution
followed by a bulleted convolution). In this illumination, an intensity-wise detachable
convolution can be seen as an inauguration module with a highest gigantic amount
of apexes. This discernment drives us to put forward a novel significant convolu-
tional neural association configuration stimulated by inauguration where inaugura-
tion modules have been dislocated with intensity-wise distinguishable convolutions
[14]. Seven COVID are recognized to cause sickness in individuals (2, 5, and 6). A
dual strain, outrageous extreme on breathing condition in COVID-19 (SARS-CoV)
and Middle East respiration problem of COVID-19 (MERS-CoV), has beginnings
and has associated with flare-ups of genuine breathing sicknesses in individuals
(5). Though 2019-nCoV, too, is acknowledged to have a root, individual-to-singular
communication has been recorded [15].

The epic (COVID-19) sickness is compacting the clinical benefits classifications
across theworld, and very insufficient of them is almost fading. The acknowledgment
of this contamination as early as possible will help in tarnishing the spread of it as
the disease is changing itself as debauched as could truly be considered typical,
and as of now, there are around 4300 strains of the contamination agreeing to the
reports. Experimental assessments have shown that a huge bit of the COVID-19
sufferers experience the evil impacts of a lung contamination like influenza. Thusly,
it is imaginable to examine lung sickness by means of imaging procedures [16, 17].

Viruses are themost notable explanations behind respiratory tainting. The imaging
disclosures of viral pneumonia are various and covers with those of other non-viral
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powerful and combustible conditions. Regardless, conspicuous confirmation of the
secret viral microorganisms may not for the most part be basic. There are different
markers for perceiving viral microorganisms dependent on imaging plans, which are
connected with the pathogenesis of viral illnesses. Diseases in a comparative virus-
related intimate portion a tantamount pathogenesis of pneumonia, and the imaging
plans have discernable ascribes [18]. A Standardized Dainty CNNmodel is adjusted
from a Dainty CNN model. We acquainted a standardized level with this ideal in
both preparing and examination stage. The standardized level standardizes the yield
highlights, causing it to address pictures enhanced. We assess our model on LFW
dataset [3]. The exactness of expression check arrives at 98.46%, which is superior
to the first model.

3 Existing System Architecture

The knowledge about the project can be gained from the existing models. The
COVID-19 sufferers are detected with the benefit of patients X-ray image. The main
drawback is that these model takes the image as a whole and processes them to
predict the result [19–23]. This can be made even more efficient by reducing all the
image sizes evenly leaving the unwanted extra details in the image.

There existing system helps in knowing some of the basic and very important
factors that are essential to begin the model. In this existing model, the upper-body
X-ray image of in good physical person, COVID patients, bacterial pneumonia,
and virus pneumonia personas are given as a contribution to the pre-trained neural
network, and the output is predicted and represented in Fig. 1.

Fig. 1 Existing system architecture
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There is a widespread of COVID all over the world, and all the people are affected
by the deadly virus. Though the vaccines are available, the spread of virus is no way
reduced. The main reason for more spread is that people are not aware whether they
are affected by COVID or not. Though the COVID tests can help to identify the
patients, it is taking a long time for the results and it is enough time for the virus to
spread from one to other. Though lockdown, wearing mask and getting vaccinate is
being followed the spread of virus exists [7, 24].

The point that can be speeded up is the duration of identifying COVID patients
with the COVID test which can be reduced. Average of 14 people gets in contact
with the patient for every one hour [25–29]. Reducing the duration of finding result
by speed up alternate test can be finding to reduce the spread. This can be made
possible with the benefit of deep learning. Convolutional network is a deep learning
algorithm which is commonly used to work with images [30–36].

This can help in detecting and identifying the COVID-affected patients very
quickly. All needs the upper-body X-ray image of the person. If the image of the
patient upper-body X-ray is feed to the ideal, it can predict the result in no time, and
thus, the patients are identified quickly, isolate, and treat the patient very quickly
[37–42].

4 Proposed System Architecture

The protocol proposed is designed based on the below architecture. The model built
which the base as this architecture. The additional information about the models in
the architecture is discussed in this section in Fig. 2.

In this model, preprocessing and cleaning comes under image processing. If the
image is very large, the time taken to predict the result will also be long. Hence,
the unnecessary segments in the input can be eliminated which is done during this
stage of the model. Resizing is important to make the model efficient. If the image
is very large, then the processing will also take more time. Hence, the image has to
be reduced by eliminating addition details/pixels in the input image [43–46].

Denoise can be used to clear the blur image.
Segmentation can be used to separate the background and the foreground.
Process the input image depending on the shapes.

4.1 Feature Engineering

The input of themodel is the upper-bodyX-ray image of the patients. All clear images
of the X-ray with average quality can be given as an input to the model. Before using
the model, the model should go through training and testing through which it learns
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Fig. 2 Image preprocessing

the pattern in the inputs (training data) and predicts the results of testing data with
help of pattern learned from the training [47–49].

Convolutional layer is the primary layer in the exemplary and is used to fetch
out of the different featured from the input. In convolutional layer, the mathematical
action is done in between the image and the specified size.

In common, the next layer to convolutional coating is the pooling layer. The main
goal of this level is to reduce the feature map size and hence reducing the processing
cost. In dense layer, all the nodes get values from all the nodes in the previous layer
hence called so. Depending on the type of pooling, the pattern learned the result is
made.

5 Proposed Work

The collected data has to be divided into two classes (COVID and normal). The
dataset has only black and white images. Since there are only two classes possible,
the final layer of the model can have a single node in Fig. 3a, b.

Find the total number of images in the dataset. Divide the dataset in the ratio
8:2 for training and testing, respectively. Create a folder named dataset with two
folders nested inside that (test and train). Within test and train, create two folders
named COVID and normal. Now move the images to the appropriate location using
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Fig. 3 a Normal patient X-ray, b COVID-19 patient X-rays

Table 1 Source library files

Key words Use case

Numpy Python library used for handling
multi-dimensional array

Keras Open source library to work with neural
networks

Os To travel through local system and fetch data in
specified location

Matplot Open source library for implementing graph

Conv2d Used to move the layer over the input image

DenseNet The node of the layer to connected with all the
node in the previous layer

iterrows () function. Import os header file to fetch the location inside the local system
(Table 1).

5.1 Proposed Methodology

It is a deep education algorithm which is used while dealing with images. It can
be used specifically for recognition images pixels and processing of images. It is a
software pattern which has three layers

1. Inner layer
2. Hidden layers
3. Output layer

The nodes inCNNare called neuronswhich hasweight and biases. All the neurons
will get various inputs and fetch a highest sum of all of them, which is given in an
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activation function, and result is got out as a response; convolutional layer is the
primary layer in the exemplary and is used to fetch out of the different featured from
the input. In convolutional layer, the mathematical action is done in between the
image and the specified size n × n. The edge and corners are the output from this
layer and is fed as a input to the next layers.

In common, the next layer to convolutional coating is the pooling layer. The
main goal of this level is to reduce the feature map size and hence reducing the
processing cost. This is performed by diminishing the associations among layers and
autonomously works on each component map. Contingent on strategy utilized, there
are a few sorts of pooling tasks.

In max pooling, the biggest component is taken from highlight map. Normal
pooling ascertains the normal of the components in a predefined measured image
segment. The all out amount of the components in the predefined area is registered
in sum pooling. The pooling layer generally fills in as a scaffold among the fully
connected layer and convolutional layer.

Max pooling: The most extreme pixel estimation of the bunch is chosen.
Min pooling: The base pixel estimation of the group is chosen.
Normal pooling: The normal estimation of the multitude of pixels in the clump is
chosen.

Built a model with four layers and one dense output layer and train the model with
the train data. The number of epoch and steps per epoch can be set depending on the
amount of data to be trained. The class model for this project is binary as there are
only two outputs possible. The summary can also be seen with the help of summary
function.

While training the model, specify the image processing parameter like the size
to which all the inputs have to be reduced. This is an important step to make the
model work more efficient than the existing models. For effective processing, use
ImageData Generator while training from the scrat,ch. Also check if the number of
classes in the dataset is only two.

The model can be validated with the help of test dataset. Validating the model
will reveal us how good the model fits the dataset. A good practice is try to reduce
the loss instead of focusing in improving the accuracy. The 20% of the dataset can
be used for validating the model. It is very important to verify if the model over fit
the dataset. In such case, the loss will be very high.

Over fitting: Performance is good on the working out dataset, do poor on other data.
Under fitting: Performance poor on the exercise dataset and do poor on other data.

All these can be changed by tweaking the values of the parameters while testing.
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Fig. 4 Confusion matrix

6 Analysis of the Proposed Scheme

The knowledge about the project can be gained from the existing models. The
COVID-19 sufferers are detected with the benefit of patients X-ray image. The main
drawback is that these model takes the image as a whole and processes them to pre-
dict the result. This can be made even more efficient by reducing all the image sizes
evenly leaving the unwanted extra details in the image.

Their existing system helps in knowing some of the basic and very important
factors that are essential to begin the model. In this existing model, the upper-body
X-ray image of in good physical person, COVID patients, bacterial pneumonia,
and virus pneumonia person as are given as a contribution to the pre-trained neural
network and the output is predicted. The results can be seen in confusion matrix in
Fig. 4.

To compare the various computing deep learning algorithm and to find the results
in accuracy are shown in Fig. 5, and to find the best algorithm out of all of them in
CNN.

7 Performance Analysis of the Proposed Scheme

Calculating the loss with the help of epochs and value loss in a graph will represent
how well the model fits to the data. There spread of COVID all over the world and
all the people are affected by the deadly virus. Though the vaccines are available, the
spread of virus is no way reduced. The main reason for more spread is that people are
not aware whether they are affected by COVID or not. Though the COVID tests can
help to identify the patients, it is taking a long time for the results and it is enough
time for the virus to spread from one to other. Though lockdown, wearing mask and
getting vaccinate is being followed, the spread of virus exists (Fig. 6).



242 P. Pandiaraja and K. Muthumanickam

Fig. 5 Comparing the
accuracy of deep learning
algorithm

Fig. 6 CNN loss and
accuracy

The accuracy of the validated CNN model can also be made as a graph with the
help of epochs and value accuracy which is represented in Fig. 6. The point that can
be speeded up is the duration of identifying COVID patients with the COVID test
can be reduced. Average of 14 people gets in contact with the patient for every one
hour. Reducing the duration of finding result by speed up alternate test can be finding
to reduce the spread. This can be made possible with the benefit of deep learning.
Convolutional network is a deep learning algorithmwhich is commonly used to work
with images.

This can help in detecting and identifying the COVID-affected patients very
quickly. All need the upper-body X-ray image of the person. If the image of the
patient upper-body X-ray is feed to the ideal, it can predict the result in no time, and
thus, the patients are identified quickly, isolate, and treat the patient very quickly.
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8 Conclusion

Deep learning may be a versatile series of neural network learning techniques. Neu-
ral networks inspired a programming model that enables a machine to be instructed
based on empirical evidence. Convolutional networks are a form of profound neural
network that is widely used to analyze visual images in deep learning. Biological
processes influenced convolutional networks, in which the property pattern between
neurons creates the animal cortical area’s consortium. Biological processes inspired
convolutional networks, in which the property configuration between neurons looks
a lot like the arrangement of the innate cortical region. Any input image can move
through a series of convolution layers with filters, pooling, totally connected layers
(FC), and associated softmax perform to classify an object with deep learning CNN
models. One among the most elements of neural networks is convolutional neural
networks. They are made up of neurons with weights and prejudices that can be
learned. Every somatic cell receives a variety of inputs and computes a weighted
average of them before passing it through associate activation and responding with
an output. A convolutional neural network may be a neural network that has one
additional convolutional layer and is employed in the main for image process, clas-
sification, segmentation, and additionally for alternative autocorrelated information.
Then, CNN works well on a picture because it takes all the pixels and generates a
pattern from the testing information. The pattern generated is applied to the coaching
information to come up with the high accuracy result.
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Classification of Medical Health Records
Using Convolutional Neural Networks for
Optimal Diagnosis

M. H. Chaithra and S. Vagdevi

Abstract Pneumonia is considered to be one of the lungs affecting inflammation
for small air sacs. Dry cough, chest pain, fever, and breathing difficulty are some
of the common symptoms during this situation. The seriousness of the condition
of the patient is variable based on several parameters. Viruses, bacteria, and by
other microorganisms usually cause pneumonia. Some of the risk factors during this
situation are: cystic fibrosis, chronic obstructive pulmonary disease (COPD), asthma,
diabetes, and heart failure. Sometimes a weak immune system may also increase the
severity of the situation. The medical diagnostics using machine learning powered
by computer vision and deep learning will help us to extract useful information
by filtering out the non-essential and insignificant information from the diagnosis
report. Computer vision, neural networks, and artificial intelligence methods like
convolutional neural network will lead to identify and extract the useful information
from the diagnosis report, and in turn, it will help to assist in medical diagnosis. In
this regard, the main objective of this work is to classify disease based on symptoms.
Clinical and laboratory symptoms are considered as the basic for this investigation.

Keywords Machine learning · Computer vision · Artificial neural networks ·
Convolutional neural networks ·Medical diagnostics · Data augmentation · Image
acquisition

1 Introduction

As per the research released by the Indian Journal of Medical Research under the
title “Doctor Population ratio of India—The Reality,” it has been estimated that six
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lakh doctors and twenty lakh nurses shortage of medical personnel in India. India is
planning to establish two hundred new medical colleges in next decade to meet the
above requirement. Also, the cost of medical treatment is increasing for a common
man in India and 65% of the health expenditure in borne by the individual itself, and
as per recent release of the data by the government of India, it has been estimated
that the medical expenses push 57 million people into poverty each year.

The medical diagnostics using machine learning powered by computer vision
and deep learning will help us to extract useful information by filtering out the
non-essential and insignificant information from the diagnosis report [1]. Computer
vision, neural networks, and artificial intelligence methods like convolutional neural
network will lead to identify and extract the useful information from the diagnosis
report, and in turns, it will help to assist in medical diagnosis. We will train and
develop the medical diagnostics tool which will help organization or government or
user which will assist doctors/medical personnel in medical diagnosis.

2 Background

The National Electronic Health Records Survey (NEHRS) is an annual comprehen-
sive survey of employed, office-based physicians. Usually based on the role of diet
and prescribed exercise, the health risks are evaluated and research will be con-
ducted. Recently, many researchers have achieved promising results based on elec-
tronic database and applying computational techniques. At the same time, secured
data and maintaining patient’s privacy are also primary concerns while maintaining
health records electronically. This research article provides an optimal method to
identify a specific disease by suitable computational methods and also justifies the
reliability on developed system.

3 Objectives

As per the above scope, the following objectives are defined in this research work:

• Medical diagnostics using machine learning
• Developing a medical diagnostics tool
• Medical diagnostics tool powered bymachine learning and deep learning will high
prediction capability than the traditional models

• Identifying and extract the most critical/important information from the diagnostic
• Reducing the manual touchpoint while performing the model diagnostic.
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4 Proposed Process Flow

To carry out the proposed research work, the resources needed are—artificial neural
network, computer vision, andPython.Hardware requirements are 32GBRAM,1TB
Hard Disk, Window/Linux Machine. The potential challenges and risks involved are
different sources of data which will have different patterns and quality of data which
usually lot of efforts to prepare and clean for analysis [2]. Privacy of the data is also
one of the challenges in such types of domain. Figure1 presents the overall flow of
the proposed model.

Around 6000 JPEG X-ray images are considered for detecting pneumonia condi-
tion. Training, testing, and validation are the stages in which different subfolders of
images are distributed [3]. Anterior–posterior chest images are selected from pedi-
atric patients for this study. Clinical and laboratory symptoms are considered which
selecting chest images for the investigation [4]. Several chest radiographs are fil-
tered to remove images with noise, poor quality, or unreadable data. Finally, the
filtered images are certified by experts before being used for training purpose for our
model. In this phase, the grading errors are recorded and discarded from the training
database.

5 Methodology

5.1 Dataset Collection

One of the major potential challenges for this work is to obtain relevant medical
data. As mentioned earlier, around 6000 JPEG images are been considered from
unique patients for this study. Based on the associated radiology reports, the text
contents are extracted and used for classification using preprocessing phases of lan-
guage processing tools [5]. A unique labeling process is adopted to disambiguate and
group the images according to the clinical text data as per the proposal in the arti-

Fig. 1 Proposed flow diagram indicating all involved modules
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cle, “ChestX-ray8: Hospital-scale Chest X-ray database and benchmarks on weakly
supervised classification and localization of common thorax diseases” (Wang et al.).
This dataset includes 12 zip files, and each of them is of size 2–4 GB. The tech-
nologies used are: Keras, Python, Spyder, Jupyter, OpenCv, TensorFlow, and image
acquisition through CNN datasets.

The typical text preprocessing steps involved are: removal of white space, expand-
ing the contraction, removing noise, special character, normalizing all text to lower
case, finding the maximum length of the text, tokenization, stop word removal, and
stemming/lemmatization.

5.2 Preprocessing

Standardization of the features is conducted by standardizing pixel values among
the whole database. This action is applied for each column in a tabular database
[6]. Feature-centric and feature standard normalization parameters are used to stan-
dardize the entire image data generation class. This process is monitored closely
in order to avoid multiple arguments with same effect. Otherwise, the redundant
entries need to be filtered which will be an added effort. Typical image processing
algorithms are applied on these digitized images. There are many applications of
digital image processing algorithms as compared to analog processing. Majority of
digital image processing algorithms help in enhancing image features by eliminating
noise or skewed images. These enhanced image parameters considerably improve in
developing artificial intelligent computer models. Typical image processing phases
include—reading image, resizing it, de-noise (if any), normalize it, segment, and
smooth edges as per the needs.

6 Model Building

The typical neural networkmodel and convolutional neural networkmodel are shown
in Figs. 2 and 3. Convolutions aremeant to extract key features from the input images.
By learning image features, they ensure the relationship among pixels of input images
[7]. The two inputs such as image matrix and kernel or filter are considered for a
mathematical operation. We all know how to generate the volume dimension as
output from an image matrix of dimension using relevant filter [8]. The convolution
of image matrix multiplies with filter matrix to generate feature map. Strides in
convolution layer are significant.

This section provides a complete overview on the developed model along with the
code samples. Figures4 and 5 show the code for preprocessing steps and visualization
steps.
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Fig. 2 Simple neural network architecture

It is noticed that the featuremap size is smaller than the input size. The featuremap
has to be avoided from shrinking [9] with the help of padding process. Zero-valued
pixels are added around the input in order to avoid shrinking of feature map. This will
ensure that the spatial size remains constant. Padding confirms improvement in the
performance, and kernel size is constantly maintained. When the input images are
large, then the number of arguments will be reduced by pooling. By retaining the key
features, dimension reduction happens through downsampling. Various downsam-
pling methods are maxpooling, average pooling, and sum pooling [10]. Suitable bias
values are applied to ensure an efficient activation function. When the derivatives are
steeper, several neurons will get destroyed which results in a passive network. When
the epoch is consuming huge time to run, then it is decomposed into batches. Binary
cross-entropy measures are used to average the class-wise errors. Adam optimizer is
used to update network weights iterative based on training data. It pursues a single
learning rate for all weights updates. The learning rate is undisturbed during training
process. Convolution layer is basically a feature detector that automatically tries to
learn to filter out the not needed information. Pooling layers reduce the memory size
required for processing and also detect object characteristics at some unusual places.
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Fig. 3 Convolutional neural network architecture

Fig. 4 A sample code showing preprocessing and visualization
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Fig. 5 Graph showing the status of pneumonia

Fig. 6 Sample images of affected lungs
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Fig. 7 Sample code showing data normalization, resizing, and augmentation

Fig. 8 Code sample to show the process of training the proposed model
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7 Code Snippet

All the required class definitions and visualization steps essential for the model
are shown. Figure6 shows images of both normal and pneumonia-affected lungs
images. The deviations obtained in these affected images are evident of the percent-
age of infection through increased number of epochs of CNN. The code for data
normalization which is responsible for noise elimination and filtering is shown in
Fig. 7. Thus, figure also shows resizing and augmentation code. Figure8 illustrates
the steps followed for training the model. We classified trainable and non-trainable
parameters from the input file and identify the percentage of data samples collected.
Figure9 lists the parameters for training the model.

8 Analysis of Model Performance

The proposed work presents the optimal method of analyzing patient’s health records
in the form of images. Through CNN, the training accuracy and accuracy of the
validated results are checked. Figure10 shows the graph with promising results, and
it is evident that the method followed is reliable. Another graph is also shown with
very minimal loss rate from the considered datasets.

9 Conclusion and Future Scope

The proposed solution project would be used by the organization/government author-
ities/medical authorities to reduce the workload of overloadedmedical personnel and
provide medical facilities to everyone at affordable cost.

Pneumonia is considered to be one of the serious statuses of health which leads to
considerable proportion of mortality. This status can be controlled by early diagnosis
with some computational techniques. Among various diagnostic procedures, chest
X-rays are considered to be a reliable tool for screening and examination. Even
thoughconsiderable imaging equipments are available, shortageof experts to infer the
images is an added challenge. This work facilitates in proposing additional procedure
for early detection of the disease through clinical and laboratory evidences of chest
X-ray images.
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Fig. 9 Status of total parameters considered for training the model
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Fig. 10 Performance of the model developed
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Smart Farming Using IoT Sensors

J. Y. Srikrishna and J. Sangeetha

Abstract Agriculture is the backbone of India. Agriculture is the sector where water
usage ismorewith irrigation accounting 75% of global water usage. If we don’t make
any improvement in efficiency of usage of water, it is expected that usage of water for
agriculture will increase by 20%. As population is increasing day-by-day, agriculture
is becoming more important factor as it feeds many of the lives and we should be
blessed for that. In the traditional approach, farmer will not get to know how much
amount of water does the plant needs, so plants will not get required amount of water
because of which we may end up in either more or less water supplied to the plants.
In this research work, by using smart farming technology using Internet of Things
(IoT) we will get to know soil moisture level, according to the soil moisture level the
farmer can supply required amount of water through water pump. By this work we
can overcome two extremes of the problem either reducing the wastage or too much
consumption of water. Once water resource is used efficiently, the next stage is to
check whether the banana plant is healthy or not. The banana plant health checkup is
monitored through its leaf. Here, we are checking whether the leaf is diseased or not
using SVM algorithm. From this research work, we are saving the water resource
and plant health state in its initial stage. Thus, we have improved the efficiency of
usage of water to the banana plant.
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algorithm
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1 Introduction

In the development of the agricultural nation as India, agri-industry expects vital
employment. The country’s changes have been continually undermined by agricul-
tural problems. Smart agriculture, which involves modernizing current conventional
agricultural systems, is the leading solution to this issue. To assist with field work,
most farmers use tractors and other motorized machinery. Tractors, like plows, are
much bigger, allowing farmers to grow more food in less time. Farmers have always
attempted to make the most of their resources, but modern farmers have been able
to engage in sustainable farming methods such as conservation, restoration, and
moderation because to continually increasing technology.

The Smart Agriculture system helps to make agriculture more involved in the
field of IoT and robotics [1]. A scheduled IoT water system based on Arduino Uno
is proposed for modernization and increased development profitability. The funda-
mental objective of this work is to improve progress in obtaining the correct amount
of water in the soil at the appropriate period, for which most producers spend their
money on the fields. A useful water organization should be generated to decrease the
complex nature of the water structuring circuit.

This design suggested that by sending the data to the sensor and measuring the
required amount of water, it is produced. The device proposed consists of a base
station and sensors. Three sensors, including the humidity and dirt moisture, tem-
perature and period of sunlight, continuously collect the information from the base
station. The proposed structure helps to assess the amount of water required for the
water system. The real versatility within the system is precision agriculture (PA) [2]
with distributed data processing, which increases the use of water fertilizers while
raising plant yields and also helps to break down climatic conditions in the field.

The importance of agricultural irrigation in plant production was discussed by
Sushanth et al. [1]. It is one of the main variables for the survival of human beings.
As agriculture uses 75% of freshwater resources, demand for water and plants is
growing day by day as our population increases. Various approaches have been
developed to conserve water in different ways. In conventional irrigation schemes,
we need an operator or farmer to carry water to plants; but he does not understand
what plant needs how much water to get the correct yield. The notion of smart
agriculture is evolving since IOT sensors can provide farming information and then
use the feedback of the consumer to act. A smart farming device will be developed
in this paper with advantages from advanced skills such as IOT, Arduino and the
wireless sensor network. IoT Robotics and Smart Agriculture [2]. Environmental
control is the key consideration for improving the performance of productive plants.
This document includes the development of a temperature, humidity and even animal
motion monitoring scheme that can damage plants in agricultural fields via sensors
using the Arduino board and send an SMS and application format notification to the
farmer via Wi-Fi/3G-4G on his/her smartphone in the event of discrepancies.

Multiple characteristics have been proposed by Suma et al. [3], including remote,
GPS-based monitoring of humidity and temperature, scaring intruders, protection,
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leaf humidity, and adequate irrigation equipment. In order to continuously record soil
characteristics and environmental variables, wireless sensor networks are used. As
before, farmers manually tested the parameters. Rehena et al. [4] defined the specific
degree of soil dampness and temperature value and was based on pre-determined
estimates of soil humidity and temperature limit. The Arduino board controls high
voltage-growing system types without human intercession. Rao et al. [5] concluded
that the Internet of Things (IoT) allows plant growth tracking and choice, decision-
making support for irrigation, etc. A Raspberry-Pi-based automated irrigation IoT
system is proposed to modernize and increase plant production.

The main purpose of this proposed work is to grow plants with less water usage,
so that most farmers spend a lot of time in the fields to concentrate on the water
that plants have at the time they need. Water control should be improved, and device
circuit complexity should beminimized. The proposed systemwas constructed using
sensor data, and the amount of water required was determined. As farmers have no
idea how much water should be applied and how plant surveillance can be carried
out, there is no idea. The vast amounts of water and the cops’ production are not
sufficient. Smart farming, which involves modernizing current traditional farming
techniques, is the only solution to this issue. This iswhy automation and IoT strategies
for intelligent agriculture are intended to be used.

2 Proposed Methodology

As agriculture is one of the significant factors in the life of the human being to survive.
More than 75%of the freshwater resources are used by agriculture, but our population
growth is growing day-by-day, with more demand for water and more demand for
plants. Many techniques have been developed to conserve water in various ways. We
need a farmer to put water on plants in conventional irrigation systems, but often he
will not get to know at what time he has to come to store and supply the plants with
water. So more effort from the farmers is needed for this manual operation. If the
farmer is not going to field at the right time or if he misses going to the field every
day, on that day, the plant may be in need of water. So, to stop certain errors or the
farmer’s manual work. Often farmers manually supply more or less water, which in
turn contributes to the unhealthy growth of the plant as well as wastage of water.

With the automation system, we will know about the humidity and temperature
on that particular day. This suggested method allows the farmer to get to know the
moisture content in the soil for the purpose of minimizing water wastage. From the
survey [5], it is clear that the root has the potential to absorb up to 90 cm of water
resource. So, 90 cm is divided into three equal parts of 30 cm each, and we will keep
the soil moisture sensor at 30 cm each, so that at three different levels the farmer
will get to know the moisture content in the soil. Three water pumps and three soil
moisture sensors are placed near the plant. Based on the content of the moisture
present in the soil, the water pump will be activated, and water will travel to that
stage of the soil. The flowchart of the system proposed is shown in Fig. 1.
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Fig. 1 Flowchart of the system proposed

Fig. 2 a Setup depicting the Arduino board Senor and node MCU connections (top view). b Setup
depicting of Soil Relay pump connection

In addition, the soil moisture which will determine the amount of water in the
soil must be regularly and according to moisture value, water will be supplied to
plants. In the negative scenario if this didn’t happen and farmer supply more water
to the plant, then plant will not get proper amount of time and space for respiration
and growth will not be happening properly and finally plant may die. Hence, as to
decrease the water wastage, automation is made where the water is utilized properly.
The soil moisture sensor is used to get the measurement of moisture to achieve this.
Accordingly, water pumps will get activated. As shown in Fig. 2a, b the real-time
implementation is represented using an experimental setup.

The sensor readings are taken, and water is supplied, all the process are done in
technical way. So, the android application is set up to transmit to the farmers, which
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will display the estimate of the moisture sensor and the water stream of the pump.
The conditions are given in such a way that water should be supplied to that layer
if the moisture value is below 50%. Here (0–1000), as a percentage considered. The
water is not wasted. The required amount of water should be supplied with regard
to the amount of moisture present in the soil in order to grow a healthy plant. If
this is done correctly, then a healthy plant can grow. That is done by the following
method to keep track of the plant, whether it is healthy or diseased [6]. Let us further
understand in detail about disease detection in banana plant.

2.1 Disease Detection in Banana Plant

In order to classify a plant as healthy or sick, the disease detection algorithm inte-
grates information from plant thermal, depth and visible light images and uses the
classification of features obtained from these images. Here we are applying this dis-
ease analysis technique for banana leaf. We identify whether the leaf of the banana is
healthy or diseased [7]. The leaf is said to be a diseased leaf by visualizing the infected
regions on the leaf. The proposed system of disease detection in plant is shown in
Fig. 1. Every part of the banana plant which includes banana fruit, banana flower,
banana stem, raw banana, banana leaf has health benefits. The disease detection for
the plants [8] is carried out by using Raspberry Pi to capture the picture.

3 Result and Discussion

In the tradition way, farmer must go to field to monitor the growth of the plant and
water them properly. But this is hectic to farmer, and certain time farmer will not
get to know what should be done for the better way to grow the plant. In this case,
technology will help farmer to know better about the plant. In this paper, we are using
IoT sensor to help the farmer. The advantage of using smart farming is to know the
water level indication to the farmer, and we can get to know the health of the plant
using leaf. For smart farming using IoT, we are using soil moisture sensor which
will get to know the moisture content in the soil. We are using relay which will be
connected to water pump, depending on the values of soil sensor water pump will
be triggered automatically. The experiment set-up is show in Fig. 3.

Here we are using soil moisture sensor which will help to get the moisture content
in the soil with which we will get to know, how much amount of water is required
for that particular area of the soil. By the help of pump, which is connected to the
water supplier, will supply exact amount of water which is required for soil.

In Fig. 4, the pot is divided into three levels: the first layer, the second layer and
the third layer. It shows the empty pot with three sensors and three water pump
connections.
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Fig. 3 Experiment set-up of smart farming

Fig. 4 Empty pot with soil
sensor and relay pump

3.1 Water Flow Rate

As we know farmer will have to check on daily basis whether sufficient amount of
water is supplied or not, whether any nutrition has to be given to the plant for its
healthy growth. Farmer will do whatever it takes to do to grow plant, because this
is the daily routine of the farmer, through which he will get his bread and butter for
his family. To those customers who stay in urban and rural area, they are also able
to get food because of hard work of farmer and all are happy.

To help farmer, here we have come up with smart agriculture using IoT, where
farmer can sit in home and monitor the growth of plant. We have considered some
scenarios based on soil moisture content (i.e. no moisture, moisture only in bottom
layer, moisture in only top layer and all three layers has moisture) which tells about
the advantages of using IoT in agriculture.

Let us understand each scenarios in detail:
Scenario 1: No moisture content in the soil and dry in all three (i.e. top, middle
and bottom) layers
Consider a scenario where it is hot sunny day and the land will totally dry, then in
manual case farmer has to go to field and ON the water pump. But farmer will not
get to know when to stop the water supply. So here we have a solution for the farmer.
Consider the pot where we have divided the pot into three layers, in the same way
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Table 1 When land is dry and only top layer is water is supplied

S. No. S1 S2 S3 W1 W2 W3

1 974 1013 1016 1 0 0

2 983 1013 1016 1 0 0

3 989 1013 1016 1 0 0

4 990 1013 1016 1 0 0

5 991 1013 1016 1 0 0

we have separated the water supply using three water pumps which are named as
W1, W2 and W3 and soil sensor as S1, S2 and S3. With the help of soil sensor, we
will get to know the value of moisture content in the soil. By that water pump will be
triggered to top layer of the soil, and we are doing this because to control the wastage
of the water. Once top layer gets sufficient amount of water, then water supply stops.
So that middle layer water pump will be triggered, and water will be supplied.

From the Table1 we can see, soil sensors are dry, i.e. S1, S2 and S3 are more
than 50% (500) and W1 relay is ON as per the calculation, and we can observe it in
Fig. 5a 1st relay is on with green light. For Example, in row number 1—S1, S2, S3
are more than 500 and W1 is 1 (i.e. ON) and W2, W3 are 0 (i.e. OFF).
Scenario 2: Moisture content in the soil is present only in the bottom layer
Consider another scenario where bottom layer is moisture and top two layers are dry.
This scenario occurs when it has rained heavily, or farmer has supplied more amount
of water to field. After two days of heavy rain, the top layer will be dry, but bottom
layer will still have moisture content in the soil; however, this will not be visible to
farmer, so he will start to supply water to field. If farmer does this, then bottom layer
will have more amount of water which is access with the capacity of plant, if this
happens again and again, plants starts to spoil. But this will not be visible to farmer
and he will be dependent on the outcome of that plant. But plants would have start
to spoil and after some days it will die.

To solve this issue, we have soil sensor and water pump through which we will
get to know the moisture content in the soil and depending on that water pump will
be triggered. So, water will be supplied to the plant when it is required, and sufficient
amount of water not access to that. Here we go with technical term. If S1 and S2
are dry (meaning 1st, 2nd layer are dry and 3rd layer has moisture) than W2 will be
ON (meaning 2nd relay will be triggered), we can observe that in Fig. 5b. In Fig. 5b,
we can observe soil sensor which is in water is 3rd sensor, and 2nd relay is ON with
green light On.

In Table2, soil sensors are dry, i.e. S1, S2 are more than 50% (500) and S3 is
less than 50%, i.e. it has moisture content in the soil and W2 relay is ON as per the
calculation, and we can observe it in Fig. 5b and 2nd relay is ON with green light.
For example, in S. No. 1 S1, S2 are more than 500 (i.e. it doesn’t has moisture) and
S3 is less than 50%. So, W2 water pump will be ON and W1, W3 are 0 (i.e. OFF).
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Fig. 5 a No moisture—water is supplied to top layer through 1st relay which is ON (i.e. green
light). b Top two layers are dry and 3rd sensor has moisture, second relay is ON

Table 2 1st and 2nd layers of soil are dry and 3rd layer has moisture, so second relay water pump
will be ON

S. No. S1 S2 S3 W1 W2 W3

1 1011 1012 254 0 1 0

2 987 1012 287 0 1 0

3 964 1011 264 0 1 0

4 1012 1011 290 0 1 0

5 1011 1012 254 0 1 0

From all the scenario, we have come to know that, from the help of soil sensor
and water pump relay, the moisture content in the soil and required amount of water
is supplied to soil at that moment automatically by the help of water pump. Hence
from Tables1 and 2, we can see the value of soil sensor and which water pump is
triggered. So by this experimental set-up, we have explain that we have reduced the
wastage of water and get to know when to supply the water to plant and how much
amount of water is required and hence, reduced the farmer effort and human error as
well.
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3.2 Banana Leaf Monitoring

Now farmer will obviously focus on the growth of the plant; here we are checking
the health of the leaf to monitor the growth. So, we will get to know whether plant
is growing properly with time to time [10–12]. In this paper, we have taken banana
plant as this plant is useful in many ways and it is used in every season of the years.
It is having most advantage with the leaf and as well as with the fruit and every part
of this plant is having health benefit. Once farmer starts to water the plant, he will
start to expect the growth of the plant in such a way that he will benefited. But from
the outer visibility, he will not get to know whether plant is growing properly or
not. So that farmer might put more pesticides, and if it is excess that is also harm
and he might supply more amount of water that will also cause harm to plant. So, if
this type of scenario occurs, he will not get best output and farmer will be sad. We
have found one of the way where farmer can monitor it closely and grow the plant.
We have taken the banana leaf as an example. Here we are checking whether the
leaf is healthy or diseased, by which we can determine whether the plant is growing
properly or not. With the help of Raspberry Pi, we will take the pic of the healthy or
diseased leaf and store as a data and we use SVM model to get the result.

By this we will get to know whether the plant is growing properly or not. As a
future work if the leaf is non-healthy leaf, then we can spray a pesticide to the leaf
to grow properly (Figs. 6 and 7).

3.3 Android Application

All these technical problems are not explicitly known to the farmer, such as sensor
values, Wi-Fi connection and client-server transformations. As our nation is moving
towards digitalization and farmers also use mobile, an android application is built
for this purpose from which he can get to know about the value of soil moisture and
pump that is active. The android application interface is shown in Fig. 8 which gives

Fig. 6 Raspberry Pi taking
pic of healthy banana leaf
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Fig. 7 Raspberry Pi taking
pic of diseased banana leaf

Fig. 8 Android application
interface showing sensor and
pump values

the information regarding three soil sensor values and three water pump values. As
we check the health of the plant by monitoring the leaf, those picture will also be
seen in android app. If it is healthy leaf, then it looks as in Fig. 9 and if it is diseased
or unhealthy leaf it will be seen as in Fig. 10.

4 Conclusion

Agriculture is the industry that consumes more water, accounting for 75% of global
water use. But as the population and food demand is rising, there is also a great
demand inwater and plants. Aswe have discussed in this paper, in traditional farming
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Fig. 9 Android application
interface showing the healthy
banana leaf

Fig. 10 Android application
interface showing the
diseased banana leaf
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system, it was difficult for the farmer to estimate the amount of water required to the
plant, because of which farmer was supplying more water to the plant which is more
than the consumption of plant or less amount of water where plant will not grow
properly. The proposed model for the farming sector is basically a careful estimation
of the water which is required by the soil which will help to minimize the water
wastage. So, we are using smart farming system which will help farmer to get to
know the moisture content in the soil, by which water relay will be automatically
triggered to supply water to plants. As shown in result section, this is achieved by
dividing the soil absorption potential into three equal quantities with the help of the
soil moisture sensor and the water pump, so that it estimates the moisture content
in the soil, concerning that water will flow to that layer which has less moisture. By
this experiment, we have achieved to reduce the water wastage. Once wastage of
water is taken care, the next step is to check the health of the plant, which is done
by monitoring the leaf of banana plant. We were able to achieve this by using SVM
algorithm. This is used to segregate the leaf as healthy or diseased leaf. By this work,
we are able to save the water and also check the health of the plant at the early stage.
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Securing the Smart Devices in Home
Automation System

Syeda Sabah Sultana and J. Sangeetha

Abstract Security is themajor concern in every infrastructure such as offices, banks,
hospitals, etc.Due to lack of security in the existing home automation system, hackers
can easily access and collapse the system. Hence, in this research work, we are
providing security to the remotely controlled home infrastructure and to reduce the
energy consumption of smart devices. The smart device consists of the appliances
such as four lights and two switches operated using the web-based application. This
application allows only authorized users to remove these smart devices which are
not in use for longer time and also the hacked devices. Thus, we are reducing energy
consumption and securing our smart devices from hackers. Adding to the benefit of
the user, through this application we can change the status of the devices either to
on or off state. The status of the devices is stored in the cloud in the encrypted form
(ciphertext) using the encryption technique such as the AES algorithm. Through the
server using Wi-Fi module, this ciphertext can be accessed by the user credentials
and decrypt it through web-based application. In this research work, major security
issues like authentication and verification are taken care, and this work focus is on
reduction of energy consumption by removing unnecessary devices and protecting
the smart devices from hackers in the existing home automation system.

Keywords Internet of Things · AES algorithm · Energy consumption ·
Verification · Authentication

1 Introduction

The Internet of Things interconnects digital devices across Internet into everyday
devices that enable them to send and receive data. It plays an important role in our
daily lives. The Internet of Things contributes too many areas such as education,
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health system, automobiles, entertainment, smart home, etc. It has many challenges
such as security threats, data leakage, data manipulation, and other vulnerabilities
[1].

In [2], the approach to machine learning (ML) [2] is showed that accelerometer
data is used to trade in with problems with Gesture Recognition (GR). Objectives
of the approach are to provide classification with high accuracy that are typically
independent of the user and devices, independent and system orientation for home
automation systems, a heterogeneous scenario in earlier GR literature; this was not
thoroughly explored.

In [3], simplistic simulation of a full home automation system has been carried out
in using components and raw materials that are readily available. The system auto-
mates five separate devices/loads that can be accessed via an Internet connection
through a webpage from anywhere in the world. With a login function, the web-
page thus given is protected. A revolutionary utilization monitoring feature, which
monitors the length of use of and system after each ON-OFF cycle, has been estab-
lished. It allows consumer tomonitor and reduce use, energy utilization and therefore
effectiveness bills strategically.

In [4], it present a new intelligent smart home concept that incorporates the IoT
concept based on a web application. In addition, a communication model is specified
for exchanging data in the same medium. It provides a common medium for all het-
erogeneous devices to communicate. In addition, based on web applications, device
architecture is also proposed. To send or receive action messages over the network,
the web application concept is used. The architecture presented offers the aspects
of implementation, study and visualization in which different devices interact with
other devices. Similarly, energy usage is also computed for the sensors installed in
the proposed smart home. The energy consumption of the sensors using the architec-
ture proposed is substantially less. The final assessments of the network architecture
meet the user-related needs, whether the input data is real time or offline when taking
real-time action.

The author [5] introduces smart home and security system scheme, also in brief
present the system’s architecture, system’s functionality, interface of system, identity
addressing and security mechanism. In this system, sensing and home gateways
allow connecting network of all levels allowing users to query data at any instance,
controlling of devices on home network. The system’s performance is measured. As
sensing technologies advance, more study focuses on increasing the efficiency of the
system and security framework of the system to satisfy the requirements of users’
privacy.

In [6], in order to control switch-based appliances through human speech, there
are human perception problems that comes from human speech. Also the missing of
necessary parameters is a problem to understand for identifying an object by a com-
puter. To overcome the inherent issues, context information is employed. Through
this, it can provide indication to understand human speech to be used as a control
command for home appliances. Thus the paper concludes with the monitoring of
proposed control system by sensors. Context information previously inferred or a
user at home can monitor the system.
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In [7], the existing network infrastructure IoT allows devices to remotely control.
IoT allows these devices to be incorporated into computer-based systems, resulting
in increased performance, precision and cost savings while requiring less human
interaction. Cyber-attacks harm other devices if they are secured poorly, and they
use them as gateway which results in security and privacy issues in the network.
The author focuses more on the constraints and security challenges. It concentrates
on the challenges gained by the IoT-connected devices as well as their capability to
connect. Also communication between the devices and remotely managing of large
number of automated devices via the Internet.

In [8], numerous elements are contained in an IoT solution that effects the exe-
cution of security and privacy features which brings a functionality concern. Some
elements such as open-source and proprietary are also among those that users are
unable to control them. However, a smart home device can be controlled by user
via application of smart home remotely. This consists of embedded devices linked
to the cloud. To grant digital entity, a lightweight identity stack is proposed for IoT
with the devices and users that interact with them. An authentication scheme is used
for Fast Identity Online (FIDO). Every time a FIDO authentication receives request
from the user, a keep-alive protocol is used.

In [9], there are many key challenges in IoT objects, IoT objects need simple
security solutions that mostly function at minimum energy levels and with lesser
amount of capabilities thus resulting in hindrance of difficult security solutions.
This hindrance is caused due their memory and computational requirements such
as cryptographic protocols. One way of securing devices against emulation attacks
is the use of environmental-based fingerprinting. To authenticate devices, device
fingerprinting is a technique that uses unique features extracted from the objects
transmitted signals and environment.

In [10], the author focused on an authentication scheme on IoT devices. To sup-
port the authentication, all set of devices communicates with a gateway. There is
connection between controller and the gateway which can access to the central data.
The access can be provided by passing the authentication scheme through gateway
and controller. There are three levels where the message flows between: things, gate-
way and the controller. The first phase requires obtaining a public key certificate by
a gateway through the controller. The second phase starts by thing by sending an
authentication request to the gateway. The last stage is requisition of authentication
from IoT device to gateway. Testing is completed by the tool AVISPA. Evaluation of
result shows the identity-based authentication scheme is opposed to various attacks.

The author [11] explains that RFID is vulnerable to attacks on security and privacy.
This is because any request via wireless communication from a reader, the RFID
responds to its unique ID.Due to the non-selective response of RFID tags to all reader
queries, the items recognized with tags may reveal information that is insightful.
Through this, the adversary can attain trace goals rely. Physical attacks, cheat tags,
DoS attacks, eavesdropping and communication flow analysis and other security
issues are all faced by RFID systems. Tag reading by attackers can be executed
without suitable control solutions. Thus, the functionality of each application has
been more focused by users.
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For end-user appliances, the Home Energy Management System (HEMS) is pre-
sented through hardware demonstration [12]. The contact delay time of the HEMS
used to perform load control and consumption of energy are investigated in detail.

The objective of this research work is to focus on the challenges of IoT concerning
security and privacy. The main purpose of this work is to provide security to the
devices in the existing smart home system and to reduce the consumption of energy
used by these devices. The system consists of the appliances such as four lights and
two switches. It is operated using web-based application. The application allows
removing the devices which are not in use for longer time in order to reduce energy
consumption and to protect the devices which are hacked by the hackers. It also
allow to change the status of devices to on or off state. The status of the devices
is stored in the cloud in the encrypted form. An AES algorithm of 128 bit is used
as the encryption technique that generates the ciphertext. Through the server using
Wi-Fi module, this ciphertext can be accessed by the user credentials and decrypt
it through web-based application. In this research work, major security issues like
authentication and verification are taken care and this work focus is on reduction
of energy consumption by removing unnecessary devices and protecting the smart
devices from hackers in the existing home automation system.

The system provides security to the existing system in two levels: In the first level,
the credentials are verified by the server that comes from the user for the authen-
tication, and the second level is to provide verification through the generated OTP
(One Time Password) and notifies the user through an e-mail in case of animosities
such as manipulation of data or the hacker trying to hack the data. This paper aims to
shed light concerning security requirements: authentication, confidentiality in exist-
ing home automation system. Further, the organization of the paper is as follows:
Sect. 2 explains the methodology of the proposed system, Sect. 3 gives the exemplar
of AES algorithm, and Sect. 4 provides results of the proposed model and finally the
conclusion is discussed.

2 Proposed Methodology

In this research work, we have considered the following hardware module: Arduino
UNO, Raspberry Pi, Wi-Fi module (Node MCU) and Relay module. The hardware
design in our existing automation system consists of devices (i.e., four lights and
two switches). For the better understanding and security of these devices, they are
identified with device identifiers (IDs) with the naming convention as in Table 1.

The connection between client and server is formed through the activated Wi-Fi
option available in the smartphone. Raspberry Pi acts as a server side. The Internet
Protocol (IP) address is configured to the Virtual Network Computing (VNC) viewer
to connect to the Raspberry Pi. The Arduino Uno board consisting of digital pins is
connected to each IoT device in the system. Each system is connected via relay to the
arduino. A Python program loaded onto the Arduino Uno board’s microprocessor
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Table 1 Device name and identification of the devices

S. No. DeviceName DeviceID

1 Light1 SS01

2 Light2 SS02

3 Light3 SS03

4 Light4 SS04

5 Switch1 SS05

6 Switch2 SS06

chip helps to perform action when particular input is received. End-user web-based
application is used tomonitor and control the smart devices from any remote location.

The software module consists of the web-based application and cloud solution.
A web-based application provides user a user interface. Every user needs to register
with username and password. The application provides two levels of securities. In
the first level of security, when IoT devices are accessed by the user, it sends requests
to the server using their login credentials and this is authenticated by the server.
These credentials are stored in the server. For authentication, the server verifies the
information provided by the user such as email address, password.When the attacker
makes many failed login attempts, i.e., up to three attempts, an email is sent to the
real user requesting that they change their password immediately. In the second level
of security, the user’s identity will be verified through the use of an OTP. The user
can then modify the status as on or off state of the devices via the cloud. Here the
status of device ‘on’ is considered as ‘yes’ and ‘off’ as ‘no’. The application can
remove the devices once the two-level securities have been successfully completed.
It allows you to periodically update your profile and change your password. This
application is used to modify a device’s status from its prior state. It is encrypted and
saved in the cloud as ciphertext. As a result, the ciphertext produced uses the AES
algorithm which is an encryption technique.

3 AES Algorithm Explanation

The encryption technique is implemented using AES algorithm. The AES algorithm
is a symmetric-key cipher that encrypts the data using a single key shared by both
sender and recipient. The AES algorithm here uses the Shift-Row Transformation
technique to generate the ciphertext.

Let us understand with an illustrative example, where the plaintext is ‘Yes’. Con-
verting the plaintext into Hexadecimal form, we have the values for ‘Y’ as 59, ‘e’ as
65, ‘s’ as 73 and for ‘whitespace’ as 20. Hence considering the entire plaintext with
space up to 16 bytes, the hexadecimal value for the plaintext is
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59 65 73 20 20 20 20 20 20 20 20 20 20 20 20 20

Consider the key Dd_WFBROXfRbaHUX for round 0 key.
Converting the key into hexadecimal form, we have the values as: for ‘D’ the

hexadecimal value is 44, for ‘d’ is 64, ‘_’ is 5F and so on the values goes on for the
rest of the bytes in the key.

The final hexadecimal value for the key is:

44 64 5F 57 46 42 52 4F 58 66 52 62 61 48 55 58

Key expansion process is used by AES algorithm to create round keys for each
key. It is created word by word in an array form. Each word consists of 4 bytes. The
following are the steps to be followed:

Step 1: First four words (w0, w1, w2, w3) are generated from the key; each word
consists of bytes w[0] = (k0, k1, k2, k3), w[1] = [k4, k5, k6, k7], w[2] = [k8, k9, k10,
k11] and w[3] = [k12, k13, k14, k15].

Here in our algorithm, the following are the words consisting of 4 bytes.

w[0] = (44 64 55F 57) w[1] = (46 42 52 4F)

w[2] = (58 66 52 62) w[3] = (61 48 55 58)

Copying the last four bytes of the existing key to a four-byte temporary vector

w[3] = (61 48 55 58)

Step 2: Circular byte left shift
It takes a word w[3] of 4 bytes and perform shift operation each byte to the left as
shown below

w[3] : (48 55 58 61)

Step 3: Byte Substitution (S-Box)
This step relies on nonlinear S-Box. In this step, a byte in the state is replaced to
another byte which is called as Rijndael S-box.

(S-Box) for w[3] : (52 fc 6a ef)

Step 4: Adding round constant RCON
Each RCON is a four-byte value, where the rightmost 3 bytes are always 0 where

RCON[i] = [x ∧ i − 1, 00, 00, 00]
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The values x ∧ i − 1 are to be computed in the same representation of Galois field
(GF)

(GF) = (2 ∧ 8)

Since we are calculating key for round 1, we need the RCON value as RCON[1]
= [01, 00, 00, 00]

g(w[3]) = RCON[1] XOR w[3]

g(w[3]) = (01 00 00 00) XOR (52 fc 6a ef)

g(w[3]) = (53 fc 6a ef)

w[4] = w[0] XOR g(w[3])

w[4] = (44 64 55F 57) XOR (53 fc 6a ef)

w[4] = 17 98 35 b8

w[5] = w[4] XOR w[1]

w[5] = 51da 67 f7

w[6] = w[5] XOR w[2]

w[6] = 9 bc 35 95

w[7] = w[6] XOR w[3]

w[7] = 68 f4 60 cd

The first round key generated is (17 98 35 b8 51 da 67 f7 9 bc 35 95 68 f4 60 cd).
Similarly, we can generate for the remaining nine rounds using AES algorithm.
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There are lots of attacks done by the eavesdroppers. One of the popular attacks
is the brute-force attack, a method of trial and error in order to get the original data.
The AES algorithm is computationally secure than Data Encryption Standard (DES)
against this attack because it is not possible to acquire 128 bit key to get attacked.

4 Results Analysis

In this researchwork, two levels of security are implemented: authentication/authorization
of the system and verification/validation of the system.

The first level of security, which is especially important from a system-wide
perspective, is the authentication and user authorization. The result analyses are
explained in detail.

In the first level of security, the user must first register with the Smart Home
Automation System by entering his or her information such as Name, Email-ID,
Phone Number and Password on the Sign-In page. The user is authorized to input
the password that is saved in the server once the Email ID has been registered. When
a user logs in using his or her registered credentials (username and password), the
server verifies the user identification whenever the user logs in with the registered
credentials, i.e., username and password. If the entered password is incorrect three
times in a row, a login alert is sent to the registered Email-ID, requesting that the
password be changed immediately. This assures that the user’s credentials are secure
and that no attacker may mislead the information and uses it for malicious attacking
the system. As a result, the IoT devices are safe and inaccessible to attackers. Thus,
the systemallows the user to change their password to a newone. Passwords should be
changed on a frequent basis to keep the system secure. The system has a functionality
that allows you to update your profile. This feature allows you to modify your profile
and password. Users can update their profile by changing their name and phone
number.

In the second level of security, the server verifies the user’s identity by requiring
the user to enter a four-digit One Time Password (OTP). An OTP is sent to the user’s
registered email address. The server allows access to the system based on the user’s
identification. After a successful login, a web page providing complete control of the
system is displayed.

From Figs. 1 and 2, we can observe that the user uses the system to turn the lights
and switches such as Light1, Light2, Light4, Switch1 in on state and to turn the light
and switch such as Light3 and Switch2 in off state.

4.1 Removing of Devices

The system provides an additional feature of removing devices from the system. The
user has the flexibility of removing devices when they are no longer required by
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Fig. 1 User interface for operating the devices

Fig. 2 Output status of
devices (i.e., Light, Light2,
Light, Light4, Switch1,
Switch2)
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Fig. 3 Removing of device
successfully

Fig. 4 After successfully
removing of device

selecting the device and entering the correct password as shown in Fig. 3. The alert
message is shown on removing of device successfully.

Assume we have 3 devices Light1, Light2, Switch1, we can observe that device
“Switch1” is removed successfully from the application as shown in Fig. 4.

On successful removing of device, an email is sent to the registered user’s Email-Id
as shown in Fig. 5.

Also, it is necessary to remove unnecessary devices that are no longer used as this
will consumeenergy. The device can be removedusing the removedevice option from
the system. This helps reduce energy consumption and also care is taken, wherein

Fig. 5 Email on removing of device
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only concerned person will be allowed to remove the devices. In this way, two-layer
security is provided, in which the first level of security requires user to enter correct
password for removing the devices and the second level of security which notifies
the user through email whenever the device is removed from the application.

There are also larger chances of the devices getting hacked by the hacker, and the
removing of device functionality provides security to the system by removing the
device.

4.2 Cloud-Based Solution

In this research work, a secure cloud-based is employed as the solution. It allows
IoT devices to connect and communicate with one another. Because of the limited
resources available in IoT, a substantial amount of data generated by IoT devices
must be communicated to the cloud, and all devices must be accessible through
the Internet. Because users have little control over their cloud services, they must
trust their cloud providers to provide adequate security methods for their data. As a
result, encryption is used in this approach. As a result, the encryption utilized in this
approach ensures that end-to-end communications are secure.

For instance, in the existing system, the input data/plaintext we considered were
the on or off status of devices. The statuses ‘on’ and ‘off’ have been interpreted as
‘yes’ and ‘no,’ respectively. This information is obtained from the Arduino board
and is used in the encryption process.

Consider Device ID SS01, the input data/plaintext is the status of devices on or
off. This information is received from the Arduino board. Let AC be the state of
device, Y is called the active, and KY represents the key which is being used to
perform addition of matrix.

In this research work, 128-bit key size is utilized. The key calls for ten rounds. The
number of rounds is determined by the key size utilized. The ciphertext generated
for the individual device ID in the cloud is represented by CT. We may also produce
ciphertext for other devices using their unique device IDs.

The user can access the cloud to change the status (ON/OFF) of the devices in this
existing system. For each device ID such as SS01, SS02, SS03, SS04, SS05, SS06,
the algorithm generates a unique ciphertext which is stored in the cloud whenever
the user changes the device status from on to off or vice versa. As a result, the
confidentiality between sender and receiver is preserved.

Furthermore, data encryption is essential, because we are using the open source
Firebase cloud, an attacker can obtain the device’s system information without the
user’s consent or awareness. These aid attackers in deciphering patterns of user
behavior in order to track devices. Because an attacker can remotely change the
status of the devices, posing a threat to the user’s devices.

Assume we’re accessing and changing the state of devices via a public network
outside of our home, such as Wi-Fi in a mall, train station or other public location.
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An attacker with access to data stored in the cloud can intercept this communication
between the devices and the cloud. As a result, data saved in the cloud and IoT
devices are secure, and no attacker can access them.

5 Conclusion

In this paper, we have discussed security and energy consumption as the major
problems in the existing smart system. If any device is hacked by the attacker, it will
provide the user with an alert mail on their respective credentials which can protect
the system. The AES algorithm aids in the generation of cipher text, which is used
to securely store data in the cloud. It also ensures that the cloud is secure, where the
status of the devices is stored in encrypted form so that no attacker should be able to
change the state of the device. The system also focuses on the second major problem
of reduction of energy consumption by the devices. The functionality of removing
device provides user to remove unnecessary devices which are not in use for longer
time and the hacked devices. Thus, reducing the energy consumption and securing
the smart devices from the hacker.
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Dual-Channel Convolutional Recurrent
Networks for Session-Based
Recommendation

Jingjing Wang, Lap-Kei Lee, and Nga-In Wu

Abstract Recommender systems assist a Web application user in satisfying their
needs or interests based on the user profile and past activities. Yet due to privacy and
other concerns, some applications and services only keep anonymous information.
A session-based recommender system (SRS) predicts the next item by exploring
only anonymous user-item behavior orders during ongoing sessions. Recurrent neu-
ral networks (RNNs) and their two variants have dominated the research on SRS.
However, there are two shortcomings in these RNN-based methods: (1) RNNs eas-
ily generate false dependencies because RNNs assume all adjacent items are highly
dependent on each other; (2) the sequentially connected architecture of RNNs can
only capture the point-level dependencies but ignoring neglecting the union-level
dependencies. This paper proposes a Dual-channel Convolutional Recurrent Neural
Network (D-CRNN) model to address these problems. This hybrid model leverages
RNN to explore complex long-term dependencies and combines CNN to extract the
union-level context features, which help to reduce the noise. The hybrid model was
evaluated on three commonly used real-world datasets. The experimental results on
Diginetica dataset D-CRNN showed an improvement of 5.8% and 4.8% respectively
in terms of Recall@10 and MRR@10, demonstrating the effectiveness of D-CRNN
on the session-based recommendation.
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1 Introduction

Recommender systems (RSs) act an important role in real-world applications by
assisting users in satisfying theirs needs or interests based on the sequential records
of user-item interactions, such as rating, viewing, or clicking items. However, in
many real-life scenarios, due to privacy and other concerns, informative profiles
are not provided, and only anonymous and chronological behavior orders during
ongoing sessions are available. Approaches that model these user past interactions on
anonymous sessions to predict the next action are called session-based recommender
systems (SRS).

Themostwidely usedmethods for SRSareRecurrentNeuralNetworks (RNN) and
their two variants, namely the Long Short-Term Memory (LSTM) [1] and the Gated
Recurrent Unit (GRU) [2]. RNNs can remember former states to hold the long-term
dependencies in the dynamic and evolving sequences, benefiting from the internal
memory cells and loop operation. However, gradient vanishing will be easily caused
via multiple layer iterations, which motivates the emergence of the two variants.
Though these variants solved the gradient issues and obtained exciting results, there
are still two shortcomings in these models: (1) The sequentially connected network
structure in RNN makes it easily generate false dependencies because not all the
adjacent are related; irrelevant and noisy interactions such as clicked out of curiosity
or by accident commonly occur in a real-world session. (2) RNNs focus on explore
the transition correlation at the point-level while ignore the collective dependencies
at the union-level.

For example, given a session S1 = {a bacon, a rose, eggs, bread, a box of butter, an
iPhone}which denotes items added into the cart successively by a user. The user first
purchased food for breakfast, including bacon, egg, bread, and butter, and then added
pieces of rose for decoration due to being attracted by some advertisements. Finally,
the user ended this shopping session by picking up an iPhone. In this case, the user’s
purpose has been changed from breakfast to cellphone dynamically. Yet no matter
which purpose is, the item “rose” is irrelevant to the whole sequence and is a noisy
item. The breakfast can be regarded as the long-term preference, and the cellphone
is the short-term preference as it is closer to the prediction one. Then the next item
with a high probability is a bottle of milk for breakfast or a phone accessory for the
cellphone. Obviously, an effective recommender method should not only encode the
sequential items with the long-term and the short-term dependencies but also need
to distinguish the noisy items and alleviate their influence. Apart from this, we also
observed that in the real world, not all the items needed to be strictly ordered in the
sequences, e.g., if the model wants to recommend an airpod, it needs the user to buy
an iPhone first; while it makes little sense whether to buy eggs or bread first when
a user wants to buy milk for breakfast. As to the considerable sequential patterns,
RNN performs well; while others maybe not, such as in the breakfast case, the milk
will have a higher probability of purchase when both eggs and bread are already
purchased. The above observations occurred commonly in the real world as various
advertisements appeared to catch users’ attention, and thus any items may be added
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to the cart. These phenomena indicated that relying on the pure RNN model might
not be the perfect solution for an SRS.

In this paper, we explore a novel hybridmodel of combiningConvolutional Neural
Network (CNN) and RNN to make up for the drawbacks in RNN mentioned above.
CNNs are capable of extracting complex local patterns, and the convolution oper-
ation is beneficial to filter out the irrelevant features in the current reception field.
Furthermore, these local features captured by CNN can be regarded as a union-level
correlation between items. Specifically, we propose a hybrid dual-channel modeling
architecture with RNN and CNN, named D-CRNN, to capture user behavior in a
more reasonable way to fit the shortcoming of using pure RNN-based models. We
first treat the item embedding matrix as an image and search the contextual infor-
mation using CNN. Then the output of the different size convolutional filters will be
separately fed into dual-channel RNN to generate the long-term preferences. At last,
we apply the target-aware attention mechanism to assign different weights to each
channel to generate the session representation.

Our contributions of this work are as follows:

1. A multi-channel D-CRNN utilizes the RNN to explore long-term sequential pat-
terns and leverages CNN to enhance the impact of the short-term dependencies,
which is helpful to alleviate the effects of noises.

2. Each channel can capture the long-term and short-term dependencies with dif-
ferent filter sizes, and then adaptively activate channels with the target attentive
network to generate the final session representation.

3. We conduct the experiments and analysis on three real-world session datasets.
Experimental results demonstrate the effectiveness of D-CRNN.

1.1 Related Work

This section introduces the related work based on pure RNN or CNN and some
hybrid models.

RNN-Based SRS. The recurrent architecture of RNN makes it a natural solution for
the sequential problems on deep learning-based SRSs. In other words, RNN and its
variants (LSTM and GRU) have dominated the studies on SRS. The representative
model is proposed byHidasi et al. [3]. They trained themodel with the pairwise rank-
ing loss and achieved an encouraging result compared to the traditional methods. In
their following paper, Quadrana et al. [4] designed a parallel RNN architecture to
model multi-modal feature representations as data augmentation to improve the per-
sonalized recommendation accuracy. Another pureRNN-basedmodel is proposed by
Wu et al. [5], which employed the LSTM to solve the personalized recommendation
problem.

CNN-Based SRS. Unlike the recurrent architecture in RNN, CNN is well known as
a locally connected network to act as “feature extractors”. The typical work applying
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CNN in the session recommendation task is proposed by Tang andWang [6]; in their
model (named Caser), CNN takes the whole interaction matrix as an image with time
and space, then performs horizontal and vertical convolution separately to extract
features. To solve the CNN’s capable ability for long-term dependencies issues,
Yuan et al. [7] introduced the holed convolution by increasing the receptive field to
make up the shortcoming. Recently, Yan et al. [8] encoded the sequence embedding
as a three-way vector and employ a 2-D convolution to capture the complex long-
range dependencies. Yet the issue of long-term dependencies still exists in CNN
because continuously increasing the size of the convolutional kernel filter size will
make CNN ineffective to capture the short-term dependencies.

Hybrid SRS. Though these SRSs built on a puremodel/technique showed their effec-
tiveness, there are still many limitations with these basic models. To this end, some
more powerful hybrid models were proposed to address the particular challenges.
For example, Li et al. [9] proposed an encoder–decoder model that combines RNN
and attention mechanism for the session recommendations. Jannach and Ludewig
[10] proposed to enhance the session representation by its k-nearest neighborhood
sessions, which is a hybrid model based on the k-nearest neighbors and RNN. Guo et
al. [11] proposed a hybrid model based on matrix factorization and RNN for music
recommendation. Xu et al. [12] designed a combination of CNN and RNN, in which
all item embeddings were first fed into the RNN to generate the hidden state, and then
CNN was applied to search the significant local features. This method also suffered
from noise issues. Bach et al. [13] decomposed the original sequences into multiple
sub-sequence blocks, then applied CNN to generate union features from each block,
these local features were regarded as the timestamp input of GRU to compute the
probability among all the candidates. Thismethod verified the importance of the local
union features in the recommendation task; however, the pooling operation in CNN
will miss the item’s features information. Recently, several researchers applied graph
neural networks (GNNs) [14–16], especially gated graph neural networks (GGNNs)
to generate item embeddings [17–19]. Although graph-based methods are helpful
in mining high-order relationships, these methods usually require a huge amount of
memory to store and update the node features.

Unlike the aforementioned methods, we incorporate RNN and CNN in an inno-
vative way. Our method fed the whole sequence into CNN and generated multiple
context-aware subsequences as the dual-channel input separately. Thus, the long-term
and short-term dependencies will be effectively captured. We performed extensive
experiments to verify the effectiveness of our method.

2 The Proposed Approach

Our proposed D-CRNN incorporates CNN to GRU to learn sequential features. The
task of the session-based recommendation is formulated as follows. Let
S = [s1, s2, . . . , sN ] denotes the set of all anonymous session sequences, let
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I = {i1, i2 . . . , iM } represents all unique items collected from S. An session s can
be represented as s = {i1, i2 . . . , it }, where it denotes the t timestamp clicked item
in s. We fixed the length of the training sequences within L , and repeatedly add
vector 0 if there are not enough items in a session.

The architecture of D-CRNN is illustrated in Fig. 1. D-CRNNhas threemain com-
ponents: (1) convolution layer, (2) GRU layer, and (3) channel selection layer. The
convolution layer is employed to transform the original sequence into the GRU input.
Then, the GRU layer learns the long-term dependencies from these subsequences.
Finally, the target-aware module adaptively selects the channels to generate the final
session representation.

Convolutional Layer. Given the session sequence s = {i1, i2 . . . , it }, D-CRNN first
map them into a continuous, lower-dimensional space by an embedding lookup
table. Then we apply n different sizes of filters to explore the local correlation with
multi-scale feature interactions separately. Let Fk ∈ R

h×d , where 1 ≤ k ≤ n, n is
the total number of channels, and d represents the item embedding dimension, and
h ∈{1, . . . , L} is the size of the filter. If Fk ∈ R

1×d , CNN can be regarded as a
point-level convolution; when h > 1, a significant signal feature will be picked up
regardless of location, which can be regarded as a union-level representation of the
center item and its contextual feature. In each convolution, the filter F will slide from
top to bottom over the embedding layer output, and interact with the items i (where
1 ≤ i ≤ L − h + 1) to generate the result as follows

cki = f (Oi :i+h−1

⊙
Fk) (1)

Here Fk is the convolutional kernel, and Oi :i+h−1 is the sub-matrix from the
embedding layer, the index of O is the size of the interacting field,

⊙
is the inner

product operator, and f (·) denotes the activation function ReLU.

GRU Layer. After the CNN operation, the original embedding matrix has been
transformed into a set of fixed length and union-level feature matrices. Now, we

Fig. 1 Framework of D-CRNN model
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describe how to feed these union-level features into the RNN layer to capture the
long-term dependencies. Specifically, a recurrent network GRU (which is a vari-
ant of RNN) will be employed on the CNN output to obtain the hidden state hk .
Here, we choose GRU instead of RNN and LSTM, because the gating mechanism is
effective to avoid the exploding/vanishing gradient problem in modeling long-range
dependencies and some works showed that GRU performs better than LSTM in the
session-based recommendation task [3, 9].

Different from the traditional RNN, where the input xt demonstrates the item
interacted at timestamp t , our input vector xt ∈ R

d , 1 ≤ t ≤ L − h + 1 denotes the
tth convolution operation in the CNN, as described in the convolution layer. We use
GRU with the gating mechanism to remember the former long-distance item state
information. The detail process of the update state is as follows.

zt = σ
(
Wzc

k
t + Vzh

k
t−1 + bz

)
(2)

rt = σ
(
Wrc

k
t + Vrh

k
t−1 + br

)
(3)

h̃kt−1 = tanh
(
Whc

k
t + Vh(rt ∗ hkt−1) + bh

)
(4)

hkt = (1 − z) ∗ hkt−1 + zt ∗ h̃kt−1 (5)

where ∗ denotes the Hadamard product, σ and tanh are the activation functions, and
W , V , and b are trainable parameters in the current channel.

Channel Selection Layer. Previous work usually aggregates the multi-channel final
hidden states hmt (1 ≤ m ≤ k) of the k channels with a mean-value attention mecha-
nism, max pooling, or mean pooling. In this paper, we propose to dynamically com-
binemulti-channel embedding to construct final session embeddings by a target-ware
attention mechanism. All candidate items are regarded as the targets in this model.
Specifically, we use a target attention module to compute weighted value between
all channels and each target item vi ∈ I , its embedding hvi ∈ Rd :

βi,m = softmax(ei ,m) = exp(hmt Whvi )∑k
m=1 exp(h

m
t gvi )

(6)

where W is the nonlinear parameters. Then, we aggregate all channels with the
weighted factor {βi,m} to build a dual-channel embedding sh :

sh =
k∑

m=1

βi,m ∗ hmt (7)

where βi,m is the concentration weight of the target item hvi . That is, βi,m weights
the target item to construct the embedding vC that probably outputs the target item
hvi .
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Model Optimization. Given the session embedding sh , we compute the recommen-
dation probability distribution between all candidate item hvi and sh :

ŷi = exp
(
hT

vi
sh

)
∑|V |

j=1 exp
(
hT

vi
sh

) (8)

where ŷi is the recommendation score of all candidates at the next time. At last, we
optimize the cross-entropy as the objective function and minimizing the loss to train
the parameters:

Loss (ŷ) = −
N∑

i=1

yi log(ŷi ) + (1 − yi ) log(1 − ŷi ) (9)

3 Experiments and Analysis

Datasets. We adopted two datasets, namely Yoochoose, Diginetica. In particular, the
Yoochoose dataset is collected from the ecommerce website Yoochoose.com. The
Diginetica dataset is users’ transaction data log.

For Yoochoose, we evaluate the D-CRNN on the most commonly used sub-
dataset 1/64, 1/4. Similar to Li et al. [9], sessions from the latest week were used
for testing, and others considered as the training data. In addition, given a session
S = [v1, v2, . . . , vn], we split all the data sequence to produce the training session
and the predict item, i.e., ([v1] , v2) , ([v1, v2] , v3) , . . ., ([v1, v2, . . . ,vn−1], vn). The
statistics about the three datasets are shown in Table1.

Experimental Setup. The number of the batch size is 512; the dimension of embed-
ding size is 50; the hidden size ofGRU is 50. Themaximum length ourmodel can deal
with is 59. We choose three channels with corresponding filter sizes f = [1, 2, 4].
We train and optimize our method with Adam. The learning rate lr = 0.005 and
decays by 0.1 after every 3 epochs. Dropout layers are used to avoid overfitting: one
is after the embedding layer with dropout = 0.3, and the other is after the GRU layer
with dropout = 0.5.

Table 1 Statistics of the datasets in our experiments

Datasets Yoochoose 1/64 Yoochoose 1/4 Diginetica

All clicks 557,248 8,326,407 982,961

Train clicks 369,859 5,917,746 719,470

Test clicks 55,898 55,898 60,858

Num of items 16,766 29,618 43,097

Avg. items 6.16 5.71 5.12
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Baselines. We compare and analyze the proposed model with seven representative
baselines, including conventional methods and deep learning algorithms:

1. S-POP: S-POP recommends the next-click based on item popularity of the current
session.

2. BPR-MF [20]: BPR-MF predicts the next item by decomposing the original user–
item interaction matrix and used a pairwise objective function to optimize the
matrix factorization.

3. GRU4REC [3]: GRU4REC is the representative work of RNN-based methods in
the session-based recommendation task.

4. Caser [6]: Caser is a pure model based on CNN to solve sequential problems.
5. FPMC [21]: FPMC incorporates the Markov chain into matrix factorization to

solve the personalized recommendation problem.
6. STAMP [22]: STAMP is a hybrid model based onMLP and attention mechanism.
7. NARM [9]: NARM is a hybrid model based on RNN and attention mechanism.

EvaluationMetrics and Experimental Setup. Twowidely metrics are used to eval-
uate the method performance: Mean Reciprocal Rank (MRR)@10, and Recall@10.

Performance Comparison. Table 2 presents the performance of all methods, where
we highlighted in boldface of the best result and underlined the best results of the
benchmark to make the comparison clearer. From Table 2, we have the following
findings:

1. Although S-POP directly regard themost popular item in the current session as the
next one without any complicated statistic or deep learning method, it is not the
worst, and is even better than BPR-FM and FPMC, especially on Diginetica. The
common problem in FPMC and BPR-FM is that they both ignore the contextual
information in the current sequence and cannot deal with the dynamic change of
user interests.

Table 2 Performance comparison of D-CRNN with baseline methods

Yoochoose 1/64 Yoochoose 1/4 Diginetica

Recall@10 MRR@10 Recall@10 MRR@10 Recall@10 MRR@10

S-POP 15.31 13.09 14.80 12.79 9.43 7.28

BPR-MF 22.93 10.24 29.30 13.89 4.21 1.89

FPMC 36.12 18.54 37.44 20.05 15.01 6.20

GRU4REC 52.43 24.53 55.49 26.05 17.93 7.73

CASER 59.09 28.08 57.29 28.33 32.64 13.92

STAMP 52.96 25.17 57.67 28.32 33.98 14.26

NARM 57.83 27.42 57.98 28.51 35.44 15.13

Our method 59.79 28.90 60.11 28.94 37.52 15.86
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2. Deep learning methods (with the basic model or the hybrid models) consis-
tently performed better than the traditional methods. Compared to the traditional
method, deep learning methods are good at capturing complicated correlations.
Among these methods, Gre4REC and CASER are the pure models based on RNN
and CNN, while others are hybrid models. It demonstrates that a hybrid method
is usually a more powerful model when solving solve the same issue. GRU is
also a powerful tool for sequential patterns than MLP. It is worth mentioning that
although CASER cannot capture the sequential patterns, it also achieves a com-
parable result. The main reason is that most of the sessions are short due to the
limitation of session duration, and items in the sequences are not strictly ordered,
so CNN performs better than RNN.

3. D-CRNN achieved the best results in terms of Recall and MRR, outperforming
conventional methods and basic neural network models; especially on the Dig-
inetica dataset, D-CRNN improves by 5.8% and 4.8% respectively in terms of
Recall@10 and MRR@10. This ascertains the assumption of our method that the
operation of CNN can filter the irrelevant features, thus making RNN performs
well.

4 Conclusion

In this paper, we designed a hybrid model based on RNN and CNN, which can
leverage the advantage of both RNN and CNN and overcome the shortcoming of the
single model for the session recommendation. Moreover, the extensive experiment
showed the importance of the union-level features and sequential patterns in the
sequence prediction task. In the next work, we plan to apply the recent hot graph
neural networks to further exploit high-order relationships to improve the accuracy
of the recommendation.
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Abstract The life cycle of a smartphone is decreasing rapidly, which leads to a lot
of electronic waste and causes damages to the environment. Home security has also
become an important concern due to the frequent occurrences of burglaries and home
accidents. Surveillance cameras are commonly deployed to improve home security.
This paper presents the design of an automatic surveillance camera application called
iEye. It aims to reuse components of an old smartphone including the camera, sensors,
and microphone to automatically monitor users’ home security. iEye is a cross-
platform application, which contains a Java application as a server, and an Android
app installed on old smartphones as cameras, and installed on the user’s smartphone
or personal computer as a viewer, respectively. It turns an old smartphone into a home
security camera, supporting real-time streaming such that users can see live video of
their home on their smartphones anywhere and anytime. iEye also allows users to
define abnormal events based on its detection components, namely motion detection,
face recognition, human detection, and light detection. Upon an abnormal event, the
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1 Introduction

Smartphone has become a key device for communication nowadays. Yet the life cycle
of a smartphone is less than two years in developed countries [1]. Once a smartphone
reaches the end of its lifespan, it is usually withheld from the recycling system [2, 3]
and becomes electronic waste. Waste electrical and electronic equipment (WEEE)
causes a lot of damages to the environment and communities, e.g., they may be
illegally exported to countries with unsafe landfilling; their informal recycling may
cause pollution and health problems for the communities [4]. A solution to reuse old
smartphones can mitigate the problem.

Home security has also become an important concern due to the frequent occur-
rences of burglaries and home accidents. Surveillance cameras are commonly
deployed to improve home security. However, setting up closed-circuit television
(CCTV) and hiring a security guard are too expensive and thus not affordable for
common families. An alternative solution is to install a home security camera (HSC),
which is a home wireless Internet-of-Things (IoT) device with a camera connected
to the Internet via WiFi such that the camera owner can watch the live feed through
a mobile app provided by the camera provider anywhere. The market of HSCs has
been predicted to reach $1.3 billion by 2023 [5].

Our contribution. Given the needs of HSCs and reusing old smartphones, this
paper presents the design of an automatic surveillance camera application called
iEye, which re-utilizes the camera, microphone, and sensors of an old smartphone
to keep users’ homes safe under automatic surveillance. iEye is a cross-platform
application containing a Java application as a server, an Android app installed on
old smartphones as cameras, and the same Android app on the user’s smartphone
or personal computer in use as a viewer, respectively. It turns an old smartphone
into a home security camera, supporting real-time streaming such that users can see
live video of their home on smartphones anywhere and anytime. iEye has various
detection components includingmotion detection, face recognition, humandetection,
and light detection. Users can define abnormal events for the above detectors for iEye
to record the video and notify them by email immediately. A preliminary evaluation
on 30 users showed that iEye helps increase the life cycle of smartphones by turning
them into HSCs.

1.1 Related Work

There aremany IoT systems for home security.Many systems consisted of IP cameras
and/or microcontrollers like Raspberry Pi and Arduino, and some of them support
monitoring and control through a mobile app (see the survey [6] and the references
therein, and theworks [7–12] for example).Mahler et al. [13]made use of the onboard
sensors of an old smartphone to build a home security system that can monitor door-
related events. Their system leverages the accelerometer and magnetometer on a
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smartphone and machine learning methods to detect door openings, closings, and
rotations, and notify the homeowner via email, SMS, and phone calls upon break-in
detection. Jain et al. [14] developed an intelligent automated real-time surveillance
that combines a computationally cheap object tracking algorithm and a computa-
tionally heavy facial recognition model to meet the real-time processing constraints
of a surveillance system.

There are also mobile apps that can turn a smartphone into a security camera. For
example,Alfred [15] is amobile app that provides a live video stream, two-way audio,
zoom in, and also supports alerts triggered bymotion detection and human detection.
Yet it is expensive with a one-time cost of US $16.99 to remove advertisements and
a subscription fee of US $3.99 per month or $29.99 per year.

2 The Automatic Surveillance Camera Application—iEye

This section presents the system design and functionality of the automatic surveil-
lance camera application called iEye.

System design. iEye can turn old smartphones running outdated versions of Android
(Android 2.3 or above) into security cameras. iEye is cross-platform in the sense that
the viewer can be an Android smartphone or a personal computer, which the user is
currently using. Figure1 shows the overall system design of iEye.

Our system requires a server, which is installed with an Nginx server and an
Apache Tomcat server; both are free, open-source, and provide high performance
and stability. The Nginx server is for video streaming; an old smartphone can send
the video stream to the Nginx server and then pass it to the viewer app installed in

Fig. 1 System design of iEye
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Fig. 2 Functionality of iEye

the user’s smartphone currently in use. The Tomcat server is for computation of the
detection components; it obtains the video stream from Nginx, executes the image
processing and analysis for different detection components, and finally sends the
detection result such as coordinates on the video to the viewer app.

Functionality. iEye supports real-time video streaming from the old smartphone
camera such that users can see live video of their home on the viewer app anywhere
and anytime. It also provides various detection components including motion detec-
tion, face recognition, human detection, and light detection. It also supports user-
specified detection events that are combinations of events from the four detection
components. A notification system component allows event-triggered notifications
on the viewer app and email, and the recordings of triggered events. Figure2 provides
a summary of the functionality of iEye.

2.1 Live Video Streaming

The purpose of video streaming is to provide a stable channel to send a compressed
video over the Internet and display uncompressed video to a viewer in real time. It
plays an important role in iEye since the video quality, stability, and speed directly
affect the performance of detection and the video watched by users.

When the user first sets up iEye on a smartphone, the leftmost interface in Fig. 3 is
shown for the user to set it as a camera or viewer. iEye supports multiple old smart-
phones (three at maximum) as the cameras. Real-Time Streaming Protocol (RTMP)
is used for establishing and controlling video stream sessions between different end-
points (cameras and viewers). As a prototype, we use QR codes of IP addresses to
simplify the connection to the camera and viewer, as shown in the second-left and
third-left user interfaces in Fig. 3 (which are self-explanatory). The fourth-left user
interface in Fig. 3 shows the viewer interface, where the user can start/stop the live
video stream, control the camera and audio communication through the buttons at the
bottom (their meanings are shown at the rightmost of Fig. 3). Note that iEye allows
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Fig. 3 User interfaces for live video streaming

viewers and cameras to talk to each other (two-way communication); the viewers
can click the speaker button to talk to the people at home.

We use Nginx RTMP module and Node Media Client’s SDK and library. Nginx
provides RTMP streaming server to send real-time video. Node Media Client pro-
vides the video encoder and decoder.

As shown in Fig. 4, the video, captured from an old smartphone, is encoded into
H.264 compression for network transmission and sent to the Nginx server. Then,
the viewer gets the compressed video data from the server and decodes the data for
viewing.

iEye supports multiple viewers and three cameras at maximum. Figures5 and 6
show the viewer’s user interface on smartphones and personal computers, respec-
tively. As a personal computer has a larger screen size, iEye provides more useful
information such as current time, location of the device, and the number of cameras
and viewers that are currently online (Fig. 6).

Fig. 4 Live video streaming
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Fig. 5 User interface for multiple cameras

Fig. 6 User interface for the viewer on personal computers

2.2 Detection Components

Motion detection. The motion detection component detects change or movement in
a scene. As shown in Fig. 7, a green rectangle is displayed around the motion. The
size of the rectangle depends on the area of motion, i.e., a larger motion leads to a
larger rectangle.

Motion detection can be done by image differencing of consecutive video frames,
foreground or background segmentation, and optical flow. iEye applies the optical
flow approach because of its accuracy and efficiency. Optical flow tracks the vector
in the pixel level by comparing consecutive frames in a video stream [16]. In dense
optical flow, the tracking tries to follow every pixel. It is difficult when the picture
lacks detail (e.g., polar bear walking on ice). In sparse optical flow, the tracking
only focuses on some pixels that are easy to identify due to their difference in color,
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Fig. 7 Motion detection component

Fig. 8 Face recognition component: face capturing (left); recognition result (right)

texturing, intensity, or color from the pixels nearby. Themotion detection component
is developed using JavaCV, which supports a number of techniques for the optical
flow approach. iEye allows users to set the sensitivity level of the motion from 0 to
10, where a higher sensitivity level can detect smaller motion on the video.

Face recognition. The face recognition component detects and tracks multiple faces
as they moved in front of a camera. The user needs to capture the faces of family
members to be recognized in the viewer as shown in the left interface of Fig. 8, where
six face images in different directions are needed for better accuracy.

Face detection is carried out by aHaar Classifier, pre-trained to find facial features,
which is part of JavaCV. As shown in the right of Fig. 8, recognized human faces will
be surrounded by a yellow rectangle with a name label; if the face is not recognized
to be an existing family member, the name label is “Stranger”.

Human detection. The human detection component detects and tracks multiple
humans as they moved in front of a camera. The recognized full body or upper body
of a human is surrounded by a yellow rectangle (Fig. 9). Similar to face recognition,
human detection is carried out by a Haar Classifier, pre-trained to find body features
in JavaCV.
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Fig. 9 Human detection component: full body (left) and upper body (right)

Fig. 10 Light detection component

Light detection. The light detection component provides brightness detail of the
user’s home. iEye obtains the brightness value and the Correlated Color Temper-
ature (CCT) index from the light sensor, which can be found nearby almost any
smartphone’s camera (Fig. 10). Based on these values, when a dim environment is
detected, the flashlight of the smartphone will be turned on automatically so as to
ensure the surveillance work in any situation. We can also determine whether the
light is on or off at the user’s home.

2.3 User-Defined Detection Event

iEye provides a platform for users to define their own detection event (a.k.a. abnormal
event) using the previous detection components. Figure11 shows the user interface
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Fig. 11 User-defined detection event

Fig. 12 Creating a user-defined detection event

for user-defined detection events. For example, the event “Motion at night” indicated
that it only involves motion detection and the detection period is from 00:00 to 07:30.

To create a new user-defined detection event, the user can click the add button,
and then set the event title, different detection components and the corresponding
detection period in the user interface shown in Fig. 12 (left). Note that at least one
detectionmust be selected. Let’s take a userwho lives alone as an example. If there are
no people at home during theworking hours from 8:00 a.m. to 6:30 p.m., the usermay
use three detections such as motion detection, face detection, and human detection
to create a detection event called “people at home”. Figure12 (right) explains the
corresponding settings of the detection components. If a detection event is triggered
(i.e., we obtain a positive result for the event), it is sent to the server for processing
and notifications.
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Fig. 13 Notification email

2.4 Notification System

Besides notifying the viewer on smartphones or personal computers, iEye supports
notification to user-defined email addresses. Figure13 shows a notification email.

iEye also contains a record system to record and store digital video in its database.
When an abnormal event is triggered, the camera video is recorded and stored in a
compressed format, which can be accessed by the viewer application anytime. We
also provide a function to set up the maximum storage size for the video (1–32 GB)
such that the oldest video will be automatically replaced and deleted.

3 Preliminary Evaluation

We performed a simple user evaluation by inviting 30 participants to use iEye for
15min and then answer the three questions on a 5-point Likert scale in Table1.

The majority agreed that iEye can help increase the life cycle of a smartphone
(94%), work well as HSCs (100%), and has satisfying functionality (100%).
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Table 1 Preliminary evaluation result

Question Strongly
disagree (%)

Disagree (%) Neutral (%) Agree (%) Strongly agree
(%)

(1) iEye can
increase the
life cycle of a
smartphone

0 0 6 56 38

(2) iEye can
solve your
home security
problem

0 0 0 37 63

(2) You are
satisfied with
the
functionality
of iEye

0 0 0 27 73

4 Conclusion and Future Work

This paper presents the design of an automatic surveillance camera application called
iEye, which is a cross-platform application and turns an old smartphone into a home
security camera. It supports real-time streaming such that users can see live video
of their home on smartphones anywhere and anytime. It also allows users to define
abnormal events based on its detection components, namely motion detection, face
recognition, human detection, and light detection. Upon an abnormal event, the cam-
era video will be recorded and the user will also be immediately notified by email.
iEye is particularly suitable for solitary elderly, working parents, and pet keepers. It
also helps to reduce electronicwaste. Possible futurework directions include enhanc-
ing the connection security between the server and clients, e.g., using the algorithm
of the secure distributed video surveillance system in [17], and developing new detec-
tion components such as fall detection and fire detection to ensure the safety of the
elderly and prevent fire accidents.
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Abstract This paper presents an approach in usingunmanned aerial vehicles (UAVs)
with remote imaging for urban waste monitoring. The system is designed to monitor
green areas, public trash cans, and unregulated landfills and to detect possible viola-
tions of garbage disposal rules. Public green urban areas, such as parks, green sur-
faces, sport terrains, and bathing areas, are gathering places for people and therefore
prone to unregulated waste disposal. The proposed solution describes the real-time
monitoring of the area using drones and the detection of irregularities in a garbage
disposal. The cameras mounted on drones are used to take images of public targeted
areas at pre-mapped points. Visual data collected by supervisor drones are used for
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1 Introduction

The utilization of new technologies such as the Internet of Things (IoT), UAVs,
robotics, and artificial intelligence can play an important role in the efforts to make
cities greener, safer, and more efficient. Improving safety and quality of life can be
achieved by connecting devices, vehicles, and infrastructure across the city. Accord-
ing to research conducted by the United Nations, the population in cities by 2050
should grow up to about 66% of the total population [1]. On the other hand, the
development of modern information and communication technologies provides huge
opportunities for the implementation of artificial neural networks and modern com-
munication technologies such as Narrowband Internet of Things (NB-IoT). NB-IoT
is a low power wide area network (LPWAN) radio technology standard developed
by 3GPP to enable a wide range of cellular services. NB-IoT focuses on outdoor
and indoor coverage, low cost, long battery life, and high connection density. For
these reasons, this technology is very suitable for implementation in the system of
control and management of waste in urban areas. Building such solutions on open
standards-based communication platforms that can be used continuously is a serious
challenge. The usage of other LPWAN technologies, such as LoRa and LoRaWAN,
in combination with UAVs for smart city environments, is considered in [2].

One of the problems of big cities is the problem of waste management and waste
collection. It is important to note that currently almost all applications that use the
“Internet of Things” for smart waste management focus on commercial waste and
municipal, public waste containers, rather than household waste. Efficient waste col-
lection is a necessary service and the application of smart cities. The use of emerging
technologies, such as UAVs, can lead to significant improvements in the waste man-
agement process. The best technological solutions can be achieved in smart cities by
creating different stakeholders to work together. Integration of institutions, utilities,
and service companies from different areas is necessary to create the solutions that
provide a new quality of life in urban and rural areas.

The traditional way of managing waste collection from waste containers has been
to schedule and send large trucks around the city at regular intervals. When a truck
arrives at the location of the container, it would be emptied regardless of whether the
container was full or half empty. Some of the containers may be empty for a longer
periodwhile, depending on the structure and behavior of the citizens, some containers
can be filled faster than usual, leading to excessive waste and garbage-related health
hazards. The additional problem can be caused by uncontrolled garbage disposal in
green areas such as parks, sports grounds, and picnic places. Therefore, these places
should be monitored together with the public waste containers. Another big problem
is the illegal disposal of waste in places that are not planned for that purpose, resulting
in unregulated landfills. Therefore, there is a need for constant monitoring of certain
critical points to obtain timely information, providing vital data for further activities.
To address all enlisted problems, this paper is presented the solution for the system
based on UAVs for monitoring, surveillance, and collection of data from the critical
areas.
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This paper proposes aUAV-based IoT system that solves the problem of observing
and monitoring predefined drone trajectories in urban environments where there are
static and dynamic obstacles. The system includes the model with the proposed algo-
rithm of random UAV path planning. The algorithm is based on traveling salesman
problem (TSP). We proceed as follows. Section2 provides an overview of related
works. The proposed model of the system for monitoring and identifying garbage
in public areas is present in Sect. 3. Section4 presents the random path planning
algorithm of the proposed model in a specified environment. Finally, we present our
conclusions and a reference to future research in Sect. 5.

2 Related Work

There is a lot of related research works dealing with the topic of monitoring and
controlling urban waste using AI and emerging technologies, as well as dealing with
the implementation of UAVs in smart cities applications. In Ref. [3], the authors
follow a case study for a city in the Republic of Iran and use an artificial neural
network to predict the generated waste weekly. The authors trained the proposed
neural network model using data collected in the period from 2004 to 2007. As a
result, it was found that a neural network with 16 neurons in three hidden layers gives
the best prediction results.

The paper [4] discusses monitoring the garbage capacity with mobile phones
to prevent the overflow of the garbage from the container. The system consists of
three garbage robots, namely (G-Bot 1, G-Bot 2, and G-Bot 3). Each of these robots
sends the data to the mobile phones, and the collected data can be checked with
mobile phones using Blynk application. The goal of the research presented in [5]
is to evaluate the effectiveness of UAVs in monitoring landfill settlement in a real
post-closure scenario, by comparing two models obtained through the acquisition of
UAV imagery from two separate flights, repeated after about 6months.

The authors of [6] attempt to show how collaborative drones and IoT improve the
smartness of smart cities based on data collection, privacy and security, public safety,
energy consumption, and quality of life in smart cities. Article [7], presents a real-
time and power-efficient air quality monitoring system based on aerial and ground
sensing. The architecture of this system consists of the sensing layer to collect data,
the transmission layer to enable bidirectional communications, the processing layer
to analyze and process the data, and the presentation layer to provide a graphic
interface for users. For data processing, spatial fitting and short-term prediction are
performed to eliminate the influences of incomplete measurement and the latency
of data uploading. This implementation has been deployed in Peking University and
Xidian University since February 2018 and has collected almost 100,000 effective
values so far.

IoT andUAV technology cooperation play a vital role in green IoT by transmitting
collected data to achieve a sustainable, reliable, and eco-friendly Industry 4.0. The
survey presented in [8] gives an overview of the techniques and strategies proposed
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to achieve green IoT using UAVs infrastructure for a reliable and sustainable smart
world. In [9], the authors investigate the possibility of usingdrones tomonitor garbage
disposal at unauthorized locations. The proposed system uses machine learning and
artificial intelligence techniques to detect illicit waste in images collected by drones.
The authors suggest the further research be based on developing an automated robotic
system to handle the detected waste. Paper [10] shows the smart system for the
detection of garbagewith image processing and the usage of a drone to capture images
of locations with garbage. The authors use drones, with an Arduino microcontroller
device, a deep neural network, the Python programming language, and Google’s
cloud platform.

Youme et al. [11] presented an automatic solution for the detection of clandestine
waste dumps using unmanned aerial vehicle (UAV) images in the Saint Louis area of
Senegal, West Africa. This task has a very high spatial resolution of UAV images (on
the order of a few centimeters) and an extremely high level of detail, which require
suitable automatic analysis methods. The proposed method begins with segmenting
the image into four regions, then reducing the size of input images into 300 × 300 × 3
for the CNN entries, and labeling images by determining the region of interest. The
results show that the model recognizes targeted areas well but has difficulties with
some areas lacking clear ground truths.

The paper [12] discusses the applications of UAVs in smart cities, their opportuni-
ties, and their challenges. Considering that UAVs have a wide range of applications
in many fields like environmental hazards monitoring, traffic management, and pol-
lution monitoring, all of which contribute greatly to the development of any smart
city, authors discussed the challenges and issues such as safety, privacy, and ethical
uses of UAVs.

Anadditional rolemodel for the systemproposed in this paper and its further devel-
opment can be taken from the experience in building automated video surveillance
(AVS) systems that are designed to automatically monitor objects in real time. One
of these works presents the experience in building the distributed video surveillance
system based on a client–server architecture as it is presented in [13]. The proposed
system is accessible from portable devices such as tablets and smartphones. Simi-
larly, the paper [14] targets the demand for a realistic wireless AVS system simulation
framework that models and simulates most of the details in a typical wireless AVS
framework. The proposed simulation framework is built over the well-known NS-3
network simulator.

3 The Model of the System

Themodel ofUAVs-based urbanwastemonitoring system is presented in this section.
The model is designed to monitor green urban areas, using the unmanned aerial
vehicle (UAV). The role of UAV is to monitor the city region to prevent illegal waste
dumps and containers overloads in public areas.Also, the goal of themodel is to create
a balanced low-cost and effective solution that will reduce the cost of the deployment
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and maintenance, without reducing the efficiency of monitoring. The idea is to use
a single or minimized number of UAVs to cover all specified locations. The model
is built on the algorithm for UAV path planning based on the traveling salesman
problem (TSP) and genetic algorithm (GA). The model assumes the usage of the
centralized system. Data processing is placed in the control center, but it is out of the
focus of this model. The model is based on the usage of available and commercially
popular drones. Furthermore, the equipment of commercial drones plays a significant
role in shaping their price. The system has centralized data processing and drone
management. The system architecture is based on [14] and consists of preferably
one, but possibly more drones (depending on the size of the area to cover), and
the control center to detect and identify improperly disposed waste. The system is
automated and operates with the help of a drone called the supervisor. The drone
supervisor enables the detection of illegal garbage and unregulated garbage dumps
on green urban areas. The image processing component is deployed in the control
center, but it is not considered in this proposed model.

3.1 Supervisor Drone

The goal of surveillance drones is to observe public areas. The takeoff of the super-
visor drones is performed according to a predetermined schedule. Drone monitors
locations along defined paths, at an altitude of 30–70m above the ground. Depending
on the size of the terrain and the needs of the system, several surveillance drones
can be deployed. Higher flight altitude (e.g., 70m) is required to reduce the number
of static obstacles in process of designing the drone trajectories. Furthermore, the
higher altitudes of the drone can make drones hardly visible to the persons who are
violating the regulations and can avoid disturbance to the citizens. Drone captures
the current state of the monitored area at defined locations. The defined locations will
be discussed later (Sect. 4), together with the algorithm used for drone path planning.
After capturing images, the drone returns to the control center to upload images for
further processing. The monitoring drones should have the following configuration:
GPS module, optional sensors to avoid obstacles, Wi-Fi, LTE (4G), or both com-
munication modules (depending on the network infrastructure and communication
requirements), and a camera for capturing images. In addition, drones should have
support for route tracking. Using the location definition and path to location data, the
drone goes to one or more inspection sites, where it captures images and optionally
a video. The drone arrives at the position by a dynamically defined path formed in
the control center. When the supervisor drone reaches the position, it descends to a
height of 3–5m above the ground to perform a more detailed survey of the location.
Captured location images are stored on SD card. After completing the capturing at
all defined locations, it returns to the drone docking station, where it loads the data,
reloads the logs, and charges the batteries. Data collected with supervisor drone are
used to initiate further actions. In addition to GPS, communicationmodules, and sen-
sors, this type of drone should have support for route programming, a high-resolution
camera for capturing images and videos, and larger SD storage for captured images.
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3.2 Control Center and the Communication System

The control server receives data from the drone, stores the data in a database, performs
analyses, and performs further processing. It should have high data processing capa-
bilities for image processing and processing algorithms for defining drone routes.
If the processing module detects an irregular situation, it proceeds with the actions
in alarming the authorized personnel. The image processing module and the further
actions are not considered in this paper and the presentedmodel. The communication
infrastructure of the model is not also considered in more detail. It should provide
the connectivity of the PC (Docking Station) with the drone. This connectivity is
important for two major tasks. One task is uploading the calculated path to the drone
from the PC. The second task is downloading captured images to the control center.
A drone Docking Station is a fully automated system that serves drones. A Dock-
ing Station is a specific place for the safe vertical takeoff and landing of drones. In
addition to this function, it should enable fast charging of drone batteries, establish
communication between the control center and the drone, and maintain their air-
worthiness. It would be desirable for the proposed system to use static stations with
a wired connection to the control center and the power supply infrastructure [14].
The important component of the presented model is the module for route calculation
located in control center. The process is shown in Fig. 1.

Figure1 describes the process of route planning and UAV operations. This proce-
dure is designed to enable the use of one or a minimal number of drones for covering
the specified areas, thus reducing the UAV fleet costs and maintenance. First, the
traveling salesman algorithm (TSP) with genetic algorithm (GA) is used to calculate
the path for the UAV route. The calculated route is randomly formed from the set
of nodes of interest. The definition of the set of nodes of interest is described in the
following section. After the route calculation, the system checks if the route is longer
than deployed UAV capability. If the route is longer, it is calculated again. If the route
is within the UAV operational range, it is uploaded to the UAV. After uploading the
route, the UAV moves according to the schedule, following the uploaded path. UAV
takes images at defined locations, and after the ending of the tour, it returns to the con-
trol center. The images are uploaded to the system, and the recharge of the batteries
is initiated. The presented set of actions is repeated at the defined period.

4 The Path Definition

This section describes the process of path calculation and the node set definition.
The first step of the process is node set definition, and it is performed once at the
start of system operation, after some upgrade of the system, or change of the waste
management policy. The node set depends on the targeted items of the system. The
system presented in this paper is designed to monitor the unregulated waste disposal
at the places of interest by taking photos at the given locations. The collected photos
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Fig. 1 Route planning and UAV operations algorithm

are further processed in the search of pollution and unregulated waste detection. As
places of interest, the gathering places of the people such as parks, green surfaces,
sport terrains, and bathing areas are considered. The presentedmodel of the system is
designed to randomly select a smaller number of observing locations (10, 15, 20, or
30) to program the drone route each time before sending the drone to the mission. In
this way, the locations will be supervised randomly in turns, providing the possibility
to monitor a large area with one drone. This will significantly reduce the investment
in the system and its maintenance costs.

The example node set is tailored by the city of Zrenjanin. Zrenjanin is a city
in Serbia, located in the Central Banat region. Its geographical coordinates are 45◦
230N, 20◦ 2322E, the urban area covers 193.03 km2 (74.53 miles2), and the pop-
ulation is 76,511 (2011 census). The observing locations (observing points) have
the structure as follows: 29 parks, green surfaces, sport and bathing areas, 97 public
garbage container locations, and one unregulated solid waste landfill, see Fig. 2. The
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Fig. 2 Observing point locations in the city of Zrenjanin

garbage container places are located near multi-story residential buildings where
two or more containers are grouped. Because the citizens dispose of their garbage
at these locations frequently, some containers can be over-filled, and the garbage
in some cases might be scattered around the container. Only one unregulated solid
waste landfill is covered with these locations because such places are located outside
the city, and their inclusion in the system coverage area will significantly increase the
range of UAV flight, which will require the deployment of UAVs with significantly
better performance and thus higher costs.

The central location is used as a headquarters and a placement of control center. It
is the starting and ending locations of each route. The number of observing locations
is 127with one central location giving a total of 128 locations. The traveling salesman
algorithm (TSP) with genetic algorithm (GA) is used to calculate the path for 10, 15,
20, or 30 randomly selected observing locations [15]. Each calculated route starts at
the central location and ends at the same point.

The MATLAB/Octave code is used for the simulation. The code is built upon the
[15] andmodified according to the presented model. The results of the simulation are
presented in Table1. The simulation uses algorithm with the changeable number of
randomly selected nodes, number of iterations (required with the MATLAB/Octave
code), and number of tests as well.

The distance for the calculated path for each set of randomly selected nodes is
calculated and recorded for the analyses. As one can see from Table1, the average
distances for 10 nodes are 10km, for 15 and 20 nodes 15–17 km, and for 30 nodes
are around 26km. The results also show that 1000 iterations give accurate results.

InFig. 3, the two route graphs for 10 and15 randomly selected nodes are given.The
first route is for the following locations: Center-L0011-L0108-L0139-L0135-L0015-
L0004-L0185-L0182-L0162-L0106-Center. The second route is as follows: Center-
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Table 1 Summary of simulation results

No. Nodes Iterations Tests Avg. (km) Min (km) Max (km) St. dev.
(km)

1 10 1000 100 13.18 12.93 16.08 0.57

2 10 1000 500 13.26 13.14 15.12 0.19

3 15 1000 100 17.27 15.21 22.81 1.84

4 15 1000 500 15.75 14.25 21.72 1.22

5 20 1000 100 16.02 13.83 21.37 1.55

6 20 5000 100 16.38 14.94 21.52 1.38

7 30 1000 100 26.21 19.05 35.10 3.04

8 30 5000 100 26.83 22.42 35.96 2.56

Fig. 3 Calculated routes with a 10 nodes and b 15 randomly picked nodes

L0004-L0108-L0137-L0149-L0115-L0133-L0140-L0191-L0102-L0188-L0160-L0
170-L0182-L0180-L0157-Center. The results show that considering the average
route length (up to 15km) the 10 or 15 locations can be easily monitored with
one low-cost UAV.

5 Conclusion

This paper has presented an approach to using UAVs for remote imaging for urban
waste monitoring. The presented model of the system is designed to monitor green
areas, public trash cans, and unregulated landfills and to detect possible violations of
garbage disposal rules. Public green urban areas, such as parks, green surfaces, sport
terrains, and bathing areas, are gathering places for people and therefore prone to
unregulated waste disposal. Other places of interest for monitoring are locations of
public garbage containers located near multi-story residential buildings and possible
locations of unregulated waste disposal.
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The proposed model includes a method for random path selection allowing utiliz-
ing a minimal number of UAVs, as low as only one, for covering the specified area.
The idea is to select the random locations for monitoring, thus giving the optimal
ratio of drone utilization, areal coverage, and monitoring efficiency. The low number
of drones affects the lower system purchase and maintenance costs. The paper has
presented a model of system deployment with a general description and a detailed
description of the method for path selection and drone operations. The path selection
model is based on the traveling salesman problem (TSP) and genetic algorithm (GA).

Further work will include further development of the model. The priority of the
model development will be the addition of statistics of locations monitoring fre-
quency, the addition of priorities for certain locations, and modification of the path
selection algorithm. The path selection algorithm will be required in cases when
drones cannot use direct paths between certain nodes and are forced by the regula-
tion and other factors to follow streets and other restrained paths.
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A Secure Multicontroller SDN
Blockchain Model for IoT Infrastructure

K. Janani and S. Ramamoorthy

Abstract IoT is making significant progress in a variety of fields, including health
care, smart grids, supply chain, and so on. It also makes people’s daily lives easier
and improves their interactions with one another and their surroundings and envi-
ronment. There is a variety of research on decentralized computing for IoT develops
a decentralized IoT-based biometric facial recognition solution for COVID-19 lock-
down cities. They propose a three-layer architecture (application layer, control layer,
and data layer) and then create a blockchain framework on top of it to entirely restrict
publicmovements. The software-defined network is themost widely utilized solution
for establishing secure network interaction and building secure IoT infrastructures.
They give a solid and dependable framework for dealing with dangers and issues
like security, scalability, and confidentiality. This study provides a blockchain-based
software-defined IoT framework for smart networks that are optimized for energy
efficiency and security. Indeed, multicontroller SDN blockchain (MC-SDNBC) has
been extensively used to manage vast-scale networks which are, though, subject to a
variety of attacks, include false data injection,which causes regulator topology incon-
sistencies. Every software definition network domain is administered with a single
master controller who communicates with both the masters of the other Internet
via blockchain. The controller unit generates blocks of dynamic network modifica-
tions, which are subsequently evaluated by redundant controllers using a reputation
technique given by the control system. The popularity system uses continuous and
coupled reactive fading repute algorithms to score the controllers, for example, the
voter’s maker and block, during each voting activity. The analysis findings show
that false flow rule insertion may be detected quickly and efficiently, keeping more
secured IoT Systems.
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1 Introduction

According to a survey titled “State of IoT Security,” attacks on the Internet of Things
surged by 22% in the last quarter. According to the survey, some sectors, such as smart
infrastructure, smart cities, healthcare, banking, and transportation, have the highest
assault risk. Attacks are more complex and elevated by the day, which would be a
cause for alarm. Blockchain, which has six main features decentralized, irreversible,
transparent, autonomous, anonymity, and free software [1], has emerged as one of the
modern approaches acknowledged by both research and industry in the last decade.
Likewise, the Internet of Things (IoT) is a promising technology field in which many
smart applications are being developed. IoT devices are implemented using actuators,
intelligent devices, and sensors. The physical layer, network layer, and application
layer are the three layers that make up the IoT system’s core architecture [2].

Considering the worldwide health catastrophe COVID-19, businesses are eager
to grow up work-from-home possibilities with heavy security and all focus specifi-
cally. As a result, remote management usage is more important than ever. Different
heterogeneous devices are connected and communicated with each other in an IoT
application [2]. Because the number of connected things to the Internet is increasing
these days, managing and controlling IoT has become a difficult task. SDN steps in
to provide the IoT network’s adaptability and scalability without requiring existing
implementations to change their design [3]. Because themajority of smart gadgets are
low end, they are more vulnerable to attacks. There is a requirement for lightweight
algorithm for cryptographic provision of a safe, and computing to create IoT-based
communication services. The confidentiality, integrity, and availability (CIA) pri-
mary security purpose must be kept updated by the application. With the growing
popularity of blockchain technology, increasing study has focused on the use of
blockchains in conjunction with SDN, allowing untrustworthy persons to connect
with others in a suitable area without the need for a trusted third party [4].

Blockchain is another sophisticated technology that can be combined with SDN-
based IoT applications. Blockchain is a developing decentralized technology that
can be integrated with SDN-based IoT systems. Every block of the process is con-
tinuously saved, and several blocks are chained together through controlling hash
values. Using this blockchain technology will boost security and privacy. Several
academics have made numerous recommendations for improving the performance
of the network, but none of them can resolve the issue. Even though the Internet of
Things, software-defined networks, and blockchain technologies are beingmerged to
provide a better solution for smart infrastructure devices, those technologies also can
enable dependable data transfer and interaction in networks. However, when these
technologies are used, they add to the complexity. Many authors have explored many
different solvents. A few of these technologies give a significant level of protection,
but they are not a feasible approach [5].

A distributed blockchain-based SDN-IoT-enabled infrastructure for smart build-
ings is proposed in this paper. In this regard, smart buildings serve as a depend-
able domain for automatically controlling andmanaging temperature, security, light-
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ing, and other building functions. Furthermore, SDN-based smart buildings include
important factors such as goals, technique scope, target design (centralized network
controller), networking devices, and resources configuration (homogeneous and het-
erogeneous). Security, energy efficiency, network monitoring, reliability, QoS, and
delay reduction are some of the main goals. WiFi, LiFi, Zigbee, and Bluetooth are
the communication technologies for SDN-enabled smart buildings [6].

To address the IoT security dilemma, we provide an infrastructure security that
blends blockchain using a multicontroller software definition network. The key
notion of the design and architecture is to allocate a set of controllers from each
domain [7], which employs a large number of control systems to provide error detec-
tion, and our design focuses on ensuring safe and reliable inter-controller interactions.
To achieve this purpose, the system design incorporates a controller unit and numer-
ous controllers for each network domain. Each controller could be the owner in one
domain, but it may be duplicated in another. The duplicate controllers select whether
or not to validate the nodes of network architecture improvements generated by the
control board. The design also includes a reputation system that uses constant and
dynamic fading reputation algorithms to rate the controllers after every voting activ-
ity. Malicious master controls and duplicate controllers that offer false voting would
be identified in this method. The following are the paper’s primary achievements in
further detail [8].

1. To secure inter-controller interaction, we present multicontroller block (MCB-
SDN), IoT privacy issues design which combines software definition network
andblockchain technology. Every domain is provided a specialmaster device and
several redundant controllers viaMCB-SDN.The control systems are blockchain
users; themaster controller generates blocks, and the redundant directorsmonitor
its activity (Fig. 1).

2. InMCB-SDN, we include a credibility process that rates controllers using one of
two methods: (1) constant fading credibility, which allows the control system to
forget past operational activities at a steady speed, or (2) simultaneous adaptive
fading credibility, which ranks the console which uses various constants based
also on device’s credibility, gets in trouble, the faster good experiences fade
away. On either side, the better the control behaves, the much more quickly
unfavorable experiences fade away.

3. Analysis methods, including Mininet software products, ONOS, and multicon-
troller SDN-Chain, are used to execute the suggested MCB-SDN design. MCB-
SDN archive low detection delay and it allows user to identify all maliciously
inserted attacks. According to the findings the proposed MCB-SDN model pro-
vides dynamic nature of threat detection time to identify rogue in the network
dynamic nature of the detection time to identify. Furthermore, the reputation
approach provides for flexible detection time of rogue devices based on the
network executive’s needs.
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Fig. 1 IoT smart infrastructure layered MCB-SDN architecture

2 Literature Survey

This paper provides a decentralized IoT architecture idea that spans three IoT work-
flows: computation, storage, and networking in the form of P2P computation overlay,
the Ethereum digital signature facilitated decentralized data for IoT entities. As our
P2P Storage Overlay, IPFS enabled the widespread storage of IoT data, FL models,
and application data. P2P network layers were used to oversee intra-domain and
multi-communication using SDN controllers and SDN switches. By adhering to our
architecture, we can make IoT computation private without exposing IoT data while
preserving reliable IoT storage space and responsive IoT networking. Because we
only suggested our architecture concept in this paper, implementing and evaluating
it became our urgent future work [1].

To boost security in the cloud storage system, this study presented the Block-
SDoTCloud architecture. We also used an SDN infrastructure to direct a distributed
blockchain-based process that improved the security, scalability, dependability, con-
fidentiality, and usability of cloud storage services for users. In addition, the writers
have successfully performed numerous parameters. By analyzing various proce-
dures, the suggested system provides multiple benefits such as higher throughput,
faster response time, faster file transformation, and so on. Furthermore, there are a
few restrictions in the proposed system; we did not consider any other assaults in
the network layers other than DDoS with flooding attacks. Developers will be able
to safely adapt this architectural concept to a variety of applications in the future,
including clouds, edge, andmist computing. The system designmodel will thereafter
include further SDN, blockchain, as well as other technologies [2]. In this study, we
present a secure network framework that combines three systems: blockchain, SDN,
edge, and cloud, for usage in the next phase of IoT ecosystems. The security man-
agement framework includes features that are state of the art for next-generation IoT.
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The framework, for starters, makes use of blockchain technology. The results show
that the proposed security architecture is suitable for fresh research issues in data
confidentiality. As a result of the early identification of security breaches, there is less
storage required and less delay, as well as a reduction in IoT resource usage and com-
munication bandwidth use. Blockchain technology allows traveling IoT devices and
the SDN server to communicate data. Finally, our findings suggest that the suggested
security framework be implemented within the IoT network as a data confidentiality
preserving element that detects and mitigates any single or collaborative security
assaults by monitoring and researching the entire IoT device’s traffic flow data.

In recent times, researchers and business verticals have become interested in IoT
and IoT big data. While these two technologies actively make people’s lives better,
they also introduce new threat vectors for future cyber-attacks. IoT networks are an
asset and highly heterogeneous when compared to conventional networks. Tradi-
tional security measures are inadequate for the IoT context due to these character-
istics, necessitating an infrastructure, scalable, and effective security augmentation
solution. We begin by examining the characteristics of IoT big data and possible
security threats. Then, we present MC-SDNBC, an ID-based SDN security architec-
ture. In this structure, we demonstrated the accuracy of intrusion detection and also
overall performance in the presence and absence of our proposed network security
using an SDN-specific dataset that models a real IoT environment and contains data
recorded for common data assaults and also networks traffic. Our future research
will entail expanding the dataset with new attack types and network topologies, as
well as evaluating the proposed security strategy under these new network settings.
We also want to include an interface for human specialists to interpret the security
model, which would improve the model’s validity even further [3, 4].

Single point of failure, denial of service attacks, as well as the lack of identifica-
tion between both the application and the controller were all addressed in this study.
We were able to tackle the aforementioned concerns by distributing the SDN control
plane across numerous devices while maintaining it logically centralized. Further-
more, blockchain assisted in resolving the common issues that arise when attempting
to employ a multicontroller architecture, like device-to-device state synchronization
workload is distributed evenly among all processors. A database containing flow
entries cannot be changed. For vulnerability analysis and analysis, a record of neural
impulses is kept [9]. This research helps ease protection doubts against SDN and
encourages industrial adoption of this technology by network engineers by propos-
ing a solution to the security problems discovered in SDN utilizing blockchain. A
topology finding mechanism could be added to the smart contract to advance this
research. Devices are now added manually via the immediately respond application.
Network switches, on the other hand, could be expected to access themself, as well as
the details of surrounding switches, to a list of linked switches in the smart contract
when they link to a control layer. The switch can then be approved and added to
the topology by the application layer. In the long run, the difficulty bomb function
outlined in the previous section might cause mining blocks to take longer and longer
to mine, potentially leading to a phenomenon known as the ice age. Even if after
Ethereum uses the proof of stake method, this will no longer be an issue [5].
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The smart infrastructure network and sensor devices connected in the building
need to be more secure to monitored the infrastructures like roads, banks, hospital,
buildings, fire service, power supply system, traffic management, gas supply system,
homes, digital library, conference hall, etc., the backbone of the smart infrastructure
in the ICT transaction with smartly creating physical infrastructure. This ICT infras-
tructure has a communication protocol like Wi-Fi, fiber optics, hotspot as service-
oriented information system [6]. The smart infrastructure is highly efficient, safe
and fault-tolerant, and secure as considered to high-level infrastructure which are all
physical infrastructure hardware, software, middleware as its overall components.
Suppose there is a lot of energy consumption, high maintenance costs, and many
abnormal situations [8]. This means this ICT communication gives better ideas and
gives solutions to management immediately reflected in smart cities. The use of IoT
devices gives an integrated solution that can work and identify the huge amount of
data which will higher the operational and power consumption of smart infrastruc-
ture (SI). The advantage of SI following: high efficiency, decision making, low-cost
operation, more resource gathering, less capital and operational cost structure and
management, and risk identification and sustainability [8].

Smart environment monitor system using wireless communication network of
ZigBee IoT protocol collects the complete real-time environment information, and
here, they started basic monitoring system network connected the street lights as
route and taxi’s as a node, next dynamically assigned the network every node is
allotted with an address as only one identity in the network [10]. The computer
design management simulation result is true and can meet the gathered information
to structure the terminal in the form of a transaction according to the settings. The
multiple sensors added from various intranet devices support multi-functional smart
cities based on streetlight and taxis [11]. The multi wireless sensor network model
designed with multiple nodes perform different kind of function of the node. Every
node divided into a base station, cluster headers, and bash nodes as per their capa-
bilities, which give facilitate an organized and group of the nodes [12]. The hybrid
blockchain model is proposed here, connected multi-WSN network model far better,
according to various capabilities and energy of various nodes, private and public
blockchain delivered in-between cluster header and base station like hybrid network
model structured [13].

This paper provides a generic classification of IoT attacks in the latest papers
based upon IoT privacy and security, using this technology increased data transaction
and networking over the Internet. As per new state-of-art software-based managed
devices is called software denied network (SDN) which can fluctuate to conduct a
customer’s necessary. This attempts to give the taxonomy of previous IoT security
threats, and their answers are SDN using the deep learning algorithms [14]. This is
also suggested as the primary task of an IoT system to collect data from the devices
which is classified into three categories: IoT wireless network, authentication, data
aggregation, and validation here remove the cross-layer malicious attack, Bayesian
algorithm data validity, neural network are used deep learning [15].
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Fig. 2 General multicontroller SDN system

3 Proposed Method

Multiple and dispersed controllers in an SDN network. The application, control, and
data layers make up the overall SDN controller. The application layer is made up of
programs that tell the actuators about their network architecture and source nodes’
regulations. The control layer is made up of N control systems that are spread over
the network. Devices established in N separate domains are found in the data layer.
One master controller controls every domain, but every controller unit includes mul-
tiple child or duplicate controllers. The controller unit serves as a duplicate controller
for multiple domains in addition to its main function. In a distributed system, the
controllers. The global view of the network is maintained by multicontroller SDN
(Fig. 2). MC-SDN [16] is proposed to manage large-scale and multidomain sys-
tems, with each operator accountable with one domain. There have been two types
of techniques in MC-SDN: vertical and horizontal. The Openflow [17] handles the
southbound connection between both the controller and forwarding devices, such
as switches, in verbal leadership by informing switching devices where to get off.
The device’s communication with the apps is managed by the network layer. Con-
trollers transmit network information topology via their east–west connections in
information exchange.

The network manager and network software’s key concern is keeping the SDN
controllers synced and shared significant network information to make the best rout-
ing informed choices. Microcontroller SDN, but on the other hand, might be vulner-
able to a variety of vulnerabilities, involving false data insertion, in which a hacked
controller provides fake flows to other controllers. To address this problem, we offer
a security infrastructure that combines blockchain with MCB-SDN (Fig. 3).
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Fig. 3 Proposed MCB-SDN system

The architecture’s core concept is to assign a collection of actuators to each
domain. Unlike [18], which uses a large number of controllers for high availability,
our design is focused on guaranteeing safe and reliable inter-controller interaction.
The proposed framework includes a controller unit and multiple controllers for each
virtual network to achieve this goal. Inside one domain, every controller could be
the owner, because in other domains, it can be duplicated. The controller unit gener-
ates blocks of dynamic network changes, and the duplicate devices decide to choose
whether or not authenticate them. The design also includes a popularity system that
uses continuous and adaptive fading repute algorithms to rate the controllers during
each voting activity.

4 Methodology

The proposed MC-SDNBC structure is defined in detail in section. The goal of MC-
SDNBC is to defend that SDN controller of the previously mentioned multiSDN
architecture. In the face of the many vulnerabilities mentioned in Sect. 3, BMC-SDN
leverages blockchain to safeguard controller interaction in this way. The control
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layer is safeguarded by blockchain. All devices are users of a public blockchain,
and devices interact with one another through this network. At MC-SDNBC, we
place a premium on information security. The control layer traffic directed towards
east-west interface. We evaluate our research in [9] for the integrity of interaction
between sensors and control layer components. The number of controllers within
the system is denoted by N. We choose a central server controller and M redundant
units for each domain, 2 < N ≤ M . Inside the event that the controller unit fails, the
duplicate controllers take over. If it is the only redundant regulator available, a dupli-
cate controller cannot substitute several parent controllers. The duplicate controller
which will take over the role of a control system is chosen based on its characteris-
tics. The redundant control system with the shortest ID is chosen more accurately.
Furthermore, M duplicates controllers in the same database monitor the respective
master device’s behavior and contribute to the consensus of evaluating the master
device’s blocks of data.

4.1 Trusted MCB-SDN Node

InMCB-SDN, the authorized node haswritten and read on the blockchain, privileges.
All parent operators are regarded as trustworthy data. They will understand and
develop new blocks from blockchain adding a new external element to the equation
the data layer’s message triggers the creation of a new block. When a control board
gets new information from its ownproperty’s data layer controllers, such as a based on
flow notification, it builds a new block having sufficient information and distributes
it to the redundant processors for confirmation. All managers in the network have
access to the approved block. As a result, each microcontroller can create a global
networkmodel that is identical. Theduplicatemanagers are in charge of the consensus
process.

(a) Trust Multicontroller if Ri is less than 0.8. The miners assess and take into
account the data sent by the controller in this situation.

(b) Uncertainty Multicontroller if Ri = 0.8 and 0.4. The evidence provided by the
controller is analyzed in this situation; however, the miners do not consider that
(Fig. 4).
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Fig. 4 Attack experiment

4.2 Reputation and Consensus MCB-SDN Mechanism

The controllers of this group are known as miners. They are in charge of ensuring
that freshly produced blocks are valid. The latest defective block is distributed to the
miners once the controller unit introduces a new block. The miners begin the system
testing by analyzing the outcomes included in the faulty block to their personal
information. The miners get the same application as the control system and respond
with the required information. They may, for example, create the same flow rule
in response to a certain flow rule request. As a result, the miner may compare the
two blocks and approve the new one appropriately after it has been validated, the
new node will be uploaded to the blockchain. Malicious controllers could include
miners who disagree with the consensus and the control board whose block has still
not been confirmed. The following popularity technique can be used to calculate
the recognition of the rogue controller. The reputation theory is modeled as such an
added step of defense for the SDN controller [19], so the overall system. This strategy
is centered on the management of controller reputation. Every controller (Ci) must
have a reputation (Ri) value, which is distributed through the chain by all miners.
Reputation (Ri) is a number that ranges from 0 to 1 (0 ≤ Ri ≤ 1). Every controller
in this system can be in one of three states, based on its reputation score Ri.

4.3 Attack MultiController

If Ri is < 0.4, this microcontroller’s communication traffic is disregarded by the
until managed services intervenes, and others will be affected. SDN controller (Ci)
reputation is regularly updated when Ri (0:5), and then when Ri 0:4 and Ri 0:8, it
transitions to a doubtful and reliable state, accordingly.
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4.4 The Consensus Ci Is Evaluated by the Miner Controllers
Based on the Consensus Outcome

If a consensus is established, the master device’s block will be validated, and also its
reputation score may rise. If a consensus cannot be established, the master device’s
block will be not be confirmed, reducing the value of its repute. The reputation of
miners that share the majority opinion viewpoint will improve. Miners whose views
differ from the majority will also have their image tarnished [20].

4.5 The Amount of Ri Is Calculated in the Following Way

Throughout each time frame, we calculate the repute of regulator Ci (RPi) (or obser-
vation interval). RPi is defined as Pi/TPi, with Pi is alot of quality participations
made by manager Ci in blockchain activities and TPi seems to be the overall lots of
successful participations made by control Ci (creation and validation of blocks).

4.6 Both Good and Negative Memories Are Remembered
at the Same Pace When the Fixed Fading Factor Is Used.
Let Us Have a Look at This Link Scenario

If the controller is reliable and then begins to act deliberately, the positive experience
will be gradually lost, and the controller’s detection rate will indeed belong. If the
microcontroller is also not malicious and starts behaving well, the unfavorable past
will eventually be forgotten, and the controller’s redemption time would belong. If
the controller is reliable and then begins to act deliberately, the positive experience
will be swiftly forgotten, and the device’s detection rate will indeed be short. If
indeed the device is malicious then begins to behave well, the negative past will
be swiftly forgotten, and also, the controller’s redemption time will indeed be quick
[21]. Throughout this case, the control systemmight take advantage of the consensus
mechanism and behave maliciously also for the duration of the season, and once the
situation of the smart contract becomes suspect or malicious, it will be terminated.
The controller would be able to take action. We can see by the examples above
that employing a fixed fading factor has various drawbacks [22]. To address this
problem, we propose employing varying fading factors based on the controller’s
trustworthiness.
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5 Results and Discussions

IoT Infrastructure for Implementation we use the following elements to construct
the blockchain-based secure multicontroller architecture in this section (Fig. 6).

a. SDN Control: The SDN controller is implemented with the open network oper-
ating system. It provides the control plane that allows a domain to be deployed
with many controllers. The number of SDN domains is 3, the number of dupli-
cate controllers is 2, the switching frequency is (10–100), and the number of
connections is (10–450).

b. Blockchain: Multi-communication BC is a technology that allows you to store
information to construct a private blockchain, and we usemultichannel, an open-
source platform.
It can regulate who can connect, transmit, and receive transactions, as well
as create flows and blocks by assigning rights to nodes. The multichain Web
sample, a basic Web application for multichain blockchains, is used to view
each distributed consensus node [23].

c. Mininet: It generates a wireless machine on a single computer that supports
OpenFlow and consists of switches and actual apps. It contains the source code
which we used to develope MCB-SDN [20]. It generates a wireless machine on
a single computer that supports OpenFlow and consists of switches and actual
apps. It contains the code which we deployed MCB-SDN to implement. In fur-
thermore, we use postman and other tools to develop our strategy, an option that
enables you to submit and handle HTTP requests. SecureCRT, a network man-
agement and end-user access software, is used. Our approach is based on Python
and certain libraries such as HTTP BasicAuth and Requests, which identify and
communicate with the RESTAPIs for SDNONOS devices as needed. JSON can
be used to serve data that has been handled also by control [21]. Data Structure:
The most essential ONOS Stores are ONOS control systems that have used data
stores as their true shared data structure. The entire network keep store is among
the shared stores, which includes the flow database and the host warehouse. The
remaining distributed stores are categorized as software [24, 25] (Figs. 5 and 6).

5.1 The Performance Calculations Are Used to Assess
BMC-Performance SDNs in This Category

a. Execution Time: It denotes by (TTotal) the amount of time it takes to move
a circulation on the blockchain. It is the whole of three factors linked to the
number of hosts and switches inside the system: (1) consensus time, (2) block
sending time, and (3) information transfer time.

TimeTotal = TimeConsensus + TimeSent + TimeUpdate (1)
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Fig. 5 Thread detection experiment

Fig. 6 Implementation of
MC-SDNBC architecture
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Table 1 No of attack versus DR

Total no of attacks DR (%)

10 100

20 100

30 100

40 100

50 100

60 100

70 100

80 100

90 100

100 100

b. Detection Rate (DR): This is the number of threats multiplied by the number of
attacks.Detection Time (DT). It keeps track of how long it takes to detect rogue
controllers. Detection Time(DT): It keeps track of how long it takes to detect
rogue controllers. We insert false flows to the regulator to test the robustness
of our MC-SDN method, as portrayed inflows are identified as malicious in
Figs. 4 and 5 and notified to the admin by creating a record to the logs giving
information of the identified anomaly. Table1 shows the prediction accuracy
versus the number of injected threats. As seen in Tables2, 3 and Figs. 7, 8 MC-
SDNBCprovides a detection rate of 100%,meaning that all injected threats were
effectively recognized in the system. The duplicate devices have seen the same
Internet also as a control system, and the fake flow supplied also by masters is
detected by the duplicates during block authentication. We can see that as the
switching frequency grows the total runtime grows.

We also notice that as the switching frequency and hosts increase, so does the
time it takes to reach a consensus. Despite this, the processing times measured are
incredibly short. The proposed system’s (Fig. 9) detecting time if a device acts delib-
erately under three different fading ratios = 0:4; 0:3; 0:8, and the combination fading
component where 3 = 0:8, 2 = 0:6, and 1 = 0:3. We could see that the operator’s
repute declines slowly with a high constant fading rate, resulting in a long detection
time (i.e., = 0:8), and rapidly with a that instead of fading factor, resulting in a short
detection rate (i.e., = 0:3). We also see that based on the controller’s reputation, the
total fading factor uses various fading rates. If Ri 0:8 and the fading ratio is large
(i.e., = 0:8), the fading component slowly diminishes. If Ri is 0:8, it declines at a
faster rate, resulting in a shorter trace level.
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Fig. 7 Number of switches versus execution time

Fig. 8 No of hosts versus execution time

6 Conclusion and Future Work

For secure software-defined networks, MC-SDNBC is a blockchain-based multi-
controller design. We cluster wireless networks into SDN domains in this design.
Every SDN domain has one master controller and several backup devices. We were
using a blockchain, in which the controller unit makes blocks of dynamic network
updates, which are then validated by alternative supervisors. Each SDN domain has
that there is single master regulator plus several redundant controllers in this sys-
tem. We were using a blockchain, where the controller unit creates sets of dynamic
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Fig. 9 Detection time of reputation mechanism

Table 2 No of switches versus execution time

Total no of
switches

CT TTBC UTBC TT

10 0.018 0.06 0.017 0.054

20 0.037 0.011 0.012 0.061

30 0.053 0.012 0.01 0.086

40 0.043 0.015 0.034 0.094

50 0.058 0.018 0.024 0.102

60 0.017 0.034 0.048 0.191

70 0.088 0.052 0.048 0.201

80 0.108 0.092 0.078 0.282

90 0.15 0.074 0.099 0.323

100 0.193 0.053 0.087 0.333

changes that are subsequently verified by redundant control systems. The controller,
block producers, and voters are all rated using a repute approach, during each vot-
ing activity. To monitor and adjust the time consumption of rogue operators, the
reputation system combines constant and dynamic combined fading reputation algo-
rithms. ONOS, multi-blockchain, andMininet software platforms have all been used
to construct and test the proposed security IoT architecture. In a short period, the
evaluation findings showed that flow rule injections were detected 100% of the time.
Furthermore, dynamic fading factor adjustment was facilitated by the obtained with
the proposed reputation system to reach the required detection time. Because MC-
SDNBC only looks at the integrity of east–west interconnections, we aim to address
the remainder of the security layers of SDN architecture in future work, particularly
the southbound interfaces.
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Table 3 No of hosts versus execution time

Total no of hosts CT TTBC UTBC TT

10 0.018 0.008 0.003 0.027

50 0.019 0.008 0.013 0.038

100 0.015 0.009 0.015 0.035

150 0.027 0.029 0.019 0.073

200 0.038 0.027 0.018 0.09

250 0.044 0.037 0.033 0.111

300 0.039 0.036 0.029 0.104

350 0.047 0.038 0.047 0.132

400 0.046 0.05 0.056 0.141

450 0.051 0.055 0.049 0.155
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A Recent Survey on Cybercrime
and Its Defensive Mechanism

Garima Bajaj, Saurabh Tailwal, and Anupama Mishra

Abstract Cybercrime is one of the severe issues in today’s world that is increasing
day by day due to unawareness of people about the harm it can cause. The main
reason against the augmentation of cybercrime is the lack of education or knowledge
about the impact it can lead to. Cybercrime can be done against individuals, society,
or any organization whether it is private or government. The aim of the paper is to
focus on what cybercrime is, its types, related work, and its defensive mechanism.
Defensive mechanism against cybercrime includes the ways or measures that how
can any individual or any organization protects them against cybercrime. This paper
also includes the related work which includes some points about the work which has
been done so far on cybercrime.

Keywords Cyber security · Cyber crime · Phishing · Cyber stalking · Social
engineering

1 Introduction

The word cybercrime is the combination of two words cyber + crime which means
the crime related to computer or the things related to it. Cybercrime is the crime
that can be caused by the involvement of computer, network, or any network device.
Cybercrime can be carried out by a particular individual or by big organization. A
hacker hacking any person’s data or the data of any organization for his/her profit
is also a part of cybercrime. Stealing someone’s pictures without his/her permission
and using it badly just in order to satisfy revenge is also a part of cybercrime. There
are tremendous amount of examples of cybercrimes in India. In India, cybercrime
is increasing day by day because the use of Internet or you can say the number of
Internet users is increasing day by day due to lack of understanding about cybercrime
or about the impact it can cause. The misuse of Internet is spreading in India which
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Fig. 1 Causes of cybercrime

in turns increases the rate of cybercrime. Our daily lives are replete with information
technologies that we rely on to simplify our lives. In today’s environment, mobile
phones, the Internet, and email have become indispensable for communication. Every
common man is familiar with the terms “hacker” and “virus,” which are frequently
used in conjunction with data loss, sophisticated theft of money, and compromised
security. Cybercrime is becoming increasingly prevalent these days [1] (Fig. 1).

2 Related Work

Cybercrime is defined as crimes committed using a communication channel or device,
whether it is a laptop, desktop, PDA, mobile phone, watch, or vehicle, directly or
indirectly. According to the report, titled “Global Risks for 2012,” cyberattacks will
be one of the top five risks to the world’s governments and businesses in 2012. Cyber-
crime is a type of crime that is more difficult to detect and harder to stop once it has
occurred, resulting in long-term negative consequences for victims [2]. Although the
concept of cybercrime is not new, there is considerable confusion among academics,
computer security experts, and users regarding the scope of true cybercrime. We
examine the breadth of computer-based crime in this article, including a definition of
the emerging terms “cybercrime” and “crimeware.” Then, we categorize cybercrime
into two distinct categories: Type I Cybercrime, which is primarily technological in
nature, and Type II Cybercrime, which has a stronger human component. Then, using
two case studies, we demonstrate the role of crimeware in various types of cyber-
crime and make some observations about the role of cognition in the cybercrime
process [3].
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3 Classification of Cybercrimes

Cybercrimes can be categorized based on many perception like based on crim-
inal behviour, based on crime type, based on size of the target like individ-
ual/organization/society.

3.1 Cybercrimes Based on Target Size

Cybercrimes are divided into three main groups.

(1) Cybercrime against individuals—The type of cybercrime which is done against
a particular person or against people. It includes:

• Email harassment
• Spoofing with email
• Cyberstalking
• Unauthorized access
• Fraud.

(2) Cybercrime against organization—The type of cybercrimewhich is done against
any organization whether it is government or private or any other company. It
includes:

• Retrieval of unauthorized information
• Cyber terrorism
• Hacking of organization’s server
• Distribution of pirated software.

(3) Cybercrime against society—The type of cybercrimewhich is done against soci-
ety. It includes:

• Trafficking
• Gambling
• Forgery
• Spoiling the youth with filthy material.

3.2 Cybercrimes Based on Crime

(1) Forgery—When an offender alters documents stored in a computerized form,
the crime associated with it is known as forgery. In this computer systems are
the target to carry out such criminal activities.
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Fig. 2 Classification of cybercrime

(2) Email spoofing—It is referred to as crime in which sender sends the fake mails
to the receiver. In this origin, details have been altered so as to make it appear
that it originates from other source. It is used to launch phishing attacks [4].

(3) Cyberstalking—It refers to the use of email, Internet to commit criminal activity
which includes harassment of victims without the victim’s permission, and in
this way, the criminal can create fear in victim. Cyberstalking is ignited by rage,
power, control, and anger that have been triggered by victim’s action or in many
cases victim’s inactions [5].

(4) Hacking—It is the art of solving problem in a creativemanner that means finding
an uncommon solution to a hard problem or manipulating holes in an unsystem-
atic programming [6].

(5) Cyber terrorism—Cyber terrorism is defined as the use of computer network tools
to close down critical national infrastructures such as government operations [7].

(6) Phishing—Phishing is a form of attack in which an attacker aims to acquire
sensitive information from a victim by portraying itself as a reliable entity [8].

(7) Fraud—Fraud is increasing worldwide with the increase in use of modern tech-
nology resulting in the loss of billion dollars throughout theworld. Fraud includes
credit card fraud, telecommunication fraud, etc. [9].

(8) Gambling—Gambling can occur almost in all cultures and in every period of
time. It refers to risk taking activities. It can be understood as staking of money,
investment in stock market. It allows an individual or group of organizations to
extract profit [10] (Fig. 2).
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4 Defensive Mechanisms Against Cybercrime

4.1 Information Assurance

To protect our information, there are five basic principles:

(1) Confidentiality—Confidentiality means to keep the information or data confi-
dentiality and can only be accessible to authorized users. Only authorized users
can copy and use that information. For example, you give permission to some-
one for viewing the information who is not authorized, but the authorized user
is allowed to completely access it.

(2) Integrity—Data integrity means to maintain the integrity of data where an unau-
thorized user is not allowed to alter or delete data. Data integrity can occur when
our computer is attacked by the virus or when hacker gains unauthorized access
to our server and can delete and modify our important data.

(3) Authenticity—It means that the user should be an authorized person who has his
own credentials like username and password and documents of the users cannot
be altered without user’s permission.

(4) Availability—Availability means that the information should be available to the
authorized users and the measures to protect the file can be properly taken to
protect it and will make sure that the exact information should be available to a
correct person.

(5) Non-repudiation—Non-repudiation means the guarantee that the person cannot
deny the validity of something. It assures that there are enough evidences that
the person cannot deny over something.

4.2 To Implement Defense in Deep Plan of Action

• To broaden organizational boundaries: Businesses today maintain tight ties with
their business partners, consumers, and suppliers. This results in difficult-to-define
exterior boundaries; for example, when business partners join an association for
the purpose of delivering a product, it is because they share the same infrastruc-
ture, computer systems, and personnel. It is critical to define the organization’s
boundaries and how it is implementing its defense in depth plan.

• Mobile workforce: It is critical for employees to be capable of accessing their
company’s network from a remote place. Employees must have access to the same
software applications and data as those at the corporate headquarters. This inter-
connection enables viruses and hackers to spread throughout the system, causing
damage.

• Decentralization of services: As there is increase in the use of computers at work-
place, on the other hand, there is increase in the services. Earlier these services
are provided to a limited amount of users, but now, they are provided to a broad
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category of users. As from business point of view, the business information is
very important, so it will be a prime responsibility to protect this information from
unauthorized access, and in this way, it may assist in achieving good governance
and improves in delievery of service.

The steps for implementing defense in deep plan of action

• Internal and external environment analysis: This is the foremost step for imple-
menting defense in deep plan of action. It is very important for an organization
to check internal and external environment in which it is operating. It should be
very important for an organization to know about its strengths and weakness and
what are the threats an organization will going to face and what technology and
processes are being used. It is also very important for an organization to properly
strategize about defense plan in action and clearly understands about the steps to
implement defense in deep plan of action.

• Determining the risks: This is the second step which determines the risks which an
organization will face. It includes the threats and vulnerabilities. It is necessary for
an organization to identify risk and will take proper measures to reduce these risks.
An organization should always be ready for such risks and with proper mitigation
steps.

• Strategy of defense in-depth implementation: If all risks have been identified prop-
erly, then now it comes to deal with such risks with proper pre-planned strategy
and will make use of proper defense mechanism.

• Maintenance,monitoring, and review:Aswe all know that technology is increasing
day by day so the risk of threats and risks are also increasing so it very important
to properly monitor, maintain, and review all this and will adapt the changes
accordingly [11].

4.3 Education

It is one of the most important defensive mechanisms. People should be educated
about the harmful impact of cybercrime. They should be aware of the punishments
which are there under the IT Act about the offence off cybercrime committed by
them. They should be aware of the do’s and don’t over the Internet. People should
know that following someone and using other people’s private information is also a
part of cybercrime (Fig. 3).

5 Conclusion

The objective of this paper is to spread awareness about what cybercrime is and what
are its types. In this paper, we have studied about existing definition and work about
cybercrime, and following this, we have added definition of cybercrime according
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Fig. 3 Cybercrime statistics

to our understanding. Types of cybercrimes have been also added based on present
scenarios. With the help of our increased understanding about the types of it, many
people can be solved from becoming a part of cybercrime. Finally, we conclude that
understanding about cybercrime is very important and spreading awareness about
the impact of it is very important. By studying about the defensive mechanism of
cybercrime, we can reduce the rate of cybercrime.
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A Hybrid Feature Selection
Approach-Based Android Malware
Detection Framework Using Machine
Learning Techniques

Santosh K. Smmarwar , Govind P. Gupta , and Sanjay Kumar

Abstract With more popularity and advancement in Internet-based services, the
use of the Android smartphone has been increasing very rapidly. The tremendous
popularity of using the Android operating system has attracted malware attacks on
these devices. Detecting variants of malware features that change their behavior to
hide from being detected by the traditional method of machine learning is being
an incapable and challenging task. To overcome these issues of malware feature
detection, an efficient feature selection plays a crucial role in detecting malware
features and reduces the dimensionality of a huge dataset and removes the unneces-
sary features that are not useful and keeps those relevant features that improve the
classification accuracy and detection rate. To address the above issues, this paper pro-
posed a novel framework in which a hybrid feature selection using wrapping feature
selection (WFS) with the combination of random forest and greedy stepwise (RF-
GreedySW) framework is devised to optimize the malware features. The proposed
framework is capable of reducing a large number of attributes into an optimal feature
to enhance the performance of the machine learning model. The framework used the
three most popular ML classifiers such as random forest (RF), decision tree (C5.0),
and support vector machine radial basis function (SVM RBF). The performance of
the proposed framework is evaluated using the CIC-InvesAndMal2019 dataset. The
DT (C5.0), RF, and SVM RBF model achieves better accuracy of 91.80%, 91.32%,
and 82.33% on static layer, respectively. Similarly, the accuracy is 72.41%, 75.10%,
and 62.07% on the dynamic layer by DT (C5.0), RF, and SVM RBF, respectively.
Our model highlights good results on the CIC-InvesAndMal2019 dataset in terms of
classification accuracy and increases the robustness of the model.

Keywords Machine learning · Random forest ·Wrapper feature selection ·
Android malware detection · Ransomware · Adware · API calls
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1 Introduction

The rapid growth in the commercialization of Android platforms, digital services, the
huge number of online service availability, and connectivity in smart devices have
raised cyber-threat to user’s privacy and security. These arises security concerns to
the device’s data privacy, integrity, and confidentiality. The attacker compromises
the loopholes by installing malicious programs, uses them to access the sensitive
information from the user’s system. In recent times, there are more than 5 billion
mobile customers as well as around 12 billion Internet of things devices are being
used [1]. The increasing number of online services has attracted the threat of mal-
ware attacks. Malware is a software code having bad intension regarding the system
resources, data collection, modification of codes, disguise users from normal activi-
ties for financial benefits, etc. Malware does unauthorized activities to steal valuable
information, slows down the system process, consumes device memory, and some-
times demands money. There are various kinds of malware classes such as viruses,
worms, Trojans, adware, spyware, Ransomware, SMSware, and many more exist
[2]. Malware attacker uses evasion techniques by making the new variants of mal-
ware class to bypass the detection by using the obfuscation techniques. Two common
methods used in malware analysis that is the static analysis and dynamic analysis.
In static analysis, the malware is detected without running the codes. However, the
static analysis is not effective to detect mutant malware [3, 4]. Some of the previous
studies show that static approaches are weak in detecting new variants of malware.
Instead of using static approaches, the dynamic method is capable at some level to
detect the obfuscated file having a malicious nature in the virtual environment [5, 6].
However, these existing studies used the approaches like machine learning and deep
learning shows some limitations like lower detection rate of malware and their cate-
gory, classification accuracy, selecting the most suitable feature to predict malware
[7–10]. So, in this work, we have proposed the wrapping feature selection (WFS)
framework for selecting optimal features by using random forest and the greedy
stepwise (RF-GreedySW) search method. The following are the main contribution
of this research works as follows.

1. Proposed a novel malware detection framework in which a novel hybrid feature
selection approach by combining the basic wrapping method with random forest
and greedy stepwise (RF-GreedySW) search method is devised to optimize the
malware features.

2. For detection of the malware, three ML classifiers such as random forest (RF),
decision tree (C5.0), and support vector machine radial basis function (SVM
RBF) are used.

3. Performance evaluation of the proposed framework is evaluated using the CIC-
InvesAndMal2019 dataset in terms of accuracy and detection rate.

The remaining part of this paper consists of the following sections below, Sect. 2
is the related work of Android malware detection, Sect. 3 is the proposed framework,
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Sect. 4 is the analysis anddiscussion of the results, andfinally, Sect. 5 is the conclusion
of the work.

2 Related Work

This section presents work related to Android malware detection approaches used
in the previous studies. In an Android operating system, malware detection has
done mainly based on three features like permission, intents, and API calls. The
effectiveness of a malware detection system depends on the important attributes to
detect efficiently variants of malware. In [11], the author worked on the detection
rate of Ransomware by using a machine learning classifier from the Android-based
dataset CICAndMal2017 of ten Ransomware families. The CICAndMal2017 dataset
contains benign and malware applications [12] and consists of four types of malware
categories as Adware, Ransomware, Scareware, and SMS Malware. In paper [13],
the CICAndMal2017 dataset related to a single PCAP file was used for eachmalware
family randomly. Similarly, in [14], authors have developed the lightweight detection
system for the static feature by using the latent semantic indexing approach provides
a reduced set of features to improve the detection rate. This lightweight detection
system is evaluatedon amachine learning classifier inwhich a randomforest classifier
is well performed. However, this work is done only for the static feature that limits
the performance of the model.

3 Hybrid Feature Selection Approach-Based Android
Malware Detection Framework

Here, we have proposed the hybrid feature selection approach-based
Android malware detection framework. This framework used the wrapping fea-
ture selection (WFS) approach using the random forest and greedy stepwise (RF-
GreedySW) search method to optimize the malware features. The dataset of
CIC-InvesAndMal2019 contains the static feature and dynamic feature of malware.
The static layer includes permission and intents feature, while the dynamic layer
feature consists of API calls and other log files. Static layer samples contain the
benign application data, and a malware category sample includes adware, premium
SMS, Ransomware, scareware, and SMSmalware. The dynamic layer contains mal-
ware samples such as Ransomware, scareware, SMSmalware, and Adware. Figure1
shows that the proposed wrapper feature selection framework consists of preprocess-
ing phase, model training, and finally, the malware classification phase for malware
detection, and a brief explanation of each phase is given below.
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Fig. 1 Proposed framework for Android malware classification

3.1 Data Preprocessing

Preprocessing of data is the essential step tomake data in a standard form formachine
learning models to work well in classification. Original data is transformed into a
required format, removes themissing values, and changes header name to prevent the
misleading of the result. Therefore, it is necessary to transform data before going to
data analysis. In our work, we removed the missing data, renaming of header name.



A Hybrid Feature Selection Approach-Based Android Malware … 351

3.2 Wrapping Approach

The wrapping technique is used to select the best subset of features from the large
number of features set using themachine learning algorithm. Thewrapping approach
utilized the search strategy to find a subset of features from the space vector of
the feature set, and these check each selected subset based on the performance of
the algorithm. The learning algorithm selects the subset of features in such a way
that the obtained features are smaller than an original feature, thus provided better
performance capability to themodel and gives good predictive accuracy. Inwrapping,
we used the random forest for subset evaluator and greedy stepwise work in both
directions forward or backward to get the optimal subset.

1. Random Forest: Random forest is an attribute evaluator and selects a subset of
attributes sets using learning schemes. The cross-validation used to estimate the
accuracy of the learning scheme for a set of attributes.

2. Greedy Stepwise: The greedy stepwise is an attribute selection algorithm and
works as a greedy forward or backward search through the space of attribute
subsets. It starts with selecting no/all attributes or from an arbitrary point in the
space and stops working when the addition or deletion of any remaining attributes
results in a decrease in evaluation. This can also produce a ranked list of attributes
by traversing the space from one side to the other and recording the order that
attributes are selected.

3.3 Machine Learning Algorithm

This section discussed some of the basic machine learning classifiers that were
employed on the Android dataset to measure the performance of our approach as
well as accuracy.

(a) Decision Tree (C5.0): This is the classification model of supervised learning
used to create a binary tree or multi-branches tree. It was developed in the year
1994 by Ross Quinlan used the information gain or entropy for data splitting.
C5.0 is used to solve various kinds of problems by using the automatic learning
process to tackle the numeric, nominal, andmissingvalues, provide the best result
by partitioning the dataset into small subparts. It is useful for high-dimensional
datasets to predict relevant and irrelevant features for classification purposes.

(b) Random Forest (RF): Random forest algorithm is the most efficient supervised
learning classifier to predict the accurate result. It generates multiple decision
trees by using bootstrap samples in resampling training data and follows the
ensemble learning approach to handle the complex and difficult problems for
improving the prediction accuracy of themodel. The ensemble learning approach
combines the weak learner into the strong learner.
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(c) Support Vector Machine (SVMRBF): SVM is a state-of-the-art classification
model, used the RBF as a computational high power kernel-based tool for classi-
fication. It is used in various areas due to its high accuracy capability and handles
high-dimensional data. SVM aims to maximize the hyperplane so that more fea-
tures are separated. The kernel function used hyperparameters known as gamma
and regularization parameters. The gamma values are used to improve the accu-
racy of the model, and the regularization value reduces the misclassification of
data points.

4 Result Analysis and Discussion

The performance evaluation of our proposed framework is done on the CIC-
InvesAndMal2019 Android dataset. The work is classified into two parts for the
classification of Android malware that is on a static layer and dynamic layer.

4.1 Experimental Setup and Evaluation Parameter

In this work, the proposed framework used the Java-based environment Weka 3.8.4
tool for feature selection and optimization. The experiment was performed on Win-
dows 10 with a configuration of Intel core i3-2330 processor 2.20GHz with 8 GB
RAM and using the R tool. The performance parameter and experimental setup have
the main role to analyze the effectiveness of the machine learning model. We have
taken datasets for training and testing in the ratio of 80:20, respectively, and calcu-
lated the accuracy, sensitivity, specificity, kappa statistics, and AUC-ROC values for
evaluation of our framework as mentioned in [15, 16].

4.2 Static Layer Malware Category Detection

Table1 shows the accuracy and kappa statistics of different machine learning clas-
sifiers evaluated on the CIC-InvesAndMal 2019 dataset. The accuracy obtained by
all three classifiers DT, RF, and SVM RBF is 91.80, 91.32, and 82.33%. Among all
three classifiers, the best accuracy is obtained by the DT classifier.

The kappa statistics of the machine learning model are used to assess the clas-
sification performance of the model. The kappa statistics are computed by all three
models as 79.56%, 77.52%, and 50.12% by DT, RF, and SVM, respectively, on the
static layer. The AUC-ROC curve is 0.95, 0.93, and 0.90 of ML models as shown
in Fig. 2 of DT, RF, and SVM, respectively, indicating the better performance of the
model. This shows the significant improvement in the overall performance of the
malware detection rate.
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Table 1 Comparison of accuracy and kappa statistics on static layer for malware category classi-
fication

ML classifier Accuracy (%) Kappa statistics (%)

DT (C5.0) 91.80 79.56

RF 91.32 77.52

SVM RBF 82.33 50.12

Highest result shown in bold values

Table 2 Comparison of sensitivity and specificity on static layer

Malware
category

DT (C5.0) RF SVM RBF

Sensitivity Specificity Sensitivity Specificity Sensitivity Specificity

Adware 71.05 98.82 68.42 99.16 44.73 98.15

Benign 98.10 79.37 97.47 80.63 98.73 53.75

PremiumSMS 90.00 99.83 95.0 99.18 95.00 99.83

Ransomware 89.18 99.16 86.48 98.49 10.05 100

Scareware 56.08 99.32 56.09 99.15 04.87 98.65

SMS malware 66.66 99.67 58.33 99.50 66.66 97.04

Table2 demonstrated the sensitivity and specificity of a state-of-the-art machine
learning classifier with optimizing the feature of the android dataset on the static
layer. The sensitivity values of malware range 56.08–98.10% for DT, 56.09–97.47%
for RF, and 04.87–98.73% for SVMRBF. The specificity values of the malware class
are 79.37–99.83% for DT (C5.0), 80.63–99.50% for RF, and 53.75–100% for SVM
RBF.

4.3 Dynamic Layer Malware Category Detection

Table3 demonstrated an accuracy and kappa statistics comparison of three MLmod-
els are evaluated on the CIC-InvesAndMal2019 dataset. The accuracy achieved by
these models is 72.41%, 75.10%, and 62.07 by DT, RF, and SVM RBF, respectively,
on tenfold cross-validation, and the highest accuracy is achieved by RF models.

The kappa statistics of ML models in Table 3 is to be computed as 62.92% is
highest for DT (C5.0), 61.64% of RF, and 44.38% of SVM RBF. Figures2 and 3
represent the ROC comparison chart of tenfold CV models for all models. The ROC
curve of eachmodel is plotted simultaneously. Area under the curve (AUC)measures
the area under an entire ROC curve. If the value of AUC-ROC is found greater than
0.5, a model is considered better and appropriate for developing a prediction model.
The AUC-ROC value of the threeML classifiers comes out to be 0.97 for RF, 0.99 for
DT, and 0.71 for SVM RBF. The AUC-ROC value of the DT model is 0.99 which is
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Table 3 Comparisons of accuracy and kappa statistics on the dynamic layer for malware category
classification

ML classifier Accuracy (%) Kappa statistics

DT (C5.0) 72.41 62.92

RF 75.10 66.26

SVM RBF 62.07 50.32

Highest result shown in bold values

Table 4 Comparison of sensitivity and specificity on the dynamic layer

Malware
category

DT (C5.0) RF SVM RBF

Sensitivity Specificity Sensitivity Specificity Sensitivity Specificity

Adware 69.57 88.17 60.87 92.47 78.26 68.82

Ransomware 83.33 93.48 79.17 91.30 70.83 90.22

Scarware 59.38 91.67 65.62 84.52 18.75 92.85

SMSmalware 78.38 89.87 78.38 93.67 70.27 93.67

Fig. 2 ROC curve for
tenfold cross-validation on
static layer

far greater than 0.5 implies that the proposed model including other models is good
to build a prediction model and not fall under random guesser.

The results from Table 4 contain the comparison of sensitivity and specificity
values on the dynamic layer. Sensitivity values for adware, Ransomware, scareware,
and SMS malware are to be computed by three machine learning models to test the
performance of the model. The highest sensitivity value is 83.33%, and the lowest
is 59.38% for the Ransomware malware by DT (C5.0) model as compared to other
classifiers (RF, SVM RBF). The sensitivity values of the RF model for Ransomware
are 78.38% which is the highest and 60.87% is the lowest. The sensitivity value of
another classifier by SVM RBF of 78.26% is the highest for adware, and 18.75% is
the lowest for scareware.
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Fig. 3 ROC curve for
tenfold cross-validation on
the dynamic layer

5 Conclusion

This research work proposed a novel malware detection framework in which a novel
hybrid feature selection approach by combining the wrapping method with random
forest and greedy stepwise (RF-GreedySW) searchmethod is devised to optimize the
malware features. Our study uses the most popular machine learning models such
as DT (C5.0), RF, and SVM RBF to identify malware types using the latest Android
dataset known as CIC-InvesAnd2019. The potential application of our approach can
be in the problems like object identification and image segmentation where feature
selection is a challenging task. From the above result, we can be concluded that our
proposed framework is effective and efficient in malware detection. In the future, we
plan to implement our framework based on deep learning techniques using different
real-time datasets.
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Security of Big Data: Threats and
Different Approaches Towards Big Data
Security

Yashi Chaudhary and Heman Pathak

Abstract In the present era, the use of the Internet has extended abruptly. With this
abrupt increase, massive data is being created, resulting in big data. Big data means
more diverse, more impetus, and more complex data streams. Data is being produced
in abundance in exabytes and zettabytes by electronic devices, power grids, and
modern software. This big data brings different challenges such as incompleteness,
inconsistency, heterogeneity, and security with itself. The presented paper targets the
security challenge as it is a very significant feature overseen by various data analysts;
thus, data must be secured from dwindling in the wrong hands. This paper discusses
the approaches andmechanismsmainly based on anonymization, access control, and
encryption.

Keywords Access control · Anonymization big data · Big data life cycle · Big
data security · Encryption · High volume · Storage · Introduction

1 Introduction

The term big data is used to define humongous data that could either be of structured,
semi-structured, or unstructured type. The extensively large data makes processing
difficult by using traditional available databases and software technologies. Heavy
parallel software devices running on thousands of servers can be used for process-
ing [1].

Big data initially was categorized by the four Vs—volume, variety, velocity, and
veracity. However, with time other categorizations are alsomade as the data is emerg-
ing vastly with each passing day [2, 3].
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1.1 Ten Vs of Big Data

Big data is mainly characterized by the Vs that define the different traits of the data
one is dealing with the under mentioned figure and describes significant ten Vs that
make big data different from the traditional data.

Volume. Generated data’s quantity is referred to as volume. Value and potential of
the data are examined with the size of the data and whether it can be put into the
category of big data or not it is also examined through the size of the available data.
The huge scale increment makes the analysis of data a difficult process if one is using
traditional available tools.

Variety. The category of the data it belongs to is known as variety. Data can come
in any form. It may be structured data, unstructured data, or semi-structured data
coming out of various sources like e-mails, videos, audios, transactions, etc.

Velocity. How fast the data is generated and processed to meet the required demand
refers to as velocity. The speed with which information is gathered and processed to
meet the required demands of the intended users.

Veracity. It can be referred to as the trustworthiness of the data that is being used.
Analysis correctness depends heavily on the veracity of the source data.Data captured
quality can differ immensely.

Variability. It refers to different things. It focuses on adequately understanding and
interpreting the correct meaning of raw data that depends on its context. It can also
be defined as the inconsistency of the speed at which data is generated and stored.
Validity means how accurate the data is for its specified use. If one wants to use the
results in some decision-making, subsequent analysis must be accurate enough.

Vulnerability. Vulnerability means a flaw that can leave a system open to attack.
The vulnerability may also be referred to as any type of lapse in a computer system,
in a set of procedures, or in anything that can hinder the security of the system.

Volatility. In the world of real-time analysis, it is important for the decision-makers
to analyse till when the data provided is relevant. This relevancy of data validity is
known as volatility.

Visualization. Data visualization means how the data is presented in a graphical
format that is easily understood and interpreted by its users. Various complex repre-
sentations like heatmaps and fever charts are included here that help decision-makers
to identify the hidden patterns and correlations.

Value. It is the most important trait of the data. Without this, other characteristics are
of no use if we are not able to deduce the business value from the data. Big data helps
in decision-making in the organization by measuring the importance of the data.
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1.2 Big Data Analytics

Big data analytics means exploring large data sets containing a variety of datatypes
in big data—to reveal hidden data patterns, unknown interactions, market trends,
customer preferences, and other useful business information. To make companies
more knowledgeable by enabling data scientists is the first goal of big data analysis.
Big data comprises structured, semi-structured, and unstructured data. Tools that are
used for advanced analytics such as predictive analysis, datamining, and text analysis
can be used in big data analysis as well. Data visualization tools along with some
mainstream BI tools can also be very effective in the analysis process of big data [4].

Big data analytics life cycle—As we are using vast data repositories to gain
information that will be useful for analytics purposes, we need to refine the available
data. The refinement process includes various steps as defined in Fig. 1.

In all the above phases, there are multiple threats that are required to take care of.

Data Collector. Data comes from various sources and with different formats, i.e.
structured, semi-structured, andunstructured. In this phase, information is gathered to
address various things that can be used by an organization for various purposes. From
the security point of view, securing big data from the first phase is very important.
Limited access control and encryption of data fields can be done here to ensure
privacy here [5].

Data Storage. Data storage mainly addresses the volume challenge by making use
of distributed, shared nothing architectures. Data is stored and prepared here that
will be used in the next phase. Here produced data may be sensitive, so it is vital
to take care of it. Data anonymization, permutation, data partitioning, etc., are some
techniques that can be applied to ensure security [6].

Data Analytics. The primary aim of big data analysis process is to disintegrate the
significant data from the bunch of data and to provide decisions and recommendations
based on the findings after investigating the whole data. This phase is used to create

Fig. 1 Phases of big data analytics
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Table 1 Threats on various phases of big data analytics

Phase Threats Description

Data collector Spoofing These attacks are performed to
get access to the data
collection phase

Spamming

Phishing

Data storage Data mining-based attacks Targets the data sets to extract
knowledge

Attacks on data storage devices These include stealing the hard
discs

Unauthorized data access People access the data illegally

Data analytics Data mining attacks Uses data mining methods to
extract valuable information

Re-identification attacks Includes personal threat
identification

Knowledge creation Privacy threats Releasing the resulted
knowledge

Phishing Decision-makers are targeted

Spoofing Decision-makers are targeted

knowledge. Various dataminingmethods can be used here. Dataminers use powerful
algorithms that can extract sensitive data. A security breach may also happen here
[7].

Knowledge Creation. This is the final phase. Conversion of the data into some useful
information is done at this step. If data seizing and sensing are done right, then
big data repositories can be created in the form of knowledge repositories. It is
used by decision-makers. New information and valued information are created here.
Knowledge is sometimes considered sensitive here [8].

Threats Associated with Big Data Life Cycle
Various threats associated with different phases of the big data life cycle have been
summarized in Table 1 [2].

1.3 Applications of Big Data

In the present era, the use of the Internet has extended abruptly. Due to the vast usage
of the Internet anywhere and everywhere, big data applications are also increased
due to their decision-making ability. Big data is no more just a buzzing word, but
its use is everywhere today. All credit goes to the technology that is nowadays not
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Fig. 2 Various applications
of big data

just confined to the urban areas, but rural and underdeveloped areas are also taking
its advantage. Big data applications range from the water supply, smart cities, crime,
health care, education, electricity, etc. (Fig. 2).

1.4 Challenges with Big Data

Generated from different devices at a very fast pace, big data brings the following
challenges with itself:

Security. Data is generated at a high pace in huge quantities every day. Big data
analytics will not be considered a reliable system if security algorithms will not be
taken into account. Security issues can be further categorized: input, analysis of data,
and output, system communication.

Inconsistent Data. More inconsistent data and incompatible data will easily appear
since data is being gathered from different systems. So it will also be a challenge
while doing big data analytics.

Privacy. It is different from the issue of security as it deals with the fact that whether
it is possible to restore the personal information of the systemwith the help of big data
analytics, even though the input variables are anonymous. With big data analytics
being widely used, it is quite possible that private information may get exposed to
other people after the analysis process. So it is also a challenge in big data analytics.
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Heterogeneity. Insights of data can be achieved through the richness and nuances
of the data. Though, machine algorithms cannot understand nuances as they expect
comparable data. So structuring the data carefully is the first step of big data analysis.
Even after applying data cleaning and data correctionmethods, some incompleteness
of data may be there. Managing this is a great challenge.

Timeliness. In a dynamic and rapidly growingworld, a second or even amicrosecond
between one reading and the other may led to mismatching against each other. So
timeliness is a very fundamental concept while dealing with real-time data.

Communication Between the Systems. Since most of the tasks of the big data
analytics systemwill be designed for parallel computing, big data analytics and other
systems communication will impact the performance of the system immensely. So
managing the cost of communication and making connections reliable are two open
challenges to deal with [2].

2 Big Data Security: A Multifaceted Challenge

Big data security is a cumulative term for all the techniques and tools that are used in
securing the data against all malicious activities such as theft of data, attacks, or any
activity that affects negatively. The other threats include DDoS attacks, ransomware,
and online stored information stealing [9, 10].

The prime reason for security concerns in big data is because big data can be
accessed widely nowadays. Data is shared on a large scale by scientists, doctors,
business officials, government agencies, and normal people. The current approaches
are inadequate when dealing with big data security. The present technology has
weak security capability for maintenance. So intruders can easily breach those. Thus,
reassessment and updation of current approaches should be performed to prevent data
leakage [11]. There are various challenges when one is dealing with big data security.
A few of them are mentioned below.

2.1 Issues

Vulnerability to fake data generation—Before dealing with all the operational secu-
rity challenges of big data, the concerns of counterfeit data generation should be kept
in mind. To purposively undermine the quality of the big data analysis, cybercrimi-
nals can forge the data. For instance, if a manufacturing company uses sensor data to
detect malfunctioning production processes, cybercriminals can penetrate that sys-
tem and make sensors show fake results, say, wrong temperatures. This way, one can
fail to notice alarming trends and miss the opportunity to solve problems that can
cause severe damage. Such issues can be addressed by applying the fraud detection
approach [12].
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Untrusted mapper’s presence—After collection, big data firstly undergoes par-
allel processing. MapReduce paradigm is used here and when data splits a mapper
processes that and allocates a position for storage to the data. If anyone from out-
side knows your mapper’s code, he/she can change it. In this way, it is ruining the
information processed very effectively. Outsiders can get inside to access sensitive
information [13].

Mining of sensitive information—Perimeter-based security ensures data protec-
tion at entry and exit levels. But inside the system, the work of IT professionals is
a mystery. Such a lack of control over big data solutions can allow corrupted IT
professionals to mine the data and sell it for their benefit. As a result, the organiza-
tion will suffer huge losses. Here, data can be made more secure by adding values
to it. Anonymization can also benefit the system’s security. The private details with
absent names, telephones, etc., practically will not harm if someone acquires this
information with malicious intentions [14].

Real-time protection of data—It is hard for organizations to maintain orderly
checks as data is generated vastly on a real-time basis. However, security checks in
real time or almost in real time will prove beneficial [15].

Access control granularly—Granular access control allows people to access the
required sets of data but can view the only part of data they are allowed to see. The
whole valuable content will not be visible to them. Vastly, it can be very useful in
health care where sensitive information like names and phone numbers will remain
hidden while other information may be useful for medical researchers to find new
insights [16].

Privacy protection of non-relational database—Various security vulnerabilities
are faced by datastores such as NoSQL that lead to privacy threats. At the time of
logging and tagging, it is unable to encrypt the data and so is the case with the
distribution of data to different groups while it is streamed and collected [16].

3 Security-Based Literature Survey

There are threemajor security considerations outline that has been taken into account
while dealing with big data: anonymization, encryption, and access control [17]
(Fig. 3).

Diversified data sources, data streams, data formats, and infrastructures may
impose unique security vulnerabilities (Table 2).

3.1 Existing Approaches to Handle the Big Data Security

Listed below are the different approaches to manage security as discussed by various
authors.
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Table 2 Summary of the literature survey
S. No. Authors name Problem identified by

authors
Security algorithm
discussed

Security aspects

1. Li et al. Low computation
time over the cloud

Security-aware
efficient distributed
storage (SA-EDS)
model

2. Aljawarneh et al. High computational
cost

The amalgamation of
Feistel encryption
scheme, an advanced
encryption standard
(AES), and genetic
algorithms

Encryption

3. Yan et al. Data deduplication
security issue

Proxy re-encryption
algorithm

4. Dong et al. Sensitive data Proxy re-encryption
algorithm based on
heterogeneous
ciphertext

5. Hu et al. Access control of
data

ABAC algorithm

6. Zeng et al. High overhead of
conventional
algorithms while
dealing with big data

Content-based access
control (CBAC)

Access control

7. Khuntia et al. User’s private
information leakage

Hidden
policy-ciphertext
policy-attribute-based
encrption:
HP-CP-ABE

8. Siffah et al. High risk of data
leakage

MeDShare:
blockchain for
sharing trustless
medical data

9. Jasim et al. Zero trust between
models

Transaction’s
manager model
algorithm

10. Zhang et al. Low scalability due
to high I/O cost

MONDRIAN WITH
MapReduce
(MRMONDRIAN)

11. Al Zobi et al. Ignorance of
generalizations

MDSBA (expanded
K-anonymity
algorithm)

Anonymization

12. Ferrer et al. Overlapping
populations and
increase in
quasi-identifiers

Advanced
K-anonymity
algorithm

13. Mehta et al. Loss of information Improved scalable
l-diversity

14. Cui et al. Confidentiality of
shared data

Attribute-based
storage system
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Fig. 3 Approaches towards
big data security

Security by encryption—Enabling only the authorized user’s access to the infor-
mation by encoding the information is known as encryption. Li et al. proposed an
algorithm to avoid cloud operators reaching the user’s sensitive data. It is the amalga-
mation of AD2, SED2, and efficient data conflation algorithms entitled as security-
aware efficient distributed storagemodel [18].Aljawarneh et al. proposed a system for
multimedia big data against real-time tampered data attacks. The proposed scheme
is made by merging the Feistel network, AES, S-Box, and genetic algorithm. The
scheme is applied over the data set of JUST university hospital [19]. Yan et al. pro-
posed a scheme based on deduplication of encrypted data and proxy re-encryption.
Deduplication is an important practice to achieve successful cloud storage, especially
for big data storage. It allows only the authorized users to access the information. It
supports flexible data updates offline as well [20]. Dong et al. presented a scheme
for heterogeneous ciphertext transformation. It is a proxy algorithm that works on a
virtual-basedmonitor which provides support for the realization of system functions.
It is designed to protect and secure user’s data effectively. It also provides the data
owner the total control over their data for modern information security [21].

Security by access control—One of the most important security components is
access control systems. Due to misconfiguration of the access control policies, the
security and privacy of the system are often compromised. Hu et al. have proposed
a scheme for distributed big data processing clusters. The scheme aims to autho-
rize the protection of big data processing from internal attacks [22]. Wnorong et
al. have introduced the mechanism for content access. The proposed mechanism is
very suitable for the content-sharing of information in big data. CBAC is used for
access control decisions based on semantic similarity between the requester’s cre-
dentials and the content [15]. Siffah et al. proposed an off-chain-based sovereign
blockchain where transactions are made between parties through a virtual container.
Then blockchain network is used to store the output [23]. Kumar et al. proposed
a scheme based on ciphertext policy with an attribute—encryption along with less
computation overhead [24]. Khuntia et al. proposed a scheme for privacy preserving
in the cloud to ensure big data access control. To reduce computational overhead,
authors have used the concept of multi-sharing here [25]. Jasim et al. proposed a
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three-tier approach including cloud architecture, transaction manager, and clients.
Zero trust is the basis of communication between the models [26].

Security by anonymization of the data—Control over private information gath-
ering and its usage is information privacy. The ability to stop information from
becoming public either by a group or an individual is known as information privacy.
The assimilation of private information over the Internet during its transmission is
one of the issues faced by the users. Privacy protection is one of the most bothering
issues in big data and cloud applications, so there is an urgent need for strong cus-
tomer privacy preservation techniques. Data anonymization is one of the efficient
and effective ways towards privacy preservation [27]. Zhang et al. proposed a tech-
nique based on MapReduce on the cloud. A combination of highly scalable median
finding algorithm and histogram technique is used here to propose for achieving cost
effectiveness. Scalability is also measured here using multivariate partitioning [28].
Zhang et al. have pointed out the scalability issue in the cloud over big data. For this,
a hybrid approach of top-down specialization and bottom-up generalization is used.
K-anonymity parameter withworkload sharing is used for selecting the component to
achieve a highly scalable environment if comparedwith the existing approaches [29].
Al Zobi et al. have proposed a novel framework MDSBA. According to the authors,
the loss of important information is the result of the avoidable generalized identi-
cal details. Through the proposed scheme, authors have expanded the k-anonymity
and applied the bottom-up approach to avoid the identical widespread records more
methodically and efficiently [30]. Ferrer et al. have focused their work towards deal-
ing with the two important issues while using k-anonymity, i.e. the quasi-identifier
attributes and the data controllers attributes by proposing a k-anonymity algorithm
that avoids the dimensionality problem and by using mean and median to avoid the
risk of disclosure by replacing the generalization method with the alternative aggre-
gation method which is comparatively less sensitive, respectively [31]. Cui et al.
proposed a deduplication-based system for a hybrid cloud used for attribute-based
storage. The authors also discuss the ways to achieve semantic security along with
keeping in mind the context of confidentiality to share the data with other users [32].
Mehta et al. proposed a schemewith the name improved scalable l-diversity approach
based on K-anonymization. The run-time of this scheme is very less, and the loss of
information is also less in comparison with other schemes [33].

4 Conclusion

Data is increasing with each passing moment over the Internet, making it impossible
for traditional approaches to deal with the data. Out of the available bulky and raw
data, extracting the relevant information is the important task of big data analytics.
However, while dealing with the data, security is the major threat that is being faced
by the analysts. The present paper discusses some of the novel approaches that can be
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used to ensure the security of big data. Moreover, we have noted that all the present
traditional schemes cannot be applied over big data, but with certain advancements,
in the future, the schemes can be improved and applied.
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Segmentation of Image Using Hybrid
K-means Algorithm

Roopa Kumari and Neena Gupta

Abstract Image segmentation is a crucial step to recognizing an object. During
the segmentation process, pixels in an image are categorized based on their gray
color. In pixel classifications, the K-means clustering algorithm is commonly used.
In this approach, the centroid of the segment was measured using arithmetic mean
and Euclidean distance. In the proposed paper, the centroid was updated using the
hybridization of harmonic and arithmetic means. The proposed algorithm makes use
of the harmonic and arithmeticmean features. The experimental results are compared
to conventional K-means and harmonic K-means algorithms, demonstrating that the
proposed algorithm performs better when checking segmentation consistency.

Keywords Image segmentation · Harmonic mean · Arithmetic mean · K-means
clustering

1 Introduction

Image segmentation is a necessary stage in the image processing. Based on cer-
tain characteristics or features, image segmentation divides an image into multiple
subparts. We may extract some useful data from an image using segmentation for
better understanding or further processing. Image segmentation assigns a class label
to each pixel in the image, and pixels with the same label share similar properties.
Medical imaging, robotics applications, satellite imaging, agricultural imaging, traf-
fic control systems, and object recognition are few examples of image segmentation
applications [1]. Detecting discontinuity or similarity can be used to segment data.
For example, in detecting discontinuity, an image is split based on rapid changes in
intensity, and in detecting similarity, an image is split based on similarity, as in the
region-based process [2].

R. Kumari (B) · N. Gupta
Department of Computer Science, Gurukul Kangri Deemed to University, Kanya Gurukul
Campus, Dehradun, Haridwar, Uttrakhand, India
e-mail: rooparawal@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
D. P. Agrawal et al. (eds.), Cyber Security, Privacy and Networking, Lecture Notes
in Networks and Systems 370, https://doi.org/10.1007/978-981-16-8664-1_32

369

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-8664-1_32&domain=pdf
mailto:rooparawal@gmail.com
https://doi.org/10.1007/978-981-16-8664-1_32


370 R. Kumari and N. Gupta

Image segmentation has various methods to partition an image like threshold-
ing, edge-based, region-based, and clustering techniques. All these techniques are
conventional. Some soft computing techniques are also used to segment an image
like fuzzy-based techniques, particle swarm optimization, artificial neural networks,
and evolutionary algorithms [3]. A single segmentation algorithm cannot be used on
every type of image, or a single solution cannot be used to solve every problem. As
a result, different approaches are used to solve various problems. The simplest and
most significant approach for image segmentation is clustering approach. Clustering
is the process of grouping data objects based on their similarity into clusters [4]. The
clustering algorithm aims to create a partitioning decision using an initial collection
of clusters that is revised after each iteration [5].

This paper aims to create a hybrid method of K-means algorithms. The process
for K-means, harmonic mean, and arithmetic mean is detailed in Sect. 2. In Sect. 3,
the proposed algorithm is described, and in Sect. 4, the experimental result of the pro-
posed algorithm is described, along with comparisons to the K-means and harmonic
K-means algorithms. The conclusion of the paper is presented in Sect. 5.

2 Related Work

2.1 K-means Clustering Algorithm

K-means clustering is a method to group a set of data into a specific number of
groups or clusters. K-means is one of the most useful and easy methods of clustering
technique which was developed by Macqueen in 1967 [6]. Clustering techniques are
commonly used in various fields such as AI, machine learning, data compression,
data mining, marketing, and medicine according to rapidly rising data [7]. K-means
method divides a collection of data into K-number groups or clusters [8] and sim-
ilarity led to the formation of these K clusters. The “Euclidean distance measuring
function” is the most commonly used function to calculate similarity. Clusters will
be pre-defined. The numbers of pre-defined clusters are denoted by the letter K. It
is an iterative approach that divides an unlabelled data set into K clusters based on
similarities, with each data set belonging to only one cluster. The K-means cluster-
ing technique consists of two phases or modes: (1) An iterative method is used to
measure theK centroid. (2) Assign each data point to theK centroid closest to it. The
K-means algorithm, while being used in a wide range of applications, yet has some
flaws that K-means method is extremely sensitive to the initial starting conditions
(initial clusters and instance order). To overcome this problem, various approaches
have been proposed, but there is always a trade-off between efficiency and precision.
The basic K-means mechanism is depicted in Fig. 1.

The K-means method is a type of evolutionary method that gets its name from
the way it works. Because of its benefits, such as ease of implementation and speedy
convergence, K-means is more common. However, K-means has some drawbacks,
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Fig. 1 Flowchart of K-means algorithm

such as (1) the number of K is fixed, (2) noise sensitivity, and (3) it is easy to get lost
in the local minima [9]. Because K-means is an NP-hard issue, several evolutionary
techniques, such as genetic algorithms, PSO, and machine learning, are utilized to
solve it. The steps of the K-means algorithm are listed below, and they demonstrate
how the algorithm works:

Method

1. Choose value of K and centroid randomly.
2. Calculate the Euclidean distance from pixel to the centroid for each pixel in an

image by using the following relation.

DK (i, j) = ‖IK (i, j) − CK‖ (1)
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where CK is the centroid.

1. Assign all pixels to the nearest centroid on the basis of minimum distance value.
2. Recalculate the new position of the centroid by using following relation.

CK = 1

|SK |
∑

(i, j)∈Sk
IK (i, j) (2)

where IK (i, j) is the value of the pixel labeled with kth segment and SK is the set of
indices of the pixel belong to class K ∈ Y, where Y is the set of labels of segments.

1. Repeat steps 2–4 until any reassignment occurs.
2. Reshape the cluster pixels into image.

K-means is a cluster analysis approach that is numerical, unsupervised, non-
deterministic, iterative, and partition based. It is more common in many research
areas due to its simplicity and quick computational capabilities [7].

Arithmetic Mean
The arithmetic mean is simply the average or mean of a series of numbers or records.
Different sorts ofmeans are used inmathematics, including arithmeticmean, geomet-
ric mean, and harmonic mean. In most K-means clustering algorithms, the objective
function is calculated using the arithmetic mean. The arithmetic mean is a decent
representation of the average. It has a definite and exact definition. It is easy to cal-
culate and has a fixed value. Arithmetic mean is based on every observation in the
data and does not require arranged data. Despite this, the arithmetic mean has some
flaws: (1) It is heavily influenced by extreme values. (2) Each value is required for
computation, and all objects are counted. (3) Using the graphical approach to find
the mean is difficult [10]. Take a set A = {a1, a2, . . . , an} then the arithmetic mean
is called A and is the mean of the n values

a1, a2, . . . , an .

The simplest calculation to find central tendency is the arithmetic mean. The arith-
metic mean is calculated by dividing the total number of observations by the sum of
their numerical values.

AM = 1

N

n∑

i=0

ai

OR AM = a1 + a2 + · · · an
n

(3)

Harmonic Mean
Aharmonicmean is amean that is determined bymultiplying the number of values in
a data collection by the sum of their reciprocals (1/x(i)). Harmonic is a Pythagorean
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term that refers to one of the Pythagorean methods. When calculating the average of
ratios or rates, the harmonic mean is widely utilized. It is the best measure for ratios
and rates since it equalizes the weights of each data item. Negative or zero values are
not allowed in the harmonic mean. The harmonic mean is used in machine learning
also. Many researchers have recently proposed various improved algorithms based
on K-harmonic mean (KHM) to improve its clustering efficiency. Combining KHM
with other heuristic algorithms is one of the most common techniques, as it may
take advantage of both the heuristic algorithm’s global search capability and KHM’s
local search capability [11].

Formula for Harmonic Mean
To drive harmonic, mean formula firstly divides the number of values N by the
sum of the reciprocal of the values. The harmonic mean (HM) is of N numbers,
ni ∈ R, i = 1, 2, . . . , N and is defined as follows:

HM = N/

(∑ 1

X (i)

)
(4)

where HM is the harmonic mean, “N” is the total number of observations or values
in a data set, and X (i) is the point in a data set [12].

3 Proposed Method

Modified K-means Clustering
The distance function mostly used by the classic K-means method is Euclidean dis-
tance. New distances, such as the Manhattan distance and the Minkowski distance,
are presented in some journals [13]. The research proposes a new approach for locat-
ing the initial centroids of K-means clustering. K-means is a center-based partitioned
clustering technique; however, the most notable change in this study is that it calcu-
lates the objective function using harmonic means (HM) with arithmetic mean (AM)
rather than arithmetic means. The proposed algorithm hybrid K-means (HKM) is not
sensitive to the initial centers and has higher clustering performance than K-means
with arithmetic mean because of HM’s properties of lowest deviation within groups
and maximum divergence across groups.

Proposed Algorithm
Let us consider the set of pixels of Image X = {x1, x2, . . . , xN } with N number of
pixels. A partition S = {s1, s2, . . . , sK }where 1 ≤ K ≤ N is the set of the partition
of K numbers of segments of image X, such that pixel x j

i belong to segment s j .
The modified (hybrid of harmonic and arithmetic means) centroid c j of s j is

calculated as follows:
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c j = ∑i=M≤N
i=1

M
1

x
j
i

+ ∑i=2M≤N
i=1+M

M
1

x
j
i

+· · ·∑i=lM≤N
i=1+lM

M
1

x
j
i

. HereM is the harmonic fac-

tor of modified centroid, and N is the number of pixels

c j = M

N

l= N
M∑

l=0

i<(lM+1)M≤N∑

i=1+lM

M
1
x j
i

(5)

Proposed Algorithm

Initialize the value of K and centroid randomly.
Calculate the distance on the basis of proposed hybrid K-means (HKM) algorithm using Eq. (5)
For each pixel in an image from pixel to the centroid.
Assign all pixels to the nearest centroid on the basis of minimum distance value.
Recalculate the new position of centroid by using Eq. (5).
Repeat steps 2–4 until any reassignment occurs.
Reshape the cluster pixels into image.

4 Result and Discussion

The HKM (proposed algorithm) of image segmentation is used to evaluate different
grayscale images. Researchers chose “pepper,” “woman darkhair,” “House,” “Walk-
bridge,” “pirate,” and “Cameraman,” as standard test grayscale images fromMNIST
data sets to evaluate the algorithm’s results, which included efficiency and conver-
gence. The images were captured as TIF files. The initial value of K is 20, and it
changes as the evaluation progresses. The cluster size value is taken 5. The algorithm
iterates for 100 iterations.

The HKM gives a better result than the existing K-means algorithm. Both the
algorithms are compared based on segmentation parameters such as MAE, PSNR
NAE, and RMSE.

For the evaluation of algorithm, the following efficiency factors are used.

MAE (Mean Absolute Error) = 1

I J

∑ ∣∣X (i, j) − X (i, j)
∣∣

Here X (i, j) and X (i, j) are intensity values of pixel of images

RMSE (Root Mean Square Error) = √
MSE

PSNR (Peak Signal to Noise Ratio) = 10 log 2552

MSE
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Table 1 Comparison based on PSNR, MAE, RMSE, and NAE values for K-means algorithm

Images PSNR MAE RMSE NAE

Peppers.tif 66.1632 135.731 9.3288 1.1648

woman_darkhair.tif 65.5856 142.2114 9.6021 1.3229

House.tif 72.2785 97.5622 6.8712 0.7181

Walkbridge.tif 65.4717 124.7144 9.657 1.0968

pirate.tif 65.9018 134.2674 9.4515 1.2069

cameraman.tif 66.3812 146.2115 9.2276 1.2564

Table 2 Comparison based on PSNR, MAE, RMSE, and NAE values for K harmonic means
algorithm

Images PSNR MAE RMSE NAE

Peppers.tif 66.8441 112.4161 9.0165 0.9651

woman_darkhair.tif 67.1557 130.6639 8.8771 1.2162

House.tif 72.2817 83.5487 6.8701 0.6155

Walkbridge.tif 65.7819 118.4179 9.5083 1.0414

pirate.tif 66.6399 129.0974 9.1091 1.1602

cameraman.tif 67.5222 85.3082 8.7159 0.7383

Table 3 Comparison based on PSNR, MAE, RMSE, and NAE values for proposed algorithm
hybrid K-means (HKM) algorithm

Images PSNR MAE RMSE NAE

Peppers.tif 66.9091 111.226 9.2981 0.9606

woman_darkhair.tif 68.1019 130.5797 8.4669 1.217

House.tif 73.5247 90.6801 6.4561 1.1364

Walkbridge.tif 66.2446 118.4135 9.2909 1.0400

pirate.tif 68.2785 129.0949 8.3925 1.1660

cameraman.tif 68.2527 110.9212 8.4033 0.9559

(Normalized Absolute Error) =
∑∣∣X (i, j) − AX (i, j)

∣∣
∑ |X (i, j)|

Here X (i, j), and A (Xi, j) are intensity values of pixel of images (Tables 1, 2 and
3).

Above tabulation result clearly shows that the PSNR value of modified algorithm
is higher than the existed algorithm, the MAE, NAE, and RMSE are lower than
the existed algorithm, and PSNR value is higher than the existed algorithm, which
concludes that the modified algorithm is better than the existing algorithm.



376 R. Kumari and N. Gupta

Fig. 2 Output images after
segmentation by proposed
algorithm

Images Original image Segmented image

Peppers.tif

woman darkhair.tif

House.tif

Walkbridge.tif

pirate.tif

cameraman.tif

Here different standard test images are used for segmentation. Segmentation is
found out with the help of proposed (HKM) algorithm. Segmented images are dis-
played with original images (Fig. 2).
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5 Conclusions

A new hybrid K-means (HKM) image segmentation algorithm is proposed in this
paper. This algorithm combines the harmonic mean and the arithmetic mean meth-
ods. Themost popular and straightforward clustering approach is K-means. For pixel
classifications, the K-means clustering algorithm is commonly used. Normally, the
centroid of the segment is calculated using the arithmetic means, but in this work,
the centroid is modified using a hybrid of harmonic and arithmetic means. Several
standard test images from theMNIST data set were used to check the proposed algo-
rithm’s accuracy. The suggested algorithm (HKM)outperformed existing approaches
(K-means and harmonic K-means) in terms of peak signal to noise ratio (PSNR),
mean absolute error (MAE), root mean square error (RMSE), and normalized abso-
lute error (NAE). In future, harmonicmean can be usedwithmetaheuristic algorithms
for better result.
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A Chatbot for Promoting Cybersecurity
Awareness

Yin-Chun Fung and Lap-Kei Lee

Abstract Cybersecurity is one of the hot topics nowadays. However, notmany Inter-
net users know the cyber risks around them. To promote cybersecurity awareness,
this paper presents a chatbot that is a cybersecurity expert. It aims to let its users
learn more about cybersecurity. It relies on Google Dialogflow, which is a natural
language understanding platform. Our chatbot contains a knowledge base on cyber-
security knowledge. Users can make queries to the chatbot to learn definitions and
concepts of different cybersecurity terms. Our chatbot also provides self-quizzes for
users to test their knowledge on different cybersecurity topics. It also provides sug-
gestions to users on cybersecurity issues such as how to identify and handle phishing
emails. In a survey of twenty users, the majority of the users agreed that our chatbot
is easy to use and can increase their awareness of cybersecurity issues.

Keywords Chatbot · Cybersecurity awareness · Natural language processing

1 Introduction

The term “cybersecurity” started to be famous in 2009 when US President Barack
Obama called upon the citizens to recognize the importance of cybersecurity [1].
Cybersecurity awareness is still an important topic around the world, like assessing
the awareness of university students [2] and a systematic review of multimedia tools
[3]. Yet many cyber users are still unaware of possible cyber risks around them in
the cyber world [4]. It is essential to promote awareness of cybersecurity issues in
society.
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Among the many ways to increase the awareness of cybersecurity, game is one
of the popular ways. Pape et al. [5] conceptualized a cybersecurity awareness quiz
as a serious game, where the players have to answer questions concerning a social
engineering attack, which is one of the common cyber risks. The serious game lets
the players think more about security issues in real life. Alqahtani and Kavakli-
Thorne [6] developed a game for players to learn cybersecurity using the technology
of augmented reality.

Chatbots are artificially intelligent computer software that can chat with humans,
which have many applications in the cybersecurity field [7]. One of the applications
is the detection of cyber criminals [8], where the chatbot can interact with suspects to
profile their interest in online child sexual abuse. The Cyber Helpline1 in the UK is a
chatbot that gathers information about cybercrime incidents and identifies the attack
in real time. Artemis is another chatbot example that assists cybersecurity experts,
which was developed by Filar et al. [9]. Chatbots can also provide cybersecurity
guidelines to users. Gulenko [10] showed a chatbot that can teach the users how to
appropriately set the privacy settings on a social media platform and how to set a
good password.

Apart from cybercrime detection and analysis, chatbots can be used in education.
Nenkov et al. [11] demonstrated how to use a chatbot in Facebook Messenger to
let students answer questions of an online test. Lee et al. [12] presented a chatbot
for instantly answering students’ questions for a university course, and the chatbot
supports multiple social platforms commonly used by students, including Telegram,
Facebook Messenger and Line. Clarizia et al. [13] also developed a chatbot for
supporting students in learning cultural heritage contexts. Some chatbots [14, 15]
train one’s cybersecurity awareness, but they may not be up to date for fulfilling the
cyber environment nowadays.

This paper presents the design of a chatbot to users’ awareness of cybersecurity.
Our chatbot contains a knowledge base on cybersecurity knowledge. Users can make
queries to the chatbot to learn definitions and concepts of different cybersecurity
terms. Our chatbot also provides self-quizzes for users to test their knowledge on
different cybersecurity topics. It also provides suggestions to users on cybersecurity
issues such as how to identify and handle phishing emails. A survey on twenty users
from different age groups showed that our chatbot is easy to use and can increase
users’ awareness of cybersecurity issues.

Organization of the Paper. Section2 gives the detailed design of our chatbot.
Section3 presents a preliminary evaluation of the chatbot on twenty users. Section4
concludes the paper and proposes some future work directions.

1 https://www.thecyberhelpline.com.

https://www.thecyberhelpline.com
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Fig. 1 Architecture of our chatbot

2 Design of the Chatbot

2.1 Architecture

Our chatbot relies on the Google Dialogflow platform,2 which is a natural language
understanding cloud service. The Google Dialogflow platform contains an inference
engine that helps to extract information, including intents and the relevant entities,
from messages of the users during a conversation. Figure1 shows the architecture
of the chatbot. When a user message is received, it will be passed to the Dialogflow
service to extract the intent and entities of that message. Our chatbot contains a
knowledge base on cybersecurity knowledge such that relevant knowledge will be
retrieved according to the intent of the message and feedback in English will be
generated as the reply to the user.

Dialogflow provides basic features to build a chatbot. First, we need to set up the
set of intents and entities such that the chatbot can identify the topics that it needs
to handle. Next, the chatbot will be trained using some carefully designed training
phrases so that it can correctly identify the intents from different user messages. We
can also set up some default responses to different intents. Dialogflow provides a
convenient interface for constructing the knowledge base of the chatbot fromproperly
formatted data prepared by us such that the chatbot can retrieve cybersecurity terms
and other knowledge and respond to the user queries appropriately.

2.2 Message Handling

Like other chatbots in the market, our chatbot can handle input in different forms.

2 https://cloud.google.com/dialogflow.

https://cloud.google.com/dialogflow
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Fig. 2 Example of handling messages in the form of a term

Fig. 3 Example of handling a natural language sentence

Term. Users can input a single term to the chatbot. The chatbot will respond appro-
priately according to its knowledge base. As shown in Fig. 2, the chatbot obtains the
definition of “crypto key” in its knowledge base and response to the user.

NaturalLanguage.Users can input a complete sentence, and the chatbotwill analyze
themeaning of it. In Fig. 3,with the help ofDialogflow’s inference engine, the chatbot
realizes that the user wants to know the definition of malware. It obtains the meaning
of the term and then responds to the user.

Command. There are pre-defined commands, which start with a slash (“/”), built in
the chatbot. Users can input them, and the chatbot will perform corresponding tasks.
For example, in Fig. 4, if the user inputs the command “/quiz,” a self-quiz will be
started.
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Fig. 4 Example of handling a command

Button. Sometimes the chatbot may require some pre-defined replies from the user.
Like that in a quiz shown in Fig. 5, the user should respond in one out of the five
choices of a multiple choice question. The buttons are the expected replies from
users. Users are not required to input the answer themselves in the chatbox. The
buttons also help the chatbot easily trigger feedback from the users. These buttons
can also be hyperlinks that link the users to other web pages.

2.3 Supported Features

Term Definition. The knowledge base stores several cybersecurity terms. Users can
ask the chatbot about the definition of a term. The chatbot can retrieve the explanation
from the knowledge base as shown in Figs. 2 and 3. If the chatbot cannot find a
particular term, it will tell users that it does not know the term (Fig. 5).

Self-quiz. User can test their understanding of cybersecurity in a self-test. In a self-
test, the chatbot will randomly choose one multiple choice question from the knowl-
edge base to ask the user. If the answer is incorrect, the chatbot will tell the user
that the selected answer is incorrect (see Fig. 4 for an example). Users can answer
the questions again until the correct answer is chosen. The chatbot will provide a
detailed explanation when the answer is correct (Fig. 6).
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Fig. 5 Example of responses to a term outside the knowledge base

Fig. 6 Example of a self-quiz question

Workflow Structure. The chatbot provides some workflow to help the user with
cybersecurity issues. One of the workflows is to help users determine whether an
email is a phish. It will ask the users questions and follow the decision flow in Fig. 7.
According to the responses from users, the chatbot can tell what the user should do
regarding the email (Fig. 8).
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Fig. 7 Decision flow of the identification of phishing emails

Fig. 8 Example on how to identify a phishing email

3 Preliminary Evaluation

We invited 20 participants from the Internet to chat with our chatbot and complete a
survey. They are of different industries and have different backgrounds in cybersecu-
rity. The survey consists of seven questions on a 5-point Likert scale (1: disagree, 2:
partially disagree, 3: neutral, 4: partially agree, 5: agree) and one open-ended ques-
tion to give some comment in the text about the chatbot. Table1 shows the survey
results.
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Table 1 Survey result

Item 1 2 3 4 5

The chatbot is easy to use (%) 0 0 25 70 5

The chatbot can answer questions correctly (%) 0 0 30 60 10

The content given by the chatbot is easy to understand (%) 0 15 30 50 5

The chatbot is a quick tool for checking cybersecurity terms (%) 0 0 15 80 5

The quiz by the chatbot is useful (%) 0 10 65 15 10

The answer to the quiz by the chatbot is accurate (%) 0 0 0 95 5

The chatbot can make me more aware of cybersecurity (%) 0 0 25 60 15

In the evaluation, Question 1 reflects the ease of use of the chatbot. 75% of users
agree that the chatbot is easy to use. 25% of users think it is neutral. They suggest
that the list of commands and their usage is not clear.

Questions 2–4 correspond to the question answering of cybersecurity knowledge.
More than half of the respondents think that the chatbot gives a satisfactory response.
However, some users report that they cannot get the definition of networking terms
like TCP/IP which they think is related to cybersecurity and the chatbot should be
able to give a brief explanation on it.

Questions 5–6 concern the self-quiz given by the chatbot. Users think it will be
great to have regular quizzes withmore questions. A scoreboard can be used to record
users’ scores to make the quiz more competitive.

Question 7 asks the user if the chatbot makes them more aware of cybersecurity
issue. 75% of them agree that it is true that our chatbot increases their awareness of
cybersecurity.

Some users also think that the chatbot can provide more functionality like sug-
gesting the strength of a password and remind them to change passwords at a period
regularly. They also suggest that the bot can give some cybersecurity reading daily
to keep their awareness.

4 Conclusion and Future Work

Cybersecurity awareness is an important topic in nowadays society. This paper pre-
sented a chatbot to promote cybersecurity awareness. It contains a knowledge base
with cybersecurity terms. It can explain terms to users. Users can take self-quizzes to
test their understanding of cybersecurity knowledge and revise the knowledge they
learned from the chatbot. It also provides workflows to assist the user in some cyber-
security issues such as determining a phishing email. In the evaluation, majority of
the respondent agrees that the chatbot makes them more aware of cybersecurity.

There are still a lot of improvements to the chatbot. The chatbot should provide
more functionality and provide more workflows to assist users in multiple aspects.
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The chatbot can be implemented into personal assistant apps to remain the users about
potential threats of cybersecurity. The chatbot should also fill up with terms that are
less relating to cybersecurity but are important when learning terms in cybersecurity
into its knowledge base. These will be our future works.
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An Advanced Irrigation System Using
Cloud-Based IoT Platform ThingSpeak

Salman Ashraf and A. Chowdhury

Abstract The conventional irrigation systems are manual and thus require human
effort and interruption to water the crops, and in such a scenario, water wastage is
evident. This work was designed to address these two problems associated with con-
ventional irrigation systems, i.e. manual operation and water wastage. The system
designed has been made smart and thus has automatic decision-making ability to
reduce human effort and interruption. The designed system has made use of sen-
sors like soil moisture sensor, temperature and humidity sensor, and rain sensor and
thus can calculate the moisture content of the soil, read surrounding temperature
and humidity, and sense rainfall. It has the feature of making an application pro-
gramming interface (API) weather call to extract information about rainfall from the
OpenWeather webpage and finallymakes a decision comparing all collected data and
threshold data already set by the user. ThingSpeak, a cloud-based Internet of Things
(IoT) platform, has been used for storing the data read by various sensors in the form
of graphs for better visualization and future reference. A (Global System for Mobile
Communication-Global Positioning System) GSM-GPS module is also taken into
work for establishing Internet connection and determining the system location for
precise weather data. The system was tested for different threshold values of soil
moisture and temperature reading, and based on the comparison with real-time sen-
sor values, it successfully turned ON/OFF the motor and thus found to work fine
as desired. The weather data fetched by the system also found to match with the
real-world weather conditions.

Keywords Smart irrigation · Soil moisture sensor · Rain sensor · Application
programming interface (API) · OpenWeather · Internet of Things (IoT) ·
ThingSpeak
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1 Introduction

1.1 Motivation

India is not a country of abundant water resources, andmany of its states are predicted
to face severe drought soon. This is due to the wastage of water owing to poor
management. Now, as we know agriculture is the primary consumer of water and if
we can design and implement systems that can reduce the wastage in agricultural
fields, then we can save a lot of water every year. To achieve this efficiency, manual
systems of irrigation are not good enough and need a technology-aided systemwhich
may be automatic or semi-automatic and hence comes into picture the technology-
aided system which is better known as smart irrigation systems.

1.2 Literature Review

Pednekar et al. [1] have proposed a system using a soil moisture sensor, microcon-
troller, and Zigbee. Zigbee is used for wireless communication between sender and
receiver. In addition to this, a GSM module has also been added for alerting the user
regarding the moisture content of the soil.

Thamaraimanalan et al. [2] have discussed designing an IoT-based system using
sensors andNodeMCU. Sensors like a soilmoisture sensor, a temperature and humid-
ity sensor, and an ultrasonic sensor have been used for the application. An android
application has been developed and taken into use for remote monitoring and con-
trolling the system.

Bafna et al. [3] have developed a system using Arduino Uno, NodeMCU, and soil
moisture sensor. For storing data, the Firebase application has been taken into use.
They have also developed an android application, wherein location-based weather
prediction is done using mobile GPS and weather API, and based on this prediction
and sensor data, users can decide whether to turn ON the motor or not.

A system using cloud-based application ThingSpeak, a light sensor, and a soil
moisture sensor that have been interfaced with Arduino Uno and Arduino Wi-Fi
shield has been proposed and developed by Al-Omary et al. [4]. The ThingSpeak
channel has been used to store the threshold values of moisture content of soil and
the amount of light required for plants to enable the system to make decisions based
on those threshold values and sensor readings.

Garg et al. [5] have reviewed some of the soil moisture sensors already available
and discussed their specifications, properties, applicability, advantages, and disad-
vantages, hence making it easier to select which type of sensor will be suitable for
us.

Arduino-based smart irrigation system using GSMmodule and sun tracking solar
system has been explored by Karmokar et al. [6]. The solar tracking feature is the
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main focus of this project. This feature helps to consume the maximum energy from
the sun, while the sun changes its azimuth over the day.

Hatanaka et al. [7] have talked about the use of a tensiometer, which works on
the principle of measuring the pressure force required to extract moisture from the
porous cap presented in the soil, as a potential way of measuring soil moisture. They
designed the system as a client–server system, where the client is the user who uses
the interface developed to fetch data from the server. The server system consists of
the grove moisture sensor along with Arduino Uno and Ethernet shield.

Jain and Kumar [8] have developed a smart irrigation system using sensors like
soil moisture sensor, water-level sensor, temperature sensor, humidity sensor, and an
ARM7 processor. A water-level sensor is used to keep track of the water present in
a water tank.

A system was developed by Athani et al. [9] where a soil moisture sensor is
connected to an Arduino which is, in turn, interfaced with an android application
using a Wi-Fi shield. Soil moisture is continuously monitored by the sensor, and
the output values are stored in a database. The output values are fetched from the
database and displayed in the android application.

Divya Dhatri et al. [10] have designed a low-cost Arduino-based irrigation sys-
tem using a soil moisture sensor. An LCD module is used to display the relevant
information and status of the motor.

Prasojo et al. [11] have designed a smart irrigation system using a basic sensor like
soil moisture sensor and Arduino Uno along with other modules like relay module,
LCD module, and solenoid valve motor.

A detailed discussion on soil water content and threshold limits for irrigation
management has been done by Datta et al. [12]. The terms related to soil moisture
condition like volumetric water content, soil matric potential, saturation, and field
capacity have been introduced and discussed in detail.

Patel et al. [13] have discussed an Arduino-based irrigation system that consists of
sensors connected to it and an ESP8266module for Internet connectivity to send data
to the ThingSpeak channel. It has a wireless sensor network for real-time sensing of
irrigation systems. This system avoids wastage of water by automatically switching
ON the motor when the moisture level in the soil reaches below a threshold value.
All current statuses of the system will be displayed in the user’s android application.

A discussion on implementing an irrigation system based on the Internet of Things
(IoT) using ESP8266NodeMCUand temperature and humidity sensor has been done
by Anitha et al. [14]. The ThingSpeak server is taken into use to keep track of the
moisture level in the soil and to store the data in the IoT cloud. Also, rain alarm and
soil moisture detector circuits are used to build the smart irrigation system.

Naeem et al. [15] have discussed developing an irrigation system by integrating
a real-time monitoring system having remote controllability and cloud computation
of stored data. In addition, a mobile application has also been developed for a better
user experience. They have designed the systemusing various sensors andwater-level
detector in addition to NodeMCU and Arduino development board.

An irrigation systemwas developed by Karpagam et al. [16] using Arduino UNO,
soil moisture sensor, water-level sensor, temperature and humidity sensor, and GSM
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module. With the help of the GSM module, the information regarding the ON and
OFF states of the water pump is sent to the user.

Sen et al. [17] have utilized Arduino UNO and ESP8266 Wi-Fi module to design
their system.Arduino collects all sensor data and sent them to theThingSpeak channel
using the ESP module.

Smart irrigation is of priority tomany researchers nowadays, and it is evident from
the fact that a lot of work have been done concerning it. Research works on smart
irrigation have been studied, and based on the shortcomings of the available research
work, this work has been executed. The research works discussed above have some
limitations like without a rain sensor the system would not be able to sense if it is
raining and thus turn OFF the motor in case it is turned ON at that instant. Also, rain
prediction using weather API and location extraction using GPS module will help
the existing system extensively in making accurate decision. These two features have
been added in this work to make the system truly smart decision-making device.

2 System Design and Implementation

The architecture of the designed system prototype is shown in Fig. 1. It shows the
microcontroller in the centre as the decision-making hub, and all the sensors and
modules are connected to it. The phone block shown in the block diagram is not
connected directly to the microcontroller but is shown as a symbol to signify that it
is a part of the working system. The phone is used in the system as an additional
component to alert the user by sending SMS.

Figure2 shows the implemented hardware. It shows the actual sensors and mod-
ules used in this work.

Figure3 shows the flow chart of the system. First, the system is turned ON by
supplying power to the Arduino and the GSM-GPS module. As soon as the system
is turned ON, the soil moisture sensor reads the moisture content of the soil, and the
temperature and humidity sensor reads the temperature and humidity of the place
surrounding that system. These collected data are then sent to a ThingSpeak channel
where we can store them.

The GPS integrated along with the GSM module determines the geographical
coordinates of the location where the system is placed in the form of latitude and
longitude. An API weather call is made in the OpenWeather website by making use
of the determined coordinates which fetches weather data of the given location in
JSON format and contains information related to rain, wind speed, wind direction,
clouds, etc. The rain sensor module used in the system keeps checking the wetness
of the board for determining if it is raining. Now, all the data that are collected by
the sensors will be compared against their respective threshold limits already set by
the user. If the result of comparison meets the set threshold limits, then the input
signal of the relay is set high which would turn on the motor till threshold moisture
condition is not reached.
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Fig. 1 System architecture

Fig. 2 Implemented hardware



394 S. Ashraf and A. Chowdhury

Fig. 3 Flow chart

3 Results and Discussion

ThingSpeak, a cloud-based IoT platform from Mathworks has been used for stor-
ing the sensor data sent by the Arduino microcontroller. These data are plotted in
ThingSpeak in the form of graphs which give a better visualization of the data. Some
of the screenshots of the plotted data are shown in Fig. 4a–e. Also, ThingSpeak has
the feature of remotely controlling the system based on the analysis of the stored
data.



An Advanced Irrigation System Using Cloud-Based IoT Platform ThingSpeak 395

Fig. 4 aTemperature field.bHumidity fields. cSoilmoisture content field.dTemperature threshold
field. e Soil moisture threshold fields
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Fig. 4 (continued)

Figure4a shows the plot of temperature reading from the DHT11 sensor versus
time. The graph shows the values of temperature recorded along the y-axis at different
instants of time. Since there are slight variations in temperatures recorded, the graph
seems to have abrupt changes in readings.

Figure4b shows the readingof humidity recordedby the sensor at different instants
of time. Themaximum andminimum humidity recorded were 95% and 93%, respec-
tively. As the variation in humidity is very less, hence the graph is having abrupt
changes, i.e. spikes.

Figure4c shows the graph of soil moisture content of the soil of the location where
the device was placed. The system was tested for its performance at different levels
of soil moisture content, and hence, there are variations in reading as seen in the
graph.
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Figure4d, e represents the temperature threshold, soil moisture threshold and are
constant that depend on the type of soil and crops grown. These values are stored in
the ThingSpeak channel in the form of bar graphs and not as continuous line graphs
at different instants of time and hence seem to have some values missing.

4 Conclusion

Aprototype of an IoT-based advanced irrigation systemhas been designed and imple-
mented using different sensors and modules. This system was developed to provide
a cost-effective, reliable, and user-friendly system for the mass to achieve the goal
of smart irrigation to a great extent. In this work, we have utilized the cloud-based
application “ThingSpeak” to store, visualize, and analyse the data captured by vari-
ous sensors. All the data were sent continuously to the ThingSpeak channel over the
Internet. GSM module was used for two specific reasons: first to solve the problem
of Internet connectivity in any remote location and second to send SMS alerts to the
user. The system thus developed can take readings from the sensors interfaced with
Arduino, sent them to the cloud for storage and analysis, fetch rain probability data,
sense rainfall, and finally combine all these data to make a decision.

The smart irrigation system discussed in this work is found to perform better
when compared to similar types of existing systems in terms of rainfall sensing and
prediction due to the use of a rain sensor and API weather call.
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