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Abstract. Automated Guided Vehicle (AGV) path planning is the core technol-
ogy of warehouse AGV. Reasonable path planning is helpful to maximize the
benefits of warehouse space and time. Scholars at home and abroad have already
made extensive and in-depth research on warehouse AGV path planning, and have
achieved fruitful research results. In this paper, themodels and environmentalmod-
eling methods of warehouse AGV path planning are summarized. It turned out
that the cell method is intuitive and easy to model, the geometric method is safe,
but difficult to update, and the artificial potential field method is easy to solve, but
easy to fall into local optimum. The optimizationmethods of genetic algorithm, ant
colony algorithm and particle swarm optimization algorithm in AGV path plan-
ning are emphatically summarized. It is found that genetic algorithm is suitable
for complex and highly nonlinear path planning problems, ant colony algorithm
is suitable for discrete path planning problems, and particle swarm algorithm is
suitable for real number path planning problems. The research summary of this
paper provides reference value for the research of intelligent optimization algo-
rithm of AGV path planning and new ideas for broadening the application field of
AGV path planning.

Keywords: Warehouse · AGV · Path planning · Intelligent optimization
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1 Introduction

With the rapid development of artificial intelligence, Automated Guided Vehicle (AGV)
is gradually developing towards miniaturization and intelligence. As a modern tool of
logistics handling and production assembly, AGV will replace labor in logistics enter-
prises, manufacturing enterprises, tobacco enterprises, pharmaceutical enterprises and
even more fields. By optimizing the running path of warehouse AGV, we can reduce
the errors caused by human negligence, improve the utilization rate of storage space
and logistics efficiency, reduce logistics costs, improve the scientific and technological
content and competitiveness of enterprises, and promote the intelligent development of
logistics industry in China.

Funding source of this paper-project to design and develop an intelligent book management
platform in the physical bookstore scene (27170121001/025).
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In order to promote the research of AGV path optimization in warehouse environ-
ment, this paper summarizes the research status of intelligent optimization algorithms
in warehouse AGV path planning in recent years, introduces the basic model of ware-
house AGV path planning, discusses the genetic algorithm, ant colony algorithm and
particle swarm algorithm commonly used in AGV path optimization, summarizes the
improvement methods of each algorithm, analyzes the advantages and disadvantages
of each algorithm and its applicable scope, and looks forward to the future research of
warehouse AGV path planning.

2 Overview of Warehouse Agv Path Planning Model

Path planning refers to finding a feasible and optimal path between task points in the
process of movement, and avoiding obstacles in the environment during the process of
travel. Path planning includes environment modeling, path searching and path smooth-
ing [1]. The following will be introduced from three aspects: environment modeling,
objective function and constraint conditions.

2.1 Environmental Modeling

The process of environmental modeling is to transform the external environment in its
original form into an internal mathematical model of appropriate planning through a
series of treatments. In order to simplify the problem, the three-dimensional space envi-
ronment is usually converted to two-dimensional for modeling. Environmental model-
ing is mainly the representation of obstacles, starting points and target points [2]. The
method of environmental modeling determines the choice of path planning method and
search algorithm.Different environmentalmodeling adopts different path planningmeth-
ods. Commonly used environmental modeling methods include cell method, geometric
method and artificial potential field method.

1) Cell Method
Cell method is a method of dividing space into individual cells with appropriate
granularity and assigning corresponding values. It mainly includes grid method and
unit tree method, which are mainly different from the size of cells [3].

The grid method divides the spatial environment by using cells of the same size,
and represents the environment with arrays, in which obstacles are represented as
1 and free space as 0 [4]. Each grid point is in obstacle space or free space. Mixed
grid points are classified as free space or obstacle space according to the proportion
they occupy respectively. Figure 1(a) shows the grid method.

The unit treemethod divides the environment space into units with different sizes
to describe the environment. Generally, the environment space is divided into larger
units first, and the smaller units are divided in the space that needs to be refined.
The working space of the divided unit may be free space, obstacle space and mixed
space. Its advantage is better adaptability. Figure 1(b) shows the unit tree method.
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(a) grid method           (b) unit tree method

Fig. 1. Grid method and unit tree method.

Scholars at home and abroad choose two-dimensional or three-dimensional cell method
to model the environment according to actual needs. Reference [5, 6] adopted grid
method to model environment in three-dimensional space. Reference [7] realized the
transformation from 3D to 2D, which vastly reduces the number and size of grids. Ref-
erence [8] used the combination of two-dimensional grid method and element decom-
position method based on edge base points to model the environment, which not only
solves the contradiction between grid resolution and planning speed, but also ensures
the effectiveness of the whole region traversal.

Grid method is simple, but it has the problem of solving accuracy. The unit tree
method has better self-adaptability, and the loss of calculating the adjacency relationship
between units is large, and the calculation algorithm is more complex than the grid
method.

2) Geometric Method

Geometric method is to extract the geometric features of the environment and map the
environment space to a weighted graph by using its combination characteristics, so that
the path planning problem of avoiding obstacles can be transformed into a simple graph
search problem [9]. The main methods include visibility graph and Voronoi diagram
method.

Visibility graph connects all the vertices of obstacles(set as V0), the starting point S,
and the target point G with straight lines, and the connecting lines between the three do
not pass through the obstacles, that is, the straight lines are visible. So the graph G(V, e)
is constructed by giving weights to the edges in the graph, and then the optimal path is
planned by some search method [10]. The viewable method is shown in Fig. 2.

Reference [11] adopted visibility graph method to model the environment, simpli-
fying the three-dimensional motion space into two-dimensional space. Reference [12]
put forward an improved visibility graph, which is only applicable to static global path
planning with known working environment. Visibility graph is intuitive in concept and
simple in implementation, but it lacks flexibility. In other words, once the starting point
and the target point are changed, it is necessary to reconstruct the visibility graph, which
is too heavy to calculate when the number or shape of obstacles is complex [13].
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Fig. 2. Visibility graph.

Voronoi diagram method is defined by a series of nodes, that are equidistant to the
edges of two or more nearby obstacles. The space is divided into several regions, each
of which contains only the edge of an obstacle [14].Voronoi diagram method is shown
in Fig. 3.

Fig. 3. Voronoi diagram method.

Reference [15] proposed a path planning algorithm based on Voronoi diagram. Ref-
erence [16] proposed an algorithm to calculate the generalized Voronoi diagram and
its channel width generated in crowded obstacle environment. Reference [17] proposed
an incremental construction method based on Voronoi diagram. The path security of
Voronoi diagram is high, but the path is not necessarily optimal, and the calculation is
large.

3) Artificial Potential Field Method

The artificial potential field method is a spatial planning method expressed by magnetic
field characteristics. The basic idea is to abstract the motion of AGV in the environment
as the motion of artificial gravitational field, in which the target points attract AGV and
obstacles repel AGV, and the corresponding path is obtained according to the stress
direction of AGV, so that AGV can effectively avoid obstacles in real time and move to
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the target points along the collision-free path [18]. The artificial virtual potential field
methodhas high timeliness and smooth generation path, but it lacksmacro self-regulation
ability in global environment, so it is easy to fall into local optimum [19].

By adding virtual target points and improving potential field function, the problem
that artificial potential field method is easy to fall into local optimum can be solved to
a certain extent. Reference [20] proposed an improved artificial potential field method
based on virtual target points and environmental judgment parameters to realize local
path planning of mobile robots. Reference [21] made the artificial potential field algo-
rithm realize robot automatic obstacle avoidance path planning in dynamic environment
by improving the repulsive force gravitational function.

In order to improve the performance of artificial potential field method, scholars
at home and abroad have proposed optimization algorithms combining artificial poten-
tial field method with rolling window method [22], fuzzy control method [23], simu-
lated annealing method [24] and particle swarm optimization algorithm [25, 26], which
mainly solves the localminimumproblemand enhances the navigation ability in complex
environment.

The advantages and disadvantages of cell method, geometric method and artificial
potential field method are shown in Table 1.

Table 1. Comparison of advantages and disadvantages of environmental modeling methods

Modeling method Cell Method Geometric method Artificial potential field
method

Advantage Intuitive and easy to
model

High security Easy to solve

Disadvantage Inefficiency The update is difficult
and the accuracy is low

May not find the path,
easy to fall into local
optimum

2.2 Objective Function

According to different task requirements, AGV path planning can construct different
objective functions. The planning model can be single objective or multi-objective, and
generally takes travel time, path length and obstacle avoidance as objective functions.

Researchers usually choose single-objective optimization under certain conditions.
Reference [27] took minimizing AGVs delay time as the optimization goal under the
condition of given task allocation. Reference [28] took the shortest driving path as
the optimization objective under the condition of meeting the requirements of obstacle
avoidance. The single objective function can be solved accurately and quickly, but it is
difficult to meet the actual needs.

Comparedwith single objective function, multi-objective function ismore consistent
with complex environment and has practical significance. Reference [29] took minimiz-
ing path length and maximizing path smoothness as optimization objectives. Reference
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[30] took energy consumption, path smoothness, and the shortest task completion time
as optimization objectives. Reference [31] took task allocation waiting time and conflict-
free path as optimization objectives. Reference [32] took path length, safety and smooth-
ness as optimization objectives. The optimization of multi-objective function is based
on reducing the speed of solution, and the solution is not unique and can not achieve the
optimization of every sub-objective.

2.3 Constraints

The constraints of AGV path planning include self-constraints and environmental con-
straints. Generally, self-constraints are AGV endurance, driving speed, driving acceler-
ation [33], waiting time [34], etc. There will be other constraints according to different
task requirements. Environmental constraints include path boundaries, dynamic obsta-
cles, terrain constraints [35], etc., and intelligent algorithms are selected to plan AGV
paths under environmental constraints.

Satisfying certain constraints is the premise of AGV path planning, and the con-
straints are often coordinated and competitive with each other. Compared with the con-
straint conditions of single AGV path planning problem, the biggest feature of multi-
AGV path planning is that cluster constraints are also taken into account, which usually
include spatial cooperation constraints such as safe driving distance between AGVs and
task cooperation constraints.

3 Overview of Algorithms for Solving the Path Planning
of Warehouse AGV

Common path planning algorithms include traditional algorithms and intelligent opti-
mization algorithms. Traditional methods mainly include mixed integer linear program-
ming method [36, 37], A* algorithm [38], Dijkstra algorithm [39], artificial potential
field method [40], dynamic window algorithm [41], etc., which have limitations in solv-
ing path planning problems. For example, A* algorithm can solve the optimal path faster
and more effectively, but its efficiency decreases with the increase of search space, and
it is mostly used in single AGV path planning. Although Dijkstra algorithm can find the
shortest path, it contains a lot of redundant operations in the operation process, which
leads to the increase of algorithm memory and the decrease of efficiency. The route
planning by artificial potential field method depends on the establishment of potential
field,If attractive force and repulsive force are equal and there are many positions, it may
fall into the optimal layout, and if obstacles are close to the target point, it may not be
possible to find a feasible path. Dynamic window algorithm has good obstacle avoidance
ability and smooth path, but it is easy to fall into the local optimal solution and cannot
reach the designated target along the global optimal path.

In recent years, intelligent algorithms and bionic algorithms are increasingly applied
to path planning, such as genetic algorithm, ant colony algorithm, particle swarm
algorithm, neural network algorithm, bee colony algorithm, and reinforcement learn-
ing algorithm, etc. Among them, genetic algorithm, ant colony algorithm and particle
swarm algorithm are the most widely used. This paper mainly summarizes these three
algorithms.



102 Y. Liu et al.

3.1 Genetic Algorithm

Genetic algorithm (GA), which originated from Darwin’s theory of evolution, is a kind
of intelligent optimization algorithm proposed by imitating the evolution phenomenon
of genetic cross mutation of natural species, and is widely used in medicine, agriculture,
industry and other fields [42]. At present, many scholars have used genetic algorithm
to study the path planning of single AGV. Guo Erdong [43] solved the path planning
problem of single laser navigation AGV by using genetic algorithm. Dang Hongshe [44]
used genetic algorithm to solve the problems of complex driving path and application
limitations of AGV in factories. Gu Yong [45] put forward a multi-objective point path
planning method for the multi-robot coordinated sorting operation process in intelligent
warehouse. These studies effectively shorten the path length and travel time, but do not
consider the constraint relationship between clusters.

In the practical scene application, the path planning problem of multi-AGV is more
involved, and more and more scholars begin to study the path planning problem of
multi-AGV. Li Qingxin [46] studied the genetic algorithm of path planning from single
AGV to multi-AGV, and analyzed several different types of path planning according to
the complexity and quantity of information in the running environment. Li Ming [47]
researched and designed an improved genetic algorithm, which was applied to single
robot and multi-robot path planning.

There are premature problems in the application of genetic algorithm in path plan-
ning. Many scholars optimize it by adding operators and improving fitness function.
Chaymaa Lamini [48] put forward an improved crossover operator and a new fitness
function considering distance, security and energy, which makes the algorithm converge
faster, but increases the search time of path in the crossover process. Milad Nazarahari
[49] improved the initial path by using five customized crossover andmutation operators
to eliminate possible collisions between paths. Cheng Liang [50] avoids premature algo-
rithm by adding smoothing operator and deleting operator. Yang C [51] proposed the
adaptive operator and the supervised operator, which adaptively added or deleted path
nodes according to the complexity of map, and obtained the optimal path considering
length, smoothness and security, which was safer than other methods. These methods
accelerate the convergence speed of the algorithm and reduce the time spent on AGV
path planning, but the improved algorithm is mainly suitable for static environment.

Some scholars have introduced the idea of simulated annealing into the population
selection operation of the algorithm to plan the optimal path of AGV [52–54]. Compared
with local algorithm, the combination of genetic algorithm and simulated annealing
algorithm can achieve convergence faster, jump out of the poor solution of local path
optimization, and improve the efficiency of AGV global path search.

3.2 Ant Colony Algorithm

Ant colony optimization (ACO) was proposed by Italian scholar Dorigo et al. in 1990s.
By simulating the behavior of ant colony searching for food, ACO transformed the
combinatorial optimization problem into path optimization problem [55]. ACO was
originally used to solve TSP problem. After years of development, it has gradually
penetrated into other fields, such as graph coloring problem, large-scale integrated circuit
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design, routing problem in communication network, load balancing problem, vehicle
scheduling problem and so on.

Traditional ant colony algorithm is affected by the setting of initial parameter
empirical value, and its efficiency is low in the process of path optimization. Because
pheromones are not updated in time, path search can not get the global optimal solution
only locally. Aiming at the problems of ant colony algorithm in path planning, scholars
at home and abroad have made improvements from two aspects: randomness of initial
parameters, experience range and pheromone update.

Byoptimizing the initialization parameters, the convergence speedof the algorithm in
path planning can be accelerated, and the global optimal path can be obtained by avoiding
falling into the local optimal solution [56]. Chen Yuanyi [57] improved the algorithm by
adjusting heuristic factors to avoid the algorithm falling into local minimum. Masoumi
Zohreh [58] modified the relevant parts of “ant decision rules”, which is suitable for
path search in complex terrain environment. Ali Zain Anwar [59] enhanced the Max-
Minimum Ant Colony Optimization (MMACO) algorithm by adding Cauchy mutation
(CM) operator, eliminating the limitations of classical ACO and MMACO algorithms.
Li Xue [60] has improved the searching ability at the initial time, expanded the searching
range and added roulette operators by adaptively changing the volatilization coefficient,
thus effectively improving the quality of the solution and the convergence speed of the
algorithm.

Many scholars have combined ant colony algorithm with intelligent algorithms such
as genetic algorithm [65], particle swarmoptimization algorithm [66] and artificial poten-
tial field method [67] to improve global and local search ability, speed up path conver-
gence, and realize autonomous navigation, obstacle avoidance and path optimization of
AGV.

Many scholars combine ant colony algorithm with other intelligent algorithms to
improve the convergence speed of the algorithm. Jiao Deqiang [67] used genetic algo-
rithm and nonlinear optimization to optimize ant colony algorithm, using genetic algo-
rithm to improve global search ability, and using nonlinear optimization algorithm to
improve local search ability. Chunyan Jiang [68] combined the heuristic strategy of parti-
cle swarm optimization and ant colony algorithm, and adopted different search strategies
at different stages of the algorithm, which has fast convergence speed and strong opti-
mization ability and can obtain better optimization results. Wang Yu [69] added the
algorithm of local search of artificial potential field to find the optimal path based on ant
colony algorithm, and realized the autonomous navigation, obstacle avoidance and path
optimization functions of AGV trolley in automatic workshop environment.

3.3 Particle Swarm Optimization

Particle Swarm Optimization(PSO) is an evolutionary computation technique proposed
by Dr. Eberhart and Dr. Kennedy in 1995, which originated from the study of bird
predation behavior. The algorithm uses swarm intelligence to establish a simplified
model, and makes use of the sharing of information by individuals in the swarm to make
the movement of the whole swarm evolve from disorder to order in the problem solving
space, thus obtaining the optimal solution [69].
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PSO algorithm has the characteristics of simple modeling, easy implementation,
less parameters, high precision and fast convergence, which has attractedmany scholars’
attention. However, the traditional PSO algorithm has the problems of slow convergence
speed and early-maturing in the later stage when applied to path planning.

In order to solve the problemof late convergence speed,GuangshengLi [70] proposed
to select the most suitable search strategy adaptively at different stages, which improved
the searching ability ofAGVpath.NianyinZeng [71] analyzed the path planning problem
of switched local evolutionary particle swarm optimization based on non-homogeneous
Markov chain and DE, and overcame the contradiction between local search and global
search.

To solve the problem of premature convergence, scholars at home and abroad have
put forward some solutions. Peram Thanmaya [72] optimized PSO algorithm according
to the distance ratio of fitness value. Liang J J [73] used the optimal historical information
to update the particle velocity. Shao Peng [74] introduced a sinusoidal function factor
with periodic oscillation, which made every particle position get periodic oscillation
and expanded the search space. All these three methods effectively avoided premature
path. Chen Jialin [75] solved the premature phenomenon in smooth path planning by
improving population evolution state strategy, adaptive inertia weight, adaptive learning
factor strategy and group jump strategy.

In addition to paying attention to the search path and path optimization ability of
the algorithm, scholars also have some research on the obstacle avoidance ability of the
algorithm and the smoothness of the path. Ma [76] proposed random disturbance parti-
cle swarm optimization algorithm and simulated annealing particle swarm optimization
algorithm to study collision-free path planning in dynamic double warehouse environ-
ment. P.K [77] used bee colony operator to enhance the ability of improved particle
swarm algorithm, and calculates the optimal collision-free trajectory of robot in com-
plex environment. Baoye Song [69] added multi-modal delay information to the speed
update model, and proposed a multi-modal delay particle swarm optimization algorithm
for global smooth path planning of mobile robots.

At present, in addition to optimizing PSO path planning algorithm by improving
parameters, many scholars have studied the application of PSO and ant colony algorithm
[78], simulated annealing algorithm [79] and genetic algorithm [80] in path planning.
There are some limitations in path optimization of single algorithm, and the final result of
hybrid algorithm is better than PSO algorithm alone. The fusion of intelligent algorithms
can effectively play the advantages of each algorithm, improve the quality, speed and
security of solving the optimal path, and its disadvantage is that the hybrid algorithm
takes a long time to calculate.

To sum up, most scholars use genetic algorithm, ant colony algorithm and particle
swarm algorithm for AGV path planning. These algorithms have inherent parallelism,
high robustness and few parameters. In practical application scenarios, scholars have
proposed some improved methods for different algorithms. Specific algorithm analysis
and comparison are shown in Table 2.
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Table 2. Algorithm analysis and comparison

algorithm advantage disadvantage
improve 

one's 
method

Applicable 
problems

genetic 
algorithm

Have 
global 

optimizatio
n ability; 
Intrinsic 

parallelism

Slow
convergence 
speed; The 
choice of 

initial value 
will affect the 
convergence 

effect

Adding 
operators 

and 
improving 

fitness 
function; 

Combined 
with 

simulated 
annealing 
algorithm

Complex 
and highly 
nonlinear 
problems

Ant 
colony 

algorithm

Have 
positive 

feedback; 
Has strong 
robustness; 

Strong 
global 

optimizatio
n ability

The amount of 
calculation is 
large and it 
takes a long 

time; Easy to 
fall into local 

optimum

Improve 
heuristic 
function; 
Update 

pheromone
s; 

Combined 
with other 
intelligent 
algorithms

Discrete 
problem

Particle 
swarm 

optimizati
on 

algorithm

Search 
speed is 
faster;

Set fewer 
parameters

;
Implement

ation is 
simple

Slow 
convergence in 

later period; 
Easy to 

precocious 
convergence

Improve 
weight 

coefficient 
and 

learning 
factor; 

Optimizati
on 

strategy; 
Combined 
with other 
intelligent 
algorithms

Real 
number 
problem

4 Summary

As one of the main equipments in modern warehousing, AGV’s path planning technol-
ogy is the key to realize intelligent warehousing. The research of AGV path planning
algorithm can improve the ability of AGV to plan its own path and shorten the time of
path search, which has important practical significance in the application of warehousing
scenarios. In this paper, the models and environmental modeling methods of warehouse
AGV path planning are summarized. It is found that the cell method is difficult to update;
artificial potential field method is easy to solve, but easy to fall into local optimum. In
this paper, genetic algorithm, ant colony algorithm and particle swarm optimization
algorithm, which are widely used in AGV path planning, are summarized. It turned
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out that genetic algorithm has strong global optimization ability, but slow convergence
speed, which is suitable for complex and highly nonlinear path planning problems. Ant
Colony Algorithm has strong robustness and global optimization ability, but is easy to
fall into local optimization, which is suitable for discrete path planning problems. PSO
has the advantages of fast searching speed, few parameters and simple realization, but
slow late convergence speed and easy premature convergence, which is suitable for real
number path planning problems. The three algorithms can merge each other to form a
new algorithm in different degrees. The fused intelligent algorithm can effectively play
the advantages of each algorithm and make up for the shortcomings of the algorithm.

The environment of large-scale warehousing is complex and changeable. The ware-
housing tasks are highly random and dynamic, and the task scale is large. Although
there have been fruitful research results on AGV path planning, the warehouse environ-
ment requires higher AGV quantity, cooperation ability, response ability, fault tolerance
ability, performance and system efficiency. The research on multi-AGV path planning
still cannot meet the urgent needs of storage environment, and further research and sys-
tem development are needed. With the continuous progress of science and technology,
multi-AGV cooperation and multi-algorithm integration will become the development
direction of intelligent warehouse AGV path planning.

References

1. Fetanat,M.,Haghzad, S., Shouraki, S.B.,Optimization of dynamicmobile robot path planning
based on evolutionary methods. AI & Robotics (IRANOPEN), IEEE, pp. 1–7 (2015)

2. Lv, Z., Yang, L., He, Y., Liu, Z., Han, Z.: 3D Environment Modeling with Height Dimension
Reduction and Path Planning for UAV, Kunming University of Science and Technology,
IEEE Control System Society Beijing Chapter, IEEE Beijing Section, Proceedings of 2017
9th International Conference on Onnd Technology. IEEE, Beijing Section, p. 6 (2017)

3. Liu, X.L., Jian, L., Jin, Z.F.: Mobile robot path planning based on environment modeling of
grid method in unstructured environment. Mach. Tool Hydraulics 44(17), 1–7 (2016)

4. Dang, V.-H., Viet, H.H., Thang, N.D., Vien, N.A., Tuan, L.A.: Improving path planning
methods in 2D grid maps. J. Comput. 1, 15 (2020)

5. Xiao, S., Tan, X., Wang, J.: A simulated annealing algorithm and grid map-based UAV
coverage path planning method for 3D reconstruction. Electronics 10 (2021)

6. Xiong, C.: Improvement of ant colony algorithm and its application in path planning.
Chongqing University of Posts and telecommunications (2020)

7. Lu, Z., Yang, L.Y., He, Y.Q.: 3D environment modeling with height dimension reduction and
path planning forUA. In: The 20179th InternationalConference onModelling, Identifification
and Control, Kunming, China, pp. 734–739. IEEE (2017)

8. Wang, W.F., Wu, Y.C., Zhang, X.: Research of the unit decomposing traversal method based
on grid method of the mobile robot. Tech. Autom. Appl. 32, 34–38 (2013)

9. Dai, G.: Algorithm research on obstacle avoidance path planning, Huazhong University of
science and technology (2004)

10. Liu, Y.: Obstacle avoidance path generation and optimization based on visual graph method.
Kunming University of science and technology (2012)

11. Sheng, J.: Virtual human path planning method and its application in virtual environment.
East China University of science and technology (2011)

12. Junlan, N., Qingjie, Z., Yanfen, W.: Flight path planning of UAV based on weighted voronoi
diagram. Flight Dyn. 33(4), 339–343 (2015)



Research Summary of Intelligent Optimization Algorithm 107

13. Feng, C.: Application of improved immune algorithm in multi robot formation control.
Guangxi University of science and technology (2019)

14. Chen, X., Wu, Y.: Research on path planning algorithm of UAV attacking multiple moving
targets based on Voronoi diagram. Inf. Commun. 06, 36–37 (2020)

15. Shao,W., Luo, Z.: Application of improved visual graph method in path planning. J. Nanyang
Normal Univ. 17(04), 38–42 (2018)

16. Feng, H., Bao, J., Jin, Y.: Generalized Voronoi diagram for multi robot motion planning.
Comput. Eng. Appl. 46(22), 1–3 + 19 (2010)

17. Haibin,W., Yi, L.: Online path planning of mobile robot based on improved Voronoi diagram.
Chinese J. Constr. Mach. 01, 117–121 (2007)

18. Wang, H., Hao, C.E., Zhang, P., Zhangmingquan, yinpengheng, zhangyongshun, Path plan-
ning of mobile robot based on a~* algorithm and artificial potential field method, vol. 30,
pp. 2489–2496 (2019)

19. Wang, Y.: Improvement of artificial potential field algorithm for robots in different environ-
ments, Nanjing University of information engineering (2020)

20. Di, W., Caihong, L., Na, G., Tengteng, G., Guoming, L.: Local path planning of mobile robot
based on improved artificial potential field method. J. Shandong Univ. Technol. (NATURAL
SCIENCE EDITION) 35, 1–6 (2021)

21. Huang, L., Geng, Y.: Research on mobile robot path planning based on dynamic artificial
potential field method. Comput. Meas. Control 25, 164–166 (2017)

22. Zhang, Y.L., Liu, Z.H., Chang, L.: A new adaptive artificial potential field and rolling window
method for mobile robot path planning. In: Editorial Department of control and decision
making, 2017 29thChineseControl andDecisionConference (CCDC), Chongqing, pp. 7144–
7148. IEEE (2017)

23. Abdalla, T.Y.,Abed,A.A.,Ahmed,A.A.:Mobile robot navigation using PSO-optimized fuzzy
artificial potential field with fuzzy control. J. Intell. Fuzzy Syst. 32, 3893–3908 (2016)

24. Ying, Z., Yuanpeng, L., Yawan, Z., Weijian, L.: Path planning of handling robot based on
improved artificial potential field method. Electron. Meas. Technol. 43, 101–104 (2020)

25. Liu, Z.: Research and application of AGVpath planning based on particle swarm optimization
and artificial potential field method. Shenzhen University (2018)

26. Xu, Y.: Hybrid path planning for mobile robot based on particle swarm optimization and
improved artificial potential field method. Zhejiang University (2013)

27. Zhong, M., Yang, Y., Dessouky, Y., Postolache, O.: Multi-AGV scheduling for conflict-free
path planning in automated container terminals. Comput. Ind. Eng. 142, 106371 (2020)

28. Zhijun, W.: Dynamic refinement of robot navigation path and planning of flower pollination
algorithm. Mech. Des. Manuf. 03, 288–292 (2021)

29. Thi Thoa Mac: A hierarchical global path planning approach for mobile robots based on
multi-objective particle swarm optimization. Appl. Soft Comput. 59, 68–76 (2017)

30. Xuan, Y.: Laser ablation manipulator coverage path planning method based on an improved
ant colony algorithm. Appl. Sci. 10, 8641 (2020)

31. Zhang, Z., zhangbohui, representative contention, “multi AGV conflict free path planning
based on dynamic priority strategy,” Computer application research, pp. 1–5. https://doi.org/
10.19734/j.issn.1001-3695.2020.08.0221

32. Xue, Y., Jian-Qiao, S.: Solving the path planning problem in mobile robotics with the multi-
objective evolutionary algorithm. Appl. Sci. 8, 9 (2018)

33. Liao, K.: Research on multi AGV path planning optimization algorithm and scheduling
system. Hefei University of technology (2020)

34. Jie,W.: Research on path planning and collision avoidance strategy ofmulti AGV in intelligent
warehouse, Shandong University of science and technology (2020)

https://doi.org/10.19734/j.issn.1001-3695.2020.08.0221


108 Y. Liu et al.

35. Hu, Z., Cheng, L., Zhang, J., Wang, C.: Path planning of mobile robot based on improved
genetic algorithm under multiple constraints. J. Chongqing Univ. Posts Telecommun. 06, 1–8
(2021)

36. Kim, K.H., Bae, J.W.: A Look-Ahead Dispatching Method for Automated Guided Vehicles
in Automated Port Container Terminals. Inforvis (2004)

37. Lopes, T.C., Sikora, C., Molina, R.G.: Balancing a robotic spot welding manufacturing line:
an industrial case study. Eur. J. Oper. Res. 263, 1033–1048 (2017)

38. Yuan, R., Dong, T., Li, J.: Research on the collision-free path planning of multi-AGVs system
based on improved A*algorithm, Inventi Impact - Algorithm (2017)

39. Chen, Q.: Research on optimal path planning combined with obstacle avoidance and its
application in delivery car. Guangdong University of technology (2019)

40. Gao, Y., Wei, Z., Gong, F.: Dynamic path planning for underwater vehicles based on modified
artificial potential field method. In: Proceeding of 2013 Fourth International Conference on
Digital Manufacturing and Automation (ICDMA), Shinan. IEEE (2013)

41. Jiao, C., Jia, C., Qing, L.: Path planning of mobile robot based on improved a * and dynamic
window method. Computer integrated manufacturing system, pp. 1–17 (2021). http://kns.
cnki.net/kcms/detail/11.5946.TP.20201026.1053.026.html

42. He, R.: Research on vehicle routing planning algorithm based on genetic algorithm. Beijing
Jiaotong University (2020)

43. Guo, E., Liu, N., Wu, L., Wu, Z.: An AGV path planning method based on genetic algorithm.
Sci. Technol. Innov. Prod. 08, 87–88 + 91 (2016)

44. Dang, H., Sun, X.: Research on AGV path optimization based on genetic algorithm. Electron.
Products World 27, 48–51 + 73 (2020)

45. Gu, Y., Duan, J., Yuan, Y., Su, Y.: Multi objective path planning method for storage robot
based on genetic algorithm. Logistics Technol. 39, 100–105 (2020)

46. Li, Q.: Genetic algorithm for path planning of AGV. Guangdong University of technology
(2011)

47. Li, M.: Research on path planning of mobile robot based on improved genetic algorithm.
Anhui Engineering University (2017)

48. Lamini, C., Benhlima, S., Elbekri, A.: Genetic algorithm based approach for autonomous
mobile robot path planning. Procedia Comput. Sci. 127, 127 (2018)

49. Nazarahari, M., Khanmirza, E., Doostie, S.: Multi-objective multi-robot path planning in
continuous environment using an enhanced genetic algorithm. Expert Syst. Appl. 115, 106–
120 (2019)

50. Liang, C.: Path planning and navigation based on improved genetic algorithm under multiple
constraints. Chongqing University of Posts and Telecommunications (2020)

51. Yang, C., Zhang, T., Pan, X., Hu, M.: Multi-objective mobile robot path planning algo-
rithm based on adaptive genetic algorithm. Technical Committee on control theory, Chinese
Association of Automation, pp. 7 (2019)

52. Crossland, A.F., Jones, D., Wade, N.S.: Planning the location and rating of distributed energy
storage in LV networks using a genetic algorithm with simulated annealing. Int. J. Electr.
Power Energy Syst. 59, 103–110 (2014)

53. Bo, S., Jiang, P., Genrong, Z., Dianyong, D.: AGV path planning based on improved genetic
algorithm. Comput. Eng. Des. 41, 550–556 (2020)

54. Yang, L.: Research on Robot Path Planning Based on Genetic Algorithm. Yunnan University
(2019)

55. Deng, X., Zhang, L., Lin, H.: Pheromone mark ant colony optimization with a hybrid node-
based pheromone update strategy. Neurocomputing 143, 46–53 (2015)

56. Chen, C.-C., Shen, L.P.: Improve the accuracy of recurrent fuzzy system design using an
efficient continuous ant colony optimization. Int. J. Fuzzy Syst. 20, 817–834 (2018)

http://kns.cnki.net/kcms/detail/11.5946.TP.20201026.1053.026.html


Research Summary of Intelligent Optimization Algorithm 109

57. Yuanyi, C., Xiangming, Z.: Path planning of robot based on improved ant colony algorithm
in computer technology. J. Phys. Conf. Ser. 1744, 4 (2021)

58. Zohreh, M., Van John, G., Abolghasem, S.N.: An improved ant colony optimization-
based algorithm for user-centric multi-objective path planning for ubiquitous environments.
Geocarto Int. 36, 137–154 (2021)

59. Anwar, A.Z., Han, Z., Bo, H.W.: Cooperative path planning of multiple UAVs by using max–
min ant colony optimization along with cauchy mutant operator. Fluctuation Noise Lett. 20,
01 (2021)

60. Li, X.: Research on the application of improved ant colony algorithm in intelligent car path
planning, Anhui Engineering University (2020)

61. Hsu, C.-C., Wang, W.-Y., Chien, Y.-H., Hou, R.-Y.: FPGA implementation of improved and
colony optimization algorithm based on pheromone diffusion mechanism for path planning.
J. Marine Sci. Technol. 26, 170–179 (2018)

62. Sangeetha, V., Krishankumar, R., Ravichandran, K.S., Kar, S.: Energy-efficient green ant
colony optimization for path planning in dynamic 3D environments. Soft Comput. 25, 1–21
(2021)

63. Boxin, G., Yuhai, Z., Yuan, L.: An ant colony optimization based on information entropy for
constraint satisfaction problems. Entropy (Basel, Switzerland) 21, 8 (2019)

64. Jing, Y.: Mobile robot path planning based on improved ant colony optimization algorithm.
In: Proceedings of the 39th China Control Conference, vol. 2 (2020)

65. Deqiang, J., Che, L., Zerui, L., Dinghao, W.: An improved ant colony algorithm for TSP
application. J. Phys: Conf. Ser. 1802, 3 (2021)

66. Jiang, C., Fu, J., Liu, W.: Research on vehicle routing planning based on adaptive ant colony
and particle swarm optimization algorithm. Int. J. Intell. Transp. Syst. Res. 19, 1–9 (2020)

67. Wang, Y., Feng, X., Yulei, L., Xiang, Z.: Research on path planning of autopilot car based on
improved potential field ant colony algorithm. Manuf. Autom. 41, 70–74 (2019)

68. Mandava, R.K., Bondada, S., Vundavilli, P.R.: An optimized path planning for the mobile
robot using potential field method and PSO algorithm. Soft Computing for Problem Solving,
pp. 139–150. Springer, Berlin (2019)

69. Song, B., Wang, Z., Zou, L.: On global smooth path planning for mobile robots using a novel
multimodal delayed PSO algorithm. Cogn. Comput. 9, 5–17 (2017)

70. Li, G., Chou, W.: Path planning for mobile robot using self-adaptive learning particle swarm
optimization. Sci. China (Inf. Sci.) 61, 267–284 (2018)

71. Zeng, N.: Path planning for intelligent robot based on switching local evolutionary PSO
algorithm. Assembly Autom. 36, 120–126 (2016)

72. Thanmaya, P., Veeramachaneni, K.,Mohan, C.K.: Fitness-distance-ratio based particle swarm
optimization. In: Proceedings of the IEEE Congress on Swarm, Intelligence Symposium, vol.
2, pp. 174–181 (2003)

73. Liang, J.J., Qin, A.K., Suganthan, P.N.: Comprehensive learning particle swarm optimizer for
global optimization of multimodal functions. IEEE Trans. Evol. Comput. 10, 281–295 (2006)

74. Shao, P., Wu, Z.: An improved particle swam optimization algorithm based on trigonometric
sine factor. J. Chinese Comput. Syst. 36, 156–161 (2015)

75. Jialin, C., Guoliang, W., Tian, X.: Smooth path planning of mobile robot based on improved
particle swarm optimization algorithm. Miniature Microcomput. Syst. 40, 2550–2555 (2019)

76. Ma, Y., Wang, H., Xie, Y., Guo, M.: Path planning for multiple mobile robots under double-
warehouse. Inf. Sci. 278, 357–379 (2014)

77. Das, P.K., Jena, P.K.: Multi-robot path planning using improved particle swarm optimization
algorithm through novel evolutionary operators. Appl. Soft Comput. J. 92, July 2020

78. Ma, Y., Li, C.: Path planning and tracking for multi-robot system based on improved PSO
algorithm. In: 2011 International Conference on Mechatronic Science, Electric Engineering
and Computer, Jilin, pp. 1667–1670 (2011)



110 Y. Liu et al.

79. Zhang,Y., Lu,G.: Research on logistics distribution path optimization based on hybrid particle
swarm optimization. Packag. Eng. 05, 10–12 (2007)

80. Mousavi,M.,Yap,H.J.,Musa, S.N., Tahriri, F.,Dawal, S.Z.M.:Multi-ObjectiveAGVschedul-
ing in an FMS using a hybrid of genetic algorithm and particle swarm optimization. PLoS
ONE 12, 16–17 (2017)


	Research Summary of Intelligent Optimization Algorithm for Warehouse AGV Path Planning
	1 Introduction
	2 Overview of Warehouse Agv Path Planning Model
	2.1 Environmental Modeling
	2.2 Objective Function
	2.3 Constraints

	3 Overview of Algorithms for Solving the Path Planning of Warehouse AGV
	3.1 Genetic Algorithm
	3.2 Ant Colony Algorithm
	3.3 Particle Swarm Optimization

	4 Summary
	References




