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Preface

Energy requirement has been rising drastically due to the increasing population
and globalization. The global economy and society significantly depend on energy
availability because it touches every aspect of human life and activities. The living
standards of human beings have improved due to the availability of power sources
and transportation facilities. This is possible due to advancements in the automotive
and energy sector. Industry and academia are working together to achieve energy
security for the future.

The International Society for Energy, Environment and Sustainability (ISEES)
was founded at the Indian Institute of Technology Kanpur (IIT Kanpur), India, in
January 2014 to spread knowledge/awareness and catalyze research activities in the
fields of energy, environment, sustainability, and combustion. Society’s goal is to
contribute to the development of clean, affordable, and secure energy resources and
a sustainable environment for society and spread knowledge in the areas mentioned
above, and create awareness about the environmental challenges the world is facing
today. The unique way adopted by ISEES was to break the conventional silos of
specializations (engineering, science, environment, agriculture, biotechnology,mate-
rials, fuels, etc.) to tackle the problems related to energy, environment, and sustain-
ability in a holistic manner. This is quite evident by the participation of experts
from all fields to resolve these issues. ISEES is involved in various activities such
as conducting workshops, seminars, and conferences in the domains of its interests.
Society also recognizes the outstanding works of young scientists, professionals,
and engineers for their contributions in these fields by conferring them awards under
various categories.

The Fifth International Conference on ‘Sustainable Energy and Environmental
Challenges’ (V-SEEC) was organized under the auspices of ISEES from December
19 to 21, 2020, in virtual mode due to restrictions on travel because of the ongoing
COVID-19 pandemic situation. This conference provided a platform for discus-
sions between eminent scientists and engineers from various countries, including
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vi Preface

India, Spain, Austria, Bangladesh, Mexico, USA, Malaysia, China, UK, Nether-
lands, Germany, Israel, and Saudi Arabia. At this conference, eminent interna-
tional speakers presented their views on energy, combustion, emissions, and alterna-
tive energy resources for sustainable development and a cleaner environment. The
conference presented two high-voltage plenary talks by Dr. V. K. Saraswat, Honor-
able Member, NITI Ayog, on ‘Technologies for Energy Security and Sustainability’
and Prof. Sandeep Verma, Secretary, SERB, on ‘New and Equitable R&D Funding
Opportunities at SERB.’

The conference included nine technical sessions on topics related to energy and
environmental sustainability. Each session had 6–7 eminent scientists from all over
the world who shared their opinions and discussed future trends. The technical
sessions in the conference included emerging contaminants: monitoring and degra-
dation challenges; advanced engine technologies and alternative transportation fuels;
future fuels for sustainable transport; sustainable bioprocessing for biofuel/non-
biofuel production by carbon emission reduction; future of solar energy; desalina-
tion and wastewater treatment by membrane technology; biotechnology in sustain-
able development; emerging solutions for environmental applications and challenges
and opportunities for electric vehicle adoption. Five hundred plus participants and
speakers from all over the world attended these three days conference.

The conference concluded with a high-voltage panel discussion on ‘Challenges
and Opportunities for Electric Vehicle Adoption,’ where the panelists were Prof.
Gautam Kalghatgi (University of Oxford), Prof. Ashok Jhunjhunwala (IIT Madras),
Dr.Kelly Senecal (Convergent Science),Dr.AmirAbdulManan (SaudiAramco), and
Dr. Sayan Biswas (University of Minnesota, USA). Prof. Avinash Kumar Agarwal,
ISEES, moderated the panel discussion. This conference laid out the roadmap for
technology development, opportunities, and challenges in energy, environment, and
sustainability domain. All these topics are very relevant for the country and the world
in the present context. We acknowledge the support received from various agencies
and organizations for the successful conduct of the Fifth ISEES conference V-SEEC,
where these books germinated. We want to acknowledge SERB (special thanks to
Dr. Sandeep Verma, Secretary) and our publishing partner Springer (special thanks
to Ms. Swati Meherishi).

The editors would like to express their sincere gratitude to a large number of
authors from all over the world for submitting their high-quality work on time and
revising it appropriately at short notice. We would like to express our special grat-
itude to our prolific set of reviewers Dr. Sameera Wijeyakulasuriya (Convergent
Science), Dr. Rajesh Kumar Prasad (ICFAI University), Dr. Krishnamoorthi M. (IIT
Kanpur), Dr. Kelley Senecal (Convergent Science), Dr. Rohit Kumar Singla (TIET
Patiala), Dr. Balaji Mohan (Saudi Aramco), Mr. Harshimran Singh (IIT Kanpur),
Dr. Anoop Kumar Shukla (Amity University), Dr. Nikhil A. Baraiya (SVNIT Surat),
Mr. Ashutosh Jena (IIT Kanpur), Dr. Ali Turkcan (Kocaeli University), Dr. Thok-
chom Subhaschandra Singh (NIT Manipur), Dr. Xiao Fu (Progress Rail Service),
Dr. Jinlong Liu (West Virginia University), Dr. Carlos Rodrigues Pereira Belchior
(Federal University of Rio de Janeiro), Dr. Bipin Bihari (Argon National Lab), Dr.
BenAkih-Kumgeh (SyracuseUniversity),Dr. JinlongLiu (WestVirginiaUniversity),
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Dr. Erdiwansyah (Universitas Serambi Mekah Aceh Indonesia), Prof. S. Srinivasa
Rao (NIT Warangal), and Dr. Javad Hosseinpour (Michigan State University), who
reviewed various chapters of this monograph and provided their valuable suggestions
to improve the manuscripts.

This book is based on the simulation andmodeling of internal combustion engines.
This book includes various aspects of diesel and gasoline engine modeling and simu-
lation such as spray, combustion, ignition, in-cylinder phenomena, emissions, and
exhaust heat recovery. This book also explored enginemodels and analysis of cylinder
bore piston stresses and temperature effects. This book includes recent literature and
focuses on current modeling and simulation trends for internal combustion engines.
In this book, readers will get an idea about engine process simulation and modeling,
which will be helpful for the development of efficient and emission-free engines.
Few chapters of this book are based on the review of state-of-the-art models for
spray, combustion, and emissions, focusing on the theory, models, and their appli-
cations from an engine point of view. We hope that the book would greatly interest
the professionals and postgraduate students involved in alternative fuels, IC engines,
engine modeling and simulation, and environmental research.

Kanpur, India
Kanpur, India
Jaipur, India
Kanpur, India

Avinash Kumar Agarwal
Dhananjay Kumar

Nikhil Sharma
Utkarsha Sonawane
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Chapter 1
Introduction to Engine Modeling
and Simulation

Avinash Kumar Agarwal , Dhananjay Kumar , Nikhil Sharma ,
and Utkarsha Sonawane

Abstract Stricter emission norms and increasing pollution have motivated
researchers to find an optimal way to explore and deploy advanced engine tech-
nology and alternative fuels. Engine combustion is a complex process that is yet
to understand significantly. Computational modelling has enabled the researcher
to understand complex underlying processes quickly and economically. This book
covers major aspects of internal combustion (IC) engine modelling. The first two
sections of this book focus on various engine models, mathematical modelling of
injection processes, and spray breakup modelling. The third section of this book is
dedicated to the modelling of diesel engine combustion. Emphasis has been made
on soot and NOx modelling. The fourth section of this book is dedicated to model
the spark ignition engine processes. Various 1D and 3D tools that are currently used
by the automotive community are discussed in detail. The last section of this book
covers the prediction of exhaust heat recovery from IC engines. Overall, this book
emphasisesmathematicalmodelling of the different processes involved in IC engines.

Keywords Simulation ·Modelling · IC engine · Spray · Emissions · Exhaust heat
recovery

The first part of the book introduces modelling and simulation of IC engines. One
of the chapters discusses the development of engine models and analyses of stresses
and temperature. This chapter covers the simulations and analyses of the structural
and thermal consequences of specified bore piston and cylinder block models. This
section effectively analyses stress and temperature usingfinite elementmethods using
various tools such as ANSYS workbench, ADSL, and Deform 3D.

A. K. Agarwal (B) · D. Kumar · U. Sonawane
Engine Research Laboratory, Department of Mechanical Engineering, Indian Institute of
Technology Kanpur, Kanpur 208016, India
e-mail: akag@iitk.ac.in

D. Kumar
e-mail: dhanu@iitk.ac.in

N. Sharma
Malaviya National Institute of Technology Jaipur, JLN Marg, Jaipur, Rajasthan 302017, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
A. K. Agarwal et al. (eds.), Engine Modeling and Simulation, Energy, Environment,
and Sustainability, https://doi.org/10.1007/978-981-16-8618-4_1
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The second part of the book covers the fundamentals of spray modelling. One of
the chapters discusses the mathematical modelling of fuel injection processes and
spray characteristics of diesel engines. In a diesel engine, the injection phenomenon
is vital because it impacts fuel spray characteristics andmixture formation processes.
The current research aims to review computational/ mathematical models of spray
characteristics and empirical models of the engine’s fuel injection and spray
processes. The challenges formodelling the spray characteristics are also highlighted
in this section. Numerous research works have been analysed for the effect of fuel
injection parameters. Another chapter in this section covers spray breakupmodelling
for internal combustion engines. This chapter attempts to capture widely used spray
breakup models and research studies involving IC engines. Fundamentals of spray
breakup and atomisation have been discussed at the beginning of the section. In
the end, the section has comprehensively examined the key contributions in spray
modelling to provide an overall idea about the spray models and their application for
IC engines.

The third part of this book has four chapters covering different simulation aspects
of diesel engines. This section comprehensively covers complete modelling and
simulation processes, starting from the basic input data required, typical assump-
tions, fundamental governing equations and discretisation, model formulation, initial
conditions, boundary conditions, model validation, various sub-models used, and the
analysis of results. The first chapter of this section is about the modelling and simu-
lation of diesel engines using CFD. The second chapter of this section is focused on
a large-bore marine diesel engine. This chapter discusses physical and data-driven
models’ hybridisation for modelling the dynamic state of a four-stroke marine diesel
engine. Due to strict emission norms, low complex emissions prediction models
are needed, actively controlling the combustion phase and after-treatment systems.
The last two chapters in this section are about emissions from a diesel engine. This
section focuses on the simulation and experimental investigations of a simplified 0-D
model for the prediction of NOx emissions with unburned zones, burned zones, adia-
batic flame temperatures, and species concentrations, especially atomic oxygen [O],
Nitrogen [N2], and nitric oxide [NO]. To understand the development of a model
for soot formation, the Hiroyasu-NSC model, Waseda model, Gokul model, and
Dalian model with their capabilities are discussed. For NOx formation, the two most
fundamental models based on the Zeldovich mechanism and prompt NOx (Fenimore
mechanism), which are semi-empirical, are discussed.

The fourth part of the book has four chapters covering simulation aspects of
the spark-ignition (SI) engine. The first chapter covers the fundamentals, evolution,
and modelling of ignition systems. This chapter summarises modelling aspects of
spark ignition engines using 1-D and 3-D simulation tools. The working of these
advanced ignition systems has been discussed in detail, along with their challenges.
The second chapter in this section focuses on the calibration of combustion and heat
transfer models and exergy analysis in the SI engines. This chapter reports on a
workflow that aims at obtaining more profound insights into SI engines using ther-
modynamic modelling. This workflow is divided into two steps: (i) Auto-calibration
of combustion and heat transfer models using AVL Boost and AVLDesign Explorer;
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and (ii) In-cylinder exergy analysis using Wolfram Mathematica. This analysis can
be instrumental in determining the best fuel mixture, operating conditions, and
areas for improvement. The last chapter discusses the effect of injection timings
on combustion, performance, and emissions of methanol fuelled direct-injected SI
engines through 1-D simulations.

The fifth part of the book covers exhaust heat recovery from IC engines. This part
of the book discusses generalised principles for the simulation of IC engine waste
heat recovery. Automotive exhaust thermoelectric generator unit is integrated into
the exhaust noise muffler, heat recovery, and noise attenuation simulations. The first
chapter discusses harvesting mufflers that utilise thermoelectric generators (TEG)
to convert waste heat from the engine exhaust into electricity and simultaneously
reduce the engine noise. The recovered electricity can power the auxiliary units
in automobiles and can effectively improve the system’s overall efficiency. In this
section, an automotive exhaust thermoelectric generator (AETEG) unit is fabricated
to extract thewaste exhaust heat from the engine. To further enhance the performance
of the AETEG unit, changes in the internal geometry of the unit are proposed, and
a systematic computational study is carried. The last chapter is about heat recovery
from diesel engines. The present chapter explores the simulation results of possible
schemes and effect of waste heat recovery from diesel engines.

This book presents both fundamental and applied emerging technologies for emis-
sion reduction using a simulation approach. Several mathematical models to predict
the engine spray, combustion, and emissions are discussed. The topics covered in
this book include:

• Introduction to engine modelling and simulation,
• Development of engine models and analysis of cylinder bore piston stresses and

temperature effects in IC engines,
• Mathematical modelling of injection and spray characteristics of a diesel engine:

a review,
• Spray breakup modelling for internal combustion engines,
• Modelling and simulation of diesel engines using CFD and its applications in

optimising various in-cylinder techniques,
• Physical and data-driven models hybridisation for modelling the dynamic state of

a four-stroke marine diesel engine,
• Soot particles and NOx modelling for diesel engine,
• NOx emission prediction model for DI diesel engine,
• Fundamentals, evolution, and modelling of ignition systems for spark-ignition

engines,
• Methods in SI engine modelling: auto-calibration of combustion and heat transfer

models and exergy analysis,
• Investigation on the effect of injection timings on combustion, performance, and

emissions of pure methanol fuelled DISI engine through 1-D simulations,
• Automotive exhaust thermoelectric generator unit integrated to exhaust noise

muffler: heat recovery and noise attenuation simulations,
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• Diesel engine waste heat recovery schemes for improved fuel economy and
reduced emissions: simulation results.

These mentioned topics are categorised into five sections: (i) Introduction, (ii)
Spray Modelling, (iii) CI Engine Modelling, (iv) SI Engine Modeling, and (v)
Exhaust Heat Recovery.



Chapter 2
Development of Engine Models
and Analysis of Cylinder Bore Piston
Stresses and Temperature Effects
in Internal Combustion Engine

Alli Anil Kumar and Kotha Madhu Murthy

Abstract The engine block is a crucial component of internal combustion engines
since it provides the source of power for the vehicle. The engine block is a solid
cast element that contains the cylinders and their related components inside a cooled
and lubricated crankcase. The majority of engine blocks are cast iron, a brittle rich
material that can sustain greater variations and weights while also being vibration
resistant. Energy is changed from potential chemical energy to mechanical energy
in this step, which is heat produced from burning fuel in the form of mechanical
energy. A large amount of energy may be lost during the firing of an engine. This
must be assessed using CFD prediction techniques. For starters, significant thermal
and structural stresses may be produced over the cylinder blocks and pistons. Prior to
the fabrication of the specific Internal Combustion engine, the structural and thermal
analysis aids in the failure analysis. The solid modeller Parametric-Creo is used to
create the current and new engine block models. This technical chapter will cover the
simulation and analysis of the structural and thermal consequences of each specified
bore piston and cylinder block model. The effective stress and temperature analysis
using the finite elementmethodwill be performed using current tools such asANSYS
workbench, ADSL, and Deform 3D, with the processes and analytical functions
described utilising supplementary literature theories, which can be found here.

Keywords Internal combustion engine · Solid modelling · ANSYS · Simulation ·
von Mises stress · Displacement
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2.1 Introduction

2.1.1 Introduction of the Engine Models

The practice of evaluating the performance and efficient operation of an internal
combustion engine is known as engine testing. In order to evaluate Internal Combus-
tion engines, a variety of parameters can be monitored. Engine testing is required to
comprehend the engine’s and its components’ effective working. The engine block,
which serves as the vehicle’s powerhouse, is the foundation of internal combus-
tion vehicles. The term “block” refers to a solid cast automobile part that houses
the cylinders and their accessories inside a cooled and oiled crankcase. The new
engine’s performance is determined by the surface finish, tolerance, and lubrication
and cooling system. The performance of the engine may be increased by adjusting
different parameters and properly configuring all of the engine’s components. This
item is extremely strong and durable because its failure causes the car to stopworking
until the engine block is replaced or rebuilt. The majority of engine blocks are made
of cast iron, but in the late 1990s, some varieties of experimental materials were
used in prototype cars with the goal of producing more lightweight, efficient auto-
mobiles. Cylinder blocks are subjected to high thermal and structural loads. The
project’s primary goal is to investigate thermal and structural load measurement in
engine blocks. Solid works simulation is used to design the engine block, and thermal
and mechanical analysis is also done in solid works simulation. Internal-combustion
engine, any of a group of systems in which the combustion reactants (oxidizer and
fuel) and combustion products serve as the engine’s operating fluids. Such an engine
is powered by the heat generated during the combustion of the non-reacted working
fluids, the oxidizer-fuel mixture. This process occurs within the engine and is part
of the device’s thermodynamic cycle.

Engines are classified based on the number of strokes each cycle, the number of
cylinders, the kind of fuel utilised, and other factors. The cylinder and valve design,
the ignition method, the kind of cooling, and the valve trains.

Classification based on the following categories:
Based on design:

• Reciprocating Engine (Piston engine)
• Rotary Engine.

Based on the number of strokes:

• Four-Stroke Engines
• Two-Stroke engines.

Based on the fuel usage:

• Petrol Engine
• Diesel Engine.
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Based on ignition method:

• Compression-Ignition (CI) method
• Spark Ignition (SI) method.

Based on the number of cylinders:

• Single-Cylinder engine
• Multi-Cylinder Engine.

The term “inline” refers to the arrangement of the cylinders in the engine block.An
inline engine’s cylinders are placed in a straight line and maybe built as inline 2, 3, 4,
5, 6, or 8 cylinder engines, as shown in Fig. 2.1a. Four-cylinder engines are referred
to as “inline-four engines” by manufacturers, whereas engines with six or eight
cylinders are referred to as “straight engines.“ Inline engines are used in a variety of
applications, including aviation, and are less expensive to manufacture than the more
sophisticated but ever-popular V-engines or smaller horizontally opposed engines.
A V engine is a type of internal combustion engine distinguished by the “V” shape
formed by the cylinders when viewed from the front of the engine, perpendicular to
the crankshaft axis, as illustrated in Fig. 2.1b. The cylinders are often placed at a 60
or 90° angle.

The W engine refers to those engines that are part of a hybrid of two VR engines
based on the modular design principle. The W engines are formed by placing the
cylinders of one bank at a 15° angle with respect to each other, while the other two
VR banks are at a 72° V-angle. The designs of the V and VR engines were combined

Fig. 2.1 a In-line engine, bV type engine, cWtype engine, d radial engine, and e opposed cylinder
engine
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to create a highly efficient engine known as the W engine. The engine was designed
with the goal of producing a more compact engine with a large number of cylinders.
A V engine’s cylinders are divided into two banks. Cylinder banks in W8 and W12
engines are positioned at a V-angle of 72° with respect to one another. Similarly, the
cylinders inside the VR engine’s bank form a 15° V-angle. When viewed from the
front, the cylinder arrangement of the W engine appears to be a double-V, as shown
in Fig. 2.1c. The two Vs of the right and left cylinder banks are combined to form a
W engine. This is where the W engine earned its name.

Figure 2.1d depicts a radial engine, which is a type of reciprocating internal
combustion engine in which the cylinders “radiate” outward from a central crankcase
like wheel spokes. This type of radial engine is a type of internal combustion engine
that is mostly used in small aeroplanes, with cylinders ranging from five to as many
as 28, depending on engine size, placed in a circle around the crankshaft in banks of
two or more.

Figure 2.1e depicts anopposed-piston engine,which is a piston enginewith pistons
on both ends of each cylinder but no cylinder head. Petrol and diesel opposed-piston
engines have been widely used in large-scale applications such as ships, military
tanks, and factories. In contrast to conventional four-stroke engines, OPEs have two
pistons per cylinder that move in opposing, reciprocating motion. This removes the
cylinder head and valve train, two of the most complex and costly components in
conventional engines, as well as the primary sources of heat and friction losses.

2.1.2 Description of an Internal Combustion Engine

In this chapter, the classification of engines can be discussed based on their models
and types. The engine is otherwise known as a motor. This machine is used to
convert one form of energy into other forms of energy. For various domains, different
engines are used to utilize the transfer of energy. Particularly, the converting of
Mechanical energy and Electrical energy. Internal combustion engines are classified
as either compression ignition engines or spark-ignition engines. Suction, compres-
sion, power or working stroke, and exhaustion stroke are the four cycles that are
typically employed. Based on fuel usage, petrol and diesel engines are frequently
used by human resources. Nowadays, electric vehicles are very familiar throughout
the world without spending money on fuel consumption.

A heat engine is a device that converts a fuel’s chemical energy into thermal
energy and then uses that energy to perform mechanical work. It is divided into two
types:

(a) Externally combustible engine

The results of combustion of air and fuel in this engine transfer heat to a second fluid,
which is the cycle’s working fluid.

(b) Internally combustible engine
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The combustion of air and fuels takes place inside the cylinder in this engine and is
employed as the direct motive power.

Main components of an Internal Combustion engine:
Cylinder: It is the major component of the engine within which the piston recip-

rocates back and forth. It is advised and enough to endure high pressures ofmore than
50 bar and temperatures of more than 2000 °C. The design of maximum allowable
pressure is 180 bar for conventional diesel engines. However, currently, the pressure
increased due to heavier load requirements. Heavy-duty engines are composed of
steel alloys or aluminium alloys, while standard engines are made of cast iron. The
cylinders in a multi-cylinder engine are cast in a single block known as the cylinder
block.

Cylinder head: The cylinder head covers the top end of the cylinder and houses
the inlet and exhaust valves, spark plugs, and injectors. To create an airtight joint, a
copper or asbestos gasket is installed between the engine cylinder and cylinder head.

Piston: The force exerted by the burning of charge is transmitted to the connecting
rod by the piston. Typically constructed of an aluminium alloy, which has good heat
conductivity and strength at high temperatures.

Piston rings: These are composed of steel alloys that retain their elastic qualities
even at high temperatures and are housed in circumferential grooves on the outside
surface of the piston. There are two kinds of rings: compression rings and oil rings.
The compression ring is the piston’s upper ring that provides an airtight seal to
prevent burnt gases from leaking into the bottom part. The oil ring is the lowest ring
that offers a good seal to prevent oil leaks into the engine cylinder.

Connecting rod: In the working stroke, the connecting rod transfers the recipro-
cating action of the piston into the circular motion of the crankshaft. The gudgeon pin
connects the connecting rod’s smaller end to the piston, and the crankpin connects
the connecting rod’s larger end to the crank. For the production of connecting rods,
specific steel alloys or aluminium alloys are employed.

Crankshaft: With the help of the connecting rod, it turns the reciprocating action
of the piston into rotary motion. Special steel alloys are used in the crankshaft’s
construction. It is made up of an eccentric part known as the crank.

2.1.3 Literature Review of the Stresses and Temperature
of Internal Combustion Engines

Ansari et al. (2020) used the Solid Works simulation platform to create and analyze
an engine block model that clearly displays structural and thermal load findings.
During the static study, the magnesium alloy demonstrated the least stress, while the
aluminium metal matrix demonstrated the least deformation and strain value. Grey
cast iron, on the other hand, has a higher temperature distribution, indicating that it
has a lower minimum temperature and a larger maximum heat flux than aluminium
metal matrix under the same thermal load situation. Because it can withstand high
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temperatures and stresses under high load and thermal conditions, the aluminium
metal matrix is preferred for both thermal and structural load distribution. Although
aluminiummetal matrix can withstand higher pressures, grey cast iron can withstand
higher temperatures. Aluminium is a Nonferrous material that delivers lesser weight
and higher tensile strength, its tensile strength is relatively more, even the ductility
also has been increased at a certain level is better utilized for the making of piston
components of an IC engine. Gray Cast Iron is a ferrous material that contains more
percentage of iron, having more weight used to resist vibrations which applies to
crankshaft, engine block etc. Zhang et al. to Narayana et al. (Zhang et al. 2013;
Ahmed and Basim 2009; Szurgott and Niezgoda 2011; Kurbet and Krishnakumar
2004; Hamzwhei and Manochehr 2006; Rahman et al. 2019; Narayana et al. 2014;
Jayale et al. 2017) have discussed that the engine component design and analysis
has gotten increasingly difficult. The engine piston is one of these components. A
diesel engine’s piston is frequently subjected to fluctuating thermal and mechanical
loads on a regular basis. Piston simulations and strength analysis has been a popular
topic of study, attracting a lot of attention. Sanket et al. have studied the use of
Finite Element Method to determine the stress distribution and maximum stress of
aluminium alloy and cast iron pistons, as well as evaluate the superior performance
among them.

Chigrinova et al. (2004) investigated the heat stresses of combustion-chamber
parts, as well as the development of amethod for estimating the appropriate thickness
of the heat-protective coating on the heat-absorbing surface of the piston and cylinder
head in an internal-combustion engine. Under the same conditions, a piston with a
heat-protective and heat-resistant AMDO coating made of Tzoref et al. (1978) inves-
tigated the effect of power outputs and their causes on the structure of the piston due
to excessive thermal aspects. Different temperature field points and radial stresses
were investigated at various points along with the piston structure. Kumar et al.
(2017) finished the piston modelling in CATIA software before moving on to the
Finite Element Analysis in ANSYS workstation. The von Mises stresses criterion is
used in finite element analysis. Using the thermal boundary conditions, the temper-
ature distribution and thermal stress in the piston were computed, and the maximum
and minimum stress locations in the piston were discovered. Ghagare and Sandeep
(2015) have investigated by the review article, the different stresses that operate to
enhance the quality of a piston’s ability to endure high thermal and structural stresses
while also reducing stress concentration at the piston’s upper end. The FEA for a
conventional four stroke engine piston is proposed, and the results of the study are
compared for maximum stress. Krishna and Aravind (2014) investigated the thermal
and stress distribution of an Internal Combustion engine during combustion. Pro E
Wild fire 5.0 was used to model the piston head part, and then ANSYS (APDL11.0)
was used for analysis. Likewise, these simulations of these literature reviews, the
Creo made piston model has been analyzed by using ANSYS ADSL 15 as shown
in Fig. 2.2. Here, the piston should be considered in the form of hollow structural
component.

The thermal study of themodelled pistonwith the related boundary conditionswas
examined by Sharma et al. (2015).The displacements and stresses, in this case, have
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Fig. 2.2 FE analysis of a Piston and solid modelling, b ANSYS simulation

been calculated in relation to the load conditions as well as the temperature fields.
The radial and vertical displacements of the pistons were calculated at various points
on the pistons. The greatest radial and vertical displacements were determined to be
due to full load conditions. The three-quarter load conditions caused the irregular
displacement fluctuations. For the half load circumstances, steady and uniformly
distributed displacements were produced. The importance of relative or convergence
mesh generation has also been discussed here in this research article. In this regard,
Fig. 2.3a depicts that the solid modeling of piston structure has generated by the
revolve option with the reference of geometric section of Fig. 2.3d. The 270° cross
sectional view of this revolved section can be seen for the detailed view of the inner
meshed areas of each elements as mentioned in Fig. 2.3b, c.

Bhagat et al. (2012) discussed the various thermal stresses acting on the piston
heads, as well as variations inmesh attributes and total deformations. The shear stress
and thermal flux were also measured using the ANSYS ADSL, and a mathematical
model of optimization was obtained to obtain reduced values of stress concentra-
tion and better FEA analysis results. Sathishkumar et al. (2016) determined that
cast iron is the appropriate material for medium and heavy-duty applications using
Finite Element Analysis, as shown in Fig. 2.3. A new type of aluminium composite
material has been developed that can withstand temperatures as high as 1573 K and
pressures as high as 6195 kPa. The piston’s structure was modelled using CATIA
V5R20 software. Forfinite elementmodelling and analysis,ANSYS14wasused.The
maximum withstanding temperature and the maximum pressure of the piston were
determined, and their stress distributions were examined. Furthermore, Pandey et al.
(2020) discovered that an Internal Combustion engine Piston of various materials
has multiple static and thermal stresses.
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Fig. 2.3 a Solidmodelling of Piston, b sectional view of the piston, cmesh generation, d geometric
sections for revolving function

Singh et al. (2015) discovered that a maximum stress value smaller than the
maximum tensile stress and yield strength of the material, as well as a minimal
factor of safety, clearly shows that the design is safe. Balamurugan et al. (2017) has
determined that the flowof heat at various notches is available and the analysis is done
by using ANSYS—CFD Fluent software (Iruthayaraj et al. 2021; Sathishkumar and
Ugesh 2016). Sathishkumar et al. (2016) and Iruthayaraj et al. (2021), Finite Element
Analysis of a Shaft Subjected To a Load the author tells about the objective is to build
a model and assemble the part files and to analyze the various stress and deformation.
The part files and assembly are done by using CREO software and the analysis is
done by using ANSYS software. Challen and Baranescu (1999) have been discussed
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that the temperature distribution at Maximum levels in a gasoline and oil cooled
diesel piston has been discussed through the simulation.

2.2 Modelling and Drafting Techniques of Engine Models

2.2.1 Modelling and Simulation Tools

In general, both businesses and institutions place a premium on the usage of contem-
porary tools. In this sense, modelling refers to the process of creating a part from a
description of any component or part for exact dimensions. Before creating the proto-
type, change or construct the part model using graphical manipulation. A “virtual
prototype” is one in which each component may bemodelled separately before being
combined to create the final shape of the machine or engine. This kind of modelling
is known as part modelling. We may use the software application to simulate or
animate this component or assembled model.

2.2.2 Part Modelling of Engine Block and Accessories

Using various control commends, the Internal Combustion engine blocks are built
with complicated shaped geometries. It is composed of cast iron components and
can resist high vibration during an engine’s operating cycle while running. Any solid
modeller (Parametric Creo, Autodesk Inventor, Solid Works, etc.) may be used to
create the intricately formed cylinder block. Complex or intricately formed things in
Parametric Creo may be created as two-dimensional diagrams at first. The extrusion
will then modify it, revolute commends.

The engine block’s two-dimensional sketch outline has been created here utilising
the line and spline controls. Following the extruded length of the block for the required
length, the holes for the sequence intervals for the reciprocating pistonwith a diameter
of 40 mm are produced. Figure 2.4 shows how the sketch plane may be chosen for
each component model and extruded for the desired length.

The line and curve choices were used to create the section of one side of the
piston. Lines are used to linking all of the boundaries in relation to the central axis.
The thickness may be specified based on the piston’s standard size. The top fin-
like provisions may be modelled for conduction analysis. Figure 2.5 shows how the
whole half portion drawing may be rotated with regard to its axis (a). Then, at about
360°, a full rotation of the half cross sectional drawn sketch will produce the whole
piston body. With the through all option, the hole tool may be used to construct the
diametrical piston pin provision. The 2D drawing may be started or located using a
single sketching plane, which can be front, rear, side, or top. The necessary edges
for the well-finished solid models may be chamfered or shaped using the chamfer,



16 A. A. Kumar and K. M. Murthy

Fig. 2.4 a 2D drawing of complex-shaped engine block cross-section, b solid part modelling of
rigid engine block, c creation of piston boreholes, d solid modelling of the engine block with piston
bores

Fig. 2.5 a 2D sketch of piston cross-section, b revolute piston model, c piston model with piston
pinholes

round edge choices accessible in the toolbar. This may be used for static analysis if
the component file is in.IGES or .stl format.

2.2.3 Assembling of Engine Components

The assembling or dismantled sections also have been obtained here in thismodelling
and simulation platforms for the well-known dimensional accuracies. The parts to
be mixed together may be opened in separate windows in the assembling section.
We can simply assemble the component to its necessary location by using the part
model’s mate, move, and rotate arbitrary movements. The disassembled view of the
engine and piston assembly is shown in Fig. 2.6.
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Fig. 2.6 Disassembled view
of the engine and piston
assembly

2.2.4 Meshing Attributes

Discretization of structure is one of the FEA processes used. Basic data generation,
Node and element numbering, when it comes to defining the degree of freedom,
Determine the displacement function, the stiffness matrix, and the nodal stresses and
displacements. A mesh is the whole set or assembly of pieces. The act of expressing
a component as an assembly of finite elements, known as discretization, is the first
of several critical steps in comprehending FEM analysis. To begin running an FEA
simulation, a mesh is created, which contains millions of microscopic elements that
make up the overall shape. This is a method of converting a three-dimensional object
into a collectionofmathematical points thatmay subsequently be studied.Thedensity
of this mesh can be adjusted depending on how complex or simple the simulation is
required. Calculations are performed on each individual element or point of themesh,
and the results are then merged to get the overall final result for the construction.
Because the calculations are performed on a mesh rather than the full real object,
some interpolation between the points is required. These assumptions are usually
within the parameters of what is required. Nodal points are spots on the mesh where
the data is known mathematically, and they are typically grouped around boundaries
or other areas of change in the design of an object.

The simulation portion includes the modelled cylinder and piston blocks. The
meshing characteristics are the first stage in each simulation. The closely spaced
combined rectangles are connected one by one across the solid model’s surface.
Based on the subdivision of each element, this discretization technique may be split
into a limited number of elements. The aspect ratio is the proportion between the
shortest and longest lengths of an element. A good mesh, on the other hand, will
have almost all of its components with a small aspect ratio or a number less than
three. Meshing is classified into two types: convergent mesh and relative mesh. Mesh
convergence specifies the number of elements required in a model to guarantee that
changing the mesh size has no impact on the analysis results as shown in Fig. 2.7.

The system response (stress, deformation) will converge to a repeatable solu-
tion as element size decreases. Convergence is all about energy conservation and
the difference between input and output energy. ANSYS use the Newton–Raphson
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Fig. 2.7 a, b Meshing of piston with higher amount of discretized elements, c meshing of the
cylinder block with higher amount of discretized elements, d convergence mesh generation in
ANSYS ADSL

method to “predict” the results at each iteration and whether or not the result has
converged. We can simply determine if the mesh is convergent or not.

• Analyze the model by generating a mesh with the fewest and most acceptable
number of components.

• Analyze themesh againwith a denser element distribution and compare the results
to the previous mesh.

• Increase the mesh density and re-analyze the model until the results converge.

2.3 Procedure of Simulation

2.3.1 Introduction of Finite Element Analysis

The FEM’s fundamental ideas are straightforward. Consider a body or an engineering
component through which a field variable, such as displacement or stress, must be
distributed. Components under load, temperatures subject to heat input, and so on are
examples. The body, which is a one-, two-, or three-dimensional solid, is modelled
as an assemblage of discrete bits known as elements—‘finite elements.’ The term
“finite” refers to the limited, or finite, number of degrees of freedom utilised to
simulate each element’s behaviour. The elements are assumed to be linked, but only
at interconnected joints known as nodes. It’s worth noting that the elements are
conceptually small regions rather than independent entities like bricks, and there are
no cracks or surfaces between them. Finite element analysis (FEA) is a numerical
technique that uses a variety of physics-based calculations to address engineering
problems. Although the system of equations describing the distribution of structural
stresses is known, it cannot be easily or directly solved for a complex structure
like a bridge. As a result, the system must be broken down into small elements
like the “finite elements” that can be easily calculated and solved. Finite elements
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can be one-dimensional, two-dimensional, or three-dimensional. The Finite Element
Method (FEA) is commonly used in engineering to computing approximate solutions
to boundary problems (field problems). As the main domain, “the field” usually
represents a physical structure. The variables of interest that are controlled by a
differential equation are referred to as “field variables.“ They must accomplish a
boundary condition for particular variable values.

Finite Element Analysis, or FEA, is the simulation of a physical phenomenon
using a numerical mathematic technique known as the Finite Element Method, or
FEM. This method is essential in mechanical engineering and a variety of other
disciplines. It is also one of the basic principles used in the development of simulation
software. Although partial differential equations can be used to analyse the majority
of these events, Finite Element Analysis is the preferred mathematical technique in
complex scenarios requiring several highly variable equations. FEA techniques are
embedded in simulation tools such as Autodesk Inventor Nastran or the ANSYS
software suite. These tools are generally linked to computer-aided design (CAD)
software, making the transition from design to complex structural analysis easier
for engineers. Vijayarangan and Ganesan (1994), Rao and Muthuveerappan (1993),
Zheng et al. (2008) the internal combustion engine is the most significant section
of the engine, and its strength and dynamic qualities are the engine’s assurance
for normal operation. It is essential to guide the design and improvement of the
engine block by researching the structural strength of the engine block and properly
displaying the stress and deformation distribution.

Themain applications of the Finite ElementMethod are stress analysis of automo-
biles, aviation, structures, and buildings, transient thermal analysis of heat flux, fluid
flow, and thermal flux, etc. This FEMcan handle stress analysis of pistons, connecting
rods, gears, and other components. Vibration analysis is an extra component used to
determine structure and column models.

Thermal analysis within a material or shape can also be done using FEA. If you
know the temperature at one location in anobject, you canuse theFEA to approximate
the temperature at these points using various degrees of accuracy. There are three
types of approximations: square, polynomial, and discrete. Each of these strategies
improves in terms of accuracy and complexity.

Pre-processing: You must define the domain problem, material properties,
geometric properties, mesh model, boundary constraints, and element types at this
step. Typically, the engineer will simplify the problem as much as feasible at this
step in order to obtain quick yet accurate results. Prior to simulation, for example, a
CADmodel may include a number of fillets, holes, or other characteristics that aren’t
necessary for the simulation but consume computer resources and raise render times.
Engineers usually eliminate these characteristics in order to accelerate simulations.

Solution: Computations for the unknown values of the field variables are
performed here. These numbers could be used to calculate derived variables such as
stresses and reaction forces.

Post Processing: The final set of activities is sorting, charting, and printing, in
which your chosen results are applied as solutions to your finite element analysis.
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2.3.2 Structural and Thermal Simulation of Engine
Components

The engine models may be used to create the simulated results in the simulation
section. Figure 2.8 shows how the meshing process can be used to refine the compo-
nent boundary conditions. Preferences may be specified in the structural category,
and the element type can be selected from the element type library. The Solid brick
8 node element type was chosen for the appropriate engine cylinder part model.

In thematerialmodel, thematerial characteristics of young’smodulus andpoison’s
ratio may be specified. The displacement can be assigned to the piston model’s fixed
or clamped end. The piston pinhole can be used to stop the entire displacement. As
shown in Fig. 2.8, the pushing pressure during the power stroke has been considered
for the acting pressure over the crown area of the piston. The characteristics of
this isotropic kind of material have been provided for obtaining simulation results.
The finite number of elements can be split over the solid model after the mesh was
generated over the piston body.

The linear structural elastic type of analysiswas used during the structural analysis
of this piston body. A static conditional structural analysis was performed. Following
the definition of the displacement values, pressure or force can be applied to the
specified edges or surfaces. Figure 2.9 depicts colourful graphs used to identify
outputs based on this solution stage following preprocessing. The nodal solution of

Fig. 2.8 Displacement and
pressure distribution on the
crown of the piston
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Fig. 2.9 Simulation outcomes (nodal and elemental solution) of the piston part
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Fig. 2.9 (continued)
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Fig. 2.10 Thermal analysis of piston in ANSYS

stresses and displacements, as well as the elemental solutions, were discovered in
these simulated results. The von Mises stress and shear stress can be calculated to
obtain precise prediction values for maximum and minimum stress components. The
refined elemental solution of von Mises and shear stresses can be obtained by the
finer mesh generations.

Similarly, the thermal forecast may be achieved using the same piston component
part model as shown in Fig. 2.10. It depicts the estimated temperature gradient
and heat flow from the anticipated ANSYS simulations. At the start of the thermal
analysis, the preferences were thermal rather than structural. Thermal distribution
and analysis have been conducted under steady-state conditions. During the solution
stage, the temperature 350° acting over the crown of the piston was entered into the
temperature field.

2.3.3 Comparison of Simulated Outcomes

Understanding the importance of these simulation results of both structural and
thermal analysis can be compared with the graphical representation by using these
outputs. Here Table 2.1 shows that the nodal values and elemental values of von
Mises stress, shear stress (XZ) and displacement values. By the consideration of

Table 2.1 Nodal and elemental stresses and displacement values

S. No. Particulars Nodal solution Elemental solution

1 von Mises stress 41,551.4 MPa 43,396.6 MPa

2 Thermal flux 0.133e−11 W/m2 0.426e−11 W/m2

3 Shear stress (XZ) 14,337.8 MPa

4 Displacement 7.13294 mm

5 Temperature 350°
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elemental solution, the stress has been attained as 43,396.6MPa and the stresses were
recorded in the nodal solution is 41551.4 MPa for the 7.13294 mm displacement.
For the steady-state thermal analysis, the temperature has indicated over the crown
of the piston is 350°. Thermal flux can be predicted as 0.133 and 0.426e−11 W/m2

respectively.

2.3.4 Benefits and Outcome of the Simulated Results

FEA is one of themost powerful andwidely utilised CAD design features. It is essen-
tial in CAD for analyzing an object using finite elements such as small rectangular
and triangular structures. To study the entire object, each finite element in the entire
object network is evaluated, and the results are merged to plot the overall behaviour
of a complex object. Each element can be examined for specific property thresholds
such as stress–strain, dynamics, and thermal characteristics. Engineers can use FEA
to simulate a designed model rather than creating a physical model. This kind of
simulation is used to make predictions prior to the development of a product.

• Using this platform, the maximum withstanding of product capabilities may be
readily anticipated.

• Understanding the material models and meshing characteristics by applying
different loads during the structural analysis and different temperature values
during the thermal steady state study.

• This may be used to generate the unknown force components as well as
displacements along the portion.

• The economic advantages of utilising these simulations may also be increased.

2.4 Conclusion

As a consequence, this simulation-based study chapter may be highly useful in
learning and improving the analysis of one’s own thoughts and designs of numerous
component parts. A basic solid modelling approach was used to simulate a piece
of an Internal Combustion engine. The better shear stress and von Mises stress
which has been identified through the ultimate strength of each component and has
been obtained with the safe design. Similarly, the simulations of each structural and
thermal analysis of part models have been effectively created when compared to
other traditional forms of analysis. In each nodal and elemental solution of stresses
and displacements, the post-processing stage results of each simulation have been
separated.
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Chapter 3
Mathematical Modeling of Injection
and Spray Characteristics of a Diesel
Engine: A Review

Subhash Lahane , P. W. Deshmukh , and M. R. Nandgaonkar

Abstract In a diesel engine, the injection phenomenon is vital because it impacts
fuel spray characteristics and mixture formation process. Accurate control of oper-
ating fuel injection parameters (injection timing, flow rate shaping and fuel in-line
pressure) is necessary as it affects mixture formation method of air and fuel. If the
energy content of fuel is less, to sustain the desired power output, the injection dura-
tion would increase. The increased injection duration would affect the important
combustion parameter predominantly the combustion duration. So, the optimiza-
tion of the injection system is needed for a diesel engine for better performance and
emission characteristic. The fuel atomization characteristics, and subsequently spray
development compete a crucial part in the progress of better combustion and engine
performance, as it affects the mixture formation in the combustion chamber. There
are studies and models available for diesel fuel spray with and without swirl. If the
bulk modulus of fuel is higher, the fuel inline pressure increases significantly. The
bulk modulus implies compressibility of a fuel. The longer fuel spray penetration
observed with rise in the fuel inline pressure further it also increases the chances
of wall impingement. It is one of the main durability issues of a diesel engine.
On the other hand, it is important to note that the rise in pressure of injection is a
useful approach to enhance fuel atomization characteristics and to enhance mixing
of air and fuel. The higher bulk modulus of fuel results in advanced injection timing
which further leads to high NOx emission. Furthermore, the increased spray pene-
tration increases NOx emission which forms generally around periphery of spray.
Therefore, it is necessary to evaluate the spray development and fuel atomization
characteristics for reduction of exhaust emissions and subsequently, enhance the
efficiency of the engine. The current research work is aimed at the extent review of
computational/mathematical models of spray characteristics and empirical models
of injection and spray process of engine. The challenges for modeling of spray char-
acteristics are also highlighted. Numerous research works have been referred and
analyzed for the effect of injection parameters and fuel properties on injection and
spray characteristics of the engine.
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Nomenclature

Cpg Specific heat of gas (J/kg K)
dn Sac diameter (m)
Dn Hole diameter (m)
dP Fuel pressure difference (Pa)
dV Change in volume (m3)
L Latent heat (J/kg)
Lb Break-up length (m)
Ln Nozzle length (m)
Lθ Length w. r. t. crank angle (m)
ma Air entrainment (kg)
mf Liquid mass (kg)
mS Air entrainment with swirl (kg)
Q Fuel discharge (mm3/st)
Re Reynolds number
RS Swirl ratio
rc Compression ratio
S, X Spray penetration (m)
t Injection time (s)
tb Break-up time (s)
Tg Air temperature (K)
Ts Droplet temperature (K)
Vi Injection velocity (m/s)
XS Penetration distance with swirl (m)
X32 Sauter mean diameter (m)

Greek Letters

ρl Fuel density (kg/m3)
ρa Air density (kg/m3)
μl Fuel viscosity (Pa s)
μa Air viscosity (Pa s)
σ Surface tension of liquid (N/m)
θ Spray cone angle (°)
θS Spray cone angle with swirl (°)
λg Thermal conductivity of air (W/m K)
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3.1 Introduction

As initiator for transportation, regionalized power production source, agricultural
uses, construction of building and mining, a diesel engine have been proved as a
primarily vital prime mover. There exists a complexity in the combustion process of
diesel engine is turbulent, diffusion, heterogeneous, and unsteady. A fuel–air mixing
in the engine cylinder plays important part in the combustion (Kozina et al. 2020).

During the suction stroke of the diesel engine, only air is drawn, and heated due
to large compression ratio. In this pressurized heated air, the fuel is injected, and
a combustible mixture of fuel and air need to be formed, which can immediately
auto-ignite. The efficiency of the cycle increases with higher values of compression
ratio, but the maximum pressure reached in the cylinder also increases. The air–fuel
ratio used in the diesel engine lies between 16 and 22 (Chen et al. 2019).

The advanced injection policies show substantial influence on the fuel consump-
tion and emissions. Both, these characteristics are extremely relying on the combus-
tion. The study of spray formation is required to optimize the combustion in a diesel
engine (Liu et al. 2020).

The diesel engine characteristics can be grouped as follows and also shown in
Fig. 3.1.

• Spray parameters
• Injection system
• Combustion phenomenon
• Engine performance

Fig. 3.1 Engine characteristics
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• Engine emissions
• Fuel economy

It could be very well interpreted from Fig. 3.1 that all the engine characteristics
are depending mainly on fuel injection system. The main outcome of the engine
depends on various parameters such as mass of fuel injected, injection timing, fuel
rate shaping, type of combustion chamber, number and diameter of nozzle holes,
spray pattern, swirl, etc. (Som et al. 2010; Lee et al. 2002). One of the important
parameters which influence the performance and emissions of the diesel engine
is injection pressure. It is observed that rise in injection pressure tends to longer
penetration, better air entrainment, improved mixture formation of fuel and air, and
shorter combustion duration (Lee et al. 2002).

The design of fuel injection system and its operating condition are the contributing
factors for the spray characteristics. In a diesel engine the combustible mixture form
during spray processes such as break-up length, sauter mean diameter (SMD), spray
penetration, spray cone angle, air entrainment and vaporization (Lahane and Subra-
manian 2015). Therefore, the fuel spray characteristics need to be closely paired
with the design of combustion chamber and the aerodynamic conditions within the
chamber to form a good mixture (Hamidi et al. 1990).

Break-up length and spray cone angle are the important spray characteristics for
air entrainment into the spray. Increase of air entrainment takes place with shorter
break-up length and higher spray cone angle. Vaporization of the fuel depends on the
SMD of the fuel droplet. If SMD is high, it would enhance the vaporization time, and
resulting lower vaporization. It is also essential to identify the spray penetration in
a direct injection diesel engine since over penetration can lead to fuel impingement
while under penetrate tends to less air entrainment (Urbán et al. 2020; Laryea and
No 2004).

Significant amount of work has been carried out by various researchers to under-
stand the fuel spray characteristics for diesel fuel. Injection characteristics (injection
delay, injection duration, and dynamic injection timing) and spray characteristics
such as break-up length, spray cone angle, SMD, spray penetration, air entrainment
and vaporization play an important part in combustion phenomena of engine. There-
fore, it is required to go through the important work in the area of this field and find
out the challenges and more clarity for further development, if possible.

3.1.1 Injection Characteristics

Ever increasing rate of environmental degradation and energy crunch, the optimiza-
tion of combustion process of a diesel engine appears to be more crucial to the
greatest extent so far; consequently, cutting-edge injection schemes are step by step
proposed and implemented in recent engines.

Injection system is the foremost importance of any diesel engine for smooth oper-
ation. The injection characteristics involve injection delay, static injection timing,
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Fig. 3.2 Injection characteristics

dynamic injection timing (DIT) or start of injection (SoI) and injection duration.
The overlapping of fuel in-line pressure and heat release rate is shown in Fig. 3.2 to
represent the injection characteristics. The duration between start of injection (SoI)
and static injection timing is known as injection delay. Dynamic injection timing or
start of injection is defined as the real timing where the fuel is beginning to inject into
the combustion chamber whereas static injection timing is always constant. Precise
control of fuel injection factors such as injection timing, fuel rate shaping, and fuel-
line injection pressure is necessary as it influences the atomization process (Lahane
and Subramanian 2015).

General requirement for a spray is adequate mixture supply to a compressed air
at high pressure and temperature in a cylinder for better combustion. Then, the main
purpose of fuel injection is as follows.

• Fuel mass and combustion timing control
• Mixture formation
• Fuel preparation in a combustion chamber.

The essential task of injection system is the transportation of fuel to a desired space
at a desired timing (Arai 2012). Wide-ranging computer codes are currently applied
in the research of engine instead describing engine processes empirically. CFD
modeling is a key facilitatingknowledge in thegrowthof engine.CFD, combinedwith
genetic algorithm optimization techniques, observed smooth operating conditions
even with very high injection pressure like in CRDI (Reitz 2013).
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3.1.2 Fuel Spray Characteristics

Spray characteristics such as break-up length, spray cone angle, SMD, penetration
and air entrainment (shown in Fig. 3.3) are influencing the atomization process and
combustion phenomenon. The injected fuel penetrates into the hot air at high pressure
and temperature at the end of compression stroke. The fuel is atomized to very fine
droplets and vaporized to form an ignitable mixture. The preparation of this mixture
depends upon the temperature of the air and pressure of numerous pockets of desired
air–fuel ratio. Therefore, spray characteristics show a foremost part in the combustion
process for realization of thermal energy (Hamidi et al. 1990).

The description of spray process may be dividing in two categories, macroscopic
characteristics such fuel spray penetration and cone angle of spray, and micro-
scopic characteristics such as the spray break-up length and SMD. The unavoidable
complex phenomenon in both experimental as well as and theoretical research, the
entire phenomenon of some detailed microscopic characteristics like spray break-up
length and atomization still remains unknown (Liu et al. 2020). Nevertheless, for the
research of macroscopic characteristics, the fuel spray development can be critically
streamlined, where the fuel spray can be preserved as mixture, ignoring microscopic
characteristics (Liu et al. 2020).

Fig. 3.3 Spray characteristics
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The study of fuel spray near the nozzle exit is still difficult due to rich mixture
and droplet clouds. The holography, diffraction-based techniques and laser doppler-
anemometry (LDA) has been used for drop size and velocity distribution diagnos-
tics (Hamidi et al. 1990). However, these measurement techniques faced the chal-
lenges to measure the drop size and velocity distribution near the nozzle exit. The
absorption-based measurement techniques ‘x-ray radiography’ has been developed
to overcome the challenges near the nozzle due to dense liquid. But it is very time
and resource intensive (Arai 2012). Another experimental measurement technique
needs to develop which ensures the less time and resource intensive to accelerate our
understanding of spray and benefit as input data for mathematical models of diesel
spray (Reitz 2013).

3.2 Models for Spray

The package, parcel and two-phase flow models are used for numerical simulation.
Package model is generally used for phenomenological simulation of fuel spray.
Package contains of different size of droplets and gaseous mixture. As air entrain-
ment increases, package volume also increases. All the evaporation and combustion
phenomena are considered in the package model. However, parcel only contains
different size of droplets. Its movement is supposed to be the same as that of a SMD
in the parcel. Every parcel means source terms of mass, momentum, and energy in
the Navier–Stokes equations. It is also adopted for many CFD simulations of fuel
spray. There are still many disagreements between models and actual movement
of fuel spray. Two phase flow model is used in a direct simulation of a fuel spray.
However, without sufficient theoretical interpretations for fuel droplets, it might be
challenging to use for fuel spray simulation (Arai 2012).

3.2.1 Models Based on Spray Equation

O’Rourke (O’Rourke 1984) studied the dynamic and evaporation analysis of spray.
Themain objective his researchwas to develop the spray equation and study the effect
of vaporizing spray. Spray equation (O’Rourke 1984) can be written as Eq. (3.1)

∂ f

∂t
+ ∇x · ( f vd) + ∇vd · ( f Fd) + ∂

∂rd
( f Rd) + ∂

∂Td

(
f Ṫd

) = Q̇ (3.1)

where,

vd , Fd , Rd , and Td denote the velocity, force, change rate of the radius, and
temperature of the droplets, respectively.

rd is the droplet radius.
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f drd dvd dx dTd is the possible number of droplets in the radius rangedrd around
rd located in the spatial range dx around x with velocities in the
range dvd around vd and with temperatures in the range dTd
around Td .

Q̇ represents the rate of increase of f due to collisions, coales-
cence, and breakup.

Ṫd represents the change in droplet temperature with respect to
time.

Williams (1985) generalizes the spray equation and accounts for variations of the
droplet temperature. The value of Fd , Rd , and Ṫd and Q̇ need to be specified in order
to solve Eq. (3.1). These values are frequently taken from experiments for isolated
droplets, and they account for the effects of vaporization on Fd , Rd , and dvd/dt .

The void fraction can be calculated as given in Eq. (3.2).

ϕ = 1 −
∫

4

3
π(rd)

3 f drd dvd dx dTd (3.2)

where, the integral is to be performed with respect to all the velocities, radii, and
temperatures of the droplets.

The effect of the gas phase turbulence on the droplets can be represented by consid-
ering that the gas phase velocities are the sum of the time averaged and fluctuating
gas phase velocities as given in Eq. (3.3).

u = u + u′ (3.3)

where u′ can be obtained from turbulence model and assuming that in a turbulent
flow, f = f

(
t, x, vd , , rd , Td,u′).

If each component of u′ is distributed according to a Gaussian distribution with
a mean square deviation

∣∣u′∣∣2 = 2k/3 calculated from isotropic turbulence, the
distribution function f can be written (Amsden et al. 1985) as given in Eq. (3.4).

f
(
t, x, rd , vd , Td,u

′) =
(
4

3
πk

)−3/2

exp

[
−3

∣∣u′∣∣2

4k

]

f ∗(t, x, rd , vd , Td) (3.4)

The turbulence kinetic energy, ‘k’ of the gas phase and f* can be obtained from
‘f’ by integrating over all values of u′.

Under these assumptions, the spray Eq. (3.1) can be written as given in Eq. (3.5).

∂ f

∂t
+ ∇x · ( f vd) + ∂

∂rd
( f Rd) + ∇vd · ( f Fd)

+ ∂

∂Td

(
f Ṫd

) + ∇u′

(
f
∂u′

∂t

)
= Q̇ (3.5)
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A spray has basically two major components such as pocket of droplets has liquid
phase and air contains which has gas phase. In the spray equation of Shuai (2009), the
velocity axial component of gas phase in the equation of drop is developed by using
theory of gas-jet near the exit of nozzle. The momentum of drop can be calculated
using Eq. (3.6).

dU

dt
= 3

8
Cd

ρg

ρl

1

D

∣∣U − Vgas

∣∣(U − Vgas
)

(3.6)

The axial component of gas phase velocity near the nozzle exit in the x direction
is modeled using gas-jet theory (Lippert et al. 2005) and can be calculated by using
Eq. (3.7).

Vx = Vgas = min

⎛

⎜⎜
⎝Uinj ,

3U 2
in j d

2
eq[

32ϑt x
(
1 + 3U 2

in j d
2
eqr

2

256ϑ2
t x2

)2
]

⎞

⎟⎟
⎠ (3.7)

Uinj is the liquid jet velocity also assumed as gas jet velocity.
x is the axial distance between droplet parcel and injector tip.
r is the radial distance between parcel and spray axis.
deq is the corresponding diameter of gas jet and can be calculated using Eq. (3.8).

deq = Dn

√
ρl

ρg
(3.8)

ϑt is turbulent viscosity for jet and can be calculated using Eq. (3.9).

ϑt = Ctπ
0.5Uinj

deq
2

(3.9)

Ct is the air entrainment constant and is equal to 0.0161.
Haselman andWestbrook (1978) andWestbrook (1977) solved the spray equation

and the gas phase conservation equations of mass, linear momentum, species, and
energy; they used a turbulent diffusivity as a function of strain rate of the mean flow
field. The solution of the spray equation yields the fuel vaporization rate, but it does
not provide resolution of scales of the order of or larger than the droplet spacing.
However, the spray equation provides a basis for developing the thin and thick spray
models.
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3.2.2 Computational/Mathematical Models

The spray process is an essential chunk of the in-cylinder process of advanced engines
and influence engine performance. The physical models of spray processes applied
in in-cylinder are very complex and critical phenomenon like atomization. The
fundamental physical phenomenon in liquid-sprays is demonstrated in Fig. 3.4. The
sufficient tenacity of the complex spray within cylinder must account for the spray
behavior, primary and secondary atomization, droplet collision and coalescence, drag
and vaporization, and surface of the piston bowl (Lippert et al. 2005).

In Lagrangian approach, the study of spray formation is established on the Eule-
rian–Lagrangian approach wherein the Eulerian approach is used for analyzing the
gas phase while the Lagrangian approach is used for analyzing the liquid phase
(Sazhin et al. 1096). Another approach recommended by Osiptsov (Sazhin et al.
1096), which is broadly recognized as the Fully Lagrangian (Osiptsov) Approach
(FLA). Nowadays, both these approaches are being used in all CFD codes.

The modified WAVE model based on linear stability analysis, Taylor Analogy
Break-up (TAB) which gives liquid droplet break-up using spring mass system, gas
the Effective Thermal Conductivity (ETC) liquid phase model, and the modified
version of the Shell autoignition model have been incorporated in the KIVA 2 CFD
code. It was observed that themodifiedWAVEmodel shows good agreement between
experimental and calculated results compared to other models (Nijdam et al. 2006;

Fig. 3.4 Physical process in liquid sprays
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Sazhin et al. 2008). The main drawback of these models is based on unrealistic
assumption of single droplet created after break-up and quasi-steady-state flow situ-
ation whereas spray is transient process due to which they are not showing good
agreement with spray calculations (Nijdam et al. 2006).

Lagrangian-Droplet and Eulerian-Fluid (LDEF) and Eulerian-Liquid-Eulerian-
Gasmodels are generally being used tomodel the fuel spray in a diesel engine (Abani
et al. 2007; Post et al. 2000). These approaches of modeling weakly predict the spray,
spray penetration and SMD on low quality meshes of CFD. In both of these models,
fine mesh close to nozzle is required to the scale of nozzle hole size for improved
spray predictions (Abraham 1997). Therefore, it is necessary to develop the globally
applicable grid independent spraymodel. Time-step independency is another integral
modeling issue which is hardly been stated in the earlier study (Abani et al. 2008).
Further, this model implements the LDEF method and O’Rourke’s collision model
(O’Rourke 1984), it is applied in CFD codes, with the KIVA-3V code (Amsden et al.
1985) and a diverse variety of mesh sizes and time-steps is used.

LDEF models has been improved with atomization models and used popu-
larly with assumptions of Kelvin–Helmholtz and Rayleigh–Taylor (KH-RT breakup)
instabilities (Beale and Reitz 1999). KH is mainly responsible for primary break-up
and RT is takes care of secondary atomization (Nijdam et al. 2006). Another study
on sprays near to nozzle was conceded out by Post et al. (2000). They observed that
Lagrangian models do not offer the resolution independent results when the spatial
dispersal of the drops is extremely deviating. This problem is overcome by improved
model ofO’Rourke andBracco inwhich separate collisionmesh has been usedwhich
tends to faster collision computations with no-time counter approach (Schmidt and
Rutland 2004). An adaptive mesh has been proposed and it solve the problem of
close to nozzle region and predict spray structures accurately (Lippert et al. 2005).

Abraham et al. (1997) verified the grid-independency in the calculations of
different spray model for steady state injections and suggested that the entrainment
of air can be modeled as per gas jet theory (Abraham 1996). It is also proposed that
the first order entrainment velocity changes as per the time derivative of the velocity
of injection for unsteady conditions (Abani et al. 2008).

The combination of turbulent jet-theory along with superposition integral formu-
lation is used to establish velocity of injection and then penetration. This concept
can be used for any random differing injection velocity at the exit of nozzle (Abani
and Reitz 2007). The penetration for sprays of evaporating is modeled by scaling
parameters. It was observed that the model shows good result for a linearly growing
velocity of injection (Abani et al. 2008).

For reducing grid-dependency, the results obtained from jet theory of gas are
presented with a Lagrangian model. The enhanced spray model is applied in
the engine simulation code KIVA-3V and checked under several conditions and
compared with LDEF. It is observed that the improved model shows lesser mesh
dependency (Abani et al. 2008).

CFD fuel spray models consider the fuel spray formation, break-up, atomization,
evaporation, and turbulence. It facilitates the prediction of both macroscopic as well
as microscopic fuel spray characteristics, such as spray cone angle, penetration,
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atomization, and SMD in time-based and spatial scale. However, CFD fuel spray
models are expensive and require more computational time (Shi et al. 2011).

3.2.3 Cavitation in Injector

The physical approaches regarding spray performance such as liquid break-up, pene-
tration, spray volume, velocity scattering, and air entrainment have been analyzed by
Arai (2012). Cavitation in an injector, break-up process, development of spray, and
atomization phenomenon and then combustion process contribute to the scientific and
engineering progresses in hydrodynamics. The physical significance of turbulence
initiated because of cavitation bubble disruption. It may be the origin of atomization.
However, it is also reported that origin of atomization still unknown physics (Arai
2012). Cavitation used some kinetic energy and might alter some properties of fuel.
Cavitation number given in Eq. (3.10) is good index of cavitation but need to find
some relation between cavitation and atomization.

The static pressure is defined using Blasius’s equation of the wall friction as given
in Eqs. (3.10–3.11)

P2 = Pa +
{
1

2
f

[
(L − Lc)

D

]
× V 2

i

}
(3.10)

f = 0.316

Re0.25
(3.11)

The velocity V1 is calculated by using Eq. (3.12)

V1 =
(

D

Dc

)2

× Vi (3.12)

And P1 is calculated using Eq. (3.13)

P1 = P2 +
{
1

2
ρ × V 2

i

[

1 −
(

D

Dc

)4
]}

(3.13)

Then, the cavitation Kc is expressed as given in Eq. (3.14)

Kc = P1 − Pv

1
2ρV

2
1

(3.14)

Using this model (Fig. 3.5), cavitation number coupling with nozzle friction f and
back pressure Pa can be obtained as given in Eq. (3.15)
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Fig. 3.5 Cavitation model in
a nozzle (Arai 2012)

Kc =
(
Dc

D

)4
{
Pa − Pv

1
2ρV

2
i

+ f
(L − Lc)

D
+ 1

}

− 1 (3.15)

The transparent scale-up nozzle has been used to observe the atomization
phenomena related with cavitation (Shimizu et al. 1988). It was observed that smooth
jet coupled with no cavitation was hardly atomized. As the velocity increased beyond
a certain limit, cavitation stabled at the entrance. Disruption of the cavity produced
extreme turbulence that could disturb the jet surface near exit. This condition was
generally observed in an atomization process of a high-speed liquid jet (Hiroyasu
et al. 1991).

3.3 Thin Spray and Thick Spray

In thin or dilute spray models volumetric displacement effects (ϕ �= 1) can be
neglected, as can droplet collisions, coalescence, and breakup; the interactions
between individual droplets can be disregarded or highly simplified (Marble 1970).
These assumptions correspond to dilute sprays for which the droplet loading, and
correlations can be derived to estimate the effects of the droplets on the gas phase
equation for the turbulence kinetic energy and its rate of dissipation (Faeth 1987).

The volumetric displacement effects which were considered in thick or dense
spray models seem to have originated with Dukowicz’s work (Dukowicz 1980), in
which a Lagrangian–Eulerian formulation was applied to calculate the behavior of
atomized, non-evaporating liquid sprays introduced into a vaporous environment.
Since a Lagrangian formulation was employed to calculate the droplet trajectories,
numerical diffusion was minimized.
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3.4 Empirical Models/Correlations for Injection and Spray
Characteristics

The analysis of fuel injection and spray can be done using experimental and models
approach. The fuel injection and spray models required less cost and time for the
development of new diesel engine. It can also use to simulate the extreme circum-
stances that could be difficult to achieve using experimentations. Hence, in real-
world engineering uses, fuel injection and spray models are commonly favored in
the development and further research in engines (Liu et al. 2020).

3.4.1 Injection Delay

The injection delay can bemeasured from the in-line pressure verses crank angle plot
as it is time for pressure wave to reach the nozzle holes for a connecting pipe length of
Lp of the injector. The injection delaymodel has been developed by Rakopoulos et al.
(2006, 2007) as shown in Eq. (3.16). The speed of sound (as) is vital for calculating
the performance of fuel injection for diesel engines (Rakopoulos et al. 2007).

�τin jdel =
(
L p

as

)
6N (3.16)

where, speed of sound (as) can be calculated by using Eq. (3.17).

as =
√

Kbm

ρl
(3.17)

3.4.2 Dynamic Injection Timing (DIT) or Start of Injection
(SoI)

Dynamic injection timing (Rakopoulos et al. 2006, 2007) can be predicted by adding
injection delay to well-known static injection timing as given in Eq. (3.18).

DIT = �τin jdel + τstatic (3.18)

The pressure wave magnitude in the nozzle holes of the injector can be predicted
as per Eq. (3.19).
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�pw = asρl cpump
Fpump

Fnozzle
(3.19)

where, Fpump, Fnozzle and cpump are pump barrels cross sectional areas, nozzle holes
cross sectional areas and variation of plunger speed respectively.

The velocity of jet from each nozzle is given in Eq. (3.20).

uinj = cd

√
2�pinj

ρl
(3.20)

The wall friction loss (f), and the discharge coefficient (cd) which closely related
to the inlet loss coefficient (Kinlet) is calculated by Eqs. (3.21–3.22).

cd =
(
Kinlet + f ·

(
L

Dn

)
+ 1

)−0.5

(3.21)

f = max

(
0.316Re−0.25,

64

Re

)
(3.22)

The inlet loss coefficient (Kinlet) can be tabulated according to the R/Dn ratio. ‘L’
is length and ‘R’ is the orifice inlet radius and ‘Dn’ is the hole diameter.

Then the mean fuel injection flow rate (kg/CA) can be predicted by using
Eq. (3.23).

m f inj = πD2
n

4

ρluin j
6N

(3.23)

The total duration of injection is the time from start of injection to the end of
injection. The total duration of injection can be predicted by using Eq. (3.24).

�τin j = m f tot

n

1

m f inj
(3.24)

where, n is the number of holes of nozzle.

3.4.3 Spray Break-Up Length

Since the rich fuel is available near the nozzle hole and the injection velocity is
also too high so that observation of breakup process is impossible (Hamidi et al.
1990). The detailed mechanism of fuel breakup process is still unclear matter for
diesel spray research. However, to satisfy the demand of numerical simulation, some
models have been proposed (Arai 2012).
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Table 3.1 Available models
of spray break-up length

S. No. Break up length models References

1 Lb = 15.8 × (ρl/ρa) 0.5 × Dn Dan et al. (1997)

2 Lb = 8.14 × Dn × (We) 0.5 Siebers (1999)

The difference of pressure across the nozzle dictates the state of the liquid jet
emerging from the nozzle. The distance, the jet moves from the nozzle outlet before
breaking up in a spray is generally termed as spray break-up length. A lesser spray
break-up length specifies better droplet size dispersal, better air entrainment and
lower ignition delay. The break-up length is influenced by nozzle diameter, air density
and, turbulence and physical characteristics of fuel. Two models are available for the
spray break-up length of diesel fuel (Dan et al. 1997; Siebers 1999) as given in Table
3.1.

3.4.4 Spray Cone Angle

Near nozzle due to dense liquid cone angle is very small. The aerodynamic interaction
with air and fuel stream, the injected fuel disintegrates results in higher cone angle
(Varde and Popa 1983). The spray appears as a cone in shape with vertex of the
injector side and the solid angle of the cone is called fuel spray cone angle. Higher
cone angle is always advantages for better air utilization and atomization point of
view (Araneo et al. 1999). But too large cone angle may have disadvantages like fuel
impingement on side wall of the crown. With the increase in the pressure difference
across the nozzle, spray break-up length decreases and spray cone angle increases,
until the apex of the cone particularly co-insides of the orifice outlet.Availablemodels
of spray cone angle are given in Table 3.2.

Table 3.2 Available models of spray cone angle

S. No. Models for spray cone angle References

1 θ = 0.03*(Ln/Dn)−0.3(ρa/ρl)0.1 * Re0.7 Varde and Popa (1983)

2 θ = 83.5 * (Ln/Dn)−0.22 (ρa/ρl)0.26 * (Dn/dn)0.15 Varde and Popa (1983)

3 θ = 0.135 * (Ln/Dn)−β * (ρl/ρa) * Re 0.46 and β = 0.0284
(ρl/ρa)0.39

Araneo et al. (1999)

4 tan (θ/2) = (1/A) 4π(ρa/ρl)0.5 * 30.5/6; and A = 3 +
(Ln/Dn)/3.6

Araneo et al. (1999)

5 tan (θ/2) = A * (ρa/ρl)0.5 and A = 0.49 Araneo et al. (1999)

6 tan (θ/2) = (1.38 * 10–7 * Vi + 3.63 * 10–3) * ρa + 2.86 *
10–5 * Vi + 1.88 * 10–3

Ishikawa and Zhang (1999)

7 2θ = 0.05 (ρa * �P * Dn
2/(μa)2)0.25 Arai et al. (1984)
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3.4.5 Sauter Mean Diameter (SMD)

The sauter mean diameter is suggestive droplet diameter corresponding to same
surface of spray and could show the average evaporation characteristics of fuel
spray (Hiroyasu and Kadota 1974). SMD characterize a single droplet with the same
ratio of volume to surface area as the respective quantity’s ratio integrated over the
whole droplet size dispersal as shownmathematically in Eq. (3.25). Typical empirical
equations of the SMD of fuel spray are as follows given in Table 3.3.

The injection pressure and injection ratemay diverge during the injection duration.
Accordingly, drop size distribution at a given situationmay also varywith time during
the injection duration. The drop size studywith continuous spray have been examined
in order tofind the effects of atmospheric pressure, injectionpressure, nozzle diameter
and the ratio of the nozzle length to the diameter, and also effects of viscosity and
surface tension of the fuel. An optical technique based on Fraunhofer diffraction has
been developed for on-linemeasurement of drop size distribution (Hiroyasu andArai
1989).

In diesel engine atomization must be completed before the start of combustion.
Basically, atomization is themiddle stage of injected fuel and its subsequent combus-
tion. The rate of atomization depends upon the relative movement of the droplets to

Table 3.3 Available models of sauter mean diameter (SMD)

S. No. SMD models References

1 X32 = A*(�P)−0.135 * (ρa) 0.121*(Q) 0.131 and A
= 25.1 for pintle nozzle, A = 23.9 for hole
nozzle, and A = 22.4 for throttling pintle nozzle

Hiroyasu and Arai (1989)

2 X32 = Max (X32LS, X32HS)
X32

LS = 4.12 * Dn * Re0.12 * We−0.75 *
(μl/μa)0.54 * (ρl/ρa)0.18

X32
HS = 0.38 * Dn * Re0.25 * We−0.32 *

(μl/μa)0.37 * (ρl/ρa)−0.47

Hiroyasu and Kadota (1974)

3 Complete Spray: X32 = 0.14 * Dn * Re0.25 *
We−0.32 * (μl/μa)0.37 * (ρl/ρa)0.17

X32 = 47 * 10–3 * (Dn/Vi) * (σ/ρa)0.25 * g0.2 *
(1 + (33.1 * 101.5 * μl/(σ * ρl * Dn)0.5

Ambient pressure: X32 = 0.38 * Dn * Re0.25 *
We−0.32 * (μl/μa)0.37 * (ρl/ρa)−0.47

Hiroyasu and Kadota (1974)

4 X32 = ((585 * σ0.5)/(Vi * ρl
0.5)) + 597(μl/(σ *

ρl)0.5)0.45
Lichty and Streeter (1939)

5 SMR = C * (4 * 	 * σ * 3)/(ρa * Vi
2 * 2),

where, C = 0.75
Kuo and Yu (1984)

6 SMD = 7.3 * σ0.6 * ν0.2 * m0.25 * �p−0.4 Kamimoto and Matsuoka (1977)

7 X32 = C * 83.2 * (Dn/Vi) * (σ * g/ρa)0.25 ((1 +
10.4 * μl)/(σ * ρl * Dn)0.5)
C = 0.721 for Dn = 0.2 and, C = 0.455 for Dn
= 0.3

Kamimoto and Matsuoka (1977)
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the surrounding air. It would appear that the fine droplets, larger surface area for the
same amount of fuel injected which is subjected to high pressure rise rate during the
premixed combustion duration (Hamidi et al. 1990).

SMD =
∑Ndrops

i=n d3
i

∑Ndrops

i=n d2
i

(3.25)

3.4.6 Spray Penetration

The spray penetration signifies the spray depth, and it implies the distance that the
spray followed before the vaporization of fuel droplets. The contact area of air and
fuel can be used to determine the fuel spray penetration. The fuel spay penetration
affects the air entrainment process and the mixture uniformity, and subsequently
the combustion process. While analyzing the length of fuel spray penetration, it
needs special consideration to avoid the spray wall impingement. Certainly, in some
engine’s impingement is acceptable due to presence of hot surface and greater swirl
effect. Else, the over fuel spray penetration would result in soot deposition, unburned
hydrocarbon, and partial combustion. However, lower spray tends to less air entrain-
ment may lead to the undesirable combustion and subsequently, poor engine perfor-
mance and emission. Therefore, the research on fuel spray penetration is essential
phase for the optimization of combustion of a diesel engine (Liu et al. 2020). While
designing the combustion chamber, penetration is given higher importance in connect
with the size of combustion chamber in diesel engine. Pressure difference across the
nozzle, nozzle diameter and air density mainly influence the penetration.

It is also well established that the NOx emission always forms at the fuel spray
periphery due to lean air–fuel mixture and soot emission forms at the core of the
spray (Hamidi et al. 1990). Therefore, spray penetration may be one of the good
tools to optimize engine emissions and achieve the emission norms.

Wakuri et al. (1960) established a model for fuel spray penetration and resolved
that the penetration is directly proportional to the square root of time and also depends
on the fuel spray cone angle. The empirical correlations for spray break-up and fuel
spray penetration developed from the available experimental data (Nijdam et al.
2006). Before and after the break-up has been considered for this model and accord-
ingly two different fuel sprays penetration models are developed. These fuel spray
penetration models are extensively used in phenomenological modeling as well as in
CFD model approach. Further, Arai (2012) modified these models by incorporating
non-dimensional scales of time and fuel spray penetration length. Dent and Mehta
(1981) observed the reduction in fuel spray penetration as they have considered gas
temperature in their early phenomenological model. Available models are given in
Table 3.4.



3 Mathematical Modeling of Injection … 47

Table 3.4 Available models of spray penetration

S. No. Models of spray penetration References

1 S = (2 * Ca * �P/ρa)0.25 * (Dn * t/tan(θ/2)0.5) Wakuri et al. 1960)

2 S = 0.39 * (2 * �P/ρf)0.5 * t for 0 < t < tb
S = 2.95 * (�P/ρa)0.25 * (Dn * t)0.5 for t > tb
And tb = 28.65{(ρf * Dn)/(�P * ρa)0.5

Varde and Popa (1983)

3 S* = t* for 0 < t* ≤ 1
S* = (t*)0.5 for 1 < t*
Where t* = (t/tb) and S* = (S/Lb) and Lb = 15.8 Dn (ρf/ρa)0.5

Arai (2012)

4 S = 3.07 * (�P/ρa)0.25 * (Dn * t)0.5 * (294/Tg) Dent and Mehta (1981)

3.4.7 Air Entrainment

The phenomenon of air entrainment involves drawing of air into the spray of fuel,
which helps to maintain the homogeneity of the mixture into the chamber (Lippert
et al. 2005). In the mixing process of air fuel, air entrainment has a crucial role, and
it primarily function of cone angle of spray, and the distance traveled by fuel spray
(Ishikawa and Zhang 1999). The injection system affects the mixture formation and
air entrainment process. The mixture formation process could significantly improve
by fine-tuning of injection system, and optimization of spray characteristics, such as
break-up length, spray penetration, and spray cone angle (Chikahisa and Murayama
1995). The soot emission is controlled by air entrainment process because rich core
of fuel is mainly responsible for generation of soot in diesel engine (Lahane and
Subramanian 2015). The available models for air entrainment are given in Table 3.5.

As the fuel spray development with constant fuel spray cone angle and conserva-
tion of fuel spray momentum are maintained, deceleration of fuel spray tip velocity
(= dS/dt) was produced by mass of injected fuel spray by air entrainment. Then,
following equations (Eqs. 3.26–3.27) can be derived to predict the air entrainment
(Hiroyasu et al. 1983).

∫

t

dM f

dt
Vinj dt =

∫

t

(
dM f

dt
+ dMa

dt

)
dS

dt
dt (3.26)

Table 3.5 Available models of air entrainment

S. No. Models of air entrainment References

1 ma = 0.26 * (ρa * ρl)0.5 * Dn * S * Vi * tan
(θ/2)

Siebers (1999)

2 ma = 40 * V0.5 * Dn
−0.5 * t1.5 * mf Shigeru et al. (1999)

3 ma = − (mf * Vi/(dS/dt)2) * d2S/dt2 Chikahisa and Murayama (1995)

4 ma = (π/3) * (Tan (θ/2))2 * S3 * ρa Rakopoulos et al. (2004)
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∫

M f

(
Vinj

dS/dt
− 1

)
dM f = Ma (3.27)

The Eq. (3.27) is an estimation base of air entrainment and used as a principal
concept of phenomenological diesel combustion modeling (Hiroyasu et al. 1983).

3.4.8 Vaporization

The injected fuels particles vaporize due to existence of hot air ensure the forma-
tion of potential flammable mixture (Siebers 1999). The vaporization process mainly
depends on droplet size, and precisely the vaporization percentage is directly propor-
tional to square of diameter of fuel droplet (SMD) (Abraham 1996). At higher values
of SMD, the time for vaporization process would increase, causing low percentage of
vaporization (Lahane and Subramanian 2015). Therefore, SMD is a major factor for
process of vaporization. Vaporization time is the main influencing factor for physical
ignition delay period. Physical characteristics of the fuel and temperature and state
of air greatly influence the vaporization process (Urbán et al. 2020; Laryea and No
2004). The vaporization rate can be obtained by using Eqs. (3.28–3.30).

dD

dt
= −K

2
D (3.28)

K = 8 × λg × ln(BT + 1)

ρl × Cpg
(3.29)

BT = Cpg × (T − Ts)

L
(3.30)

3.4.9 Spray Models with Swirl

Induction swirl can be produced by introducing a tangential directional movement
to the air into the cylinder based on either by blend of the tangential flows with a pre-
swirl flow or inducing a pre-swirl in the induction port (Laryea and No 2004; Shigeru
et al. 1999). The angular rotational speed of air about the cylinder axis is called air
swirl (Faeth 1987). The crankshaft angular rotational speed can be conveniently
related to this air rotational speed as swirl ratio (Eq. 3.31).

Swirl ratio = Air rotational speed

Cranksha f t rotational speed
(3.31)
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Table 3.6 Spray models with swirl

Characteristics Models References

Air-entrainment mS = (π/3) * (tan(θS/2)) * ρa * XS
3 Faeth (1987)

Penetration distance XS = X * (1 + π * RS * N * X/30 * Uinj)−1 Faeth (1987)

Cone angle of spray θS = θ (X/XS) Rakopoulos et al. (2004)

Faeth (1987) has developed models for cone angle of spray, air entrainment with
swirl, and penetration distance presented in Table 3.6.

Phenomenological spray models streamline the physical process of the fuel spray
formation and critical relationship for prediction of macroscopic spray character-
istics. It performs instantaneous prediction, and further recognizes the impact of
key parameters on the fuel spray formation. However, it may not offer the facts of
the microscopic fuel spray characteristics such as spray break-up length, SMD and
atomization process.

3.5 Selection of Suitable Empirical Spray Models

It has clearly been seen from Sect. 3.4 that numerous models are presented for the
estimation of diesel fuel spray characteristics. It is important to note that no model
is available to estimate the spray characteristics of any other alternative fuel such as
biodiesel or its blends. Hence, the biodiesel blend spray characteristics are essential
and it is anticipated using the reported correlations/models related to base diesel fuel.
Lahane andSubramanian (2013a) validated these availablemodelswith experimental
data available in literature at same condition and assumptions. Those model results
are matching with experimental data, that models are selected for other alternative
fuels (Som et al. 2010; Lahane and Subramanian 2015; Rakopoulos et al. 2006, 2007;
Subramanian and Lahane 2013a). The selected models are shown in Table 3.7.

It is stated that the models mentioned in Table 3.7 can be used for any other
alternative fuels for predicting the spray characteristics (Rakopoulos et al. 2006,
2007; Subramanian and Lahane 2013b). The measured experimental data such as
fuel density, air density, fuel viscosity and surface tension, air viscosity, measured
fuel pressure and combustion pressure have been incorporated in the selected spray
models mentioned in Table 3.7 for predicting the spray for biodiesel and pure diesel
(Lahane and Subramanian 2015; Hamidi et al. 1990). The measured injection pres-
sure with respect to crank angle and in-cylinder pressure with respect to crank angle
along with other required engine parameters and measured fuel properties have been
used to predict the injection and spray characteristics with respect to crank angle
using selectedmodels shown inTable 3.7 of a diesel engine (Lahane andSubramanian
2015; Subramanian and Lahane 2013b).
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Table 3.7 Selected spray models based on experimental data

Characteristics Models

Break-up length Lb = 15.8 × (ρl/ρa)0.5 × Dn

Spray cone angle tan (θ/2) = (1/A) × 4π × (ρa/ρl)0.5 × (30.5/6)
where, A = 3 + ((Ln/Dn)/3.6

Sauter mean diameter X32 = Max (X32
LS, X32

HS)
X32

LS = 4.12 × Dn × Re0.12 × We−0.75 × (μl/μa)0.54 × (ρl/ρa)0.18

X32
HS = 0.38 × Dn × Re0.25 × We−0.32 × (μl/μa)0.37 × (ρl/ρa)−0.47

Spray penetration S = 2.95 × (�P/ρa)0.25 × (Dn × t)0.5 for t > tb and
S = 0.39 × (2 × �P/ρa)0.5 × t for t < tb

Air entrainment ma = (π/3) × (Tan(θ/2))2 × S3 × ρa

Vaporization dD/dt = − K/2 × D where, K = 8 × λg × ln(BT + 1)/(ρl × Cpg), BT =
Cpg × (T − Ts)/L

3.6 Effect of Injector Parameters/Fuel Properties
on Injection and Spray Characteristics

3.6.1 Effect of Injector Parameters

It is well established that to reduce the emissions, injection system plays vital role.
There is a rising inclination towards the electronic injection, higher injection pres-
sures like in CRDI and smaller nozzle sizes (Gupta et al. 2000). It was observed that
increase in plunger diameter would increase injection rate, injection pressure and
advance the dynamic injection timing (Reddy and Ramesh 2006). It can be clearly
seen from the available spray models that higher injection pressure would give better
fuel injection and spray characteristics (Hiroyasu and Kadota 1974; Hiroyasu and
Arai 1989; Lichty and Streeter 1939; Kuo and Yu 1984; Kamimoto and Matsuoka
1977). It was observed that increase in injection pressure results in decrease in droplet
diameter (Hiroyasu and Kadota 1974; Hiroyasu and Arai 1989). On the other hand,
higher injection pressure some timemay lead to fuel wall impingement results in CO,
HC, and smoke emission formation (Urbán et al. 2020; Laryea and No 2004). But
this problem of wall impingement can be weakened by increasing the nozzle holes
number, decreasing the diameter of holes and by implementing swirl in case of higher
injection pressure such as CRDI system (Reddy and Ramesh 2006; Subramanian and
Lahane 2013b; Lahane and Subramanian 2012). The increase in nozzle holes number
would result in reduction in fuel quantity per hole. The reduction in fuel quantity
results in less fuel momentum which further result in lower spray penetration and
hence no wall impingement problem (Lahane and Subramanian 2012).

Increase in nozzle hole number increases the number of sprays in the combustion
chamber which may ensures the more homogeneity in the combustion chamber
results in better combustion and higher performance of the engine. However, larger
droplet diameter observed with groped-hole nozzle due to collision and coalesces
of small droplets which further may reduce the mixing process (Suh et al. 2009).
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Decrease in nozzle hole diameter would give lower sauter mean diameter which
ensures the lower vaporization time and early start of combustion (Bergstrand and
Denbratt 2001).

3.6.2 Effect of Fuel Properties

It is well known that the fuel properties like viscosity, surface tension, density, bulk
modulus, latent heat of vaporization, thermal conductivity, specific heat capacity,
boiling point and heat of combustion influence the atomization process in a diesel
engine (Deeparaj et al. 2016). Fuel mass flow rate and injection velocity at the
nozzle is intensely influenced by the change in fuel properties. Fuel properties are
also intensely influence the cavitation region in nozzle than injection parameters
(Deeparaj et al. 2016). The higher fuel density, fuel viscosity, bulk modulus and
surface tension would increase the break-up length, sauter mean diameter, spray
penetration, vaporization time and decrease the spray cone angle results in lower
air entrainment (Rakopoulos et al. 2006, 2007; Lahane et al. 2010). It was observed
that break-up length, SMD and penetration is proportional to the fuel viscosity and
density. Therefore increase in fuel viscosity and density tends to increase in break-up
length, SMD and penetration (Callahan et al. 1987). It is stated that 100% biodiesel
has poor fuel injection and spray characteristics because of its higher density (about
900 kg/m3), viscosity (about 5.8 cSt) and surface tension (about 0.035 N/m) as
compared to diesel fuel (820 kg/m3, 2.64 cSt, 0.02 N/m respectively) (Rakopoulos
et al. 2006, 2007). The biodiesel can be used in a better way injection and spray
characteristics point of view if it used with diesel in lower blend ratio (up to B20)
(Subramanian and Lahane 2013a; Reddy and Ramesh 2006; Lahane et al. 2010). The
higher biodiesel blend can also be used in a diesel engine with little modification
in injection system (injection pressure and plunger size) (Gupta et al. 2000) and
injector parameters such nozzle hole size, number of nozzle holes and L/D ratio
(Subramanian and Lahane 2013b). The problem poor atomization characteristics
with higher density, viscosity, surface tension and bulkmodulus fuel can be overcome
by adding alcohols, ethers, esters, and dimethyl ether (Zhang et al. 2020).

3.7 Conclusions

The advanced injection system such as high injection pressure, injection timing,
injection rate shaping, and split injections results in shorten the injection duration
may lead to end of injection before ignition. The split or multiple injections may lead
to interaction between adjacent sprays changes the spray formation. Therefore, it is
required to simulate and study the injection system thoroughly before implementation
in actual system.
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It is very difficult task to notice the actual fuel spray in a diesel as it is high-speed
transient occurrences in high temperature and pressure. However, fuel spray forma-
tion partially clarified with its fundamental studies. The good combustion chamber
is always designed by keeping in mind the fuel spray characteristics. The prac-
tical approach for break-up and atomization of liquid fuel injected are still unclear
phenomena.

Liquid surface immovability problem in breakup process has leading many liquid
disintegrating concepts and their numerical simulation methods. Measurement of
a fuel spray encouraged new scientific accomplishment of laser diagnostics. These
accomplishments usually combinewith physical concerns of fuel spray. Then finding
of unknown physics behind fuel spray is the necessary of next approach of spray.

The study of liquid beam of fuel near the nozzle exit is still difficult due to rich
mixture and droplet clouds. It is required to use the CFD models with high end
technology to evolve more about microscopic and macroscopic spray characteris-
tics. Based on the literature review on injection and spray characteristics, following
conclusions are drawn.

• It is observed that manymodels of injection and spray characteristics are available
for diesel fuel only.

• Most of the spray characteristics models are based on injector parameters and fuel
properties.

• Higher density (about 900 kg/m3), viscosity (about 5.8 cSt) and surface tension
(about 0.035 N/m) would lead to poor injection and spray characteristics.

• Higher break-up length (about 14 mm near TDC) and lower spray cone angle
(about 12° near TDC) results in poor air entrainment which leads to poor
combustion of fuel.

• Over penetration may lead to wall impingement problem and lower penetration
may lead to poor air utilization. Therefore, it is necessary to optimize the spray
penetration for better utilization of air and hence combustion.

• There is no single model available of spray, and injection characteristics for
biodiesel or any other alternative fuels.

On the whole, it may be concluded that the generalized version of the FLA need to
be developed which may be applicable to a wide range of turbulent phase. Tradition-
ally the development of random droplet shapes has been modeled using Volume of
Fluid (VOF) methods, but the application of these methods in CFD codes would be
impractical. Even in case of slightly deformed spheroidal droplets the model avail-
able is not ideal for implementation in CFD codes. The available models are suitable
only for heating and evaporation of droplet in sub-critical condition. However, the
interface between liquid and gas in supercritical condition is still challenge.
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Chapter 4
Spray Breakup Modelling for Internal
Combustion Engines

Utkarsha Sonawane and Avinash Kumar Agarwal

Abstract Rising concerns about emissions have led to a significant tightening of
pollution norms for internal combustion (IC) engines. High-pressure direct injection
(HPDI) technologies have been adopted for most on-road and off-road engines to
meet the global demand for clean and efficient powertrains. Higher fuel efficiency,
superior combustion, and lower pollutant formation are the characteristic features of
the HPDI. The introduction of alternative fuels, modified combustion geometry, and
novel combustion concepts demand continuous improvement in fuel injection equip-
ment (FIE). The complicated physics of HPDI and its modelling is an active area of
research among researchers and engine developers. Fuel-injected in the combustion
chamber breaks up into a spray of fine droplets, evaporating, mixingwith ambient air,
and forming a fuel–air mixture, greatly affecting the engine combustion and emission
characteristics. Therefore, it is necessary to study the fuel breakupphenomenonunder
different engine conditions comprehensively. Detailed understanding of the spray
breakup phenomenon is unavailable due to difficulties in optical access, highly dense
sprays, complex processes, etc. However, recent advances in measurement technolo-
gies and computational tools have made it feasible for researchers. This chapter
attempts to capture widely used spray breakupmodels and research studies involving
IC engines. Fundamental spray breakup and atomization have been discussed at the
beginning of the chapter. Subsequently, the basis and fundamentals of popular spray
models have been discussed. Finally, the authors have comprehensively discussed
the key contributions in sprays to provide an overall idea about the spray models and
their application for IC engine studies. Various spray breakup models such as Blob
Model, Linear Instability SheetAtomization (LISA)Model, Kelvin–Helmholtz (KH)
Model, Kelvin–Helmholtz-Aerodynamics Cavitation Turbulence (KH-ACT)Model,
RT (Rayleigh–Taylor) Model, Hybrid/Modified Kelvin–Helmholtz Rayleigh–Taylor
(KH-RT) Model, Taylor Analogy Breakup (TAB) Model, Enhanced TAB breakup
model (ETAB) are discussed briefly in this chapter. Towards the end, a summary
of the contents of the chapter is provided, which covers highlights and significant
observations.
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4.1 Introduction

Increased goods transport to cater to ever-increasing population leads to harmful
emissions from the transport sector. A major portion of transport is based on IC
engines. IC engines emit harmful pollutants such as NOx, CO, CO2, HC, and PM.
These pollutants degrade the ambient air quality, leading to serious health issues
among the people exposed to these pollutants. Therefore, stringent emission regu-
lations have been implemented on the IC engines globally. The emission norms are
becoming increasingly stricterwith time.Complyingwith these emission norms is the
driving force for the automotive industry and researchers to develop cleaner andmore
efficient combustion systems. The fuel injection equipment (FIE) is an integral part of
engine combustion architecture. Therefore, fundamental understating and knowledge
of the fuel injection process would help to achieve cleaner combustion. Spray forma-
tion and atomization are crucial processes controlling the IC engine emissions. The
fuel-injected in the combustion chamber forms sheet/jet/ligaments (Smirnov et al.
2012;Magnotti andGenzale 2017). Interactions between the surrounding ambient air
and fuel jet spray lead to interfacial instabilities andmomentum diffusion. Themech-
anisms involved in these phenomena are complex and influenced by ambient condi-
tions in which fuel is injected. The fuel spray is dense near the nozzle, which dilutes
out in the far-field, resulting inmultiphase,multiscale, turbulent physical processes in
the engine cylinder. Aerodynamic interactions affect the liquid core column. Liquid
ligaments form when the liquid surface becomes unstable, creating parent droplets
followed by children droplets. Therefore, modelling of spray and jet breakup is one
of the most critical steps in the simulation of IC engines (Arcoumanis et al. 1997).
The study of droplet deformation is vital as it significantly affects droplet drag and
hence trajectory. The instantaneous drag force, which leads to droplet deformation,
is given as:

FD = 1

2
ρaU

2
0CD

πd2
cro

4

Here, CD . is the instantaneous drag coefficient, and dcro is deformed droplet
diameter. The equation requires information of CD as a function of deformation and
dcro as a function of time.

Spray modelling includes macroscopic and microscopic events, including the
spatial distribution of fuel vapour and droplets. The total surface area of fuel droplets
contributes to the fuel evaporation rate, which further influences the combustion
reactions. Misinterpretation of droplet size distribution may lead to inaccurate antic-
ipation of fuel evaporation rate, fuel vapour distribution, and mixture formation,
resulting in an increct prediction of combustion reactions. The complexity in under-
standing spray breakup is due to the interdependency of multiple processes and
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mechanisms (Stiesch 2003). These processes include spray jet breakup, heat and
mass transfer, evaporation, droplet to droplet interactions, ambient gas forces, fluid
properties, droplet deformation, collision, coalescence, etc. Failure to predict any of
the aboveprocessesmay lead tomisinterpretationof successive processes.CFDsimu-
lation is a powerful tool for investigating such complex processes and mechanisms.
The simulation assumes boundary conditions based on the experiments and simplifies
the actual physics behind these phenomena. CFD evaluates complex equations and
solves them numerically to capture complex flow phenomena. Also, improvement in
computation power and capability opens up doors for new research and technology
development (Helldorff andMicklow 2019). CFD analysis of spray is an integral part
of combustion research and improves the interpretation of complicated in-cylinder
processes. Practical and effective application of modelling is related to the present
understanding of the physical process involved.

Numerical modelling and simulations can be used to explore the grey and less
understood areas of engine research. This chapter aims to provide an overview of
CFD spray breakup models used in IC engines. An attempt has been made to present
the fundamental concepts and assumptions in various spray breakup models in a
simplified manner. This chapter is mainly divided into three parts. First, detailed
information of primary and secondary breakup phenomena has been presented. Then
the authors briefly discussed primary and secondary breakup models in the second
part. The third part is dedicated to spray breakup modelling literature, covering the
application and accuracy of the spray models for various applications. Finally, a
summary is presented towards the end of this chapter.

4.2 Fundamentals of Liquid Spray Atomization

Spray atomization is categorized into two: primary and secondary spray breakup.
The combined effect of both breakups leads to the formation of fine droplets from
the liquid jets emanating from the injector nozzle. Both types of breakups happen in
different ways, depending on the ambient conditions and droplet properties. These
properties, along with geometrical parameters, are grouped in the form of non-
dimensional numbers such as Reynold Number (Re),Weber number (We), and Ohne-
sorge number (Oh). The critical points in these breakupmechanisms are governed by
the specificvalue of these non-dimensional numbers. Figure 4.1 shows a classification
of primary and secondary breakup models.

Rel = I nertia Force

V iscous Force
= ρluD

μl

Wel = I nertia Force

Sur f ace tension Force
= ρlu2D

σ

Oh = V iscous Force

Sur f ace T ension Force
= μl√

σρl D
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Fig. 4.1 Spray breakup type [Adapted from Web source (2021)]

Here,

ρl liquid density,
σ surface tension,
μl dynamic viscosity,
D nozzle diameter,
u jet velocity,
l represents the liquid phase.

A higher weber number generates a higher number of fine droplets through the
primary and secondary breakups. Therefore, spray with a higher weber number is
of specific interest for IC engines since they have fast and superior atomization and
faster fuel evaporation.

4.2.1 Primary Spray Breakup

The primary breakup of sprays is related to the breakup of the intact liquid core.
Therefore, it is a crucial breakup process since it determines the sizes of droplets
formed from the liquid core.

The cylindrical liquid column emerging from the injector nozzle breaks into
discrete ligaments/blobs/droplets in the primary spray breakup, primarily because
of surface instabilities. The surface instabilities depend upon the interactions of
competing surface forces (surface tension, aerodynamic drag) and initial perturba-
tions from the internal nozzle surfaces. Surface instabilities form on the liquid sheet
surface and interact with the ambient high-speed gas. These instabilities grow in
magnitude downstream, leading to a breakup. When a liquid sheet is injected from
the nozzle, it may encounter three instabilities: (a) Kelvin–Helmholtz (K–H) insta-
bility, (b) Rayleigh–Taylor (R–T) instability, and (c) capillary (Rayleigh) instability.
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During atomization of the liquid sheet, shear-induced capillary waves grow at the
vapour-liquid interface, known as KH instabilities, resulting in ligament growth and
breakup. RT instabilities are due to the density difference between the vapour and
liquid interface, which improves the disintegration of droplets (Rao et al. 2017).

Figure 4.2 shows the actual and simulated spray liquid core differences close to the
nozzle (Helldorff and Micklow 2019). Near nozzle visualization of spray remains
an active area of research. The complicated physics near the nozzle is not well
understood and is oftenmodelled using simplified assumptions,matching subsequent
processes (downstream droplet dispersion) with reasonable accuracy.

Figure 4.3a shows different primary breakup regimes as a function of Re and Oh
numbers. Rayleigh breakup happens at low spray jet velocity because of axisym-
metric oscillations due to inertial and surface tension forces. The breakup length is
higher in this case, which decreases with increasing spray jet velocity. Here, droplets
of size equal to jet diameter are formed. Aerodynamic forces increase the inertial
and surface tension forces in the first wind-induced breakup (Fig. 4.3).

In contrast, short unstable surface waves initiate in the second wind-induced
breakup, further amplified by the aerodynamic forces. Atomization takes place at the
nozzle; therefore, intact liquid core length is zero. Here, droplets of much smaller

Fig. 4.2 Differences in the actual and simulated breakup of the sprays [Adapted from Helldorff
and Micklow (2019)]
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(a) [8] [9]

(b)

Fig. 4.3 Different primary breakup regimes (Web source 2021; Shao et al. 2018; Shimasaki and
Taniguchi 2011)

size compared to nozzle jet diameter are formed (Shao et al. 2018b). This is a very
relevant zone for direct fuel injection diesel engines.
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4.2.2 Secondary Spray Breakup

The secondary breakup process disintegrates the primary spray droplets to form
smaller droplets due to aerodynamic forces. The aerodynamic forces are proportional
to the relative velocity of droplets w.r.t. the ambient air. Therefore, the size of droplets
is a characteristic parameter for the secondary spray breakup. Higher We facilitate
smaller droplets because of increased aerodynamic forces and faster breakup with
increasing We (Pilch and Erdman 1987). As We increase, various kinds of breakup
morphologies begin to happen, such as vibrational, bag, bag-and-stamen,multimode,
sheet-thinning, and catastrophic breakup modes, as shown in Figs. 4.4 and 4.5 (Yang
et al. 2016).

Fig. 4.4 Secondary spray breakup morphology (Web source 2021)

Fig. 4.5 Blob model
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Vibrational breakup breaks down the liquid column into coarse droplets. Bag
breakup forms a single bag-like shape, whereas multimode breakup leads to the
formation of more than one bag-like shape. The striping and catastrophic breakup
occur when the outer edges of the liquid column accelerate and break up before
the center. Each morphological breakup forms secondary droplets of different sizes.
All droplet breakups happen at the same time for the high-velocity sprays in the IC
engines. The breakup is most intense near the nozzle due to higherWe, which decays
withWe downstream of the spray. The lower We downstream of the nozzle is due to
the smaller droplets and lower relative velocities (Baumgarten 2006). Depending on
the ambient and initial conditions and injected fluid properties, the droplets reach a
minimumdiameter, which can not be disintegrated further. This diameter is called the
‘critical diameter’ of the droplets. Conditions favourable for lower critical diameters
are desirable for rapid evaporation of sprays in IC engine applications. However, a
rigorous breakup may lead to slower and lower spray penetration, leading to inferior
air utilization.

4.3 Spray Breakup Models

Unlike real spray ligaments, the spray is treated as a collection of discrete droplet
parcels and tracked using the Lagrangian approach in simulations. Generally, spray
droplets are modelled using primary breakup models until droplets achieve model
switching criteria. Once the switching criteria are met, the secondary breakup
modelling is initiated for the particular droplet/droplet group. Droplet groups are
formed by taking droplets of a certain range to save computation time. The primary
breakup phenomenon determines subsequent air–fuel mixture formation in the
combustion chamber. Therefore, it is essential to perform detailed modelling of
dense sprays (Bekdemir et al. 2008). Primary spray breakup modelling is meant for
predicting the starting conditions of spray droplets, like initial droplet radius and
velocity parameters (spray angle), which depend on the flow characteristics in the
nozzle and near nozzle instabilities. The relative velocity between the liquid film
and ambient air generates instability, which causes the break up of liquid film to
ligaments. These ligaments create droplets that further disintegrate into secondary
droplets (Duronio et al. 2020). A linear instability theory is implemented to determine
the most unstable waves acting on the bulk liquid before the breakup. Any variation
in instabilities near the nozzle exit will create variations in dominant unstable wave-
length, hence the resulting droplet diameter. The flow conditions near nozzle exit
fluctuate under practical conditions, influencing the droplet sizes. Therefore, discrete
probability function (DPF) and maximum entropy principle (MEP) were applied by
Sovani et al. (Davanlou et al. 2015) and Jaynes (Sovani et al. 1999) to model droplet
size in the spray.
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4.3.1 Blob Model

This model introduces a set of computational parcels into the multidimensional
domain, presented as ‘blobs’ or portions of the injected liquid column. The blob
is defined by a sphere and characterized by an initial diameter same as the effective
nozzle diameter. The blob model is the simplest and most widely accepted approach
for defining initial conditions for the first spray droplets at the nozzle exit. However,
this approach assumes that spray atomization and droplet breakup in the dense spray
near the nozzle are not separate phenomena. Therefore, an exhaustive simulation can
be replaced by a simplified approach injecting coarse droplets with the same diameter
as the nozzle. These droplets are further exposed to secondary aerodynamic induced
breakup (Fig. 4.5) (Jaynes 1957).

Spray droplet diameter is equal to the nozzle diameter (D), and droplet generation
rate is calculated from the mass flow rate of the fuel. The blob breaks up after
interacting with the surrounding gas, but a domain with large discrete particles near
the nozzle represents the dense spray core. It is assumed that flow inside a nozzle is
slug and injection velocity Uinj of the blobs is given by using conservation of mass
as given below:

Uinj (t) = minj (t)

Anozzle × ρl

Here,

Anozzle is the nozzle cross-section area,
ρl is the liquid density, and
minj (t) is the mass flow rate.

The flow is generally turbulent, and the blob with nozzle diameter (D) size is
injected with injection velocity (Uinj) at the start of injection. The cavitation is
observed in the flow during the main injection of fluid, as shown in Fig. 4.6. Due to

Fig. 4.6 Cavitation inside the nozzle hole
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cavitation, an effective cross-sectional area (Aef f ) of the nozzle decreases, reducing
the blob diameter. Therefore, the highest injection velocity and the lowest blob
diameter are anticipated during the main injection event.

Def f =
√
4Aef f

π

A more practical value of initial injection velocity and blob diameter can be
obtained from the dynamic calculation of both during the whole injection event,
including the influence of cavitation. However, only a reduction in cross-sectional
area due to cavitation is taken into consideration. Rise in turbulence and break up
energy because of the bursting of cavitation bubble is not involved. Blob is a funda-
mental andwidely used approach for investigating the primary breakup in simulation.
It is the most suitable method for defining initial conditions of liquid injected in the
combustion chamber if there is a lack of knowledge about the composition of primary
spray; however, the value of spray angle is obtainable (Baumgarten 2006).

This model does not characterize comprehensive physical and modelling of the
related phenomenon during the primary break up. Also, mapping spatial spray angle
and droplet size distribution from the three-dimensional nozzle flow cannot be done.
Another disadvantage of this approach is excluding the evolution of primary breakup
due to turbulence and bursting of bubbles downstream of the nozzle.

4.3.2 Linear Instability Sheet Atomization (LISA) Model

LISA is used to model the liquid sheet breakup. This model requires the spray cone
and dispersion angles as input. The spray cone angle represents plume development,
and the dispersion angle represents liquid sheet fluctuations from the mean cone
angle. Dispersion angle is a critical parameter since it leads to the radial distribution
of spray droplets from the mean cone angle (Shrestha et al. 2020). This model has
a general liquid sheet breakup and a liquid injection methodology, especially pres-
sure swirl atomizers. Hollow cone sprays produce fine droplets, leading to superior
fuel–air mixture formation, lower penetration, and improved spray atomization. The
conversion from injector flow to fully evolved spray is modelled in three stages: film
formation, sheet breakup, and droplet disintegration (Fig. 4.7).

Figure 4.7 shows that initial perturbations result in the onset of optimalwavemode
(λoptimal). These are unstable waves governed by linear stability theory. The unbroken
liquid sheet is assumed to fragment into segments (λoptimal/2). These broken segments
further roll up to form cylindrical ligaments due to surface tension, followed by the
breakup of these ligaments into droplets because of Plateau–Rayleigh instability
(Deshpande et al. 2015). Uniform velocity at the injector exit is assumed. Total sheet
velocity (U) is given by:
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Fig. 4.7 LISA breakup
model (Deshpande et al.
2015; Asgarian et al. 2020)

U = kv
.

√
2�p

ρl

Here, � p is the injection velocity, kv is the coefficient of velocity and is given
by:

kv = max

[
0.7,

4ṁ

πd2
0ρl cosθ

√
ρl

2�p

]

Here, ṁ is themass flow rate, do is the orifice diameter,ρ l is the liquid density. The
axial (u) and angular (v) components of the injector exit velocity can be calculated
from.

u = U cos θ, v = U sin θ

The mass flow rate ṁ is given by

ṁρluho(do − ho)
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Here,

u is injector exit axial velocity component,
ho is initial liquid sheet thickness.

It is assumed that there is no drag on the liquid sheet and no air displacement by
the sheet volume due to no direct relationship between the sheet and the gas phase.
Hence, there will be no droplet breakup, collision, and drag until the droplet reaches
breakup length Lb (Schmidt et al. 1999) given by:

Lb = U

�
ln

[
ηb

η0

]

Here, ln
[

ηb
η0

]
is proposed by Dombrowski et al. (1963).� is the maximum growth

rate.ηb andηo are critical andoriginal amplitudes. Thenewdiameter after the breakup
at the breakup length Lb is calculated by:

d3
D = 3πd2

L

KL

Here,

dL is the ligament diameter and
K L is the most unstable wave number.

4.3.3 Kelvin–Helmholtz (KH) Model

Kelvin–Helmholtz (KH) and Rayleigh–Taylor (RT) breakup models are extensively
used. It includes two kinds of instabilities, which arise in multiphase flows and can
lead to perturbation growth resulting in disruption of spray droplets (Fig. 4.8).

The growth rate of perturbation depends on the conditions of ambient gas and
droplet itself. It is assumed that the growth of KH instabilities on the surface of a
cylindrical liquid jet causes its disintegration into droplets. These instabilities are due
to high shear at the interface of two fluids (Som andAggarwal 2010). This cylindrical
jet penetrates the gaseous environment with a relative velocity of urel. The liquid and
gas are assumed as incompressible. It is assumed that gas has negligible viscosity.
The diameter of newly formed droplets is directly proportional to the wavelength of
unstable KHwave, which has a fast growth rate on the parent droplets (Nsikane et al.
2017).

dnew = 2B0	
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Fig. 4.8 Secondary spray
breakup: a KH, b RT
(Nowruzi 2019)

Here,

B0 is constant

� is wavelength of the fastest-growing unstable wave having growth rate (�K H ).

�K H = 0.34 + 0.38We1.5g

(1 + Oh)(1 + 1.4T 0.6)

√
σ

ρlr3

	K H =
9.02r

(
1 + 0.45

√
Oh
)
(1 + 0.4T 0.7)

(
1 + 0.865We1.67g

)0.6

Here, σ = surface tension, T is the Taylor number = Oh
√
Weg , r is the parent

droplet radius, which reduces continuously during the breakup. The rate at which the
parent droplet radius reduces until it reaches a stable radius (rK H = dnew

2 ) is given
by:

dr

dt
= r − rK H

τK H
, rK H ≤ r

τK H = 3.276B1r

�K H	K H

Here, τ KH= breakup time, B1 =KHconstant. B0 and B1 are the tuning constants
that affect the rate atwhich parent droplet contracts define the child droplet size (Beale
and Reitz 1999). Mass is collected from the parent droplet till the shed mass is 5%
of the initial parcel mass. Here, a new parcel is formed having a diameter given
by dnew = 2B0	. The new parcel provided similar properties as the parent parcel,
excluding radius and velocity. The secondary breakup of child droplets happens
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because of the competing effects of KH and RT models (Kawaharada et al. 2020).
Cavitation and turbulence inside the nozzle greatly influence primary breakup; hence
primary breakup should incorporate these effects.

4.3.4 Kelvin–Helmholtz-Aerodynamics Cavitation
Turbulence (KH-ACT) Model

This model is a remodelled conventional KH model with aerodynamics, cavitation,
and turbulence effects in the primary breakup. Turbulence inside the nozzle strongly
influences the spray breakup, liquid penetration length, and the diameter of child
droplets (Hwang et al. 1996). KH-ACT is quasi dynamically linked to the internal
nozzle flow simulations and produces cavitation and turbulence transients at the
nozzle exit, acting as starting and boundary conditions (Nsikane et al. 2017).

Turbulence Induced Breakup Model: It calculates turbulent time and length
scales by assuming isotropic internal flows and using decay laws:

Lt = Cμ

(
K (t)1.5

ε(t)

)
; τ t = Cε

(
K (t)

ε(t)

)

Here, K (t) and ε(t) are instantaneous kinetic energy and turbulent dissipation
rate,Cμ andCε aremodel constants. Assuming isotropic turbulence and no diffusion,
convection and production terms in K -ε equation, K (t) and ε(t) can be estimated
as below:

K (t) =
[

(K0)
Cε

K0
(
1 + Cμ − CμCε

)+ εt (Cε − 1)

]1/(1−Cε )

ε(t) = ε0

[
K (t)

K0

]Cε

Here, K 0 and ε0 are the starting value of kinetic energy and turbulent dissipation
rate at nozzle exit (Nsikane et al. 2017).

Cavitation-Induced Breakup Model: This model considers the cavitation
formed inside the nozzle,whichmaymove downstreamand reach the nozzle exit. The
implosion of bubble improves spray atomization and reduces characteristics breakup
timescale. The timescale is decided by the fastest of the two physical phenomena,
i.e., the burst of cavitation bubble at the spray periphery or collapse before arriving
at:

τCAV = minimum(τcollapse, τburst )



4 Spray Breakup Modelling for Internal Combustion Engines 71

The bubble collapse time is estimated as the time taken to reduce the bubble’s
radius from ‘r’ to ‘zero.’

τcollapse = 0.9145RCAV

√
ρl

pv

Here,

ρ l and pv are the density of fuel and fuel vapour pressure, respectively,
RCAV is the effective radius of an equivalent bubble from the nozzle and is

given by, RCAV = rhole
√
1 − Ca;

rhole is the exit radius and
Ca is the coefficient of area reduction.

The time required for the bubble to reach the jet periphery is given by:

τburst = rhole − RCAV

u′
turb

Here,

u′
turb is the turbulent velocity and is given by u′

turb =
√

2K (t)
3

The length scale for this breakup model is given as LCAV = RCAV

Aerodynamically Induced BreakupModel: This model calculates the instanta-
neous length and timescales for each parcel:

LKH = r − rK H

τK H = 3.276B1r

�K H	K H

The dominant breakup process is decided by the largest value of the ratio of length
and the timescale for each process and is presented mathematically as below:

L A

τA
= max

[
LKH (t)

τK H (t)
; LCAV (t)

τCAV (t)
; Lt (t)

τt (t)

]

If aerodynamically-induced breakup dominates, then the KH model from the
previous section is applied for the primary atomization. However, for cavitation or
turbulence-induced breakup, below mentioned breakup law is used:

dr

dt
= −CT,CAV

L A

τA

Here,

CT ,CAV is the model constant.
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4.3.5 RT (Rayleigh–Taylor) Model

KH instabilities occur when velocity gradients are normal to the interface. However,
RT instabilities are initiateddue to the density differenceof the twofluids and can arise
at the circumference. These instability waves originate due to the rapid deceleration
of droplets because of the drag force (Fig. 4.8). It is based on investigating the stability
of the liquid-ambient air interface when liquid accelerates in a direction normal to
the plane (Hossainpour and Binesh 2009). Generally, RT instabilities form when
acceleration is in the opposite direction to the density gradient. When the droplet
decelerates due to ambient gas drag, it may build up instability at the trailing edge
of the droplet. The mathematical equation for the acceleration of droplet governed
by the gas drag is given as:

∣∣∣−→F
∣∣∣ = 3

8
CD

ρgv
2
rel

ρlr

Here,

vrel is the relative velocity of the droplet w.r.t. the ambient gas and
r is the droplet radius.

The frequency and wavelength of the fastest growing wave are given below by
assuming a linear disturbance growth rate and negligible viscosity.

�RT =

√√√√2
∣∣∣ �F
∣∣∣

3

⎡
⎣
∣∣∣ �F
∣∣∣(ρl − ρg)

3σ

⎤
⎦

1/4

	RT = 2π

√√√√ 3σ∣∣∣ �F
∣∣∣(ρl − ρg)

It was found that acceleration creates the fastest growth of RT instabilities;
however, the surface tension of liquid opposes the breakup. Standard RT model
defines the growth rate as below:

ωRT =
√
kRT

(
ρl − ρg

)
(
ρl + ρg

)a − kRT
3σ

ρl + ρg

And, the breakup time (tbu) is given by:

tbu = 1

�RT
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The diameter of child droplet is evaluated from the RT wavelength (	), and
breakup occurs when 	 < dparent . Generally, the RT model is used with the KH
model and is known as the hybrid KH-RT model.

4.3.6 Hybrid/Modified Kelvin–Helmholtz Rayleigh–Taylor
(KH-RT) Model

The single breakupmodel cannot completely capture the spray breakup phenomenon
as various types of instabilities act on liquid jets simultaneously. Therefore, a hybrid
KH-RT model is used, in which KH and RTmodels are used to capture breakup near
the nozzle and at a particular distance downstream of the nozzle, respectively (Beale
1999). KH instabilities occur when velocity gradients are normal to the interface.
However, RT instabilities are initiated due to the density difference of the two fluids
and can arise at the circumference. Taking account of both instabilities provides
a breakup phenomenon approaching to practical. In this model, KH-RT instability
theory is applied on the droplet surface to resemble a breakup. Here, spray droplets
are injected using the ‘blob’ model, where the liquid core is represented by defining
droplet size equal to the nozzle hole diameter (Fig. 4.9).

In this model, RT and KH breakup models are used in competing modes. The
breakup time for both models is calculated for the given set of conditions. The
shorter breakup time models are used for further simulation of the breakup (Senecal
et al. 2007). RT model is used at the nozzle region as droplet velocities are higher;
whereas, the KH model is applied further downstream. These droplets are traced

Fig. 4.9 KH-RT model
(Som and Aggarwal 2010)
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and applied with the KH instability. Calculations of the diameter of parent droplets
at each time interval and diameter reduction rate are done in this model. Primary
breakup is modelled using KH instabilities, while secondary breakup is modelled
using KH and RT models (Sula et al. 2020).

4.3.7 Taylor Analogy Breakup (TAB) Model

TABmodel represents an analogy between a spring-mass systemwith forced oscilla-
tions and an oscillating droplet passing through a gaseous atmosphere with a relative
velocity of urel (Fig. 4.10). As per the analogy, the force (F) producing oscillations of
mass M, which are like aerodynamic forces, deform the droplet. On the other hand,
the restoring spring force (Fspring = − kx) is similar to a surface tension force, which
resists the droplet deformation and maintains its shape (Jaynes 1957). Thus, it is a
model to measure the drop distortion and droplet breakup (O’Rourke and Amsden
1987).

Damping force (Fdamper = c ẍ) represents friction force due to liquid dynamic
viscosity. Therefore, the 2nd order differential equation of motion for the spring-mass
system is given as (Table 4.1):

ẍ = F

M
− k

M
x − c

M
ẋ

where

x is displacement of droplet equator from equilibrium,
k is the spring constant,
c is the damping coefficient.

TABmodel can track one oscillation mode, whereas there are several suchmodes.
Several investigators have shown that the TAB model is most appropriate for spray

Fig. 4.10 TAB model
[Adapted from O’Rourke
and Amsden (1987)]
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Table 4.1 TAB breakup
model analogy

TAB breakup model analogy

Spring mass system Oscillating droplet

External force = F
M Droplet drag = ρau2

ρl d

Restoring force = k
M Surface tension = σ

ρl d3

Damping force = c
M Viscous force = ul

ρl d2

under high fuel injection pressures, where aerodynamic effects are predominant, like
CI engines.

4.3.8 Enhanced TAB Breakup Model (ETAB)

This model includes the droplet deformation dynamics in the TABmodel with a new
approach for defining the droplet breakup process. In the TAB model, the radius of
product droplets is calculated by the energy balance equation, which generally results
in an underprediction of droplet diameter under CI engine conditions. However, the
ETABmodel utilizes the breakup conditions of the standard TABmodel but manages
droplet breakup differently. In ETAB, the product droplet formation rate is assumed
to be proportional to the number of product droplets, with a proportionality constant
depend on the breakup regime. This combines the mass conservation principle and
exponential decay law, which relates the mass of product droplets and the breakup
time of the parent droplet.

The rate of change of droplet size is calculated from

r

a
= eKbr t

Here, a and r are the radius of parents and product droplets. Kbr is the breakup
constant, which depends on the breakup regime as per We as follows,

kbr =
⎧⎨
⎩

k1ω, i f We ≤ Wet

k2ω
√
We, i f We > Wet

Here, k1 and k2 are constant, ω is droplet oscillation angular velocity, Wet = 80,
known as transitional Weber number.

The deformation of the droplet surface is calculated as follows:

y(t) = We

12
+ e

−t
td

{[
y(0) − We

12

]
cosωt +

[
ẏ(0)

ω
+ y(0) − We

12

ωtd

]
sinωt

}
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The breakup happens when the normalized drop distortion, y(t), exceeds the crit-
ical value 1. Details of each parameter are given in reference (O’Rourke and Amsden
1987). The product droplets are initially supplied with velocity components perpen-
dicular to the path of the parent droplet with a value ν⊥ = Aẋ , Here, ẋ is the radial
velocity of droplet surface, and A is a constant, which can be calculated from the
energy conservation criterion and given as follows:

A2 = 5CD/4 + 18

[
1 − a

r32

]
/We

Here, CD = aerodynamic drag coefficient, r32 = Sauter mean radius. In the stan-
dard TAB model, A = 1; whereas, for high fuel injection conditions, A = 0.7. To
take into account droplet surface stripping at the nozzle exit initially injected parcels
have been equipped with a power-law size distribution as per the following equation:

g(r) = n + 4

r0

(
r

r0

)n+3

Here, r0 = radius of nozzle, n = 0.5 (Tanner and Weisser 1998).

4.4 Overview of Research Studies

Spray atomization depends on many interdependent parameters such as fuel injec-
tion pressure, spray jet velocity, ambient pressure, fuel temperature, ambient temper-
ature, nozzle geometry, and liquid properties.Many researchers investigated the spray
phenomena by simulating engine-like conditions in a constant volume spray combus-
tion chamber (Sonawane et al. 2020; Bardi et al. 2012; Pickett 2008). The engine
combustion network (ECN) provides high fidelity experimental results of engine-like
conditions for diesel and gasoline sprays. For this purpose, ECN has collaborated and
worked with many leading universities globally. The database has been generated
from the experiments conducted under precisely controlled experimental conditions
as per ECN guidelines. This experimental database can validate spray models, the
most crucial and mandatory step in the simulations. The accuracy of different spray
models matching these experimental results indicates the suitability of models for
a particular application. The controlled boundary conditions are extremely helpful
for model initialization and setup. The uncertainty in the simulations reduces with
the increasing quality of validated results. Some widely accepted CFD tools are
CONVERGE, KIVA, OpenFoam, AVL FIRE, and AVBP. In addition, numerous
researchers have conducted research studies on spray breakup, which are available
in the open literature.

The droplet formation from a primary breakup happens due to shear instabilities
like KH instabilities, whereas secondary breakup happens due to RT instabilities.
The hybrid KH-RT has been a preferred model used for fuel injection simulations
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(Duret et al. 2013). Som et al. (Nsikane et al. 2017) examined the role of primary
breakup modelling on the characterization of compression ignition (CI) engines
using the Eulerian–Lagrangian framework. KH and KH-ACT models were used for
three-dimension simulations of CI engine-like conditions. Simulated results were
compared with X-ray radiography results. They reported finer droplets, reduced
liquid penetration length, andmore radially dispersed spray with the KH-ACTmodel
due to improved primary breakup resulting from nozzle cavitation and turbulence
effects. Simulation results showed good agreement with the experimental results of
evaporating and non-evaporating sprays. KH-ACTmodel has predicted experimental
results withminimum deviation for liquid and vapour penetration lengths, spray cone
angle, axial velocity, droplet dispersion, andflame lift-off location. Improved primary
breakup modelling helped superior prediction in the case of the KH-ACT model.
However, most diesel engine simulations employ KH-RT atomization models. Many
simulation studies employed KH and KH-RT models for primary and secondary
breakup (Kawaharada et al. 2020; Reitz and Bracco 1982). This modelling method-
ology is computationally cost-effective and replicates global spray characterization
closely. However, studies have shown that cavitation and turbulence inside the nozzle
greatly influence near nozzle spray breakup (Arcoumanis et al. 1997).

Figure 4.11 exhibited liquid penetration at a fixed condition. It can be observed
that internal nozzle turbulence has a major influence on spray atomization. However,
Sauter mean diameter (SMD) was less sensitive (Bravo and Kweon 2014). A similar
conclusion can be drawn from Fig. 4.12. This experimental study was conducted in a
constant volume combustion chamber, where operating conditions were maintained
constant: fuel injection pressure (FIP) and fuel temperatureswere 1420bar and438K,
respectively. The KH and KH-ACT models predicted the overall nature of spray;
however, the KH-ACT model predicted higher degree atomization with reduced
liquid penetration and SMD (Bravo and Kweon 2014). KH model showed higher

Fig. 4.11 KH and KH-ACT model effect on a liquid penetration and b SMD (Bravo and Kweon
2014)
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Fig. 4.12 Comparison of hybrid KH model and KH-ACT model for a liquid penetration, b vapour
penetration length (Bravo and Kweon 2014)

penetration as it has not included aerodynamic, cavitation, and turbulence effect on
the breakup phenomenon, which is included in KH-ACT.

Rostami andMoghaddam (2020) predicted primary spray breakup length, droplet
diameter, and ligaments for diesel, biodiesel, and water using a linear instability
model. They reported faster atomization due to increased disturbance by lowering
the fuel viscosity and increasing the axial and swirl velocity. Such numerical studies
provide a better understanding of spray atomization and how it behaves for various
fluids. Generally, the secondary spray breakup modelling assumes that the droplet is
movingwith the laminar flow. However, the presence of turbulence affects the critical
We. Therefore, it results in an inaccurate prediction of the breakup phenomenon.
Khaleghi et al. (2021) investigated the influence of turbulence on the secondary
breakup using a modified model and found good agreement between simulation
results with the experimental results. They concluded that turbulence resulted in
an earlier breakup, higher evaporation rate, and lower penetration. However, the
difference between the models with and without the turbulence was negligible as the
ambient gas pressure increased. This could be a probable reason for the acceptable
performance of the KH-RT model in diesel engine simulations where the fuel is
injected under high-density ambient.

However, simplified models (turbulence neglected) may lead to inaccuracies in
low-density ambient, as commonly seen in SI engines. Chen et al. (2020) numer-
ically investigated the effect of injection angle on the spray structure and droplet
gas mixing using the Eularian-Lagrangian framework. The KH-RT model is used
for the secondary breakup of droplets and helps understand the mixing processes.
Niu et al. (2020) simulated droplet atomization using the KH-RT breakup model.
Simulation results showed good agreement with the experimental results. Zhao et al.
(2021) performed experiments and simulations to investigate the spray, flow structure
and droplet size distribution. Eulerian–Lagrangian approach with KH-RT breakup
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model was used for the simulations. The simulated results of spray and flow showed
good agreement with the experiments. Badra et al. (2016) developed a predictive
ability for gasoline compression engines with accurate spray characterization using
the Eulerian–Lagrangian framework. For this, they used LISA and KH-RT breakup
models, which were found to bemost appropriate. They studied the effect of different
spray parameters by comparing various available spray models. Results showed a
comparison of modified KH-RT and LISA models for various chamber pressure (5,
10 bar) and temperature (300, 600 K) conditions. TAB was used as a secondary
breakup model with LISA. The liquid penetration length predicted by both models
matched very well with the experimental values. However, the modified KH-RT
model showed a longer liquid penetration length than the LISA model. However,
trends matched qualitatively well with the experimental results. For better under-
stating of spray modelling, further effects of secondary breakup models of KH-RT
and TAB have to be examined.

Liu et al. (2018) studied diesel spray impingement characteristics in small-bore
IC engines. LISA was used as a spray breakup model, which resulted in an error
of 3% between the experimental and simulation results. Park et al. (2009) analyzed
gasoline and bioethanol sprays for swirl-type GDI injectors using the LISA model,
used extensively for hollow cone spray simulations (Lee et al. 2004; Lucchini et al.
2005). The numerical studies predicted spray development, spray morphology and
spray breakup approximately. Similar observations were also reported by Gao et al.
(2005). Liu et al. (2016) simulated spray atomization with a pressure swirl injector
using LISA with TAB as a secondary breakup model. They concluded that these
models could predict the physical phenomenon of atomization quitewell. In addition,
results showed the ability of the model to capture local SMD and global spray shapes
well. Wang et al. (2017) evaluated the effect of deposit on spray behaviour in the
Euler Lagrangian framework. They performed simulation using CONVERGE. The
blobmethod was implemented to inject spray into a constant volume chamber. At the
same time, spray breakupwas predicted by theKH-ACT-RTmodel. Spray simulation
results showed longer penetration, smaller spray cone angle, and larger droplet size
on the formation of deposits. Also, simulation results were in good agreement with
the experiments.

Generally, the TAB model is applied for the low-velocity sprays. It is mainly
grounded on the physical mechanisms that occur during the spray droplet breakup.
However, it has few shortcomings, which many researchers attempted to over-
come. Beatrice et al. (1995) concluded that TAB underpredicted the droplet lifetime,
reducing its accuracy for high-pressure sprays. However, Bianchi and Pelloni (1999)
optimized the model constant and validated it with a correlation of Pilch and Erdman
(1987). There were also disagreements in the prediction of liquid penetration length.
Tanner (1997) and Park et al. (2002) tried to improve this discrepancy in their study.
Matysiak (2007) concluded that the TAB model underestimates the disruptive drag
force effect. After taking motivation from Matysiak (2007), Sula and Papalexan-
dris (Jaynes 1957) proposed a modified TAB model, including the influence of drag
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forces. The model showed the potential to predict global macroscopic spray parame-
ters such as liquid and vapour penetrations better. However, vapour penetration was
overpredicted compared to the experimental values.

Pischke et al. (2010) modelled gasoline direct injection using a combined high
Eulerian–Lagrangian spraymodel. Primary and secondary atomizationwasmodelled
with a combined LISA-KH-TAB approach. This combinedmodel was validated with
the experimental data, and it showed good agreement with the macroscopic and
microscopic spray characteristics. Zamani et al. (2016) studied the simulation of a
spray of GDImulti-hole injector. They concluded that model coefficient validated for
single plume could not be used formulti plume spray simulationwithoutmodification
due to plume-to-plume interactions and pressure drag. They also presented new
coefficients for multi-hole injectors. Huh and Gosman (1991) developed a model to
consider internal turbulent stress on the primary breakup. As per this model, initial
disturbance on the liquid–gas interface arises from turbulent flow inside the liquid jet,
further growing as per the KH instability. It was found that the Huh Gosman-KH-RT
model predicted the spray morphology of multi-hole GDI injectors in a better way
than the KH-RT model under various ambient and fuel injection pressures (Li et al.
2014).

Li et al. (2021) coupled Wu-Faeth (WF) turbulent primary breakup theory with
KH-RT instability theory to investigate the effect of nozzle-produced turbulence
and aerodynamic force on GDI spray atomization. This study provided insights
into the relationship between various mechanisms influencing spray atomization
and the method of calibrating the proposed atomization model for the GDI engines.
Figure 4.13 shows simulation results of WF-KH-RT and KH-RT with two different
sets of model coefficients. It was found that WF KH-RT showed highly resembling

Fig. 4.13 Comparison of spray morphology for experimental, KHRT, andWF-KH RT simulations
(Li et al. 2021)
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Table 4.2 Hybrid atomization model (Bella et al. 2002)

Hybrid atomization model

Primary breakup

Low–medium injection pressure WAVE

High injection pressure Turbulence-cavitation-aerodynamic induced model

Secondary breakup

12 < We < 16 (vibrational) TAB

16 < We < 45 (bag) DDB

45 < We < 100 (chaotic) DDB + WAVE

100 < We < 1000 (stripping) WAVE

We > 1000 (catastrophic) WAVE + RT

morphology against experimental, where both shape and penetration are predicted
well.

Table 4.2 represents a hybrid atomization model for different We (Bella et al.
2002). The secondary breakupmodel selection criteria for the vibrational regimewas
TAB (Tanner 1997). For bag breakup, the deformation and breakup (DDB) approach
was applied (Ibrahim et al. 1993). For chaotic breakup, DDB was used with the
Wave breakup model. The competition between these two models determines the
breakup model that could be used. At a higher We, the RT model was implemented
in competition with the KH model (Patterson and Reitz 1998).

4.5 Summary

Researchers have done substantial work tomodel the spray breakup to understand the
spray breakup phenomenon in IC engine combustion chambers. There are numerous
publications and articles on spray modelling, which is evidence of the success of
this approach for many applications. Modelling and simulations have opened doors
for developing innovative technologies and engine optimization. However, literature
shows that model calibration/validation with the experimental data by tuning model
constants and parameters is essential. The validated models capture the actual spray
breakup process quite well. This chapter covers important research studies available
in the field related to IC engine sprays. Advanced spray development may result in a
superior and improved understanding of the in-cylinder combustion process, which
would help reduce the brake-specific fuel consumption and tailpipe emissions.
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4.6 Future Directions

Despite advancements, spray breakupmodels have provided opportunities to improve
modelling aspects to address its drawbacks. There are grey areas of spray breakup,
which require attention. A few of them are: (i) the capability to capture the breakup of
the entire spray area from dense to dilute, (ii) the ability to predict nozzle turbulence
and cavitation and their interdependent effect, (iii) modelling of needle deformation
and its impact. Spraymodelling for applications such as electrostatic sprays, acoustic
induced spray breakup could also be explored. Another limitation is difficulty in
the inclusion of internal surface roughness of the nozzle in numerical modelling.
The capacity of spray modelling to resolve flow field with LES/DNS models and
capturing the changes in fuel properties without any a priori requirement of recali-
bration. Development of cavitation models, which considers multiple phases, nucle-
ation, and condensation, is required. The sole purpose of spraymodelling is to predict
the combustion phenomena accurately. Therefore, more research effort is required
to evaluate the spray model for combustion studies. The existing spray models often
over-predict the effect of cross-flow under swirl supported diesel engine simula-
tions. Furthermore, the impact of large-scale convection on spray dispersion has
been scarcely studied. As mentioned in this section, combined experimental and
simulation efforts are required to investigate many of these challenging problems.

References

Arcoumanis C, Gavaises M, French B (1997) Effect of fuel injection processes on the structure of
diesel sprays. SAE Trans 106:1025–1064. Retrieved June 25, 2021 from http://www.jstor.org/sta
ble/44730737

Asgarian A, Heinrich M, Schwarze R, Bussmann M, Chattopadhyay K (2020) Experiments
and modelling of the breakup mechanisms of an attenuating liquid sheet. Int J Multiph Flow
130:103347. https://doi.org/10.1016/j.ijmultiphaseflow.2020.103347

Badra JA, Sim J, Elwardany A, Jaasim M, Viollet Y, Chang J, Amer A, Im HG (2016) Numerical
simulations of hollow-cone injection and gasoline compression ignition combustion with naphtha
fuels. J Energy Resour Technol 138(5). https://doi.org/10.1115/1.4032622

Bardi M, Payri R, Malbec LMC, Bruneaux G, Pickett LM, Manin J, Bazyn T, Genzale CL (2012)
Engine combustion network: comparison of spray development, vaporization, and combustion
in different combustion vessels. Atom Sprays 22(10). https://doi.org/10.1615/AtomizSpr.201300
5837

Baumgarten C (2006) Mixture formation in internal combustion engines. Springer, Berlin
Heidelberg

Beale JC (1999) Modelling fuel injection using the Kelvin–Helmholtz/Rayleigh–Taylor hybrid
atomization model in KIVA-3V, MS thesis in mechanical engineering, University of Wisconsin,
Madison

Beale JC, Reitz RD (1999) Modelling spray atomization with the Kelvin–Helmholtz/Rayleigh–
Taylor hybrid model. Atom Sprays 9(6). https://doi.org/10.1615/AtomizSpr.v9.i6.40

Beatrice C, Belardini P, Berteli C, Camerotti M, Cirillo N (1995) Fuel jet models for multidimen-
sional diesel combustion calculation: an update. SAE Trans 104:194–204. Retrieved June 25,
2021 from http://www.jstor.org/stable/44633211

http://www.jstor.org/stable/44730737
https://doi.org/10.1016/j.ijmultiphaseflow.2020.103347
https://doi.org/10.1115/1.4032622
https://doi.org/10.1615/AtomizSpr.2013005837
https://doi.org/10.1615/AtomizSpr.v9.i6.40
http://www.jstor.org/stable/44633211


4 Spray Breakup Modelling for Internal Combustion Engines 83

Bekdemir C, Somers LMT, De Goey LPH (2008) Numerical modelling of diesel spray formation
and combustion. MS thesis, Eindhoven University of Technology

Bella G, Rocco V, Ubertini S (2002) Combustion and spray simulation of a DI turbocharged diesel
engine. SAE Trans 111:2549–2565. Retrieved June 25, 2021 from http://www.jstor.org/stable/
44743269

Bianchi GM, Pelloni P (1999) Modelling the diesel fuel spray breakup by using a hybrid model.
SAE technical paper 1999-01-0226. https://doi.org/10.4271/1999-01-0226

Bravo L, Kweon CB (2014) A review on liquid spray models for diesel engine computational
analysis. Army Research Lab Aberdeen Proving Ground MD. Accession number: ADA603658

Chen S, Xing Y, Liu X, Zhao L (2020) Numerical investigation of the effect of the injection angle on
the spray structures of an air-blast atomizer. Eng Comput. https://doi.org/10.1108/EC-03-2020-
0175

Davanlou A, Lee JD, Basu S, Kumar R (2015) Effect of viscosity and surface tension on breakup
and coalescence of bicomponent sprays. Chem Eng Sci 131:243–255. https://doi.org/10.1016/j.
ces.2015.03.057

Deshpande SS, Gurjar SR, Trujillo MF (2015) A computational study of an atomizing liquid sheet.
Phys Fluids 27(8):082108. https://doi.org/10.1063/1.4929393

Dombrowski N, Johns WR (1963) The aerodynamic instability and disintegration of viscous liquid
sheets. Chem Eng Sci 18(3):203–214. https://doi.org/10.1016/0009-2509(63)85005-8

Duret B, Reveillon J, Menard T, Demoulin FX (2013) Improving primary atomization modelling
through DNS of two-phase flows. Int J Multiph Flow 55:130–137. https://doi.org/10.1016/j.ijm
ultiphaseflow.2013.05.004

Duronio F, De Vita A, Allocca L, Anatone M (2020) Gasoline direct injection engines–a review of
latest technologies and trends. Part 1: spray breakup process. Fuel 265:116948. https://doi.org/
10.1016/j.fuel.2019.116948

Gao J, Jiang D, Huang Z, Wang X (2005) Experimental and numerical study of high-pressure-swirl
injector sprays in a direct injection gasoline engine. Proc Inst Mech Eng Part A J Power Energy
219(8):617–629. https://doi.org/10.1243/095765005X31333

Hossainpour S, Binesh AR (2009) Investigation of fuel spray atomization in a DI heavy-duty diesel
engine and comparison of various spray breakup models. Fuel 88(5):799–805. https://doi.org/10.
1016/j.fuel.2008.10.036

Huh KY (1991) A phenomenological model of diesel spray atomization. In: Proceedings of the
international conference on multiphase flows’ 91-Tsukuba

Hwang SS, Liu Z, Reitz RD (1996) Breakup mechanisms and drag coefficients of high-speed
vaporizing liquid drops. Atom Sprays 6(3). https://doi.org/10.1615/AtomizSpr.v6.i3.60

Ibrahim EA, Yang HQ, Przekwas AJ (1993) modelling of spray droplets deformation and breakup.
J Propul Power 9(4):651–654. https://doi.org/10.2514/3.23672

Jaynes ET (1957) Information theory and statistical mechanics. Phys Rev 106(4):620. https://doi.
org/10.1103/PhysRev.106.620

Kawaharada N, Thimm L, Dageförde T, Gröger K, Hansen H, Dinkelacker F (2020) Approaches
for detailed investigations on transient flow and spray characteristics during high-pressure fuel
injection. Appl Sci 10(12):4410. https://doi.org/10.3390/app10124410

Khaleghi H, Farani Sani H, Ahmadi M, Mohammadzadeh F (2021) Effects of turbulence on the
secondary breakup of droplets in diesel fuel sprays. Proc Inst Mech Eng Part D J Autom Eng
235(2–3):387–399. https://doi.org/10.1177/0954407020958581

Lee CS, Kim HJ, Park SW (2004) Atomization characteristics and prediction accuracies of hybrid
breakup models for a gasoline direct injection spray. Proc Inst Mech Eng Part D J Autom Eng
218(9):1041–1053. https://doi.org/10.1243/0954407041856746

Li ZH, He BQ, Zhao H (2014) Application of a hybrid breakup model for the spray simulation of a
multi-hole injector used for a DISI gasoline engine. Appl Therm Eng 65(1–2):282–292. https://
doi.org/10.1016/j.applthermaleng.2013.12.063

http://www.jstor.org/stable/44743269
https://doi.org/10.4271/1999-01-0226
https://doi.org/10.1108/EC-03-2020-0175
https://doi.org/10.1016/j.ces.2015.03.057
https://doi.org/10.1063/1.4929393
https://doi.org/10.1016/0009-2509(63)85005-8
https://doi.org/10.1016/j.ijmultiphaseflow.2013.05.004
https://doi.org/10.1016/j.fuel.2019.116948
https://doi.org/10.1243/095765005X31333
https://doi.org/10.1016/j.fuel.2008.10.036
https://doi.org/10.1615/AtomizSpr.v6.i3.60
https://doi.org/10.2514/3.23672
https://doi.org/10.1103/PhysRev.106.620
https://doi.org/10.3390/app10124410
https://doi.org/10.1177/0954407020958581
https://doi.org/10.1243/0954407041856746
https://doi.org/10.1016/j.applthermaleng.2013.12.063


84 U. Sonawane and A. K. Agarwal

Li Y, Huang Y, Luo K, Liang M, Lei B (2021) Development and validation of an improved atom-
ization model for GDI spray simulations: coupling effects of nozzle-generated turbulence and
aerodynamic force. Fuel 299:120871. https://doi.org/10.1016/j.fuel.2021.120871

Liu Y, Xiang Q, Li Z, Yao S, Liang X, Wang F (2018) Experiment and simulation investigation on
the characteristics of diesel spray impingement based on droplet impact phenomenon. Appl Sci
8(3):384. https://doi.org/10.3390/app8030384

Liu RC, Le JL, Song WY, Yang SH (2016) LISA model for simulation of liquid sheet breakup
in swirl injection. In: Material science and environmental engineering: the proceedings of 2016
international workshop on material science and environmental engineering (IWMSEE2016), pp
653–662. https://doi.org/10.1142/9789813143401_0071

Lucchini T, D’Errico G, Nordin N (2005) CFD modelling of gasoline sprays. SAE technical paper
2005-24-086. https://doi.org/10.4271/2005-24-086

Magnotti GM,Genzale CL (2017) Exploration of turbulent atomizationmechanisms for diesel spray
simulations. SAE technical paper no. 2017-01-0829. https://doi.org/10.4271/2017-01-0829

Matysiak A (2007) EV zur S tropfenbeladener S in einem V. Euler-Lagrange Verfahren zur Simula-
tion tropfenbeladener Strömung in einemVerdichtergitte Ph.D.Thesis,Department ofMechanical
Engineering, Helmut Schmidt Universität - Universität der Bundeswehr Hamburg

Niu YY, Wu CH, Huang YH, Chou YJ, Kong SC (2020) Evaluation of breakup models for liquid
side jets in supersonic cross flows. Numer Heat Transf Part A Appl 79(5):353–369. https://doi.
org/10.1080/10407782.2020.1847513

Nowruzi H (2019) Review on simulation of non-reacting fuel spray. Am J Mech Eng 7(1):1–8.
https://doi.org/10.12691/ajme-7-1-1

Nsikane D, Mustafa K, Ward A, Morgan R, Mason D, Heikal M (2017) Statistical approach on
visualizing multi-variable interactions in a hybrid breakup model under ECN spray conditions.
SAE Int J Engines 10(5):2461–2477. Retrieved June 25, 2021 from https://www.jstor.org/stable/
26422627

O’Rourke PJ, Amsden AA (1987) The TAB method for numerical calculation of spray droplet
breakup. SAE technical paper 872089.https://doi.org/10.4271/872089

Park SH, Kim HJ, Suh HK, Lee CS (2009) Atomization and spray characteristics of bioethanol and
bioethanol blended gasoline fuel injected through a direct injection gasoline injector. Int J Heat
Fluid Flow 30(6):1183–1192. https://doi.org/10.1016/j.ijheatfluidflow.2009.07.002

Park JH,YoonY,HwangSS (2002) ImprovedTABmodel for prediction of spray droplet deformation
and breakup. Atom Sprays 12(4). https://doi.org/10.1615/AtomizSpr.v12.i4.20

Patterson M, Reitz R (1998) Modelling the effects of fuel spray characteristics on diesel engine
combustion and emission. SAE Trans 107:27–43. Retrieved June 25, 2021 from http://www.jstor.
org/stable/44736506

Pickett L (2008) Engine modeling user’s group meeting at the SAE congress, Detroit, MI
Pilch M, Erdman CA (1987) Use of breakup time data and velocity history data to predict the
maximum size of stable fragments for acceleration-induced breakup of a liquid drop. Int JMultiph
Flow 13(6):741–757. https://doi.org/10.1016/0301-9322(87)90063-2

Pischke P, Martin D, Kneer R (2010) Combined spray model for gasoline direct injection hollow-
cone sprays. Atom Sprays 20(4). https://doi.org/10.1615/AtomizSpr.v20.i4.60

Rao DCK, Karmakar S, Basu S (2017) Atomization characteristics and instabilities in the combus-
tion of multi-component fuel droplets with high volatility differential. Sci Rep 7(1):1–15. https://
doi.org/10.1038/s41598-017-09663-7

Reitz RD, Bracco FV (1982) Mechanism of atomization of a liquid jet. Phys Fluids 25(10):1730–
1742. https://doi.org/10.1063/1.863650

Rostami E, Moghaddam MH (2020) The velocity and viscosity impact on the annular spray atom-
ization of different fuels. Combust Theor Model 1–35. https://doi.org/10.1080/13647830.2020.
1845399

Schmidt D, Nouar I, Senecal P, Rutland J, Martin J, Reitz R, Hoffman J (1999) Pressure-swirl
atomization in the near field. SAE Trans 108:471–484. Retrieved June 25, 2021 from http://
www.jstor.org/stable/44743386

https://doi.org/10.1016/j.fuel.2021.120871
https://doi.org/10.3390/app8030384
https://doi.org/10.1142/9789813143401_0071
https://doi.org/10.4271/2005-24-086
https://doi.org/10.4271/2017-01-0829
https://doi.org/10.1080/10407782.2020.1847513
https://doi.org/10.12691/ajme-7-1-1
https://www.jstor.org/stable/26422627
https://doi.org/10.4271/872089
https://doi.org/10.1016/j.ijheatfluidflow.2009.07.002
https://doi.org/10.1615/AtomizSpr.v12.i4.20
http://www.jstor.org/stable/44736506
https://doi.org/10.1016/0301-9322(87)90063-2
https://doi.org/10.1615/AtomizSpr.v20.i4.60
https://doi.org/10.1038/s41598-017-09663-7
https://doi.org/10.1063/1.863650
https://doi.org/10.1080/13647830.2020.1845399
http://www.jstor.org/stable/44743386


4 Spray Breakup Modelling for Internal Combustion Engines 85

Senecal PK, Richards KJ, Pomraning E, Yang T, Dai MZ, McDavid RM, Cartesian ANPCC (2007)
A new parallel cut-cell cartesian CFD code for rapid grid generation applied to in-cylinder diesel
engine simulations. SAE technical papers 2007-01-0159. https://doi.org/10.4271/2007-01-0159

Shao C, Luo K, Chai M, Fan J (2018a) Sheet, ligament, and droplet formation in swirling primary
atomization. AIP Adv 8(4):045211. https://doi.org/10.1063/1.5017162

Shao C, Luo K, Chai M, Fan J (2018b) Sheet, ligament and droplet formation in swirling primary
atomization. AIP Adv 8(4):045211. https://doi.org/10.1063/1.5017162

Shimasaki SI, Taniguchi S (2011) Formation of uniformly sized metal droplets from a capillary
jet by electromagnetic force. Appl Math Model 35(4):1571–1580. https://doi.org/10.1016/j.apm.
2010.09.033

Shrestha K, Van Strien J, Singh N, Inthavong K (2020) Primary breakup and atomization charac-
teristics of a nasal spray. PLoS ONE 15(8):e0236063. https://doi.org/10.1371/journal.pone.023
6063

Smirnov NN, Nikitin VF, Tyurenkova VV (2012) Nonequilibrium diffusion combustion of liquid
fuel droplets and sprays modelling. Heat Transf Res 43(1). https://doi.org/10.1615/HeatTrans
Res.v43.i1.10

Som S, Aggarwal SK (2010) Effects of primary breakup modelling on spray and combustion
characteristics of compression ignition engines. Combust Flame 157(6):1179–1193. https://doi.
org/10.1016/j.combustflame.2010.02.018

Sonawane U, Kalwar A, Agarwal AK (2020) Microscopic and macroscopic spray characteristics
of gasohols using a port fuel injection system. SAE technical paper no. 2020-01-0324. https://
doi.org/10.4271/2020-01-0324

Sovani SD, Sojka PE, SivathanuYR (1999) Prediction of drop size distributions fromfirst principles:
the influence of fluctuations in relative velocity and liquid physical properties. Atom Sprays 9(2).
https://doi.org/10.1615/AtomizSpr.v9.i2.20

Stiesch G (2003) Modelling engine spray and combustion processes. Springer, Berlin Heidelberg
Sula C, Grosshans H, Papalexandris MV (2020) Assessment of droplet breakup models for spray
flow simulations. Flow Turbul Combust 105:889–914. https://doi.org/10.1007/s10494-020-001
39-9

Tanner F (1997) Liquid jet atomization and droplet breakup modeling of non-evaporating diesel
fuel sprays. SAE Trans 106:127–140. Retrieved June 25, 2021 from http://www.jstor.org/stable/
44730666

Tanner FX, Weisser G (1998) Simulation of liquid jet atomization for fuel sprays by means of a
cascade drop breakup model. SAE technical paper no. 980808.https://doi.org/10.4271/980808

Von Helldorff H, Micklow GJ (2019) Primary and secondary spray breakup modelling for internal
combustion engine applications. J Multidiscip Eng Sci Technol (JMEST) 6(4). ISSN: 2458-9403

Wang B, Jiang Y, Hutchins P, Badawy T, Xu H, Zhang X, Rack A, Tafforeau P (2017) Numerical
analysis of deposit effect on nozzle flow and spray characteristics of GDI injectors. Appl Energy
204:1215–1224. https://doi.org/10.1016/j.apenergy.2017.03.094

Web Source (2021). https://cfdflowengineering.com/turbulent-multiphase-combustion/. Accessed
on 25th May 2021

Yang W, Jia M, Sun K, Wang T (2016) Influence of density ratio on the secondary atomization of
liquid droplets under highly unstable conditions. Fuel 174:25–35. https://doi.org/10.1016/j.fuel.
2016.01.078

Zamani H, Hosseini V, Afshin H, Allocca L, Baloo M (2016) Large eddy simulation of GDI
single-hole and multi-hole injector sprays with comparison of numerical break-up models and
coefficients. J Applied Fluid Mech 9(2)

Zhao J, Ren Y, Tong Y, Lin W, Nie W (2021) Atomization of a liquid jet in supersonic cross-flow
in a combustion chamber with an expanded section. Acta Astronaut 180:35–45. https://doi.org/
10.1016/j.actaastro.2020.11.051

https://doi.org/10.4271/2007-01-0159
https://doi.org/10.1063/1.5017162
https://doi.org/10.1063/1.5017162
https://doi.org/10.1016/j.apm.2010.09.033
https://doi.org/10.1371/journal.pone.0236063
https://doi.org/10.1615/HeatTransRes.v43.i1.10
https://doi.org/10.1016/j.combustflame.2010.02.018
https://doi.org/10.4271/2020-01-0324
https://doi.org/10.1615/AtomizSpr.v9.i2.20
https://doi.org/10.1007/s10494-020-00139-9
http://www.jstor.org/stable/44730666
https://doi.org/10.4271/980808
https://doi.org/10.1016/j.apenergy.2017.03.094
https://cfdflowengineering.com/turbulent-multiphase-combustion/
https://doi.org/10.1016/j.fuel.2016.01.078
https://doi.org/10.1016/j.actaastro.2020.11.051


Part III
CI Engine Modeling



Chapter 5
Modeling and Simulation of Diesel
Engines Using CFD and Its Applications
in Optimizing Various In-Cylinder
Techniques

Pradeep Menon and Mayank Mittal

Abstract A four-stroke IC engine cycle undergoes the following processes—
intake, compression, combustion, expansion and exhaust, which are governed by
complex fluid dynamics, chemical kinetics and heat transfer phenomena and occur in
milli/nanosecond timescales inside the engine cylindermaking it difficult to visualize
experimentally. A better understanding of the in-cylinder phenomena helps design
better engines in terms of performance, fuel consumption and emissions. Optimiza-
tion of the engine processes through physical testing can be time and cost intensive.
CFD analysis helps visualize the various in-cylinder processes, analyze them better
and evaluate various engine optimization parameters without having to test on an
actual engine, hence it is comparatively effortless to do back-to-back comparisons
to identify the effect of a single parameter, which reduces the engine development
time and cost drastically. CFD analysis of Diesel engines is particularly useful since
there are many in-cylinder optimization parameters in a diesel engine in compar-
ison with a conventional gasoline engine, due to the direct injection and heteroge-
neous nature of combustion. This chapter aims to give an overview of the general
methodology followed in performing CFD simulations in diesel engines towards the
objective of enhancing the performance and minimizing the fuel consumption and
emissions. Here a comprehensive coverage of the complete process of modeling and
simulation is attempted, starting with the basic input data required, typical assump-
tions used, fundamental governing equations and discretization, model formulation,
initial conditions, boundary conditions, model validation, various sub-models used
and the analysis of results. The effect of in-cylinder techniques like combustion
chamber geometry, injection timing, multiple injections and exhaust gas recircula-
tion on performance and emissions is discussed through a brief review of published
literature. It is hoped that the reader will get an insight into the procedure followed in
diesel engine CFD analysis and some of its applications in the optimization through
various in-cylinder techniques.
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5.1 Introduction

The internal combustion (IC) engine has been themost popular primemover formore
than a century. The most significant application of course is in automobiles ranging
from small 50 cc gasoline engines in mopeds to large diesel engines in heavy duty
trucks. IC engines are also used in off-highway applications like agricultural equip-
ment, pumps, industrial and domestic power generators, construction equipment,
aeroplanes, ships and many more. The adaptability and versatility of an IC engine is
hard to match. Even in today’s world when there is so much flak for the petroleum
fuelled IC engine being a major source of air pollution, it is very difficult to find a
like-to-like replacement for it meeting the cost, space, performance targets as well
as the practicality and versatility.

Conventional IC engines run on either gasoline or diesel. Diesel engines are
popular due to their higher thermal efficiency and higher peak torque for the same
size, especially in heavy duty automobile and power generation applications. The
major drawback of diesel engines is the higher amount of pollutants in the form
of oxides of nitrogen (NOx) and particulate matter (PM) in comparison with gaso-
line engines. With tighter emission regulations coming up, reducing these pollutants
while retaining the advantages of diesel engines become even more challenging.
From years of engine development, researchers have identified certain methods by
which NOx and PM could be reduced (Heywood 2018). Usually a combination
of these methods and its optimization are used for emission control. The optimum
combination however could vary from engine to engine and for the same engine from
one operating point to another. In-cylinder emissions or engine out emissions refer
to the emissions coming out from the engine cylinder, which could be controlled
using in-cylinder techniques. After-treatment systems are used to reduce the pollu-
tants between the engine cylinder and the vehicle tail pipe. These have become
very expensive and bulky nowadays, and vehicle manufacturers try to minimize the
investment on those systems, making in-cylinder techniques more important.

In-cylinder techniques deal with the optimization of in-cylinder variables to
achieve the design targets of performance, fuel economy and emissions. These vari-
ables include the combustion chamber shape, fuel injection parameters like injection
pressure, number of injections, start of injection and injection duration, and exhaust
gas recirculation (EGR). A four-stroke IC engine cycle starts with the intake stroke
where fresh air is inducted into the cylinder through the intake valves, followed by
its compression. In diesel engines, the fuel injection occurs somewhere before the
top dead center (TDC). The injected liquid fuel must vaporize and mix with the
surrounding air to ignitable proportions. Once the temperature exceeds the auto-
ignition temperature, the mixture gets ignited marking the start of combustion.
Combustion results in the expansion of gases with the rise in cylinder pressure and
temperature. Towards the bottom dead center in the expansion stroke, the exhaust
valve opens, and the combustion products flow out to the exhaust port. All these
processes occur in a very short time frame typically in milli/nanosecond timescales
and are governed by complex fluid dynamics, chemical kinetics, and heat transfer
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phenomena. It is very difficult to capture or visualize these processes on a physically
running engine (Stiesch 2003).

Optimization of these in-cylinder engine parameters through physical testing can
be time and cost intensive. A combination of these parameters which is optimum
for one operating point may not be the best for other points. Also, what is best for
performance could be the worst for emissions or vice versa. Engine manufacturers
spend a lot of efforts in finding the optimum configuration for all operating points.
This is an iterative process till one arrives at the best combination, and to do this on
physical prototypes is expensive and time consuming. This is where Computational
Fluid Dynamics (CFD) tools pitch in and give tremendous flexibility to the manu-
facturer to try out different combinations virtually and arrive at the right design for
the right operating point quickly.

It is evident that the in-cylinder phenomena which occur during the engine oper-
ation are quite complex. Even though CFD sounds like a magical tool, it is not as
simple as it seems to prepare an enginemodel that could accurately predict the engine
behaviour. Therefore, researchers apply suitable assumptions and prepare simplified
models which could relate to the physical processes. Commercial CFD software
applications have in-built modules tailor-made for internal combustion engine simu-
lations (Richards et al. 2017). These applications help in simulating the charge air
motion within the cylinder, fuel–air interaction, chemical kinetics of the combustion
process and emission formation, without having to build an engine and test it. Hence,
a CFD study helps visualize and analyze the various in-cylinder processes. It is rela-
tively effortless to performa parametric analysis isolating the effect of each parameter
one by one, which reduces the engine development time and cost drastically.

This chapter is organized with following sections. First the typical objectives of a
diesel engine CFD simulation are identified, then the broad classification of engine
simulation is discussed. This is followed by the outline of the general methodology
followed in performing CFD simulations in diesel engines. Then the mathemat-
ical modeling of the physical processes through governing equations is discussed.
Subsequently the different input parameters required to perform the analysis are
discussed which form the initial and boundary conditions for the governing equa-
tions. The importance of minimizing the computational time and cost is discussed
through grid independence study. Then the typical methods used for model valida-
tion are discussed followed by various post-processing or analysis which could be
performed using the data generated through CFD. The chapter is wrapped up with
a brief discussion on the application of CFD in diesel engine optimization with in-
cylinder techniques through a reviewof published literature. It is hoped that the reader
will get an insight into the procedure followed in diesel engine CFD analysis and
some of its applications in the optimization through various in-cylinder techniques.
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5.2 Objectives of Diesel Engine Simulation

The main objectives of an engine manufacturer are always higher performance
(higher power/torque), lower fuel consumption and less emissions at all operating
points. CFD helps achieving these objectives at various levels. Specific to diesel
engines, the objectives could be put into the following two broad categories.

• Study charge air motion within the engine cylinder

– Effect of intake port geometry
– Effect of valve geometry
– Effect of valve lift and timing
– Study internal EGR and residual gas fraction in one cycle

• Study combustion and its effects on performance and emissions

– Air–fuel spray interaction
– Rate of pressure rise and its effects on performance and noise
– Rate of emission formation.

5.3 Types of Engine CFD Simulation

Based on the objectives of the analysis, diesel engine CFD analysis could be
performed in two broad types—open cycle simulation and closed cycle simulation.

5.3.1 Open Cycle Simulation

This type of simulation considers the full four strokes of the engine cycle. The CFD
model could include the intake manifold, intake port, intake valves, intake valve
seats, the engine cylinder, piston, exhaust valves, exhaust valve seats, exhaust port
and exhaust manifold. This is usually used to simulate the effect of the port geometry,
valve lift and timing on charge air motion. The turbulence levels within the cylinder
could be simulated. The backflow which could occur during the valve open period
and themass of residual gases from the previous cycle trapped could also be predicted
with reasonable accuracy through this. Simulation of charge air motion with flow
geometries are bound to be more accurate than performing simulations with fixed
conditions of charge air motion at the start of simulation based on assumptions
or experience as accurately measured information is hard to acquire. Usually flow
boundary conditions are required for such models. This type of simulation starts
with many assumptions in initial conditions at the start of the cycle, hence it is
recommended to perform three to four cycles to negate the effect of initial conditions
on the results and usually the fifth cycle is bound to give realistic results. One must
perform full 720 crank angle degree (CAD) simulation four to five times to get
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satisfactory results. Therefore, this type of simulation even thoughgives better results,
is computation intensive.

5.3.2 Closed Cycle Simulation

When the objective of the simulation is focused only on the combustion and its effect
on performance and emissions, one could go for closed cycle simulation. It performs
the simulation from intake valve close (IVC) time to exhaust valve open (EVO) time,
that is, the part of the cycle when both valves are closed, hence the name. Since the
total crank angles covered from IVC to EVO will typically be in the range of around
200 CAD, this type of simulation is faster and computationally less intensive. But
the advantage of performing multiple cycles to negate the effect of initial conditions
is not possible in this. Hence, the model must be defined sufficiently well to give
satisfactory results, which again depends on the objectives of the simulation. If one
wishes to give the prediction of the performance or emissions in absolute terms, for
example in terms of gross IMEP or NOx in g/kg of fuel, then the model must be well
detailed and must take care of initial conditions and boundary conditions especially
well. If the objective is to do a back-to-back comparison between changes in one or
more parameters, the absolute value is of less significance as the relative change in
performance or emission between the two simulations is good enough to predict the
effect of the design change on an actual engine.

Closed cycle simulations could be further simplified in engines with a symmetric
combustion chamber design with vertical centrally mounted fuel injector, by
performing sector simulations, that is, simulating only one sector containing one
plume of injector fuel spray. This helps in achieving even faster results at less compu-
tational cost. Table 5.1 gives an overall comparison between open cycle and closed
cycle simulations.

One could also do a full cycle simulation at the required operating condition,
obtain the in-cylinder conditions at IVC, and map those conditions in subsequent
closed cycle simulations. This improves the results considerably in comparison with
a standalone closed cycle simulation.

5.4 Outline of the Methodology

This section aims to give an outline of the methodology followed in performing
diesel engine CFD simulation. The flow of processes could be depicted as shown in
Fig. 5.1. The objectives decide whether to follow an open cycle approach or a closed
cycle approach. According to the approach, the input parameters of initial conditions
and boundary conditions vary. Appropriate data must be identified to perform model
validation, more details of which is discussed in Sect. 5.11. A well detailed CAD
model helps in achieving better results. Also, the CFD software, one uses, puts some
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Table 5.1 Comparison of open cycle and closed cycle simulations

Parameter Open cycle simulation Closed cycle simulation

Simulation objectives Effect of port geometry
Effect of valve timing and lift
Effect of backflow and internal
EGR
Effect of combustion chamber
shape
Effect of fuel injection parameters
Effect of EGR

Effect of combustion chamber
shape
Effect of fuel injection
parameters
Effect of EGR

Geometry required Intake and exhaust ports, intake
and exhaust valves, seats and
guides, parts of cylinder head,
liner and piston which form the
combustion chamber

Parts of cylinder head, liner and
piston which form the
combustion chamber

Computation cost/time High Low

Advantage More accurate results as the flow
variable calculations are more
realistic rather than based on
assumptions

Much faster and hence cheaper
computation with relatively
good accuracy
Symmetric combustion
chambers can use sector
simulations for further speed

Disadvantage High computation time
Complex geometry required,
leading to difficulties in meshing

Comparatively less accurate
results due to the assumptions
especially related to initial
conditions of flow variables

constraints in geometries, for example closed valves must be within 0.2 mm gap
with valve seat (Richards et al. 2017). Such care as needed must be taken while
preparing the 3D model. Many commercial softwares these days give the choice
of automatic grid or mesh generation, which could be further refined manually if
required (Richards et al. 2017). The mesh near the walls, valve head and seat, and
at the regions where the geometry varies considerably, the gradients of velocity and
temperature could be high, and a fine grid would be needed to give good results.
Commercial softwares take care of this in automatic meshing; however, one can
verify and adjust the local mesh refinement manually too.

CFD model and sub-models are built keeping in mind the objectives. The input
parameters required to prepare these models include the initial conditions, boundary
conditions, operating condition details like fuel injection timing, duration, rate of
injection, etc. It also includes basic engine geometrical parameters like compression
ratio, connecting rod length, crank offset, etc. which help simulate the piston motion
during the engine cycle. There are various other inputs too which are required to
solve the governing equations and are usually used in fine tuning the model and to
ensure convergence.

Grid independence study is discussed in more detail in Sect. 5.10. With grid
independence study, one is equipped with the optimum model to proceed with the
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Set the objec ves

Decide on open cycle or closed cycle approach

Iden fy the input parameters and boundary condi ons

Prepare the data for model valida on – measured data from experiments or 
published literature

Prepare the 3D CAD (Computer Aided Design) model in the appropriate format

Prepare the computa on grid or mesh

Prepare the CFD model and the sub-models as applicable

Perform grid independence study with at least one set of measured data

Perform model valida on

Perform CFD analysis towards achieving the set objec ves

Do post-processing to analyze the results

Fig. 5.1 Outline of the methodology
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CFDanalysis.Appropriatemodel validation is to be performed to prove the capability
of the model to predict the required results by comparing with measured or known
data. Once a well validated model is available, there is complete flexibility to do
CFD analysis in a parametric fashion and do post-processing to analyze the results.

5.5 Governing Equations—Mathematical Model
Formulation

In diesel engine simulation, be it a 0D, 1D or 3D CFD analysis, the thermodynamic
variables of interest are pressure and temperature inside the cylinder, and the compo-
sition of products of combustion particularly the pollutants like NOx and PM with
respect to crank angle. All of these are calculated by solving the relevant governing
equations by applying necessary assumptions and suitable initial and boundary condi-
tions. In computation fluid dynamics, the dynamics of fluid flow are governed by the
equation of state and the conservation equations, that is, the conservation of mass,
momentum, and energy. This section discusses the details of the governing equations.

Compressible form of the mass conservation equation is given by the well-known
continuity equation (Ferziger and Peric 2002; White 1999)

∂ρ

∂t
+ ∂ρui

∂xi
= S

where, u is the velocity, ρ is the density and S is the source term.
Compressible form of the momentum conservation equation is given by the

famous Navier Stokes equation (Ferziger and Peric 2002; White 1999)

∂ρui
∂t

+ ∂ρuiu j

∂x j
= −∂P

∂xi
+ ∂σi j

∂x j
+ Si

where, P is the pressure, and σi j is the viscous stress tensor given by (Richards et al.
2017)

σi j = μt

(
∂ui
∂x j

+ ∂u j

∂xi

)
+

(
μ′ − 2

3
μt

)(
∂uk
∂xk

δi j

)

where, μ′ is the dilatational viscosity (usually set to zero), δi j is the Kronecker delta
and μt is the turbulent viscosity given by

μt = μ + Cμρ
k2

ε
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where, μ is the molecular viscosity, Cμ is a turbulence model constant, k is the
turbulent kinetic energy, and ε is the turbulent dissipation.

The conditions inside the cylinder will always be turbulent, hence we consider
the turbulence model always. If turbulence is not being considered, μt = μ in the
above equation.

Gas flow could be considered as compressible flow, and liquid flow could be
considered as incompressible flow. An appropriate equation of state must be chosen
for the compressible flow. Ideal gas laws are "idealistic” and the conditions inside
the cylinder many a time deviate from ideal gas assumptions. Therefore, a more
appropriate equation of state such as Redlich-Kwong equation of state, given below,
could be used (Richards et al. 2017).

P = RT

v − βrkvc
−

(
αrk

pcv2c√
Tr

)
v2 + βrkvcv

where, vc = RTc
pc

is the critical volume, Tc is the critical temperature, pc is the
critical pressure, αrk represents the attractive forces between molecules, and βrk

represents the volume of the molecules. Most CFD softwares give the option to
choose the thermodynamic properties as functions of temperature alone (ideal gas) or
as functions of temperature and pressure (real gas). Critical temperature and pressure
of air could be used here since the main constituent is air, and the values are 133 K
and 37.7 MPa, respectively.

Redlich-Kwong equation is found to give relatively poor results in the liquid phase,
while Peng-Robinson equation is found to give better results. Redlich-Kwong-Soave
equation is found to give good results for hydrocarbons (Richards et al. 2017).

Energy equation with convection and diffusion terms, given below, is solved for
specific internal energy conservation. Flow velocities inside the cylinder are not
as high as to generate discontinuities like shock waves, hence solving for specific
internal energy alone instead of total energy seems appropriate (Richards et al. 2017).

∂ρe

∂t
+ ∂u jρe

∂x j
= −P

∂u j

∂x j
+ σi j

∂ui
∂x j

+ ∂

∂x j

(
Kt

∂T

∂x j

)

+ ∂

∂x j

(
ρD

∑
m

hm
∂Ym
∂x j

)
+ S

where, ρ is the density, e is the specific internal energy, P is the pressure, σi j is
the stress tensor, T is the temperature, D is the mass diffusion coefficient, hm is the
species enthalpy, Ym is the mass fraction of species m, and S is the source term.

Kt is the turbulent conductivity given by

Kt = K + cp
μt

Pr t
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where, K is the conductivity, Prt = cpμt

Kt
is the turbulent Prandtl number, cp is the

specific heat at constant pressure, and μt is the turbulent viscosity. Turbulent Prandtl
number can be given as an input in the model.

In the energy equation, the source term S accounts for turbulent dissipation. The
pressure work term −P ∂u j

∂x j
accounts for compression and expansion, the viscous

dissipation term σi j
∂ui
∂x j

accounts for kinetic energy viscously dissipating into heat

and the species diffusion term ∂
∂x j

(
ρD

∑
m hm

∂Ym
∂x j

)
accounts for energy transport

due to species diffusion.
Species conservation equation, given below, is solved to estimate themass fraction

of all species in the cylinder (Richards et al. 2017; Turns 2000)

∂ρm

∂t
+ ∂ρmu j

∂x j
= ∂

∂x j

(
ρDt

∂Ym
∂x j

)
+ Sm

where, ρm is the density of species m, u is the velocity, Ym is the mass fraction of
species m in a cell and is calculated as:

Ym = Mm

Mtot
= ρm

ρtot

where, Mm is the mass of species m, Mtot is the total mass of the cell, ρtot is the
total density of the cell, ρm = Ymρ, and Dt is the turbulent mass diffusion coefficient
given by

Dt = νt

Sct

where, Sct is the turbulent Schmidt number, whose value can be given as an input in
the model.

The source term Sm accounts for evaporation, combustion chemical reactions
and other sub-models. The diffusion coefficients are calculated independently of the
species.

Pollutants likeNOx and soot could bemodelled as passives. Passives could also be
used to track charge air motion similar to what one does in particle image velocimetry
(PIV) technique. Passive transport is governed by the passive transport equation given
below

∂ρφ

∂t
+ ∂ρuiφ

∂xi
= ∂

∂xi

(
ρD

∂φ

∂xi

)
+ S

where, φ is the passive scalar, ρ is the density, u is the velocity, S is the source term
and D is the diffusion coefficient given by
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Fig. 5.2 Velocity components of in-cylinder charge motion

D = ν

Sc

where, ν is the kinematic viscosity and Sc is the Schmidt number, which can be given
as input during passives modelling.

Turbulence is an integral part of diesel engine combustion. It enhances the rate of
mixing of air and fuel and in terms of the transport equations, it enhances the rate of
mixing ofmomentum, energy, and species. Typically, two types of turbulencemodels
are used—Reynolds Averaged Navier Stokes (RANS) and Large Eddy Simulation
(LES).

RANSmodels are two equation models including the standard k−ε model, RNG
(Renormalization Group) k − ε model, Standard k − ω model, etc. In these models,
the flow variables like velocity are split into an ensemble mean and a fluctuating
term. Figure 5.2 shows the ensemble mean and fluctuating component in in-cylinder
charge motion. From Fig. 5.2, the instantaneous velocity at any time is given by

u = U +U

where, U is the ensemble mean and U is the fluctuating component.
This RANS decomposed term is substituted into the continuity equation and

Navier Stokes equation to get the turbulence transport equations. These also require
two additional equations—one for turbulent kinetic energy and one for dissipation,
given by

∂ρk

∂t
+ ∂ρuik

∂xi
= τi j

∂ui
∂x j

+ ∂

∂x j
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μ
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∂k
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∂ρε

∂t
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μ

Prk

∂ε
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+ cε3ρε

∂ui
∂xi

+
(
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− cε2ρε + CsSs
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ε

k
+ S − ρR
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where, ui is the instantaneous velocity (sum of ensemble mean and the fluctuating
component), c is an empirical constant (usually taken as 1.5), S is the user defined
source term, Ss is the source term arising from the interaction with spray, cε1, cε2 and
cε3 are the model constants for compression and expansion periods, R is given by

R =
Cμη3

(
1 − η

η0

)
1 + βη3

ε2

k

where, η is given by

η = k

ε

∣∣Si j ∣∣ = k

ε

√
2Si j Si j

R = 0 for standard k − ε model.
In LES models, the difference is in the splitting of flow variable into a resolved

field and a sub-grid field. For IC engine applications, RANS models like RNG k − ε

model is proven and widely used.
These governing equations discussed above must be solved to obtain the pres-

sure, temperature, and composition of gases inside the cylinder at each crank angle.
Commercial CFD softwares generally use the finite volume approach due to their
ability to solve complex geometries with simplicity, where the integral form of the
governing equations is solved. Finite volume approach solves equations as fluxes on
the cell faces.

In finite volume approach, the variables could be stored in a collocated grid or
a staggered grid arrangement (Tannehill et al. 1997). Figure 5.3 shows a collocated
grid arrangement where all variables are stored at cell center (Richards et al. 2017).
If using collocated grid arrangement, adequate care must be taken to avoid undesired
checkerboarding of pressure or velocity which leads to spurious results. Schemes
such asRhie-Chow interpolationmethod could be used to avoid this checkerboarding.

To calculate the flux at the cell face, the velocity value has to be interpolated.
This could be done by averaging the velocity of adjacent cells (central difference
method) or by using upwind techniques. Central difference method gives second

Fig. 5.3 Collocated grid arrangement (Richards et al. 2017). © Convergent Science, Inc. All rights
reserved. Used with permission



5 Modeling and Simulation of Diesel Engines … 101

order accurate results, but the prediction of transport of convective property (velocity
here) may not be correct. Upwind techniques are more physically correct as they
can predict the transport of property always downstream of flow and avoid spurious
values which could result by the averaging technique. Upwind schemes have order of
accuracy as one, even though it is less than central difference technique, physically
correct result is ensured. The order of accuracy could be enhanced by modifying
the upwind schemes. One will have the option to select the method and control the
convergence, correctness, and order of accuracy of results accordingly.

If we look at the governing equations, there is no dedicated equation to solve
for pressure, it is not calculated directly from the equation of state. There should
be some sort of pressure–velocity coupling to solve for pressure. There are various
pressure–velocity coupling techniques used conventionally like Marker and Cell
method (MAC), SimplifiedMarker and CellMethod (SMAC), Semi ImplicitMethod
for Pressure Linked Equations (SIMPLE), SIMPLE Revised (SIMPLER), SIMPLE
Corrected/Consistent (SIMPLEC), Pressure Implicit Splitting of Operators (PISO),
etc. (Tannehill et al. 1997). PISO is also an extended version of the SIMPLE family of
methods. SIMPLE family and PISO are the most popular pressure–velocity coupling
techniques available.

A typical solution procedure used in CFD simulations is shown in Fig. 5.4
(Richards et al. 2017). The simulation starts with the initial conditions. These
values are used to calculate various parameters associated with the different sub-
models including source terms as applicable. Now, the estimation of thermodynamic
parameters and species mass begin.

First the momentum equation is solved. Then using appropriate pressure–velocity
coupling, equation of state and density-pressure relation through pressure ratio, pres-
sure, velocity, temperature, and species mass are estimated by solving the relevant
governing equations. Based on the acceptable tolerance on error, this pressure–
velocity coupling loop is iterated. Once the pressure estimate of acceptable error
is available, this is used to estimate density. Subsequently, species mass transport
equation is solved to get the mass fraction of different species. Then energy equa-
tion is solved to estimate the temperature. Using the updated values, pressure ratio
is updated, and pressure is recalculated. Using these updated values, velocity is
calculated again.

For convergence and optimum computational time, there are certain numbers
termed CFL (Courant-Friedrichs-Lewis) numbers which relate the time step size
with grid size. The larger the number, lesser the computation time, but it could
also result in the solution diverging when run in explicit mode. Over-relaxation or
under-relaxation could be used to accelerate convergence.

5.6 Input Data—The Link Between Experiments and CFD

In the previous section, we have seen how the physical processes occurring inside
the engine cylinder are expressed as mathematical models through the governing
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Fig. 5.4 Typical solution procedure in CFD simulation
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equations. All these governing equations are partial differential equations in time
and space, which require initial conditions and boundary conditions to solve. These
conditions are obtained from the physical testing of the engine. All CFD models
represent to an actual system, an IC engine in present context, and the objectives are
meant to be achieved on the actual engine. CFD is a tool to predict the effect a design
would have on an actual engine. To make a good CFDmodel, it should correlate well
to the physical engine to the maximum extent possible. This is achieved through
proper data acquisition by conducting experiments on the actual engine. The more
data that we have, the better is the chance to make a good CFD model.

The input data required for diesel engine simulation irrespective of open cycle or
closed cycle are the basic geometric specifications of the engine like bore, stroke,
connecting rod length, compression ratio, valve timings and lift, etc.; engine speed,
mass flow rates of fuel and air; fuel injection pressure; fuel injection timing, duration
and quantity of fuel injected; fuel system specifications like number of orifices in the
injector, orifice diameter, nozzle tip protrusion, nozzle spray angle, spray solid cone
angle, etc. and composition of the intake charge. Specific to open cycle simulation,
the intake manifold and exhaust manifold pressure and temperature on a crank angle
resolved basis if available is ideal. For closed cycle simulation, crank angle resolved
in-cylinder pressure and temperature are needed. Closed cycle simulations also need
the initial conditions for turbulence level within the cylinder. The above set of data
contribute to the initial conditions and boundary conditions necessary to solve the
governing equations. For model validation (discussed in more detail in Sect. 5.11),
crank angle resolved in-cylinder pressure is necessary for both types of simula-
tion. Emission measurements if available could also be used in model validation as
applicable.

Wewill nowsee the thermodynamicmeasurements usually done on a diesel engine
and how they are measured briefly. Measurement of geometric specifications are not
discussed here. Engines are tested on test rigs with dynamometers for loading the
engine. The test set-up should also have the necessary arrangement to avoid pressure
fluctuations in the intake flow.

Intakemanifold and exhaustmanifold pressures are usuallymeasured using piezo-
resistive sensors which give the absolute pressure measurement. In-cylinder pressure
is measured using piezoelectric pressure sensors which detect the relative pressure
changes inside the cylinder. However, for combustion analysis, we need absolute
pressure which is obtained through pegging. Pegging is a process where the relative
pressure is referenced to some known absolute pressure, for example, the in-cylinder
pressure at bottom dead center (BDC) is referenced to intake manifold pressure
whose absolute value is known (Burnt and Pond 1997). Proper care must be taken
in pegging and TDC estimation which could lead to error in combustion phasing
with respect to crank angle. The crank angle resolution should be as low as possible
(for example 0.1 CAD) to generate better data for analysis. It is also recommended
to record the in-cylinder pressure data for 100–120 cycles at least and then take the
average of that to eliminate the cycle-to-cycle variations and get smoothened data.

Modern engines are equippedwith crank speed sensor and camphase sensorwhich
together detect engine speed and compression TDC. These sensors are usually Hall
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effect type sensors which detect changes in magnetic flux in combination with a
toothed wheel mounted on the crankshaft or camshaft. Optical encoders could also
be used for this purpose. This will require a separate encoder disc with equally spaced
alternate transparent and opaque strips or holes which interpret engine speed through
the frequency at which an external light source passes through the disc.

Fuel mass flow rate could be measured through gravimetric measurement using
a weighing balance which is probably the simplest yet accurate method. This will
require some bulky installation in the test set-up though. Other methods include
installing a small turbine type electronic flowmeter in the fuel line, but the disadvan-
tage is that it measures the volume flow rate whose calibration also depends on fuel
viscosity and pressure (Kirkpatrick 2021). While installation is compact, calibration
is tedious and measurement may not be as reliable as weighing balance method. In
all methods, there will be some fuel return from the injector or common rail which
also needs to be accounted for by connecting the return downstream of the measuring
point.

Air mass flow rate could be measured using a constant temperature hot film
anemometer. This instrument can give the flow rate within 1%. The flowmeasured by
the flow meter may not get trapped inside the cylinder and participate in combustion
due to leakage losses in the intake system and blow-by losses, so it is recommended
to verify the air mass by measuring the exhaust flow rate as well (Kirkpatrick 2021).

Manifold gas temperature could be measured using thermocouples of appropriate
range. In-cylinder temperature is usually not measured due to the difficulties associ-
ated with it. It is very difficult to locate a thermocouple and pressure sensor simul-
taneously in the cramped region between the valves, injector, and coolant jacket. In
addition to this, the response time needed for real time temperature data acquisition
is very high which is not practically possible. The temperature stratification that
exists within the engine cylinder also makes real time combustion temperature data
acquisition very difficult.

If the CFD objectives include emission reduction, it is advisable to acquire emis-
sion measurement data as well, which could be used in model validation too. Chief
regulated pollutants from diesel engines are oxides of nitrogen (NOx), particulate
matter (PM)—mainly soot, unburned hydrocarbons (HC), and carbon monoxide
(CO). The measurement technique for each pollutant is different, for example, NOx
could be measured using chemiluminescence analyzer, HC could be estimated using
flame ionization detection (FID)method,COcould bemeasured using non-dispersive
infra-red radiation (NDIR)methodwhile soot could be estimated using a smokemeter
like Hartridge smoke meter (Kirkpatrick 2021). There are other techniques also to
measure these pollutants and the one available at the test rig could be used, but the
results also must be treated with appropriate caution.

It is not always necessary to test the engine to generate the data. Sometimes,
published literature might be available with detailed test data which could be used
for the CFD study. However, having one’s own test rig is always useful if one wishes
to generate more data or wants to recreate a test condition later. Moreover, it is
desirable to have a good control over the test conditions and experimental data to
prepare an efficient CFD model as the initial conditions and boundary conditions
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form the key input data to solve the governing equations of the mathematical CFD
model.

5.7 Typical Initial Conditions

Solving unsteady state partial differential equations require initial conditions for
the dependent variables. These initial conditions are the values of the dependent
variables like pressure, temperature, turbulent kinetic energy, etc. at the crank angle
corresponding to the start of simulation. As discussed in Sect. 5.6, these are obtained
from the measured data generated through the experiments.

In closed cycle simulation, the initial conditions needed are the composition of
the charge at IVC, the pressure and temperature inside the engine cylinder at IVC,
and the turbulent kinetic energy and dissipation rate of the charge motion at IVC. Out
of these, usually only the in-cylinder pressure would be available from the measured
data. Temperature could be estimated based on the trapped mass calculated from the
measured air flow.

Turbulence related parameters are estimated based on parameters like swirl
number, and it is also a usual practice to use the values recommended by the commer-
cial software developer based on the combustion model. In open cycle simulation,
these are calculated through simulations and as discussed in Sect. 5.3.1, after four
cycles the turbulence levels stabilize inside the cylinder. The data thus generated from
open cycle simulation could be used for further closed cycle simulation to improve
the model accuracy. Swirl number is a typical parameter used for turbulence inside
the cylinder. It is estimated by rig level measurements of intake port, valves, and
engine cylinder. The same set-up could also measure the flow discharge coefficients
of the valves, which are used in open cycle simulation. There is limited literature
available with published data on the swirl or turbulence related initial conditions
used in CFD. One such work (Menon et al. 2020) on a DI diesel engine with a swirl
number 2 used the values of turbulent kinetic energy as 62.0271 m2/s2 and turbu-
lent dissipation as 17,183.4 m2/s3 at a very low load and a high load condition at
1800 rpm.

Composition of charge is difficult to accurately estimate especially if there is some
internal EGR or backflow during the valve open period. In engines equipped with
external EGR, the external EGR quantity would be known accurately as a percentage
of fresh air. The number of species in air is also a variable and must be fixed while
specifying the charge composition.

EGR or residual gases comprise of the combustion products which has carbon
dioxide (CO2) and water vapour (H2O) as the major constituents along with various
hydrocarbons, oxides of nitrogen, oxygen, nitrogen, and other minor species. The
effect of EGR or residual gas on combustion is to act as a diluent, i.e., to displace
and reduce the concentration of oxygen in the intake charge. Reducing the oxygen
concentration results in less oxygen available for combustion, hence decreases the
overall temperature. Another significant effect is the thermal effect, that is, increasing
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the specific heat at constant pressure causing the charge to absorbmore heat reducing
the overall temperature. There is also some dissociation (endothermic reactions) of
CO2 and H2O which causes drop in temperature, which is called chemical effect
of EGR. There is also a density effect associated with EGR which is at higher
temperature (combustion products) which has an effect of reducing the fresh charge
density. Previous studies (Ladommatos et al. 1996a, b, 1997) had established that the
main effect of CO2 or H2O as EGR constituent is to act as diluent, and its thermal
and chemical effects, independently are much less when compared to the dilution
effect. Therefore, it is safe to take either CO2 alone or a combination of CO2 and
H2O to simulate residual gas fraction or EGR.

While specifying the residual mass fraction in closed cycle simulation, one could
use the thermal effect of EGR due to the change in Cp value of the charge to fine-
tune the polytropic index during compression. Polytropic index could be estimated
as the slope of log plot of pressure–volume for the cycle. The measured air mass flow
rate will not directly reflect the mass of air inside the cylinder during IVC due to
backflow, residual gas fraction and changes in temperature. So, the initial condition
of temperature is fixed using these constraints to match the measured air mass flow
rate and polytropic index of compression to the maximum extent possible.

In open cycle simulation, the amount of residual gas trapped, and its tempera-
ture are automatically calculated during the full cycle. The other initial conditions
like the mass flow rate of air, its temperature and pressure at the crank angle corre-
sponding to the start of simulation are also available frommeasurements. The exhaust
mass flow rate and exhaust gas temperature in the manifold are also available from
measurements. If there is external EGR, its quantity and temperature could also be
measured.

5.8 Typical Boundary Conditions

In the case of a partial differential equation in three dimensions, one has to specify
three spatial boundary conditions for the dependent variable to solve the equation.
In the case of unsteady state equation, time based initial condition is also needed. In
CFD, there are broadly four types of boundary conditions based on the manner in
which the dependent variable appears in the relation, which are discussed below.

5.8.1 Dirichlet Boundary Condition

In this type of boundary condition, the absolute value of the dependent variable is
directly specified at the boundary. For example, the x component of velocity at a wall
is taken as zero (no slip boundary condition).
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5.8.2 Neumann Boundary Condition

Here, the boundary condition is in the form of the gradient of the dependent variable.
For example, adiabatic condition at a wall implies that there is no heat transfer or
temperature gradient in the normal direction.

5.8.3 Robbins Boundary Condition

In this type of boundary condition, the gradient of the dependent variable is a function
of the dependent variable itself. For example, convective heat transfer occurring over
a boundary will be represented in terms of temperature gradient as a function of the
temperature difference between the wall and the surrounding fluid.

5.8.4 Mixed Boundary Condition

This type of boundary condition as the name signifies is a mixture of two or more of
the above three types applied at certain regions over a boundary.

There is one more classification based on how or where the boundary condition
is applied. This classification is as follows.

5.8.5 Flow Boundary Condition

As discussed in Sect. 5.3.1, this type of boundary condition is required in open cycle
simulation, where there is flow of mass across the boundary. One could specify a
velocity boundary condition and a pressure boundary condition to fully define the
flow conditions to solve the momentum equation. The velocity boundary condi-
tion could be in terms of mass flow rate too. These values are derived from the
measurement data. The boundary condition must also take care of backflow condi-
tions which could occur in some cases. To solve the energy equation, temperature
boundary conditions also have to be defined. Turbulence equations need boundary
conditions for turbulent kinetic energy and dissipation rate. To solve for the species
mass fractions, there must be boundary conditions for each of the species. Similarly,
if passives are part of the simulation, boundary conditions must be specified for
that as well. All these boundary conditions could be Dirichlet or Neumann or even
Robbins type of boundary condition which depends on the physics of the problem
at the boundary.
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5.8.6 Wall Boundary Condition

This type of boundary condition as the name implies, applies to fixed or moving
walls of the model like the surface of piston, liner wall, valve head, valve seats, etc.
which form the geometric boundary of the computational domain. These boundary
conditions must be specified for both open cycle and closed cycle simulations. In
modern direct injection diesel engines, the turbulence levels inside the engine are
high, so it may not be possible to resolve the viscous sub-layer (Warsi 1993). Hence
the velocity boundary conditions specified for the walls must take care of this effect,
therefore it is recommended to use law-of-the-wall type boundary conditions for
velocity and temperature, which is a logarithmic curve fit of the turbulent boundary
layer.

Temperature must also be specified for all boundaries. In-cylinder temperatures
are rarely measured due to the difficulties associated with it, while the temperatures
inside the intake manifold and exhaust manifold could be measured easily. So, the
wall temperatures of the manifolds could be acquired directly from the experiments
whereas the temperatures of the piston, cylinder head, liner and the ports have to
be estimated. From measurements and simulations done on modern diesel engines,
the surface temperature on the liner and cylinder head is around 200 °C at the rated
torque and power conditions. The temperature on the piston surface is usually around
250–300 °C at the rated condition. Typical coolant temperatures are also in the
range of 85–110 °C in the rated steady state conditions. The data acquired from
the measurement on DI diesel engine piston is shown in Fig. 5.5, measured liner
temperature on DI diesel engine at 11 bar bmep is shown in Fig. 5.6. Cylinder
head temperatures measured at different locations of an SI engine is also shown for
reference in Fig. 5.7 (Heywood 2018).

Fig. 5.5 Temperature profile on a DI Diesel engine piston (Furuhama and Suzuki 1979)
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Fig. 5.6 Liner wall temperatures in a Diesel engine (Woschni 1979)

Fig. 5.7 Measured temperature in an SI engine cylinder head (Heywood 2018)

Figure 5.8 shows the temperature gradients that is typically found in IC engines
between burned gases and coolant (Heywood 2018).

Figure 5.8 shows the instantaneous gas temperature Tg , average gas temperature
T g , convection heat transfer q̇CV , radiation heat transfer q̇R , conduction through the
liner q̇CN , convection heat transfer to coolant q̇CV at temperature Tc.
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Fig. 5.8 Temperature
gradient between burned gas
and coolant (Heywood 2018)

With this experience and the measured temperature of the coolant, one could
safely guess the starting value for the boundary wall temperatures which could be
fine-tuned later if required during model validation.

There are various wall heat transfer models also available in turbulence modeling
like O’Rourke and Amsden (1997), Han and Reitz (1997), Angelberger et al. (1997),
etc. which could be selected.

Turbulence boundary conditions must also be specified for the walls. Neumann
boundary condition of zero normal gradient could be given for turbulent kinetic
energy for all walls, and Dirichlet boundary conditions for the turbulent dissipation
could be specified which would usually be calculated near the wall by a relation
(Richards et al. 2017) of the form

ε = C0.75
μ k1.5

κy

where, ε is the turbulent dissipation, k is the turbulent kinetic energy, y is the distance
from the wall to the middle of the cell, Cμ is a turbulence model constant, and κ is
von Karman’s constant of 0.4187.

5.8.7 Periodic Boundary Condition

As discussed in Sect. 5.3.2, symmetric combustion chambers could be simplified
using sector simulations. Such simulations use periodic boundary conditions.
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Most of the commercial CFD software also give the option to specify temporally
and spatially varying boundary conditions which would increase the accuracy of the
results at a higher computational cost. It is up to the user to select the level of detail
in selecting the boundary condition depending on the objectives set.

5.9 Different Sub-models

This section discusses the different sub-models used in diesel engine CFD simula-
tions. A brief overview of different sub-models is given with specific details and
references of some of the common sub-models used.

5.9.1 Piston Motion

In IC engine, during the 720 CAD rotation of the crankshaft, the piston will execute
four strokes governed by the geometry of the slider crank mechanism. Piston motion
is governed by the equation

z = 2a − l

[
1 − cos

{
sin−1

(
asinθ + x

l

)}]
− a(1 − cosθ)

where, z is the position of piston along piston motion direction, a is half stroke, l is
the connecting rod length, x is the crank pin offset, and θ is the crank angle. These
parameters are given as inputs in the engine specification details.

5.9.2 Reaction Mechanism

Diesel is a complex multicomponent hydrocarbon fuel. Combustion reaction occurs
when there is appropriate conditions of equivalence ratio and temperature inside
the engine cylinder with energy more than the activation energy required to break
the chemical bonds. A global one step reaction of a hydrocarbon is represented as
follows (Olikara and Borman 1975)

x13

{
CnHmOlNk +

((
n + m

4

) − (
l
2

)
φ

)
[O2 + 3.76N2 + 0.0444Ar]

}
→

x1H + x2O + x3N + x4H2 + x5OH + x6CO + x7NO + x8O2

+ x9H2O + x10CO2 + x11N2 + x12Ar

where, φ is the equivalence ratio.
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In reality, this global single step reaction never happens in a single step, rather the
reactionwill proceed throughhundreds of elementary reactions through the formation
of numerous radicals or active species. The number of elements involved in all the
reactions are a maximum of four—C, H, O and N. It is impossible to include all
elementary reactions and study their chemical kinetics to arrive at the combustion rate
and products. Researchers have come up with reduced species reaction mechanism
with a smaller number of species and elementary reactions which approximately give
similar results.Most of the commercial CFDSoftwares give the options to choose the
reactionmechanism andmany a time, it is linkedwith the combustionmodel selected.
For example, commercial software CONVERGE gives the option of a mechanism
with about 42 species through 168 reactions. These reactions are defined in the
CONVERGE library and are activated based on the combustion model selection.
The reaction data also has the pre-exponential factor, the temperature exponent and
the activation energy required for the calculation of the forward reaction rate from the
Arrhenius equation. The reverse reaction rate is calculated from the forward reaction
rate and the equilibrium constant determined from the thermodynamic properties
(Richards et al. 2017).

5.9.3 Spray Modelling

Liquid diesel after injection undergoes break-up, air entrainment due to drop drag
force, inter-drop collision, turbulent dispersion, wall impingement and finally evap-
oration. These processes could be modelled in many ways. This section discusses
some of the popular models in each process. As seen in the previous section, diesel
is a complex multi-component hydrocarbon, so it is difficult to model diesel as it is
and most of the commercial softwares use surrogates to model diesel in the liquid
phase and gaseous phase. It is important to select the appropriate surrogate in each
phase by looking into the properties listed in the software database.

Diesel fuel injectors used in modern direct injection engines are electronically
operated mechanical injectors. There will be a lag between the electric signal from
the enginemanagement system to the actual start of injection, termed as the hydraulic
delay. This delay could vary anywhere between 2 and 7 CAD depending on the
injector and engine management system. Similarly, the injectors will not be able to
deliver fuel at a uniform injection rate. Also, depending on the injection duration
(period for which the injector nozzles remain open), it might be possible that the
injector is not fully open, especially during pilot injections. So, the rate of injection
varies from one operating point to another and from one injector to another. This rate
of injection is also a user input for CFD simulation. One has the option of measuring
the approximate rate of injection through experiments based on the variation in fuel
injection pressure and the actual fuel mass delivered, but it is a tedious process.
Most CFD studies arrive at an ideal rate of injection through trial and error method.
Depending on the objectives, for example if the objective is only a back-to-back
comparison of designs, one could also go for a simple square profile for the injection
rate.
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The process of fuel delivery into the cylinder depends on the following parame-
ters—injection quantity, duration, rate of injection, injection pressure and coefficient
of discharge. Most softwares use three of these parameters to fix the amount of fuel
delivered in a crank angle. So, one must play around with these parameters to fine
tune the model to match the experiment data. Usually the injection quantity and
injection pressure are the most accurate information available from the measured
data. Actual injection duration could differ from the duration taken from the electric
signal due to the hydraulic lag and inertia of the injector.

Many standard models are available to model the liquid fuel injection droplet size
distribution. In blob injection model the drop size is equal to the effective nozzle
diameter calculated from the discharge coefficient. There are probabilistic distribu-
tions models like Chi square distribution, Rosin Rammler distribution, etc. which
are based on Sauter Mean Diameter.

After fuel injection, the next physical process that occurs is the break-up of the
liquid jet into droplets which happens due to the surrounding air drag which causes
distortion and breakup of the drop. Drop drag and distortion is usually modelled with
the classic Taylor Analogy Breakup (TAB) based model (O’Rourke and Amsden
1987) which is based on the analogy between an oscillating drop and a spring-mass-
damper system. It is also recommended to use a dynamic drop dragmodel if available
to account for the departure from the spherical shape of the drop to the extreme case
of a disk.

There are many spray breakup mechanisms available in most of the commer-
cial softwares to estimate the atomization and breakup. The most popular models
are discussed here. Kelvin–Helmholtz (KH) Rayleigh–Taylor (RT) models, Taylor
Analogy Breakup (TAB), etc. are the most popular ones.

Kelvin–Helmholtz (KH) model is based on the liquid jet stability analysis (Reitz
and Bracco 1986). KH-ACT model (Som and Aggarwal 2010) is another available
model which is a modified KH model which also considers aerodynamics, cavita-
tion, and turbulence. Rayleigh–Taylor (RT) model is another common model used to
predict breakup. While some models which use this instability mechanism neglect
gas and liquid phase viscosity (Ricart et al. 1997), there are other models which also
consider the effect of viscosity (Senecal et al. 2007). There have been models devel-
oped by combing the KH and RTmodels which have been found to give better initial
conditions for the evaporation and subsequent combustion and emissions calculations
(Patterson and Reitz 1998). KH and RT based models are the most popularly used
(Xin et al. 1998; Hwang et al. 1996) and most commercial softwares give options
to tune the breakup time through constants where one can get a faster breakup if
required.

The droplets formed after breakupwill undergo collision and coalescence.Various
models are available to predict droplet collision and subsequent coalescence. The
widely used ones for collision are O’Rourke scheme (O’Rourke 1981), No time
counter (NTC) scheme (Schmidt and Rutland 2000) which are all probability-based
models working on random number generation to decide the probability of collision.
NTC scheme has been reported to give faster and more accurate results under certain
conditions (Richards et al. 2017). Collision outcomes are modelled by schemes like
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O’Rourke (1981), Post and Abraham (2002), etc. Grid size also plays and important
role in calculating the collisions asmost models consider collisions happeningwithin
one grid only. It is recommended to refine the grid size for the spray region to get
better resolution of results.

During fuel injection, depending on the injection pressure, in-cylinder pressure
and turbulence and the injection timing, there are chances of the spray impinging
on the wall. Wall being cooler usually lead to the formation of a thin fuel film. It is
important to model the wall impingement phenomenon to accurately predict droplet
evaporation and mixing. Rebound/slide model (Naber and Reitz 1988; Manuel et al.
1991) is one of the most widely used models. In this model, the incoming jet droplet
might either rebound or slide on the wall depending on its Weber number. Wall
film/splash model is another model that is used (Stanton et al. 1998).

Popular droplet evaporation models are Frosslingmodel (Amsden et al. 1989) and
Chiang model (Chiang et al. 1992), which calculate how the droplet radius change
over time. These models also use heat transfer correlations to the drop to evaluate
the droplet temperature and the rate of evaporation. Wall film evaporation models
can also be separately included which could incorporate the conduction, convection,
boiling and evaporation of the film.

5.9.4 Combustion Modelling

Once the droplet has evaporated and mixed with the surrounding air, the next phase
is the combustion. This section discusses some of the popular combustion models
used commercially. SAGE chemistry solver model is one of the most popular general
combustion model which uses the Arrhenius equation to calculate the reaction rate
for the elementary reactions based on the local conditions in a cell (Senecal et al.
2003). Extended coherent flamelet model (ECFM) (Colin et al. 2003) is usually used
to simulate premixed combustion hence more useful in spark ignition engines. For
diesel applications, this needs to be applied to three zones—fuel only, air or air plus
residuals, mixing zone—thus making it ECFM3Z model. Some studies which used
ECFM3Zmodel used a differentmodel to predict the auto-ignition (Moiz et al. 2015).

Shell CTCmodel is another commonly used (Kong and Reitz 1993; Tan and Reitz
2004) diesel combustion model which separately models the ignition delay period
using the Shell model which was originally designed to predict knock in gasoline
engine (Halstead et al. 1977; Schapertons and Lee 1985). The CTC (characteristic
time combustion) model (Abraham et al. 1985; Xin et al. 1997) as the name indicates
is based on a characteristic time parameter which is a function of chemical kinetics
time and turbulent mixing time, to arrive at equilibrium conditions. It considers
seven species fuel, O2, N2, CO2, H2O, CO, and H2 and the mass fractions are solved
using atom balance, relations of equilibrium constant and equilibrium water–gas
shift reaction with Newton–Raphson method.
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A study (Moiz et al. 2015) done on a diesel engine by comparing different combus-
tionmodels performance with experimental data in terms of ignition delay, flame lift-
off length, flame penetration length and global flame structures yielded the following
results. ECFM3Z gave relatively decent estimates in general in comparison with the
SHELLCTCmodel. SAGEmodelwas found to be computation intensivewith longer
run-time, but gave good correlation for ignition delay and flame lift-off length.

5.9.5 Turbulence Modelling

In-cylinder turbulence is best modelled with the RNG k − ε model as it accounts
for the flow compressibility which has been found to have significant influence in
combustion, especially soot emissions (Han and Reitz 1995). RNG k − ε model has
also been found to give better results when compared with the standard k − ε model
due to its better capability of predicting small eddies (Abay et al. 2018). The other
popular models were discussed in Sect. 5.5.

5.9.6 Wall Heat Transfer Model

There are various wall heat transfer models as discussed in Sect. 5.8.6. O’Rourke
and Amsden wall heat transfer model (Amsden 1997) is given by

k
∂T

∂xi
= μmcpF

(
T f − Tw

)
Prm y

ni

where,
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⎧⎨
⎩
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y+ Prm
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1
κ
ln(y+)+B+11.05

(
Prm
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−1
) , y+ < 11.05

y+ = ρμτ y

μm

k is the thermal conductivity, κ is von Karman constant, B is the law of the wall
parameter, Prm is themolecular Prandtl number, Prt is the turbulent Prandtl number,
T f is the fluid temperature, Tw is the wall temperature, and μτ is the shear speed.
This model has been found to give good results with κ = 0.42 and B = 5.5.

Han and Reitz model (1997) takes into account the unsteady compressible effects.
It is given by
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Angelberger model (1997) is given by
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5.9.7 Emissions Modelling

In most CFD applications, there would be separate sub-models used for NOx and
PM emissions calculations. The other species would be estimated directly from
the combustion model itself. Here the common emission sub-models are discussed
briefly.

NOxemissionmodelling. The universally accepted extendedZel’dovichmechanism
is used in most applications and is given by the following reactions

O + N2 � NO + N

N + O2 � NO + O

N + OH � NO + H

The first two reactions were given initially (Bowman 1975), and the third reaction
was added later (Lavoie et al. 2007). The direction of these reactions is governed by
the rate constants and the reaction rates depend on the temperature.

NO could further be converted to NO2 through reactions such as (Merryman and
Levy 1073)

NO + HO2 → NO2 + OH

The reverse reaction is also possible if conditions are favourable.

NO2 + O → NO + O2



5 Modeling and Simulation of Diesel Engines … 117

Fig. 5.9 Stages of formation of particulate matter

CONVERGE uses a factor of 1.533, i.e., the ratio of molecular weights of NO2

to NO, to convert the calculated NO into NOx (Richards et al. 2017).

PM emissionmodelling. PM is the term given to plain carbon soot, its agglomerates
and particles which have unburned hydrocarbons deposited or condensed on them.
The basic structure forming PM is soot. Figure 5.9 shows the stages of formation of
particulate matter in a diesel engine (Amann and Siegla 1981).

At high temperatures during combustion, the fuel hydrocarbons undergo pyrolysis
and/or oxidation and form many unsaturated hydrocarbons and polycyclic aromatic
hydrocarbons. These are thought to be the precursors for the soot formation, from
which the initial soot particles are formed (nucleation) via the condensation of gas
phase species. These small particles then undergo surface growth, where the small
particles attach to each other form bigger surfaces and the process is called agglom-
eration. Other hydrocarbons also tend to deposit or condense on these surfaces.
Simultaneously, some of the soot particles formed undergo oxidation to form CO or
CO2. This formation and oxidation reactions happen in parallel, and the balance of
these two decide the net soot coming out of the engine. Formation and oxidation are
also governed by temperature and hence freeze after a certain temperature.

Soot concentration, as discussed above, is determined by the competing reac-
tions of soot formation and soot oxidation. One of the most popular soot forma-
tion models (Han et al. 1996) is the Hiroyasu model (Hiroyasu and Kadota 1976),
and the soot oxidation model (Kim and Huh 1998) which has been used with it in
most studies is the NSC (Nagle Strickland-Constable) model (Nagle and Strickland-
Constable 1962). Total hydrocarbons are considered as precursors of soot formation.
The agglomeration of soot particles and the condensation of hydrocarbons on the
soot surface are not considered in this model. This is an empirical model which has
tuning parameters which can be adjusted to match the experimental data.

Some commercial softwares also provide more detailed phenomenological
models which are based on simplified physical processes which also include the
soot coagulation as well. Models like Gokul (Vishwanathan and Reitz 2010), Dalian
(Jia et al. 2009), Waseda (Kaminaga et al. 2008) all use similar Arrhenius relation
for soot formation and NSC based oxidation models with additional models for soot
coagulation. Gokul model has been found to be more suitable for low temperature



118 P. Menon and M. Mittal

Fig. 5.10 Summary of grid independence study based on peak firing pressure (Hamid et al. 2020)

diesel application, Dalianmodel for diesel HCCI application andWaseda formedium
duty diesel application (Richards et al. 2017). The soot precursors in each case also
might be different.

5.10 The Importance of Grid Independence Study

CFD analysis of engine phenomena are indeed time saving as well as cost saving, but
one must keep in mind the computation cost as well as time. As computation time
increases, computation cost also increases, and it affects other simulations which
might be in queue. It is also ideal to consume as much less storage and memory
re-sources of the computer while simulating. Hence, it is desirable to optimize the
computation effort required to achieve the required results. This is done by a grid
independence study.

The main factor which affect computation time is the number of grids in the
computation domain. Without doubt, the finer the grid, the more accurate or resolved
the results. It is up to the user to determine what level of accuracy or resolution is
required. Also, depending on the nature of the problem and the solver used, it is a
common observation that beyond a certain grid size, further refinement in grid size
will not alter the results much.

Specific to IC engine simulations, grid independence study could be performed
by comparing the in-cylinder pressure. One could compare the peak pressure with
various base grid sizes or could compare the overall trend of the pressure trace.
Figure 5.10 shows a comparison which used peak pressure as the reference in a
study on a diesel engine (Hamid et al. 2020).

Figure 5.11 shows a comparison which used the overall pressure trace as the
reference in a study on a diesel engine (Mauro et al. 2018). The comparison could
be done in motoring condition or firing condition too.

5.11 Model Validation

Before one can rely on the results estimated by a CFD model, it is essential to prove
that the model is capable of predicting the required results with the required level of
accuracy. The process by which this is established is called model validation. Here,
the results predicted by the model are compared with the data from measurements to
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Fig. 5.11 Grid independence study comparing pressure trace (Mauro et al. 2018)

see the correlation. Higher the correlation, better the model. This is one of the very
important phases of the CFD study which determines the usefulness of the results
generated by the CFD model.

To prove that the data calculated by the model, ideally all the result parameters
have to be comparedwith experimental data, which depends on the set objectives. For
instance, if the objective of the simulation is to predict the performance and emissions
of a diesel engine, then it is desirable to have a comparison of the performance and
emissions predicted by the CFD model with the measured data.

Diesel engine performance is estimated using the in-cylinder pressure vs. crank
angle trace and the instantaneous heat release rate vs. crank angle trace. These
are the two most popular parameters which are used to validate the CFD model.
Figure 5.12 shows a model validation where pressure trace and heat release rate
trace are compared with experimental data (Brijesh et al. 2014).

Fig. 5.12 Model validation with pressure trace and rate of heat release curve (Brijesh et al. 2014)
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CFD models can predict the pollutant formation on a crank angle basis, but
experi-mentally it is difficult to get that information. So, the emission values are
usually compared between the CFD estimated value at EVO and the measured value.
Figure 5.13 shows a model validation where the emission values are compared in
a natural gas—diesel dual fuel engine (Shu et al. 2019). Here, the authors have
validated the model at four operating points and the emissions predictions were
satisfactory. The trends of variation of NOx, HC and CO between the four operating
points observed in experiments were captured in simulation.

Figure 5.14 shows another model where NOx and soot emission values have been
compared (Mobasheri and Peng 2012a). Here, the crank-angle based variation of
NOx and soot are plotted, however the stabilized value at the end of simulation is
compared with the measured value.

There are some studies done on intake flow where the model validation is done
based on the velocity vector field of the intake flow by comparing the results with
observations from optical engines (Perini et al. 2018). Figure 5.15 shows one such
model validation where the tangential velocity in a horizontal plane at height dz is
predicted and compared with measured data obtained through PIV experiments for
two swirl ratios (Rs) at different crank angles.

There are studies done where model is validated against data generated from
optical engines. One such study compared the soot emissions from experiments

Fig. 5.13 Model validation comparing emissions (Shu et al. 2019)
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Fig. 5.14 Model validation plotting emission formation, but comparing the stabilized value
(Mobasheri and Peng 2012a)

Fig. 5.15 Model validation with measured velocity vector field (Perini et al. 2018)

done using planar laser induced incandescence (PLII), Fig. 5.16 shows the model
validation for soot mass fraction contours (Kong et al. 2017). Here the soot mass
fraction contours at varying distance from the injector (x axis) at time after start of
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Fig. 5.16 Model validation of soot mass fraction with optical engine experiment (Kong et al. 2017)

injection (ASI) is compared between simulation and planar laser-induced incandes-
cence (PLII) experiments. Simulation is found to predict well especially after 2 ms
after start of injection.

However, it may not be practical always to get all data measured, especially
emissions, as the measurement methods available in the test rig might not give the
complete or accurate information. This is particularly true in soot as the popular soot
measuring methods use dilution tunnel or smoke meters which give a qualitative
result rather than a quantitative result. Soot is commonly measured in units of Filter
Smoke Number (FSN) and it is difficult to accurately convert it to units of g/kW-h or
g/kg fuel. Even though correlations exist for approximate conversion to quantitative
data, the values may not be very accurate. If one has access to accurate measured
data of emissions, it is desirable to add that in the model validation, as it helps in
making the model more robust.

It is worth noting that there are many studies done previously which compare only
the pressure trace or both pressure and heat release rate curves for model validation
and discuss on the emissions comparison of themodels (Puri et al. 2017; Sharma et al.
2010; Shuai et al. 2009; Lee et al. 2015; Zhu et al. 2004). Moreover as mentioned
earlier, the level of model validation depends on the objectives, for instance if the
objective ismainly to compare the effects of various in-cylinder strategies, rather than
accurately predicting the absolute values of performance and emission parameters
in each case, one could do model validation without emission data as well.
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5.12 Analysis of Results

The advantage of CFD simulation is that you can generate a lot of data in a short time.
It is up to the user to decide what all data is to be generated based on the objectives.
One must select only the bare minimum data required for one’s analysis to keep the
computation cost and storage space requirement less. For instance, CFD simulation
is capable of generating spatially resolved data including velocity and temperature,
but one may not need this data for analysis if the objective is solely to estimate say
emissions or fuel consumption. In that case, one could select only relevant data to
generate 3D output and also at the relevant crank angles to minimize cost and storage
space.

The way we use the data generated by CFD simulation is called post-processing
which in itself is limitless. It is up to the user to select the data and decide on how
to present it in the best possible manner. Most common data presented in diesel
engine CFD simulation are the in-cylinder pressure profile and rate of heat release
rate as in any thermodynamic simulation, whichwere already discussed in Sect. 5.11.
Accumulated heat release or cumulative heat release is another parameter which is
used frequently to analyze combustion, Fig. 5.17 shows one such comparison from
a study done on a diesel engine comparing different turbulence models (Jagus and
Jiang 2011).

If one is interested in studying the charge flow during the intake and compression
stroke till IVC, velocity magnitudes could be plotted with the directions indicated

Fig. 5.17 Accumulated/cumulative heat release (Jagus and Jiang 2011)



124 P. Menon and M. Mittal

by the arrows. Such an example is shown in Fig. 5.18 which compares flow field
between two piston bowl designs (Li et al. 2010). One could also plot the pressure,
temperature and turbulent kinetic energy at different sections and crank angles of
interest as shown in Fig. 5.19 (Sharma et al. 2010).

In studies focusing on soot emissions, one could go for plots of temperature and
soot as shown in Fig. 5.20 (Shi and Reitz 2008a). Temperature plot is shown in
Fig. 5.20a and soot concentration in Fig. 5.20b for a study done by varying the
injector spray angle, swirl ratio and injection pressure.

Local equivalence ratio is another factor which influences soot and NOx forma-
tion which can also be plotted as has been done in some studies as shown in Fig. 5.21
(Khan et al. 2018). Regions of high equivalence ratio result in incomplete combus-
tion and consequently higher soot formation, whereas equivalence ratio closer to

Fig. 5.18 Plot of velocity vector field (Li et al. 2010)
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Fig. 5.19 Temperature, pressure, and turbulent kinetic energy contours (Sharma et al. 2010)
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Fig. 5.20 Plot showing temperature and concentration of soot and oxygen during fuel injection
(Shi and Reitz 2008a)

stoichiometric ratio could be a result of better mixing and hence produce less soot
and more NOx.

One could simulate the behaviour of liquid spray impingement on piston bowl and
see how the jet splits, how the film forms, etc. Figure 5.22 shows one such application
where the droplet behaviour and the temperature distribution after combustion are
shown (Li et al. 2010).

In models estimating soot emissions, it might be worthwhile to consider the OH
radical concentration as well since OH radical presence is also an important factor
in soot oxidation apart from O and O2. Figure 5.23 shows one such plot of soot, OH
density and soot particle size (Dp) at different crank angles (Vishwanathan and Reitz
2015).
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Fig. 5.21 Plot showing local equivalence ratio (Khan et al. 2018)

Fig. 5.22 Fuel impingement on piston bowl and corresponding temperature profile (Li et al. 2010)
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Fig. 5.23 Plot showing soot and OH density (Vishwanathan and Reitz 2015)

When comparing the effect of two or more parameters on emissions or perfor-
mance, it would be worthwhile to use surface plots as shown in Fig. 5.24 (Shi and
Reitz 2008a).

5.13 Application of CFD in Engine Optimization
with In-Cylinder Techniques

One of the key applications of CFD in diesel engines is in the optimization of engine
combustion chamber and fuel system to achieve better performance, lower fuel
consumption and emissions. These methods are commonly known as in-cylinder
techniques as the changes are done on in-cylinder parameters like the combustion
chamber shape, fuel injection timing, duration, multiple injections and EGR. This
section discusses briefly about how CFD analysis has been used in engine optimiza-
tion with in-cylinder techniques particularly combustion chamber shape change,
main injection timing, use of a pilot injection and EGR, by various researchers.
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Fig. 5.24 Surface plot to illustrate the inter-dependence of multiple variables (Shi and Reitz 2008a)

5.13.1 Combustion Chamber Geometry

In direct injection diesel engines, the combustion chamber is formed by the walls
of the cylinder head, liner, and the piston bowl. The charge air motion, its flow
patterns, and velocities at the time of injection govern the rate of mixing of the fuel
and air. The shape of the combustion chamber and the injection timing affect how
the liquid jet impinges on the wall. Hence, the shape of the combustion chamber
plays a significant role in determining the mixing of fuel and air, as the geometry
will determine the turbulence levels of the charge at the time of fuel injection for the
pre-mixed combustion (Rao et al. 1993).

Figure 5.25 shows the basic geometrical parameters of a typical direct injection
diesel piston bowl (Menon et al. 2020). The variation of these parameters influences
the charge motion within the combustion chamber and hence the fuel–air mixing.
Here, Dmax is the bowl diameter, Dt is the throat diameter, h is the bowl depth, p is
the pip height, l is the lip height, R is the toroidal arc radius and α is the pip cone
angle.
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Fig. 5.25 Geometrical
parameters of a typical diesel
engine piston bowl (Menon
et al. 2020)

As mentioned earlier, the combustion chamber geometry influences how the fuel
jet strikes the wall and behaves afterwards, so the injection timing and spray angle at
one operating point for one bowl geometry may not be the ideal for another. This is
one of the main objectives of combustion optimization, to find the right combination
for the required application.

Studies suggest that the fuel jet striking well within the bowl towards the center,
neither towards the squish nor to the bottom regions, result in the best utilization
of air (Dolak et al. 2010). This is especially suitable for multiple injections as the
interval between the two injections could be controlled in such a way as to maximize
the air utilization. A stepped piston bowl geometry helps achieve this by intentionally
making the two injections to strike at two different locations, second below the first
which will ensure more air above and below the spray. In conventional piston bowl
geometries, the burned gases from the first injection combustion will displace some
of the air available for the second injection spray which would result in higher soot.
To reduce NOx, the injection timings of the two injections have to be optimized.

Studies have shown that bowl width and depth have direct implication on soot
and NOx respectively, and it has been observed that the narrower the bowl, higher
the soot, and NOx is high if the bowl is too deep or too shallow (Mobasheri and Peng
2012b). The same study also found out that if the spray strikes the wall early, it will
result in less soot and more NOx, and this can be achieved by having a longer lip. A
parametric CFD study on piston bowl geometry and injection timing noted that soot
and fuel consumption was less with higher bowl diameters, even though this resulted
in higher NOx, and this behaviour did not change with any modification of the arc
radius (Rajamani et al. 2012). The same study found that the arc radius did not have
any impact on NOx. The study proceeded to find out the effect of a higher cone angle
was to give lower soot, BSFC and higher NOx. The same effect was observed by
advancing the injection timing. This study also noted the significance of the spray
impingement point on the piston bowl on emissions and BSFC—lower soot and
BSFC can be achieved by targeting higher impingement point, with the compromise
of higher NOx. The study also remarked that with wider bowls, the chances of wall
impingement are less so the spray targeting becomes less critical, however wider
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bowls might affect part load trade-off between NOx and soot, low load HC and CO
especially in low compression ratio applications.

Re-entrant bowls have been found to give higher mixing rates resulting in less
soot, and permits retarding the main injection timing and hence reduce NOx without
affectingBSFC (Middlemiss 1978; Saito et al. 1986). Simultaneous reduction ofNOx
and soot has been found possible through optimum injection timing in combination
with a highly re-entrant bowl with lower pip height which generates high levels of
turbulence (Prasad et al. 2011). Upcoming generations of modern diesel engines
seem to be towards wider, shallower re-entrant designs (Bauder et al. 2005; Matsui
et al. 2008; Crabb et al. 2013).

Combustion chamber optimization studies done on a DI engine found that the
width of the throat had direct effect on NOx and soot where deep bowls with narrow
throat and low pip height producing lower NOx, while wider throat bowls with bigger
toroidal radius producing less soot. In this study, the lip length was found to have
less influence on NOx and soot. Design changes which reduce soot were found to
reduce hydrocarbon emissions too. Here too, wall impingement was found to have an
effect on soot and the authors noted that wall wetting could be eliminated or reduced
by advancing the injection timing and adopting smaller spray cone angles to reduce
soot (Lim and Min 2005). There are some studies which had contradictory opinion
about wall wetting and have reported that higher wall impingement or wall wetting
has resulted in less soot and they have attributed this to be a result of better mixing
attained through the jet striking the wall (Okajima and Kumagai 1990).

There have been studies which observed that soot emission is more sensitive to
changes in combustion chamber design, while NOx is not as sensitive (Risi et al.
2003). Therefore, it is recommended to modify the combustion chamber design in
such a way as to reduce soot and use other in-cylinder techniques to reduce NOx.
Studies have reported that the conditions which result in less soot at high loads
produce higher soot at low loads, especially at very low loads (Miles and Andersson
2016;Geet al. 2010).As far as the combustion chamber design is concerned for higher
loads, studies recommend wider bowls to reduce soot, while to reduce soot at lower
loads they recommend narrow bowls (Shi and Reitz 2008b; Ge et al. 2009a; Fasolo
et al. 2005). Most of the studies recommend optimizing the combustion chamber
design for high load and use other techniques to reduce emissions at lower loads
(Shi and Reitz 2008a; Ge et al. 2009a, b). Most of the studies favoured a bigger bowl
diameter and shallow depth for the higher load case to reduce soot (Mobasheri and
Peng 2012b; Rajamani et al. 2012; Miles and Andersson 2016; Shi and Reitz 2008b).

5.13.2 Main Injection Timing

The start of fuel injection (SOI) or the injection timing is a very significant operating
parameter which affects the performance and emissions of a diesel engine. The
timing has a bearing on the air–fuel mixing rate which is crucial in deciding the rate
of pressure rise as well as NOx and soot. Retarded SOI has been found to reduce NOx
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and is a well-known and widely used measure to control NOx emissions. Retarding
the main injection timing reduces the ignition delay as the cylinder contents are
already at a higher temperature and conditions are favourable for auto-ignition, hence
there is effectively less pre-mixed combustionwhich results in lessNOx. The effect of
late injection is in limiting the spatial development of local zones of high temperature
thereby lowering the average temperature within the combustion chamber (Aoyama
et al. 1990). Earlier studies show that retarding the main injection timing reduces the
ignition delay which in turn reduces the amount of fuel prepared for the premixed
phase of combustion leading to less NOx and more soot (He et al. 2015; Tennison
and Reitz 2001). An associated phenomenon is the lower peak firing pressure and
temperature and hence lower gross IMEP.

Since there is always a known NOx—soot trade-off in diesel engines, it is known
from many studies that retarding the fuel injection timings reduce NOx but with
an associated increase in soot and BSFC as per many studies (Kouremenos et al.
2001a; Zeng et al. 2006). One such study was done on a six-cylinder turbocharged
diesel engine at several engine speeds all at full load, by advancing and retarding
the injection timing about the timing for maximum torque at each speed (Fulton and
Leviticus 1993). The results showed while NOxwas reduced by retarding the timing,
soot was higher and there was a drop in power and efficiency. 2-D image studies
showed that the flame temperatures are lower with slower rate of burning when late
injection timings are used, which result in less NOx and more soot (Bakenhus and
Reitz 1999). CFD studies on a four-cylinder diesel engine at full load found that NOx
could be reduced with retarded injection timing and if higher injection pressure is
used even soot also could be reduced (Puri et al. 2017). Another CFD study done on
an engine at 1000 rpm noted that retarded injection timings result in lower cylinder
pressure, temperature, cumulative heat release and NOx, while advanced injection
timings result in the increase of all three parameters (Jayashankara and Ganesan
2010).

There have also been studies done on re-entrant bowl which found out that there
is significant swirl amplification and better squish flow which aid better mixing
and hence permit to retard the fuel injection with minimum impact on soot and
BSFC (Middlemiss 1978; Saito et al. 1986; Ikegami et al. 1990; Kidoguchi et al.
1999). So, it is essential to have the right combination of combustion chamber and
fuel injection parameters to get the full benefit at all operating points. Studies have
highlighted the fact that the optimum injection timing could be different to achieve
the best performance, lowest emissions, and lowest fuel consumption, and again the
optimum timing could vary from one operating point to the other (Shi and Reitz
2008a; Risi et al. 2003; Ge et al. 2009a). So, it is up to the combustion developers to
adjust the SOI based on the specific requirement.
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5.13.3 Pilot Injection

Pilot injection refers to a short fuel injection process where around 5–20% of the
total fuel quantity per cycle could be injected around 5–20 CAD before the start of
the main injection. Pilot injection fuel quantity is less, thus less amount of fuel gets
prepared for the premixed combustion and the main injection fuel will be injected
into the hot gases of pilot combustion, which reduces the ignition delay of the main
injection and hence result in lower NOx and lower rate of pressure rise which also
reduces the combustion noise.

Studies performed at light loads have found that up to 25% reduction in NOx
could be attained through pilot injection (Minami et al. 1995). Researchers have also
established that the quantity of fuel in pilot injection and the separation between
pilot and main injection could be optimized for each operating point for emissions
as well as performance (Sharma et al. 2010). An experimental study at low speed
low load observed that the pilot separation had a significant role in optimization for
emissions (Beatrice et al. 2001). The opportunity of simultaneous reduction of NOx
and soot by optimizing the pilot injection fuel quantity and timingwas highlighted by
a computational study (Mobasheri et al. 2011). Such an optimization study performed
in a mechanical fuel injection system found that NOx could be reduced by up to 30%
without significant increase in soot at different loads (Dürnholz et al. 1994). Another
experimental study on the effect of pilot quantity and timing found that the increase in
soot associated with the introduction of a pilot injection can be offset by optimizing
the pilot fuel quantity and timing (Nishimura et al. 1998).

A study done by varying the injection quantity in a double injection scheme
concluded that the rate of premixed combustion was slower when a smaller quan-
tity was injected in the pilot injection and resulted in less NO, however when the
pilot quantity was increased, both NO and soot were found to be less (Sindhu et al.
2017). This study also noted that the split injection strategy could reduce NO with
minimum impact on performance when compared to retarded injection timing plus
EGR combination which hampers the engine performance considerably. Another
experimental study also noted that the pilot injection quantity and timing affected
NOx and soot irrespective of speed and load (Badami et al. 2001), but had a slightly
different observation than stated earlier—higher pilot quantity increased both NOx
and soot and the NOx increase was attributed to the increase in the mean cylinder
temperature even though the premixed combustion was less and the increase in soot
was attributed to the reduction in pre-mixed combustion. This study also stated when
the pilot injection separation is increased, there is a reduction in the ignition delay of
the main injection fuel till a certain limit, and this in turn reduces NOx and increases
soot.

A studywhich compared a single injection schemewith a double injection scheme
found thatwith pilot injection, the peak rate of heat release is lower, but the peak value
remains for longer durationwhen comparedwith a single injection case, hence giving
a more even heat release which could result in lower soot (Ehleskog et al. 2007).
Another study highlighted that one could retard the main injection when using a
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pilot injection as the pilot combustion ensures shorter delay of the main injection
fuel, and thereby reduce NOx without any BSFC penalty (Aoyama et al. 1990). One
study saw that NOx was found to be increasing till a certain advancement of pilot
injection timing and after a certain CAD, further advancement reduced NOx, which
highlights the importance of separation between pilot injection and main injection
(Sharma et al. 2010).

With pilot injection, the ignition sites of the second injection was found closer to
the nozzle (Beatrice et al. 2001;Amagai et al. 1999)which reduces the chances ofwall
impingement, and in one of these studies (Amagai et al. 1999), it was also found that
pilot injection results in faster combustion than single injection. The effect of pilot
quantity on soot was seen in a study on a transparent engine, where low pilot quantity
was found to reduce soot (Koyanagi et al. 1999). This study also recommended to
resort to EGR to reduce NOx further. The significance of pilot quantity on soot was
found in another experimental study as well which also remarked that pilot injection
could result in an increase or decrease of NOx based on the changes in ignition
delay and the level of premixed combustion (Lee and Reitz 2003). While adding
a pilot injection presents the opportunity to simultaneously reduce NOx and soot
by optimizing the injection timings, a study found that if the soot emissions can
increase drastically when the main injection is retarded beyond a certain limit, since
it increases the ignition delay and the burned gas temperature falls drastically in the
expansion stroke which reduces soot oxidation (Bakenhus and Reitz 1999).

The advantage of using retarded injection timing with a pilot injection in reducing
emissionswas established in various studies (Aoyamaet al. 1990;Bakenhus andReitz
1999; Shundoh et al. 1992). The importance of pilot injection quantity, SOI of pilot
and the separation between the pilot injection and themain injection on emissions has
also been highlighted in several research works (Sharma et al. 2010; Mobasheri et al.
2011; Dürnholz et al. 1994; Nishimura et al. 1998; Sindhu et al. 2017). Therefore,
there is immense scope to study the pilot injection quantity, SOI and separation as
well as main injection timing in engine optimization and CFD is a very useful tool
in this aspect to simplify the optimization process.

5.13.4 Exhaust Gas Recirculation (EGR)

Introducing a regulated quantity of exhaust gases into the intake port or intake mani-
fold is known as exhaust gas recirculation (EGR). There also exists a certain level
of internal EGR and residuals from previous cycle which is typical during the valve
overlap period and exhaust backflow during the gas exchange process. EGR has
mainly three effects on the intake charge—dilution, thermal and chemical. EGR
displaces some oxygen from the intake charge which reduces the mass fraction of
oxygen available for combustion—this is the dilution effect. EGR increases the heat
capacity of the charge due to the changes in gas composition—this is the thermal
effect. Exhaust gases are composed mostly of CO2 and H2O which tend to dissociate
(endothermic reaction)—this is the chemical effect. The net effect of these three
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effects is to reduce the in-cylinder temperature, and hence reduce NOx. Studies done
onEGRand the dilution, chemical and thermal effects ofCO2 andH2O independently
found that the dilution effect reduces the cylinder temperature and pressure which
results in significantly lower NOx, but the lack of oxygen increases soot (Ladom-
matos et al. 1996a, b, 1997). The studies also found out that the thermal and chemical
effects were much less when compared to the dilution effects.

An early study found that there is significant increase in soot when using EGR
and retarded timing to reduce NOx (Yu and Shahed 1981). A study done on the
optimization of diesel engine found out that EGR results in higher soot and BSFC
(Bazari and French 1993). In some later studies, it was found that it is possible
to reduce NOx and soot simultaneously with retarded injection and EGR (Kimura
et al. 2002). A numerical study showed that when EGR is used in combination with
retarded main injection and pilot injection, it results in further reduction in NOx
(Mobasheri et al. 2011). A comparative study on various in-cylinder techniques at a
high load and a very low load showed that the addition of EGR significantly reduced
NOx and increased soot in both cases, and when a combination of pilot injection
with retarded main injection and EGR is applied, the effect of EGR seems to be the
most dominant (Menon et al. 2020).

One study on a four cylinder naturally aspirated diesel engine operating at part load
recommended that adding EGR to the intake charge without reducing the original
intake mass will reduce the penalty on soot emissions (Ladommatos et al. 1998).
Similar result was obtained through a computational study as well where it was
found that EGR reduces NOx with a sharp rise in soot, but when the boost pressure
is increased (which effectively increases the intake air mass), there is less penalty on
soot (Kouremenos et al. 2001b). Tests done on a heavy-duty diesel engine also had a
similar observation that EGR with higher boost pressure reduced soot considerably
without much change in NOx (Desantes et al. 2000). This study also suggested
that EGR affects soot oxidation rather than soot formation by observing that soot
emissions could be correlated to the gas temperature at 75% heat release, partial
pressure of oxygen at the end of combustion, and the in-cylinder pressure.

Experimental study done on a turbocharged diesel engine showed that as the EGR
rate is increased, the rate at which NOx reduced was found higher and this effect was
seen much higher at lower air–fuel ratios (Jacobs et al. 2003). Experiments done on
a two-cylinder diesel engine showed that with EGR, the ignition delay was increased
due to a reduction in the rates of auto-ignition reactions, while the activation energy
and order of the reactions were found unaffected (Nitu et al. 2002). Another study
which conducted experiments found that when more EGR is applied, there is higher
heat loss to the wall because of increased flame radiation, which result in lower
in-cylinder temperatures and hence less NOx (Egnell 2000). Another study done at
25% load with high EGR found that simultaneous reduction of NOx and soot could
be achieved with a penalty of higher BSFC, CO and HC, which could be overcome
by using an advanced injection timing (Alriksson et al. 2005).

From the above discussion, it is evident that the combustion chamber design
governs the charge air motion, velocity field and turbulence levels of the intake
charge at the time of fuel injection. The orientation of the fuel injector, number
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of holes, injection pressure, injection timing and injection duration affect how the
fuel–air mixing happens in combination with the air flow generated by the combus-
tion chamber design. Retarded injection timing can reduce NOx, but at the cost of
increased soot and drop in power and fuel economy. However, with modern engines
equipped with electronic fuel injection systems, one can administer an appropriate
pilot injection and these drawbacks could be eliminated. With the introduction of
EGR, drastic reduction of NOx can be achieved.

In the previous sections, we could see that each in-cylinder technique has its own
effect on performance and emission parameters, and the effect is not the same at all
load conditions. It is therefore extremely important to select the right combination of
strategies for each operating condition. It is the goal of an engine developer to find the
right combination of these parameters to get the desired output. This is where CFD
becomes a very important tool in cutting the development cost as well as time. The
optimum combination of these parameters could be different for best power, lowest
emissions, and lowest fuel consumption. Again, the combination could be different at
different speed-load conditions. Therefore, the development engineers always look
for the best trade-off based on the requirement and once the best combination is
selected, the engine is said to have been optimized at that point. There are certain
constraints, for example, combustion chamber geometry cannot be changed from
high load to low load in an engine. Hence, it is worthwhile to follow previous studies
and optimize the combustion chamber geometry for the high load operating points.
The other load conditionsmust be optimized for performance or emissions or a trade-
off between the two using other techniques. With the help of CFD, one could even
devise a design of experiments to do back to back comparisons with one change at
a time which helps arrive at the best combination for the given engine.

5.14 Summary

In this chapter, the focus is on the significance of CFD simulation in engine develop-
ment and how it is applied in engine research. This would serve as a reference point
for researchers starting their journey in diesel engine CFD simulation. A brief intro-
duction to different simulation categories and a description of the usually followed
methodology are given. In Sect. 5.5 the fundamental governing equations underlying
the various processes and the different variables therein are introduced. Discussions
in Sects. 5.7 and 5.8 talk about the initial conditions and boundary conditions with
references to the values used in literature based on actual measurements would serve
as a good starting point for beginners. Section 5.9 describes the different sub-models
and wherever possible comparisons between different models are provided with
supporting literature which would enable the reader to select the appropriate model.

Sections 5.10 and 5.11 introduce the reader to the concepts of grid independence
and model validation which are two vital aspects in getting fast and reliable results.
Commonly followed methods are discussed with reference to published literature.
This would give the reader full understanding and flexibility to choose the parameters
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according to the model under study. It is worth noting that there may not be a single
correct or wrong method in terms of grid independence and model validation, it is
all about how relevant it is to the study and how reliable the model outcome is.

The same is applicable in terms of post-processingwhich is discussed in Sect. 5.12
by providing some of the results sought through CFD simulations. It is important to
note that the parameters or plots discussed here are not exhaustive. CFD opens a wide
window of opportunity for the user to visualize and interpret different parameters and
variables in engines. It is up to the user to understand the capability of the model and
harness its powers by interpreting the data and presenting it in the most appropriate
manner.

The chapter is closed with a discussion on one of the most important applications
of CFD simulations in engines—optimization of engine performance and emissions
through in-cylinder techniques. Section 5.13 discusses this in detail in terms of the
commonmodifications done in combustion chamber shape, fuel injection parameters
and EGR, and how they affect the performance and emissions through published
literature. This section would serve as a concise review of published data on in-
cylinder methods applied in diesel engines, and hopefully inspire new researchers to
identify new problems and seek their solutions.
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Chapter 6
Physical and Data-Driven Models
Hybridisation for Modelling the Dynamic
State of a Four-Stroke Marine Diesel
Engine

Andrea Coraddu , Miltiadis Kalikatzarakis , Gerasimos Theotokatos ,
Rinze Geertsma , and Luca Oneto

Abstract Accurate, reliable, and computationally inexpensive models of the
dynamic state of combustion engines are a fundamental tool to investigate new
engine designs, develop optimal control strategies, and monitor their performance.
The use of those models would allow to improve the engine cost-efficiency trade-off,
operational robustness, and environmental impact. To address this challenge, two
state-of-the-art alternatives in literature exist. The first one is to develop high fidelity
physical models (e.g., mean value engine, zero-dimensional, and one-dimensional
models) exploiting the physical principles that regulate engine behaviour. The sec-
ond one is to exploit historical data produced by the modern engine control and
automation systems or by high-fidelity simulators to feed data-driven models (e.g.,
shallow and deep machine learning models) able to learn an accurate digital twin of
the system without any prior knowledge. The main issues of the former approach
are its complexity and the high (in some case prohibitive) computational require-
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ments. While the main issues of the latter approach are the unpredictability of their
behaviour (guarantees can be proved only for their average behaviour) and the need
for large amount of historical data. In this work, following a recent promising line of
research, we describe a modelling framework that is able to hybridise physical and
data driven models, delivering a solution able to take the best of the two approaches,
resulting in accurate, reliable, and computationally inexpensive models. In partic-
ular, we will focus on modelling the dynamic state of a four-stroke diesel engine
testing the performance (both in terms of accuracy, reliability, and computational
requirements) of this solution against state-of-the-art physical modelling approaches
on real-world operational data.

Keywords Marine diesel engine · Physical models · Data-driven models ·
Hybridisation

6.1 Introduction

In recent years the maritime industry has been challenged by several issues. The
volatile bunker prices affect cargo transportation costs and the shipowners’ competi-
tiveness and operations viability (García-Martos et al. 2013). Strict regulations are in
place to limit emissions (Committee 2011) with the aim of reducing CO2 emissions
from shipping by 40–50% (Commission 2013a, b). As a result of this combination,
energy efficiency and environmental sustainability of maritime operations are cur-
rently the primary challenges to be faced by the maritime industry. Shipowners and
operators are adopting several measures to lower fuel consumption and associated
emissions (Chiong et al. 2021; Lion et al. 2020), and researchers in the field are
developing innovative technologies and methods that can increase the environmen-
tal efficiency and cost-effectiveness of ship operations (Xing et al. 2020; Ni et al.
2020).

Improvements in energy efficiency can be obtained by a variety of design and
retrofit measures (Lindstad et al. 2015; Gucwa and Schäfer 2013), such as hull design
optimisation (Tillig et al. 2015; Lindstad and Eskeland 2015), adoption of alternative
fuels (Chiong et al. 2021), and alternative energy sources (Bouman et al. 2017), as
well as operational measures (Zis and Psaraftis 2018; Xing et al. 2020), including
speed optimisation (Wen et al. 2017; Fagerholt and Psaraftis 2015; Psaraftis and
Kontovas 2014), better capacity utilisation (Xing et al. 2020), and advanced route
planning execution methods (Yu et al. 2021; Zis et al. 2020).

Nevertheless, it is widely known that for the majority of the vessels operating
today, themain engines and to a lesser extent the auxiliary engines are themain factors
of energy losses (Baldi et al. 2014, 2015). For this reason, engine manufacturers are
focusing on further increasing Diesel Engine (DE) power density and enhancing
operating performance (Lion et al. 2020).

Identifying and adopting new technologies in marine DEs is limited by the expen-
sive design (Baldi et al. 2015), prototyping and experimentation processes (Kamal
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and Hui 2013). To mitigate these issues, computational models have been devel-
oped to simulate the physical processes occurring in a DE under steady-state (Larsen
et al. 2015) and transient conditions (Theotokatos and Kyrtatos 2003) as a rapid
and cost-effective prototyping tool (Merker et al. 2005). A common effort in the
development of all computational models is towards improving their accuracy and
reliability (Oberkampf and Trucano 2002). As such, the model verification, calibra-
tion, and validation processes occupy a central role, based on which the predictive
capabilities of the model are assessed to justify its use for the application of inter-
est (Oberkampf et al. 2004).

In the literature it is possible to find three main approaches to the DEs: Physi-
cal Models (PMs), Data-Driven Models (DDMs), and Hybrid Models (HMs). PM
requires a deep knowledge of the physical phenomena (Grimmelius 2003; Grim-
melius et al. 2007). The higher is the detail in the modelling of the equations which
describe the physical phenomena, the higher is the expected accuracy of the results
and the computational time required for the simulation. The second approach, instead,
infers the desired model directly from historical data collected by on board machin-
ery and does not require any a-priori knowledge of the underlying physical phenom-
ena (Coraddu et al. 2021a). However, since these models are not supported by any
physical interpretation, they need a significant amount of data to be built. The third
approach is a combination of the previous ones and it is based on the integration of a
PM and DDM into a single model. The DDMmodel compensates for the secondary
effects not modelled by the PM and the PM helps the DDM in reducing the amount
of historical data required to train it (Oneto et al. 2016).

A literature review on PMs, DDMs, and HMs for DE is reported in Sect. 6.2
showing that a complete and clear description of a modelling framework able to
hybridise PMs and DDMs is not yet readily available. For this reason, this chapter is
devoted to the presentation of this framework combining the computational efficiency
of the 0D PM with the level of accuracy of the DDM.

With this goal inmind, first a 0DDEmodelwill be proposed and validated for both
steady-state and transient operations. This analysis will underline the high predictive
capabilities of the PM in steady-state operations, and will also reveal the limited
predictive capabilities under transient operation. Subsequently, different DDMs will
be developed, tested, and compared. These models will leverage the information
encapsulated in historical data to produce accurate predictions on a set of perfor-
mance parameters of the DE. Finally, we will present the hybridisation framework
where a set of HMs will be proposed, leveraging on both the DDMs and the PM
previously developed. The authors will showcase the performance in terms of accu-
racy, reliability, and computational requirements of the HMs, clearly demonstrating
the superiority of the proposed hybridisation framework on a comprehensive dataset
containing real operational data from amarine DE for a time period of approximately
3 years.

The rest of the paper is organised as follows. Section 6.2 presents the state-of-the-
art in PMs, DDMs, and HMs for marine DEs. Section 6.3 describes the hybridisation
framework, starting from the theory of the PMs and DDMs and then going into the
details of the HMs. Section 6.4 presents a specific DE case study and the related



148 A. Coraddu et al.

historical data available. Section 6.5 demonstrates the advantages and disadvantages
of the different approaches presented in Sect. 6.3. Section 6.6 concludes this work.

6.2 Related Work

This section is devoted to the review of PMs, DDMs, and HMs for marine DEs.
Note that the models can be categorised also according to other criteria (Grimmelius
2003). The choice that wemade reflects the experience and knowledge on the subject.

6.2.1 Physical Models

PMs are the most traditional models for DE development, design, optimisation, and
performance evaluation with extensive work carried out over several decades (Grim-
melius et al. 2007).Many insightful reviews on this subject can be found (Grimmelius
et al. 2007; Geertsma et al. 2017; Merker et al. 2005). All these reviews agree on
the fact that the choice of the most suitable model strongly depends on the scope of
work, the application requirements, and the available computational tools (Johnson
et al. 2010). In general, to the best of the authors knowledge, PMs achieve errors
well within the tolerance margins provided by engine manufacturers in steady state
conditions, whereas reported results during transient operations tend to be less accu-
rate.

Among PMs, Mean Value Engine Models (MVEMs) are a common choice when
low computational effort is required (Maroteaux and Saad 2015; Guzzella and Onder
2009; He and Lin 2007; Lee et al. 2013; Miglianti et al. 2020, 2019). MVEMs
are approximate first-principle models that adequately predict engine performance
parameters, and are prevalent in applications in which the engine is considered as just
one component of a wider system, or for control strategies development (Malkhede
et al. 2005; Guan et al. 2014; Theotokatos 2010; Grimmelius et al. 2010; Theotokatos
2008; Nikzadfar and Shamekhi 2015; Geertsma et al. 2017; Theotokatos et al. 2018;
Geertsma et al. 2018; Guzzella and Onder 2009).

MVEM can be classified in the following two categories: (a) not considering the
engine manifolds dynamics; (b) including the engine manifold dynamics. Category
(a) employs only two differential equations for calculating the engine and TC rota-
tional speeds. Category (b) employs additional equations to calculate the pressure and
temperature of the engine manifolds. MVEMs employ simpler approaches to esti-
mate the engine parameters on an engine cycle basis. These models are employed
in cases where calculations of low computational cost are required, with the most
common example being the engine control system design.

0D models employ a more detailed formulation and are capable of predicting the
in-cycle variations of the engine parameters. The latter are employed in the cases
where the in-cylinder parameters (pressure, temperature, composition) variations are
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required leading to a more accurate estimation of the engine performance parame-
ters. For instance, Llamas and Eriksson (2018) developed a control-oriented MVEM
for a large two-stroke engine with Exhaust Gas Recirculation (EGR), with relative
errors under 3.35% for steady state operations. A similar study was performed by
the authors of Dahl et al. (Dahl et al. 2018), who also developed an MVEM for
control strategy design, reporting errors smaller than 5% for all engine parameters
under steady state conditions. In both these studies (Llamas and Eriksson 2018;
Dahl et al. 2018), the authors did not report results under transient operation, never-
theless general trends of the real engine parameters were adequately captured. The
authors of Sui et al. (2017) exploited an MVEM to investigate the performance of a
medium-speed DE during preliminary design. The results of the in-cylinder process
showed good correspondence with the test data across all process parameters, includ-
ing in-cylinder temperatures, with satisfactory accuracy and adaptability to variable
operating conditions. Authors of Sapra et al. (2017) studied back pressure effects
on the performance of a marine DE, by means of an MVEM. Although quantitative
performance metrics for the model are not reported, the graphical representation of
the results indicates average relative percentage errors of around 4% for the turbine
inlet temperature across all operating conditions.

More sophisticated approaches, with respect to MVEMs, are zero-dimensional
(0D), one-dimensional (1D), and three-dimensional (3D) models that operate on
a per-crank basis (Merker et al. 2005). These approaches are more computation-
ally demanding compared to MVEMs, however they can predict the detailed gas
processes inside the cylinders (Mohammadkhani et al. 2019; Stoumpos et al. 2018,
2020). For instance, authors ofGuan et al. (2015) investigated a two-strokemarineDE
with emphasis on part load operating conditions using a 0D model validated against
experimental data obtained from engine shop tests in steady state operations. Very
small errors were reported for loads between 25–100%, ranging between 0.6–2%.
Authors of Larsen et al. (2015) also developed a 0D model, with a similar validation
approach, reporting a root mean square deviation of approximately 1% across all
engine performance parameters. Authors of Sapra et al. (2020) compared the capa-
bilities of Seiliger-based and double Wiebe function-based 0D models to capture
hydrogen-natural gas combustion in a marine engine for different fuel blends and
engine loads. In this study, very small errors were reported for in-cylinder process
parameters, ranging between 0.1–2.4%.

Several attempts to combine MVEM and 0D, 1D, or 3D models have been
proposed, enhancing the predictive abilities of MVEMs with lower computational
requirements than their 0D, 1D, or 3D counterparts (Livanos et al. 2007; Ding et al.
2010; Baldi et al. 2015; Maroteaux and Saad 2015; Tang et al. 2017).

In fact, in cases where low computational cost is required whilst the predictive
capability for the engine in-cylinder parameters must be retained, approaches com-
bining MVEMs and 0D models have been employed. In such cases, one engine
cylinder (typically the closed cycle) is modelled by employing the 0D approach and
interfaced with the MVEM. This provides the advantage of negating the extensive
calibration process of the MVEM (which is typically based on data derived from
either experiments or simulations with more detailed models) required to predict the
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engine performance parameters. For instance, authors of Baldi et al. (2015) combined
MVEM and 0D models to investigate the propulsion behaviour of a handymax-size
product carrier under constant and variable engine speed operations. The model was
validated against experimental data from the engine’s shop tests, for loads ranging
between 50–110%. High accuracy was reported, with errors ranging between 1.9–
2.7%. Furthermore, the authors concluded that their proposal provides a favourable
time-accuracy trade-off and it can be used in cases where information, not provided
by an MVEM, is required.

The integration of a 1D with a Computational Fluid Dynamics (CFD) based 3D
model was proposed by the authors of Wang et al. (2020). The authors conducted a
parametric investigation of a large four-stroke dual-fuelmarineDE to identify the pre-
injection effects on the engine combustion, knocking, and emission parameters. This
modelling approach was validated under steady-state conditions in four operating
points within a range of 25–100% of the nominal load. Near-zero deviation was
reported for most parameters, whereas the maximum deviation for NOx emissions
was about 2%. Finally, the authors of Hao et al. (2021) aimed to improve the in-
cylinder fuel/air mixing process of heavy-duty DEs, which they modelled utilising
CFD methods. Their simulations were validated in terms of the spray liquid/vapour
penetration, heat release rate, and in-cylinder pressures, at various operational, and
environmental conditions, reporting very low discrepancies.

When it comes to computational requirements, MVEMs are calibrated by using
data from measurements or more detailed models. They typically exhibit absolute
errors of less than 2%. However, outside the calibration envelope, their performance
deteriorates. For 0D/1D models (where 0D refers to modelling the in-cylinder pro-
cesses or volumes, whereas 1D refers to the modelling of pipes and manifolds), the
expected typical errors are in the range of ± 5%. The more significant errors are
exhibited for predicting the exhaust gas temperature and emissions, whereas errors
for the other engine performance parameters are typically in the range± 3%. Finally,
evaluating the error is challenging for CFDmodels as the available measured param-
eters are pretty limited in most cases (typically the in-cylinder pressure diagram).
However, the model set-up process consists of several steps (geometry, injection and
mixing process, meshing studies in fixed combustion chambers (bombs), testing of
various existing sub models) culminating in the set up of the final model version.
In addition, several quantitative verification studies are typically carried out, thus
providing confidence to the users that the model performance is appropriate.

We can conclude then that PMs can adequately capture most process parameters
of a DE under a broad range of operating conditions. However, there is a clear trade-
off between accuracy and computational requirements. In fact, the most detailed 3D
models cannot run in real-time, whereas MVEMs lack accuracy, especially during
transient operations.
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6.2.2 Data-Driven Models

DDMs have been successfully applied in a variety of maritime applications, provided
that the necessary quality and quantity of historical data is actually available (Coraddu
et al. 2016, 2017, 2019, 2020, 2019, 2021a, b; Cipollini et al. 2018a, b; Stoumpos
et al. 2020).

For instance, the Nikzadfar and Shamekhi (2014) developed an Artificial Neural
Network (ANN) to study the relative contribution of several operating parameters to
the performance of a DE. The authors utilised 4000 steady-state operating points to
train theANN, generated bymeans of numerical simulation, covering the entire enve-
lope of the DE. Although the authors did not provide quantitative results regarding
the model accuracy, graphical representation showed a relative difference of approx-
imately 5%. Authors of Shin et al. (2020) developed an ANN to predict the NOx

emissions of a DE under transient operation. Highly accurate results were reported,
with the developed ANN being able to predict NOx with errors around 1.6%, com-
parable to the accuracy of physical NOx measurement devices, with typical error
margins of 1%. The ability of ANNs to predict performance parameters of a DE
was also demonstrated by the authors of Ozener et al. (2013) predicting a variety of
performance parameters and emissions with coefficient of determination (R2) values
over 0.95. A hydrogen dual-engine for automotive applications was the case study
of the authors of Syed et al. (2017): ANNs proved to be extremely efficient, with
near-zero errors being reported for the prediction of specific fuel consumption and
a variety of emissions. A similar study was conducted by the authors of Liu et al.
(2018) employing an ANN to predict the emissions and various performance param-
eters of a spark ignition engine fueled with butanol-gasoline blends. In this study,
ANNs were able to predict the performances of the engine with very high R2 values.

DDMs are frequently used in the field of condition monitoring of DEs, as they
are extremely efficient at detecting and isolating faults and have proven to increase
the reliability and decrease the probability of producing false alarms (Ahmed et al.
2015). For instance, authors of Namigtle-Jimenez (2020) developed 3ANNs for fault
detection and diagnosis of a DE, utilising only the pressure signal of the injection rail.
They demonstrated that the proposed ANNs were able to detect and isolate the faulty
injector of the electronic fuel system with 100% classification accuracy in offline
training scenarios and near 100% accuracy in online scenarios. The authors of Wang
et al. (2021) proposed a random convolutional ANN for health monitoring of DEs,
relying on vibration measurements. Considering the very high accuracy of the devel-
oped ANN on this task, the authors concluded that, compared to traditional methods
based on signal analysis techniques and shallow classifiers, their approach can auto-
matically learn high-level representative features from the raw vibration signals and
eliminate the necessity of the time-consuming manual feature extraction. A similar
study was performed by the authors of Wang et al. (2019) presenting a Bayesian
ANN-based approach for fault isolation in a DE fuel injection system under the
presence of uncertainties. With the proposed approach, the authors demonstrated
that symptoms under multiple faults could be decoupled into symptoms correspond-
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ing to each individual fault. This greatly reduced the prior knowledge needed for the
diagnosis, decreased the complexity of the application, and significantly improved
computational efficiency. The authors of Palmer and Bollas (2019) demonstrated the
ability of DDMs to predict and isolate faults. More specifically, the authors showed
that when proper fault detection and isolation test designs are selected, even the
relatively simple combination of principal component analysis and k-nearest neigh-
bours classifier could provide satisfactory results in fault detection. Likewise, the
authors of Ahmed et al. (2015) trained an ANN employing a new estimation strat-
egy known as the smooth variable structure filter to detect the engine’s faults. This
approach demonstrated stability and generalisation accuracy exhibiting improved
performance compared with the first order back propagation algorithm and similar
performance compared with the extended Kalman filter. Fault detection was also the
scope of the work of the authors of Wang et al. (2020) where a noise-based method
based on ANNs and wavelet packet analysis was presented. The authors concluded
that ANNs are effective for feature extraction of engine fault noises in time and fre-
quency domains, and are powerful for sound feature classification and recognition
of the engine’s faults. A further example is reported by the authors of Coraddu et
al. (2021b) where multiple DDMs for weakly supervised marine dual fuel engines
health monitoring were designed, presented, and tested. The proposed framework
relied on a digital twin of the engine or on novelty detection algorithms which were
compared against state-of-the-art fully supervised approaches. Utilising data from
the validated simulation model of Stoumpos et al. (2020), the authors demonstrated
that their approach can overcome the problematic requirement for a large amount
of labelled samples, that are rarely available, with a decrease in performance of less
than 1% compared to state-of-the-art fully-supervised approaches.

6.2.3 Hybrid Models

HMs are a quite recent modelling approach, especially in the maritime field, and
just very few works showed the advantages of a hybrid approach, with respect to
pure PMs and DDMs (Coraddu et al. 2021a, 2018; Miglianti et al. 2019, 2020). For
instance, in Coraddu et al. (2017) the authors show that it is possible to effectively
predict fuel consumption with HMs. Moreover, in Coraddu et al. (2018, 2021a), the
authors also attempted to model the engine exhaust gas temperature with HMs under
steady state and transient conditions.

Authors of Mishra and Subbarao (2021) compared the performance of a PM, a
DDM, and an HM to predict dynamic combustion control parameters of a Reactivity
Controlled Compression Ignition engine across five engine loads. The parameters
included the start of combustion, the 50%mass fraction burnt crank angle, and com-
bustion peak pressure. The authors compared the model predictions with measured
data from experiments, concluding that the prediction capability of the HM was far
superior to the DDM and PM across all parameters.
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Authors of Bidarvatan et al. (2014) developed an HM to predict several perfor-
mance parameters of Homegeneous Charge Compression Ignition (HCCI) engines.
Namely, the the 50% mass fraction burnt crank angle, the indicated mean effective
pressure, exhaust temperature, and concentration of CO, total unburned hydrocar-
bons andNOx. The proposedHMcombined a PMand 3ANNs, designed tominimise
computational time requirements, with minimal sacrifice in accuracy. The authors
compared the predictions of the proposed HM with experimental data at 309 steady
state and transient conditions for two HCCI engines, concluding that the HM offered
approximately 80% better accuracy compared to the PM, or 60% compared to the
DDM.

As expected, the amount of literature available on the HMs is limited, being this
a relatively new and still partially explored research field. Moreover, focusing on
the marine DE applications, to the authors best knowledge, a complete and clear
description of a modelling framework for marine DEs able to hybridise PMs and
DDMs is not yet readily available.

6.3 Modelling

This section is devoted first to the presentation of a state-of-the-art 0D PM (see
Sect. 6.3.1) and DDM (see Sect. 6.3.2). Then the hybridisation framework is pre-
sented together with the proposed HM (see Sect. 6.3.3).

6.3.1 Zero Dimensional Diesel Engine Model

The DE PM has been developed utilising a modular approach, in which the engine
scavenging air and exhaust gas receivers are modelled as control volumes, whereas
the compressor and turbine are modelled as flow elements. The exhaust receiver
contains states for pressure p, temperature T , and exhaust gas composition g. The
gas composition of the air path has been assumed constant. The engine boundaries
are modelled using fixed fluid elements of constant pressure and temperature, and
shaft elements are utilised to compute the rotational speed of the turbocharger ωtc

and crankshaft ωe. Finally, for the in-cylinder process we exploited a two-zone 0D
approach, with state quantities being the in-cylinder pressure, temperature, gas com-
position, and air-fuel equivalence ratio λ for each zone. The layout and state variables
of the developed model are presented in Fig. 6.1. The governing equations of all rel-
evant components is discussed in the the following.

Gas composition and properties—The working fluid of the engine is considered to
be a mixture of the following 11 species: CO2, H2O , N2, O2, CO, H2, O, H, OH, NO,
and N. As such, the concentration vector in an arbitrary control volume is defined as
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Fig. 6.1 Layout of the PM with all relevant components and state variables

g =
[
mCO2 ,mH2O ,mN2 ,mO2 ,mCO,mH2 ,mO,mH,mOH,mNO

]

mtot
, (6.1)

where mi is the mass flow of species i and m tot = ∑11
i=1 mi . Arbitrarily, N is not

included in the concentration vector since it can be computed as the remaining part,
to ensure that the mass conservation law is not violated and to act as a sanity check
of the numerical integration.

The thermodynamic properties of the gas are calculated using the NASA polyno-
mials (McBride et al. 2002), under the assumption of a thermally perfect gas. The
concentration along the air path is assumed constant and equal to the standard air
concentration.

Control Volumes—The control volumes are modelled using the open thermody-
namic system concept (Watson and Janota 1982; Heywood 1988) which use as
inputs p, T , and the composition of the working medium contained in the adja-
cent elements. Considering the control volumes as cylindrical solenoids (neglecting
dissociation effects and the kinetic energy of the flows entering/exiting the receivers)
and assuming ideal gas, the change of rate in the mass stored in the volume m can
be expressed as
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dm

dt
=

∑

i

ṁ in,i −
∑

j

ṁout, j , (6.2)

where ṁi is the mass flow rate of stream i and the subscripts in, out refer to flows
entering and exiting the control volume respectively. Note that, the mass rate of
change does not need to be integrated since it only represents the difference between
entering and exiting mass flow rates.

The temperature rate of change is derived from the energy conservation as

dT

dt
= Q̇ + ∑

i mhin,i − ∑
j mhout, j − u dm

dt

mcv

, (6.3)

where mh refers to the enthalpy flow rate (entering mhin,i and exiting mhout,i for the
stream i), Q̇ = k A(T − Tamb) represents the heat transfer from the control volume to
the surrounding environment, with k being the heat transfer coefficient, A = πd2/4
being the heat transfer area, and u is the internal energy.

The heat transfer coefficient can be computed as (Merker et al. 2005)

k = 0.024
κ

d

[

1 −
(
d

l

) 2
3

]

Re0.786Pr0.45, (6.4)

where l and d refer to the length and inner diameter of the control volume and κ

being the heat conductivity, evaluated as

κ = 3.65182 10−4T 0.748. (6.5)

The Prandtl number Pr has been kept constant and equal to 0.731 and the Reynolds
number Re is evaluated on the average mass flow rate of the input and output streams
ṁavg as

Re = ṁavgd

Aν
, (6.6)

with ν being the kinematic viscosity computed as

ν = 5.17791 10−7T 0.62. (6.7)

Due to to the lack of information regarding the geometry of the control volumes,
their inner diameters d and lengths l are considered as calibration parameters.

Moreover, considering the control volume as a well-stirred mixer, the dynamics
of the concentration states can be derived as (Llamas and Eriksson 2019)

∂ gout
∂t

= RT

pV

∑

j

(
gin, j − gout

)
ṁ in, j , (6.8)
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where R = R(g, T ) is the gas mixture constant, V is the control volume, gin, j is the
composition of gas of the input stream j , and gout is the composition of gas of the
output stream. Note that in the case of the scavenging air receiver, under the simpli-
fication of constant fresh air composition, these derivatives have been set to zero.

The pressure of the working medium contained in each control volume is calcu-
lated using the ideal gas law equation, from which the pressure’s rate of change can
be computed as

dp

dt
= R

V

(
T
dm

dt
+ m

dT

dt

)
. (6.9)

Valves—Themass flow rate through a valve is computed assuming subsonic or sonic
flow through a flow restriction (Heywood 1988), with the valve opening signal (lift)
uv as input

ṁv=Aeff(uv)
p√
RT

Ψ, Ψ =

⎧
⎪⎨

⎪⎩

Π
1
γ

√
2γ

γ−1

(
1−Π

γ−1
γ

)
, if Π>

(
2

γ+1

) γ

γ−1

√
γ

(
2

γ+1

) γ+1
2(γ−1)

, otherwise

, (6.10)

where uv is chosen as the percentage lift of the valve, Π refers to the ratio of the
static pressure downstream of the restriction to the upstream stagnation pressure,
γ = γ (g, T ) is the ratio of specific heats of the medium, and Aeff = μ(uv)Aref refers
to the effective area of the valve computed as the product of a reference area Aref

with the appropriate flow coefficient μ(uv) (Heywood 1988).
The bypass valve is assumed to be activated if the pressure on the compressor

exceeds 90% of the surge limit for the instantaneous flow rate. Furthermore, we
have assumed a linear opening characteristic, with the reference area considered as
a calibration parameter. For the intake and exhaust valves, we utilised a non-linear
characteristic, parameterised on the basis of the maximum cross-flow area of the
inlet Aiv and exhaust valves Aev and the crank-angle duration that the valve stays at
its maximum lift denoted as vmdiv and vmdev (Merker et al. 2005).

Air cooler, Air Filter, and Exhaust Pipe—Pressure losses in all these components,
as well as air cooler effectiveness, have been modelled as quadratic functions of their
corresponding input mass flow rate (Theotokatos 2010; Theotokatos et al. 2018)

Δpac=
2∑

i=0

ṁi
accac,i , Δpaf=

2∑

i=0

ṁi
afcaf,i ,

Δpep=
2∑

i=0

ṁi
epcep,i , εac=

2∑

i=0

ṁi
accace,i , (6.11)

where the subscripts ac, af, and ep refer to the air cooler, air filter, and exhaust pipe,
respectively. cac,i , caf,i , cepi , and cace,i are considered calibration parameters.
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As a consequence, the temperature at the air cooler outlet is given by

T out
ac = εacTw + (1 − εac)T

in
ac , (6.12)

where εac refers to the heat exchanger effectiveness, Tw corresponds to the temper-
ature of the cooling water, and T in

ac is the temperature of the working medium at the
inlet.
Turbocharger—The engine is equipped with two turbocharging units operating in
parallel to supply the engine with sufficient air mass flow. We modelled the com-
pressor using its steady state performancemap, which provides the relations between
the compressor performance variables: reference flow rate, pressure ratio, reference
speed, and isentropic efficiency. The rotational speed and pressure ratio are consid-
ered as inputs to the model, which allows the computation of the reference flow rate
ṁ and isentropic efficiency ηc as reported in (Theotokatos and Tzelepis 2015; Baldi
et al. 2015)

ṁ = fmc

(
Πc, T

in
c , ωtc

)
, ηc = fηc

(
Πc, T

in
c , ωtc

)
, (6.13)

where fmc and fηc are functions that have been interpolated based on the the compres-
sor maps, representing the compressor mass flow rate and efficiency, respectively.
Πc is the pressure ratio of the compressor, and T in

c is the compressor inlet temper-
ature. After accounting for pressure losses in the air cooler and air filter, Πc can be
computed as

Πc = psc + Δpac
pamb − Δpaf

, (6.14)

where psc is the pressure of the scavenging receiver and pamb is the ambient pressure.
The temperature at the outlet of the compressor is given by (Watson and Janota 1982)

T out
c = T in

c

⎛

⎝1 + Π
γ−1
γ

c − 1

ηc

⎞

⎠ . (6.15)

For the turbine, we exploited its swallowing capacity and efficiency maps, which
allow the calculation of the turbine flow rate ṁt and isentropic efficiency ηt as

ṁt = fmt

(
Πt , T

in
t , ωtc

)
, ηt = fηt

(
Πt , T

in
t , ωtc

)
. (6.16)

where fmt and fηt are functions that have been interpolated based on the the turbine
maps, representing the turbine mass flow rate and efficiency, respectively. Πt is the
pressure ratio of the turbine, and T in

t is the turbine inlet temperature. The turbine
pressure ratio is computed by taking the exhaust pipe pressure losses Δpep into
account as

Πt = per
pamb + Δpep

, (6.17)
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where per is the pressure of the exhaust receiver. The temperature at the turbine outlet
T out
t can be computed from the turbine isentropic efficiency definition as

T out
t = T in

t ηt

(
1 − Π

γ−1
γ

t

)
, (6.18)

The rotational speed of the turbochargers ωtc is a model state, defined by the power
balance between compressor and turbocharger as

dωtc

dt
= Ptηmech

tc − Pc
Jtcωtc

, (6.19)

where Pt = ṁtΔht , Pc = ṁcΔhc refer to the turbine and compressor power, respec-
tively, withΔht ,Δhc being the enthalpy difference between the inlet and outlet of the
turbine and compressor. Jtc refers to the turbocharger shaft inertia and ηmech

tc corre-
sponds to the mechanical efficiency of the turbocharger unit, accounting for friction
losses. Jtc and ηmech

tc are considered calibration parameters.

Cylinder—For the in-cylinder process, apart from the assumptions on the working
medium described before, we have further neglected valve leakage and blow-by.
Furthermore, the temperatures at the cylinder wall Tcw, head Thw, piston wall Tpw,
liner wall Tlw, exhaust valve wall Tevw, as well as the injected fuel temperature T f

are considered all uniform and constant. In fact, the temperature variations of the
inner cylinder surface during the thermodynamic cycle are trivial compared to the
temperature variations of the combustion gases (Descieux and Feidt 2007; Rakopou-
los et al. 2004). Moreover, we have assumed a uniform cylinder pressure and that
the combustion chamber volume consists of two zones. The burned zone contains
incompletely oxidised fuel (denoted with the subscript b), whereas the unburned
zone contains air and fuel (denoted with the subscript u). Each zone is spatially
homogeneous, separated by a massless and infinitesimally thin flame, and no heat
transfer takes place between the two zones. A schematic of the two combustion zone
model is presented in Fig. 6.2. The main equations governing the two combustion
zone model include the conservation of mass

dm

dθ
= dmu

dθ
+ dmb

dθ
= dm f

dθ
+ dma

dθ
(6.20)

where the subscripts u and b refer the the unburned and burned zone, respectively,
and the subscripts a, f refer to air and fuel, respectively. The equations of state for
the working medium in each zone can be described as

pVu = muRuTu, pVb = mbRbTb, (6.21)

and the evolution of volume derivative with respect to crank angle in the two zones
as
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Fig. 6.2 Energy flow of the
two combustion zone model

dV

dθ
= dVu

dθ
+ dVb

dθ
, (6.22)

in which the instantaneous cylinder volume can be expressed as a function of crank-
angle θ according to the kinematics of the crankshaft as (Merker et al. 2005;Heywood
1988)

V (θ)=Vc+B2 π

4
(lr+a−s(θ)) , s(θ)=a+ cos θ+

√
l2r − a2 sin θ2, (6.23)

where Vc = Vs/(CR − 1) is the combustion chamber volume, Vs is the stroke vol-
ume, CR is the geometric compression ration, B is the bore diameter, lr is the
connecting rod length, and a is the crank radius.

Finally, the energy conservation equations for each combustion zone can be
expressed as

d(muuu)

dθ
= −p

dVu

dθ
−

∑

i

dQui

dθ
− hu

dmb

dθ
(6.24)

d(mbub)

dθ
= −p

dVb

dθ
−

∑

i

dQbi

dθ
+ hu

dmb

dθ
+ dQ f

dθ
(6.25)

where
∑

i
dQi

dθ for each one of the combustion zones refers to the summation of heat
transfer rates through the engine’s different parts surfaces in contact with the cylinder
gases and dQ f

dθ refers to the heat release rate.
Burn fraction and heat release rate in internal combustion engines are mostly gov-

erned by functions based on the law of Normal distribution of continuous random
variables. In this context, one of the most popular functions is the Wiebe func-
tion (Ghojel 2010; Galindo et al. 2011). While the Wiebe function by no means
describes the complex fuel air mixing in the diesel combustion process, it can pro-
vide valuable thermodynamic input for the model in terms of a realistic shape of the
heat release. In this work, we have exploited a double-Wiebe profile for the premixed
and diffusive combustion processes (Miyamoto et al. 1985; Kökkülünk et al. 2016)
as reported in (Merker et al. 2005).
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dQ f,1

dθ
= Q f,1α(m1 + 1)

(
θ − θSOC1

ΔθCD,1

)m1

e
−αi

(
θ−θSOC1
ΔθCD1

)m1+1

, (6.26)

dQ f,2

dθ
= Q f,2α(m2 + 1)

(
θ − θSOC2

ΔθCD,2

)m2

e
−α2

(
θ−θSOC2
ΔθCD2

)m2+1

, (6.27)

Q f,1 = qQ f,tot , Q f,2 = (1 − q)Q f,tot ,
dQ f,tot

dθ
= dQ f,1

dθ
+ dQ f,2

dθ
, (6.28)

where α is a factor related to the percentage of the total energy added with the fuel
at the end of combustion ηconv,total as

α = − ln
(
1 − ηconv,total

)
, (6.29)

its value is related to the combustion efficiency and it was assumed equal to 6.9 as
suggested in Theotokatos et al. (2018) and Gogoi and Baruah (2010). Moreover,
Q f,tot = m f LHV f represents the total thermal energy of the fuel released during
combustion, q is the fraction of heat release of the first Wiebe profile, θSOC,i corre-
sponds to the start of combustion, m1 and m2 are the Vibe form factors, and ΔθCD,i

denotes the combustion duration for eachWiebe profile. For the latter, the estimation
of the ignition delay Δθid is required, for example according to Sitkei (1963) as

Δθid = 6ne10
−3

(
aIGD + (

p−0.7bIGD + p−1.8cIGD
)
e

7800
6.9167RT 1.0197

)
, (6.30)

where ne is the engine rotational speed (expressed in Hz). The constants aIGD, bIGD,
cIGD are treated as calibration parameters.

In Eqs. (6.26) and (6.27), the constantsm1,m2,ΔθCD1 , andΔθCD2 for eachWiebe
profile are calibrated at the engine reference point (subscript ref) and updated for
other operating points according to Woschni and Anisits (1973)

m=(mref+Δm)

(
θIGD,ref

θIGD

)aVM(ne,ref
ne

)bVM( pIVC
pIVC,ref

· VIVC

VIVC,ref
·TIVC,ref

TIVC

)cVM

−Δm, (6.31)

ΔθCD=ΔθCD,ref

(
λref

λ

)aCD (
ne

ne,ref

)bCD

, (6.32)

The constants aCD, bCD, aVM, bVM, cVM are regarded as calibration parameters, since
their values are known to vary between engines of different types and sizes as reported
inMerker et al. (2005). The subscripts IVC,ref and IVC refer to the inlet valve closing
point at engine reference speeds ne,ref and operating speed ne, respectively.

The heat transfer between the mass trapped in the cylinder and the surrounding
areas is calculated according to the standard Newtonian relation for convective heat
transfer, as

∑

i

dQui

dθ
= kcsa

∑

i

Ai (T (θ) − Ti ), (6.33)
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Table 6.1 Coefficients for Woschni’s heat transfer model of Eqs. (6.34), (6.35)

Phase c1[−] c2[m/s K]
Intake-exhaust 6.18 + 0.417cc/cm 0

Compression 2.28 + 0.308cc/cm 0

Combustion-expansion 3.24 · 10−3

with i = {cw, hw, pw, lw, evw} referring to cylinder, head, piston, liner, and exhaust
valvewall. The heat transfer coefficient kcsa is evaluated according toWoschni (1968),
Merker et al. (2005)

kcsa = 127.93p0.8v0.8B−0.2T−0.53, (6.34)

where v is a representative velocity evaluated taking into account the mean piston
speed cm = 2Lsne (Ls is the stroke length), and the compression induced turbulence
as Merker et al. (2005)

v = c1cm + c2
VcTIC
pICVIC

(p − p0), (6.35)

where p0 is the cylinder pressure during motored operation, computed over a poly-
tropic relation from the cylinder volume according to Merker et al. (2005). The
constants c1, c2 are functions of the intake swirl cc/cm , according to Table 6.1. cc/cm
is considered as a calibration parameter. The subscript IC refers to the cylinder con-
ditions at the start of compression, when the intake valve closes.

Weexploited themethodofChenandFlynn (1965) for the evaluationof the friction
losses, according to which the friction mean effective pressure FMEP accounts for
the effect of engine speed through a quadratic law. The effect of engine load is
represented through themaximum in-cylinder pressure pmax, while the energy drawn
by accessories and all the other invariable factors is accounted for by a constant term,
as

FMEP = c f,1 + c f,2 pmax + c f,3ne + c f,4n
2
e (6.36)

where coefficients c f,1 − c f,4 are considered as calibration parameters.
The instantaneous cylinder torque is then computed by using the gross cylinder

torque, through the cylinder indicatedwork, and cylinder torque due to friction. Since
all cylinders are considered to operate under the same conditions, the brake power is
computed using the current engine speed, multiplied by the cylinder torque and the
number of cylinders in the engine.

The combustion products are evaluated exploiting the method of Rakopoulos et
al. (1994), due to its minimal computational time requirements and reasonable agree-
ment with experiments. For the burning zone, given its volume, temperature, mass of
fuel burnt and mass of air entrained, the concentration of each species can be evalu-
ated by solving a 11 × 11 non-linear system obtained from 7 non-linear equilibrium
equations and 4 linear atom balance equations. This system is converted to a 4 × 4



162 A. Coraddu et al.

non-linear system which can be solved efficiently by any root-finding algorithm [in
this study, the Newton-Raphson method (Stoer and Bulirsch 2013)]. Finally, thermal
NO has been evaluated according to the extended Zeldovich mechanism, for which
the reaction rates were selected according to Hanson and Salimian (1984).

Equations (6.20)–(6.28) form a system of first order differential equations of the
form F(θ, y, ẏ) = 0 that is solved for each crank angle step by using the classic
Runge-Kutta method (Stoer and Bulirsch 2013).

Sensor Dynamics—The thermal inertia of the temperature sensors which are
mounted on the outer surface of the exhaust pipes, is modelled according to Lla-
mas and Eriksson (2019) as

dTs
dt

= T − Ts
τs

, (6.37)

where Ts refers to the temperature including the sensor dynamics, and T is the
temperature of the working medium in the engine. The time constant τs is considered
as a calibration parameter. Dynamic response for all other sensors has been neglected,
as it is known to be in the order of milliseconds (Wahlström and Eriksson 2011).

Calculation Procedure—Inputs towards the cylinder model include the pressure,
temperature, the medium composition from the scavenging manifold, the pressure
of the exhaust manifold, engine rotational speed, and fuel injected per cycle from the
governor. Subsequently, the cylinders air and exhaust gas mass flow rates, pressures,
temperatures, the composition of the exhaust gas, and the equivalence ratio of the
exhaust gas exiting the cylinders are calculated.Additional outputs include the energy
flow of the exhaust gas exiting cylinders, the indicated power, the friction power,
brake power torque, brake specific fuel consumption, and engine brake efficiency.

For all the other components (i.e., control volumes or flow elements) the following
structure is employed. Inputs required for the flow elements are utilised from the adja-
cent flow receiver or fixed fluid structures for the engine boundaries which include
the necessary parameters to fully characterise the working medium state (tempera-
ture, pressure, composition). Subsequently, mass and energy flows through the flow
elements are computed and provided to the adjacent control volumes. In addition,
the absorbed compressor torque and produced turbine torque are calculated and used
as inputs to the turbocharger shaft element, which derives the turbocharger speed,
which, in turn, is provided to the turbine and compressor blocks.

This framework forms an additional system of first order differential equations in
the form F(t, y, ẏ) = 0, that is solved for each time step by using the classic Runge-
Kutta method (Stoer and Bulirsch 2013). In total, the model contains 50 states over
two major integration steps. Parameters include the geometric data of the engine, the
intake and exhaust valves profiles, the compressor and turbine performance maps,
the bypass valve geometric and control details, constants present in any sub-model,
and the ambient conditions for the engine boundaries. Finally, initial values are also
required for the engine and turbocharger rotational speeds, and the temperature,
pressure and composition of the working medium contained in the scavenging and
exhaust manifolds.
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ModelParameterisation—Theproposedmodel contains internal feedback systems,
hence the modelling errors of any subsystems will be propagated and amplified
towards the rest of the model. For instance, errors in the exhaust temperature will
affect the turbine power production, which will in turn alter the scavenging pressure,
and this finally will modify the exhaust temperature prediction anew. Due to this fact,
balancing out the complete model by readjusting the model parameters is essential
to obtain an overall accurate model (Llamas and Eriksson 2019).

The calibration process is treated as an optimisation problem, with the objective
being to minimise the error between the model estimated outputs and the available
measurements.

Formally, we seek the solution of the following continuous, non-convex problem

argmin
φ

L̂(φ,Dn) =
M∑

i=1

l(h(xi , φ), yi ), (6.38)

s.t. φmin ≤ φ ≤ φmax

where h refers to the outputs of the PM, φ is the set of parameters that needs to
be estimated from a given bounded space Φ, xi refers to the measurements corre-
sponding with the model inputs, and yi refers to the measurements corresponding
with the model outputs. L̂(φ,Dn) is the empirical error of the model h on the dataset
Dn = {(x1, y1), . . . , (xn, yn)}, measured according to a loss function �(h(x, θ), y).

We have adopted the absolute relative error, given by

�
(
h (xi , θ) , yi

) =
S∑

j=1

∣∣∣∣
∣
y j
i − h j (xi , θ)

y j
i

∣∣∣∣
∣

(6.39)

Note that, because y is a vector, the loss function of Eq. (6.39) refers to the sum of
relative errors of all model outputs j = (1, . . . , S) and their corresponding measured
values.

Given the nature of the problem, a Derivative-Free Optimisation (DFO) method
must be exploited, as obtaining or estimating the derivatives of the physical models
with respect to the parameters is a computationally and time-intensive procedure.
The literature on DFO methods is quite large, with a variety of algorithms that can
solve different classes of problems (Conn et al. 2009; Galinier et al. 2013; Floudas
and Pardalos 2008).

In this work, we leveraged an algorithm from the class of directional direct search
methods: theMesh-Adaptive Direct Search (MADS) algorithm, which is a local opti-
misation technique with established convergence theory under some mild assump-
tions (Audet and Dennis 2006; Audet et al. 2008). MADS is an extension of the
Generalized Pattern Search algorithm (Torczon 1997; Lewis et al. 2000), specifi-
cally developed to handle non-smooth black-box problems. It is an iterative method
that uses a discretisation of the solution space, called the mesh, to select and eval-
uate new trial points, given an initial iterate. Each iteration consists of two steps:
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the search and the poll, followed by a parameter update step. If the search step suc-
ceeds (i.e., the selected trial point improves upon the current iterate), then this trial
point becomes the new iterate and the poll step is skipped. If the search step fails,
the poll step becomes mandatory. The poll is used to choose mesh points near the
current iterate and to evaluate their objective and constraint values. If the poll fails
to find a better solution, the update step will reduce the mesh size and the poll size,
to concentrate near the current iterate. The mesh size is the parameter that scales the
space discretization and the poll size is the maximum distance allowed between a
trial point and the current iterate. On the other hand, once a better solution is found,
the pol step terminates and the update step increases the mesh size. This process is
repeated until a stopping condition is satisfied.

Given that our problem is highly non-linear and non-convex, there is no guarantee
that the solution obtained corresponds to the global optima (Floudas and Pardalos
2008). In order to ensure the quality of the final solution the algorithm has been
started from a number of different initial points, and from all solutions obtained, the
best one has been chosen (Martí 2003).

The dynamic behaviour of the model is largely defined by the turbocharger iner-
tias, the control volume sizes, and the time constants of the temperature sensors. The
optimisation algorithm was initialised by a single starting point with suitable values
of the turbocharger inertia corresponding to other engines of this size, whereas the
values of the control volumes have been set to reasonable values based on the real
pipe volume sizes from the engine design drawings.

6.3.2 Data Driven Models

In the proposed context of developing a fast yet accurate dynamic model of a four-
stroke marine DE, a general modelisation framework can be defined, characterised
by an input space X ⊆ R

d , an output space Y ⊆ R
b, and an unknown relation μ :

X → Y to be learned (Shalev-Shwartz and Ben-David 2014; Hamilton 2020). For
what concerns this work, X is composed by the measurements available from the
enginemonitoring system (see Sect. 6.4), while the output spaceY refers to the target
features accounting for the engine fuel consumption, turbocharger rotational speed,
turbine outlet temperature, and exhaust manifold temperature (see Sect. 6.4).

In this context, the authors define the model h : X → Y as an artificial simplifica-
tion of μ. Analogously to what has been done in Sect. 6.3.1 we will assume to know
all the information until time t0 to make a prediction of the quantity of interest. In
particular, we will consider all the information in [t0 − Δ, t0] (see Fig. 6.3). Δ rep-
resents how much history of the different available data we want to exploit to make
predictions. Δ is an hyperparameter for which an optimal value exists: too much
history (too large Δ) will make us face with the curse of dimensionality while too
little history (too smallΔ) will limit our ability to make accurate predictions (Shalev-
Shwartz and Ben-David 2014; Oneto 2020; Hamilton 2020).
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Fig. 6.3 Input and output variables of the DDMs

Themodel h, as described in Sect. 6.1 can be obtainedwith different kinds of tech-
niques, for example, requiring some physical knowledge of the problem, as in PMs
(see Sect. 6.3.1), or the acquisition of large amounts of data, as in DDMs or using
both information (see Sect. 6.3.3). In this section we will use a state-of-the-art DDM.
Between the DDMs it is possible to identify two families of approaches (Shalev-
Shwartz and Ben-David 2014; Goodfellow et al. 2016). The first one, comprising
traditionalMachine Learningmethods, needs an initial phasewhere the featuresmust
be defined a-priori from the data via feature engineering or implicit or explicit fea-
turemapping (Shalev-Shwartz andBen-David 2014; Zheng andCasari 2018; Shawe-
Taylor and Cristianini 2004). The second family, which includes deep learning meth-
ods, automatically learns both the features and themodels from the data (Goodfellow
et al. 2016). For small cardinality datasets and outside particular applications (e.g.,
computer vision and natural language processing) Deep Learning does not perform
well since they require huge amount of data to be reliable and to outperform tradi-
tional Machine Learning models (Fernández-Delgado et al. 2014; Wainberg et al.
2016).

In the Machine Learning maps the problem our problem can be easily mapped in
a typical regression problem (Vapnik 1998; Shawe-Taylor and Cristianini 2004). In
fact, ML techniques aim at estimating the unknown relationshipμ between input and
output through a learning algorithmAH which exploits some historical data to learn
h and where H is a set of hyperparameters which characterises the generalisation
performance ofA (Oneto 2020). The historical data consists on a series ofn examples
of the input/output relationμ and are defined asDn = {(x1, y1), . . . , (xn, yn)}where
x ∈ X and y ∈ Y .
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In this paper we will leverage on a Machine Learning model coming from the
Kernel Methods family called Kernel Regularised Least Squares (KRLS) (Vovk
2013). The idea behind KRLS can be summarised as follows. During the training
phase, the quality of the learned function h(x) is measured according to a loss
function �(h(x), y) (Rosasco et al. 2004) with the empirical error

L̂n(h) = 1

n

n∑

i=1

�(h(xi ), yi ). (6.40)

A simple criterion for selecting the final model during the training phase could then
consist in simply choosing the approximating function that minimises the empirical
error L̂n(h). This approach is known as Empirical Risk Minimization (ERM) (Vap-
nik 1998). However, ERM is usually avoided in Machine Learning as it leads to
severe overfitting of the model on the training dataset. As a matter of fact, in this
case the training process could choose a model, complicated enough to perfectly
describe all the training samples (including the noise, which afflicts them). In other
words, ERM implies memorisation of data rather than learning from them. A more
effective approach is to minimise a cost function where the trade-off between accu-
racy on the training data and a measure of the complexity of the selected model is
achieved (Tikhonov and Arsenin 1979), implementing the Occam’s razor principle

h∗: min
h

L̂n(h) + Λ C(h). (6.41)

In other words, the best approximating function h∗ is chosen as the one that is
complicated enough to learn from data without overfitting them. In particular, C(·)
is a complexity measure: depending on the exploited Machine Learning approach,
different measures are realised. Instead, Λ ∈ [0,∞) is a hyperparameter, that must
be set a-priori and is not obtained as an output of the optimisation procedure: it
regulates the trade-off between the overfitting tendency, related to the minimisation
of the empirical error, and the underfitting tendency, related to the minimisation of
C(·). The optimal value forΛ is problem-dependent, and tuning this hyperparameter
is a non-trivial task, as will be discussed later in this section. In KRLS, models are
defined as

h(x) = wTϕ(x), (6.42)

where ϕ is an a-priori defined Feature Mapping (FM) (Shalev-Shwartz and Ben-
David 2014) allowing to keep the structure of h(x) linear. The complexity of the
models, in KRLS, is measured as

C(h) = ‖w‖2, (6.43)

i.e., the Euclidean norm of the set of weights describing the regressor, which is a
standard complexity measure in ML (Shalev-Shwartz and Ben-David 2014; Vovk
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2013). Regarding the loss function, the square loss is typically adopted because of
its convexity, smoothness, and statistical properties (Rosasco et al. 2004)

L̂n(h) = 1

n

n∑

i=1

�(h(xi ), yi ) = 1

n

n∑

i=1

[h(xi ) − yi ]
2 . (6.44)

Consequently, Problem (6.41) can be reformulated as

w∗: min
w

n∑

i=1

[
wTϕ(x) − yi

]2 + Λ‖w‖2. (6.45)

By exploiting the Representer Theorem (Schölkopf et al. 2001), the solution h∗ of
the Problem (6.45) can be expressed as a linear combination of the samples projected
in the space defined by ϕ

h∗(x) =
n∑

i=1

ιiϕ(xi )Tϕ(x). (6.46)

It is worth underlining that, according to the kernel trick, it is possible to reformulate
h∗(x) without an explicit knowledge of ϕ, and consequently avoiding the curse
of dimensionality of computing ϕ, by using a proper kernel function K (xi , x) =
ϕ(xi )Tϕ(x)

h∗(x) =
n∑

i=1

ιi K (xi , x). (6.47)

Several kernel functions can be retrieved in literature (Scholkopf 2001; Cristianini
and Shawe-Taylor 2000), each one with a particular property that can be exploited
based on the problem under exam. Usually the Gaussian kernel is chosen

K (xi , x) = e−γ ‖xi−x‖2 , (6.48)

because of the theoretical reasons described in Keerthi and Lin (2003), Oneto et al.
(2015) and because of its effectiveness (Fernández-Delgado et al. 2014; Wainberg
et al. 2016). γ is another hyperparameter, which regulates the nonlinearity of the
solution that must be tuned as explained later. Basically the Gaussian kernel is able
to implicitly create an infinite dimensional ϕ and thanks to this, the KRLS are able to
learn any possible function (Keerthi and Lin 2003). The KRLS problem of Eq. (6.45)
can be reformulated by exploiting kernels as

ι∗: min
ι

‖Qι − y‖2 + ΛιT Qι, (6.49)
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where y = [y1, . . . , yn]T , ι = [ι1, . . . , ιn]T , thematrixQ such thatQi, j = K (x j , xi ),
and the identity matrix I ∈ R

n×n . By setting the gradient equal to zero w.r.t. ι it is
possible to state that

(Q + ΛI ) ι∗ = y, (6.50)

which is a linear system for which effective solvers have been developed over the
years, allowing it to cope with even very large sets of training data (Young 2003).

The problems that still have to be faced is how to tune the hyperparameters of
the approach (Λ, γ , and Δ− for the second DT) and to estimate the performance
of the final model. Model Selection (MS) and Error Estimation (EE) deal exactly
with these problems (Oneto 2020). Resampling techniques are commonly used by
researchers and practitioners since they work well in most situations and this is why
we will exploit them in this work (Oneto 2020). Other alternatives exist, based on the
Statistical Learning Theory, but they tend to underperform resampling techniques in
practice (Oneto 2020). Resampling techniques are based on a simple idea: the original
dataset Dn is resampled once or many (nr ) times, with or without replacement, to
build three independent datasets called learning, validation and test sets, respectively
Lr
l , Vr

v , and T r
t , with r ∈ {1, . . . , nr } such that

Lr
l ∩ Vr

v = �, Lr
l ∩ T r

t = �, Vr
v ∩ T r

t = �, Lr
l ∪ Vr

v ∪ T r
t = Dn. (6.51)

Subsequently, to select the best hyperparameters’ combination H = {Λ, γ, (Δ−)}
in a set of possible ones H = {H1,H2, . . .} for the algorithmAH or, in other words,
to perform the MS phase, the following procedure has to be applied:

H∗: arg min
H∈H

nr∑

r=1

M(AH(Lr
l ),Vr

v ), (6.52)

where h = AH(Lr
l ) is a model built with the algorithm A with its set of hyperpa-

rametersH and with the data Lr
l , and where M(h,Vr

v ) is a desired metric. Since the
data in Lr

l are independent from the data in Vr
v , H∗ should be the set of hyperpa-

rameters which allows achieving a small error on a data set that is independent from
the training set. Then, to evaluate the performance of the optimal model which is
h∗
A = AH∗(Dn) or, in other words, to perform the EE phase, the following procedure

has to be applied:

M(h∗
A ) = 1

nr

nr∑

r=1

M(AH∗(Lr
l ∪ Vr

v ), T r
t ). (6.53)

Since the data in Lr
l ∪ Vr

v are independent from the ones in T r
t , M( f ∗

A ) is an unbi-
ased estimator of the true performance, measured with the metric M , of the final
model (Oneto 2020). In this work we will rely on Complete k-fold cross validation
which means setting nr ≤ (n

k

)(n− n
k

k

)
, l = (k − 2) nk , v = n

k , and t = n
k and the resam-
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pling must be done without replacement (Oneto 2020). Note that, in our application,
we have a further constraint in terms of dependence in time between the samples.
For this reason, when resampling the data formDn we actually keep data of different
periods in Lr

l , Vr
v , and T r

t (Hamilton 2020).
For what concerns the metric M that we will use in our paper we will rely on

the Mean Absolute Error (MAE), the Mean Absolute Percentage of Error (MAPE)
and the Pearson Product-Moment Correlation Coefficient PPMCC (Willmott and
Matsuura 2005). Since in regression it is quite hard to synthesise the quality of a
predictor in a single metric we will also rely on visualisation techniques like the
scatter plot and histograms (Shao et al. 2017).

6.3.3 Hybrid Models

In this section we would like to depict a framework able to take into account both
the physical knowledge about the problem encapsulated in the PMs of Sect. 6.3.1
and the information hidden in the available data as the DDMs of Sect. 6.3.2, into
account. For this purpose authors will start from a simple observation: a HM, based
on the previous observation, should be able to learn from the data without being too
different, or too far away, from the PM.

From the Data Science and Machine Learning point of view, this requirement
can be straightforwardly mapped in a typical ML Multi Task Learning (MTL) prob-
lem (Baxter 2000; Caruana 1997; Evgeniou and Pontil 2004; Bakker and Heskes
2003; Argyriou et al. 2008). MTL aims at simultaneously learning two concepts,
in this case the PM and the available data, through a learning algorithm AH which
exploits the data in Dn to learn a function h which is both close to the observation,
the data Dn and the PM, namely its forecasts.

Consequently, in this case a slightly different scenario is presented where the
dataset is composed by a triple of pointsDn = {(x1, y1, p1), . . . , (xn, yn, pn)}where
pi is the output of the PM in the point xn with i ∈ {1, . . ., n}. The target is to learn a
function able to approximate both μ, namely the relation between the input x ∈ X
and the output y ∈ Y , and the PM, namely the relation between the input and the
output of the PM. Two tasks have to be learned. For this purpose there are two main
approaches: the first approach is called Shared Task Learning (STL) and the second
Independent Task Learning (ITL). While the latter independently learns a different
model for each task, the former aims to learn a model that is common between all
tasks. Awell-knownweakness of these methods is that they tend to generalise poorly
on one of the two tasks (Baxter 2000). In this work, authors show that an appealing
approach to overcome such limitations is provided by MTL (Baxter 2000; Caruana
1997; Evgeniou and Pontil 2004; Bakker and Heskes 2003; Argyriou et al. 2008).
This methodology leverages on the information between the tasks to learn more
accurate models.

In order to apply the MTL approach to this case, it is possible to modify the
KRLS problem of Eq. (6.45) to simultaneously learn a shared model and a task
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specific model which should be close to the shared model. In this way, authors
obtain a model which is able to simultaneously learn the two tasks. The model that
authors are interested in is the shared model, while the task specific models are just
used as a tool. A shared model is defined as

h(x) = wTϕ(x), (6.54)

and two task specific models as

hi (x) = wT
i ϕ(x), i ∈ {y, p}. (6.55)

Then, it is possible to state the MTL version of Eq. (6.45), as follows

w∗,w∗
y,w

∗
p : min

w,wy ,w p

n∑

i=1

[
wTϕ(x) − yi

]2 + [
wTϕ(x) − pi

]2

+
n∑

i=1

[
wT

y ϕ(x) − yi
]2 + [

wT
pϕ(x) − pi

]2

+ Λ‖w‖2 + κ(‖w − wy‖2 + ‖w − w p‖2), (6.56)

where Λ is the usual regularization of KRLS and κ ∈ [0,∞), instead, is another
hyperparameter that forces the shared model to be close to the task specific models.
Basically the MTL problem of Eq. (6.56) is a concatenation of three learning prob-
lems solved with KRLS plus a term which tries to keep a relation between all the
three different problems.

By exploiting the kernel trick as in KRLS, it is possible to reformulate Prob-
lem (6.56), as follows

ι∗: min
ι

∥∥∥∥∥
∥∥∥

⎡

⎢⎢
⎣

Q Q 0 0
Q Q 0 0
0 0 Q 0
0 0 0 Q

⎤

⎥⎥
⎦ ι −

⎡

⎢⎢
⎣

y
p
y
p

⎤

⎥⎥
⎦

∥∥∥∥∥
∥∥∥

2

+ ιT

⎡

⎢
⎢
⎣

(Λ + 2κ)Q (Λ + 2κ)Q −κQ −κQ
(Λ + 2κ)Q (Λ + 2κ)Q −κQ −κQ

−κQ −κQ κQ 0
−κQ −κQ 0 κQ

⎤

⎥
⎥
⎦ ι, (6.57)

where p = [p1, . . . , pn]T . The solution of this problem is again equivalent to solving
a linear system



6 Physical and Data-Driven Models Hybridisation for Modelling . . . 171

⎡

⎢⎢
⎣

Q + (Λ + 2κ)I Q + (Λ + 2κ)I −κ I −κ I
Q + (Λ + 2κ)I Q + (Λ + 2κ)I −κ I −κ I

−κ I −κ I Q + κ I 0
−κ I −κ I 0 Q + κ I

⎤

⎥⎥
⎦ ι∗ =

⎡

⎢⎢
⎣

y
p
y
p

⎤

⎥⎥
⎦ . (6.58)

The function that the authors are interested in, the shared one, can be expressed as
follows

h(x) = wTϕ(x) =
n∑

i=1

(ιi + ιi+n)K (xi , x). (6.59)

What changes here, with respect to the MS phase of the DDM described in
Sect. 6.3.2, is the MS phase where just Λ, γ , and also κ need to be tuned.

6.4 Case Study and Dataset Description

In this work, as a case study, we have exploited data acquired from a naval vessel
equippedwith aMANB&WV28-33Dmediumspeed four-strokeDE.The engine has
12 cylinders with 0.28m bore and 0.33m stroke, with aMaximumContinuous Rating
(MCR) of 5.4MW at 1000rpm and two turbochargers (TCs) operating in parallel to
deliver the necessary air. The main characteristics of the engine are summarised in
Table 6.2.

The engine is characterised by a power-to-weight and power-to-installation space
ratios favourable to fast mono-hull and multi-hull vessels, offshore patrol vessels
with either single or twin engine-gear-propeller systems or corvettes, frigates and
destroyers with combined propulsion plant configurations, such as COmbined Diesel

Table 6.2 Main characteristics of the MAN 12 V28-33D engine

Feature Value Unit

Cylinders V12, 16, 20 [–]

Bore diameter 280 [mm]

Stroke length 330 [mm]

Number of cylinders 12 [–]

Revolutions per cycle 2 [–]

Engine speed at MCR 1000 [rpm]

Brake power at 60% MCR 3240 [kW]

Brake power at 80% MCR 4320 [kW]

Brake power at MCR 5400 [kW]

Mean effective pressure 26.9 [bar]

Mean piston speed 11 [m/s]

Specific fuel consumption
(100% load)

191 [g/kWh]
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Fig. 6.4 Propulsion system layout for the holland class oceangoing patrol vessels

And Diesel (CODAD), COmbined Diesel Or Gas (CODOG), and COmbined Diesel
And Gas (CODAG). The DE under investigation is installed on board one of the
the Holland Class Oceangoing Patrol Vessels. The propulsion system of the vessel
consists of two shafts with Controllable Pitch Propellers (CPP), a gearbox, and one
DE per shaft, as shown in Fig. 6.4. This configuration is typical for multi-function
ships that require silent, manoeuvrable, highly reliable and low emission propulsion.

The Patrol vessel is equipped with a data logging system which is used by the
RoyalNetherlandsNavy both for on-boardmonitoring and control and for land-based
performance analysis. The dataset utilised consists of two different data sources: stan-
dard measurements (steady-state) performed during Shop Trials (ST) that have been
exploited to calibrate the PM model (see Sect. 6.3.1), and operational data originat-
ing from the vessel’s data logging system, used by the ship operator for performance
monitoring purposes, which has been exploited to evaluate the performance of the
PMmodel in dynamic conditions (see Sect. 6.3.1), and to train, validate, and test the
DDMs and HMs (see Sects. 6.3.2 and 6.3.3). Operational measurements are sam-
pled at 3Hz for approximately 3 calendar years for a total of 7900 h of operations.
A summary of the available measurements is reported in Table 6.3.

It should be noted that fuel consumption is measured using a mass flow meter
which is known to be more accurate of the more common volume flow meters as
it eliminates uncertainty on fuel density. However, measurements of fuel specific
energy content are not available. Unfortunately, the energy content of a compound
fuel canvary in quality amongmarkets, a variationwhich is known to be in the order of
± 2 MJ/kg, or approximately ± 5% (Coraddu et al. 2017). Moreover, measurements
regarding the ambient conditions of the engine’s surrounding environment are also
not available, aswell as the uncertainty of themeasurements performed during the ST.
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Table 6.3 Measurements available from the engine monitoring system

Variable name Symbol Unit

Time stamp t [hh:mm:ss]

Governor position Gp [–]

Engine rotational speed ne [rpm]

Engine torque Me [kNm]

Charge air temperature at scavenging receiver Tsc [◦C]
Charge air temperature at compressor outlet Tc,out [◦C]
Charge air temperature at compressor inlet Tc,in [◦C]
Exhaust gas temperature at turbine outlet Tt,out [◦C]
Main bearing no. 1 temperature Tb,1 [◦C]
Main bearing no. 2 temperature Tb,2 [◦C]
Main bearing no. 3 temperature Tb,3 [◦C]
Main bearing no. 4 temperature Tb,4 [◦C]
Main bearing no. 5 temperature Tb,5 [◦C]
Main bearing no. 6 temperature Tb,6 [◦C]
Main bearing no. 7 temperature Tb,7 [◦C]
Lube oil compartment no. 1 temperature Tl,1 [◦C]
Lube oil compartment no. 2 temperature Tl,2 [◦C]
Lube oil compartment no. 3 temperature Tl,3 [◦C]
Lube oil compartment no. 4 lube oil temperature Tl,4 [◦C]
Lube oil compartment no. 5 lube oil temperature Tl,5 [◦C]
Lube oil engine inlet temperature Tle,in [◦C]
Lube oil engine outlet temperature Tle,out [◦C]
High-temperature sea cooling water—inlet Tht,in [◦C]
High-temperature sea cooling water—outlet Tht,out [◦C]
Low-temperature sea cooling water—inlet Tlt,in [◦C]
Low-temperature sea cooling water—outlet Tlt,out [◦C]
Fuel oil supply temperature T f [◦C]
Charge air temperature at compressor outlet—bank A T A

c,out [◦C]
Charge air temperature at compressor outlet—bank B T B

c,out [◦C]
Charge air temperature at compressor inlet—bank A T A

c,in [◦C]
Charge air temperature at compressor inlet—bank B T B

c,in [◦C]
Charge air engine inlet pressure pca,in [Pa]

Charge air engine inlet temperature Tca,in [◦C]
Fuel consumption ṁ f [kg/h]

TC rotational speed Ntc [rpm]

Turbine outlet temperature Tt,out [◦C]
Exhaust receiver temperature Ter [◦C]
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6.5 Experimental Results

In this section, we exploited the data described in Sect. 6.4 to test the models devel-
oped in Sect. 6.3. To begin with, calibration results of the PM described in Sect. 6.5.1
are reported. Then a comparison of the performance of PMs, DDMs, and HMs in
operational dynamic conditions is reported.

6.5.1 Zero Dimensional Diesel Engine Model Calibration
Results

The PM model validation has been carried out taking into account both the standard
(steady-state) measurements performed during ST and Stationary Operations (SO).
To identify SO, the dataset was first split into a set of time intervals of continuous
operation. Within each interval, operation under stationary conditions is defined as
any continuous set of measurements for which the rotational speed and load of the
engine vary by less than 1%, for a period of at least 3 hours. For each of these
stationary conditions, the last 10 minutes of measurements were extracted and the
median value of each signal was computed. This allowed us to summarise each
stationary operation as one value per signal, for a total of 256 stationary operation
points.

To perform the calibration and validation of the PM we exploited a subset of the
data reported in Table 6.3. In particular, Table 6.4 reports the subset of the data source
exploited as input, as validation on ST and SO, and comparison with the DDM and
HM in transient analysis.

The performance metrics discussed in Sect. 6.3.2 are reported in Table 6.5 on the
ST dataset.

The reported performances indicate that the model can capture all measurements
well within 1% for engine loads ranging between 20 and 100%. The maximum com-
bustion pressure shows the highest errors, with a MAPE equal to 0.98%. The lowest
discrepancy between the PM and the measurements is reported for the temperature
at the turbine outlet, with a MAPE of only 0.01%, well within the uncertainty of
most conventional thermocouples used for this application. The prediction accuracy
for all other variables is equally good regardless of the subsystem considered.

Regarding the validation of the model in SO, we have to consider that the per-
formance of the PM have been assesses on a dataset representing the behaviour of
the engine during sailing. Unfortunately, a holistic comparison on the performance
of the PM on the ST and SO dataset is not possible as only a subset of signals is
available for this second validation as reported in Table 6.6.

Nevertheless, the metrics reported in Table 6.6 reveal that the PM is still able to
capture the performances of the DE in real operations. In fact, theMAPE on the com-
pressor outlet temperature has increased from 0.638% on the ST to 2.752% on SO.
Similarly, the scavenging manifold and turbine outlet temperatures have increased
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Table 6.4 Subset of data source from Table 6.3 exploited as PM inputs, validation on ST and SO,
and comparison with the DDM and HM in transient analysis

Variable name Symbol Unit

Input Engine rotational speed ne [rpm]

Governor position Gp [rpm]

Output for ST and SO
validation

Compressor outlet pressure pc,out [Pa]

Compressor outlet temperature Tc,out [kg/h]

Turbine outlet pressure pt,out [Pa]

Turbine outlet temperature Tt,out [◦C]
Scavenging receiver temperature Tsc [◦C]
TC Rotational speed ntc [Hz]

Maximum cylinder pressure pmax [Pa]

Specific fuel consumption sfc [g/kWh]

Output for transient
analysis

Fuel consumption ṁ f [kg/h]

TC rotational speed Ntc [Hz]

Turbine outlet temperature Tt,out [◦C]
Exhaust receiver temperature Ter [◦C]

Table 6.5 PM Performance metrics on the ST

Variable name Symbol Unit MAE MAPE
[%]

PPMCC

Compressor outlet pressure pc,out [Pa] 1.2 · 103 0.363 1.000

Compressor outlet temperature Tc,out [K] 2.750 0.638 1.000

Turbine outlet pressure pt,out [Pa] 62.354 0.060 1.000

Turbine outlet temperature Tt,out [K] 0.066 0.010 1.000

Scavenging manifold temperature Ts,in [K] 0.393 0.122 0.979

Turbocharger rotational speed ntc [Hz] 4.302 0.041 0.989

Cylinder maximum pressure pmax [Pa] 1.1 · 105 0.981 0.999

Specific fuel consumption s f c [g/kWh] 1.207 0.056 0.988

Table 6.6 Performance metrics on PM-SO dataset

Variable name Symbol Unit MAE MAPE
[%]

PPMCC

Compressor outlet temperature Tc,out [K] 11.545 2.752 0.643

Turbine outlet temperature Tt,out [K] 3.798 1.199 0.342

Scavenging manifold temperature Tsc,in [K] 17.545 2.570 −0.145

Turbocharger rotational speed ntc [Hz] 12.013 3.506 0.881

Specific fuel consumption s f c [g/kWh] 4.400 2.178 0.514
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(a) Compressor Outlet Pressure (b) Compressor Outlet Temperature

(c) Turbine Outlet Pressure (d) Turbine Outlet Temperature

(e) Scavenging Manifold Temperature (f) TC Rotational Speed

(g) Maximum Cylinder Pressure. (h) Specific Fuel Consumption.

Fig. 6.5 PM verification in steady-state conditions (ST and SO)
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Table 6.7 Subset of data source from Table 6.3 exploited as inputs and outputs of the DDM and
HM

Symbol

Input variables for DDMs and HMs ne Tl,4 Tsc Tl,5 Tc,out Tle,in
Tc,in Tle,out Tt,out Tht,in Tb,1 Tht,out
Tb,2 Tlt,in Tb,3 Tlt,out Tb,4 T f

Tb,5 T A
c,out Tb,6 T B

c,out Tb,7 T A
c,in

Tl,1 T B
c,in Tl,2 pca,in Tl,3 Tca,in

Output variables for DDMs and HMs ṁ f

Ntc

Tt,out
Ter

from 0.122 and 0.01% to 1.2 and 2.6%, respectively. Moreover, a similar decrease
in prediction capability can be observed for the specific fuel consumption and tur-
bocharger rotational speed, with the MAPEs increasing from 0.041 and 0.056% to
3.5 and 2.2%, respectively. Finally, a visual impression of the results reported in
Tables 6.5 and 6.6 is reported in Fig. 6.5 for various engine loading conditions.

6.5.2 Physical Model, Data Driven Model, and Hybrid Model

This section is devoted to the comparison between the PM, DDM, and HM. As a
first step we have to detail the inputs and the outputs of the DDM and HM. For this
purpose Table 6.7 reports the subset of Table 6.3 exploited ad inputs and outputs of
the DDM and HM.

Then we have to report the hyperparametes ranges for the DDM and HM. For the
DDM the set of hyperparameters tuned during the MS phase areH = {γ,Λ} chosen
inH = {10−4.0, 10−3.8, . . . , 10+4.0} × {10−4.0, 10−3.8, . . . , 10+4.0}. For theDDMthe
set of hyperparameters tuned during theMS phase areH = {γ,Λ, κ} chosen inH =
{10−4.0, 10−3.8, . . . , 10+4.0} × {10−4.0, 10−3.8, . . . , 10+4.0} × {10−4.0, 10−3.8, . . . ,

10+4.0}.
All the tests have been repeated 30 times, and the average results are reported

together with their t-student 95% confidence interval, to ensure the statistical validity
of the results.

Table 6.8 reports the performance (measuredwith theMAE,MAPE, and PPMCC)
of thedifferentmodels (PM,DDM,andHM) for different values ofΔ ∈ {0, 10, 20, 30}
for the different targets to to predict (ṁ f , Ntc, Tt,out, and Ter). Note that Δ = 0 means
that the authors do not exploit time series information from the past, for Δ > 0
there is no PM result. Moreover, to improve the readability and better understand
the quality of the results, Figs. 6.6, 6.7, 6.8 and 6.9 reports for Δ = 0 the scatter
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(a) PM

(b) DDM

(c) HM

Fig. 6.6 Scatter plot (measured vs. predicted) and trend in time for the ṁ f (kg/h) output feature
using the different models (PMs, DDMs, and HMs) with Δ = 0
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(a) PM

(b) DDM

(c) HM

Fig. 6.7 Scatter plot (measured vs. predicted) and trend in time for the Ntc (rpm) output feature
using the different models (PMs, DDMs, and HMs) with Δ = 0
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(a) PM

(b) DDM

(c) HM

Fig. 6.8 Scatter plot (measured vs. predicted) and trend in time for Tt,out (◦C) output feature using
the different models (PMs, DDMs, and HMs) with Δ = 0
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(a) PM

(b) DDM

(c) HM

Fig. 6.9 Scatter plot (measured vs. predicted) and trend in time for Ter (◦C) output feature using
the different models (PMs, DDMs, and HMs) with Δ = 0
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(a) DDM

(b) HM

Fig. 6.10 Scatter plot (measured vs. predicted) and trend in time for ṁ f (kg/h) output feature using
the different models (DDMs and HMs) with Δ = 20

plot (measured and predicted values) and an example of trend in time (measured and
predicted values) for the different targets using the different models (in this case PM,
DDM, and HM). Moreover, Figs. 6.10, 6.11, 6.12 and 6.13 report for the value of Δ

characterised by the best results in terms of accuracy (Δ = 20) the scatter plots (mea-
sured and predicted values) and examples of trend in time (measured and predicted
values) for DDM and HM.

Compared to the PM, the proposedDDMs aremore accurate in predicting the four
targets (ṁ f , Ntc, Tt,out, and Ter), even without taking into account past information
(Δ > 0). A substantial decrease of the errors can be observed from Table 6.8 across
all the targets. Considering ṁ f , we can observe a MAPE decrease from 26.93%
(PM) to 6.30% (DDM), to 4.89% (HM). The same general trend can be reported for
Ntc, Tt,out, and Ter.

Moreover, when taking into account past information (Δ > 0), from the error
metrics reported in Table 6.8 we can observe:

– ṁ f − 90% MAPE reduction from 26.93% ±1.54% to 2.50% ±0.15%
– Ntc − 93% MAPE reduction from 15.39% ±0.75% to 0.94% ±0.05%
– Tt,out − 80% MAPE reduction from 2.53% ±0.13% to 0.48% ±0.02%
– Ter − 88% MAPE reduction from 4.81% ±0.15% to 0.56% ±0.03%
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(a) DDM

(b) HM

Fig. 6.11 Scatter plot (measured vs. predicted) and trend in time for Ntc (◦C) output feature using
the different models (DDMs and HMs) with Δ = 20

From Figs. 6.6, 6.7, 6.8 and 6.9 it is possible to observe that DDMs are capable
of fully capturing the transient behaviour of the fuel consumption (see Fig. 6.6b),
the turbocharger rotational speed mechanical transient (see Fig. 6.7b), and the ther-
modynamic transients of both the turbine outlet gases (see Fig. 6.8b) and exhaust
manifold (see Fig. 6.9b). Also from the results depicted in Figs. 6.6, 6.7, 6.8 and
6.9, it can be also observed that the DDMs are characterised by both lower bias and
lower variance, with respect to the PM. The optimal time window (Δ) is found for
a value equal to 20 seconds. For this value, minimal error metrics among all DDMs
occur. According to Table 6.8, for this time window, the MAPE for ṁ f is as low as
1.79% ± 0.08%, for Ntc the MAPE is 0.83% ± 0.05%, for Tt,out and Ter the same
metric is identical and equal to 0.40% ± 0.01%. Furthermore, from the scatter plot
of Figs. 6.10a, 6.11a, 6.12a, and 6.13a, it can be observed that minimum variance is
achieved.
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Table 6.8 Indexes of performances (MAE, MAPE, and PPMCC) of the different models (PMs,
DDMs, and HMs) for different Δ ∈ {0, 10, 20, 30} for the different quantities to predict
Δ Model MAE [◦C] MAPE [%] PPMCC

Fuel consumption ṁ f [kg/h]

0 PM 76.62 ± 4.37 26.93 ± 1.54 0.98 ± 0.01

DDM 24.11 ± 1.39 6.30 ± 0.38 0.99 ± 0.01

HM 18.64 ± 0.98 4.89 ± 0.17 1.00 ± 0.01

10 DDM 9.55 ± 0.43 2.50 ± 0.15 1.00 ± 0.01

HM 7.64 ± 0.48 2.01 ± 0.08 1.00 ± 0.01

20 DDM 6.83 ± 0.34 1.79 ± 0.08 1.00 ± 0.01

HM 5.42 ± 0.25 1.43 ± 0.09 1.00 ± 0.01

30 DDM 11.36 ± 0.57 2.98 ± 0.15 1.00 ± 0.01

HM 9.09 ± 0.60 2.39 ± 0.12 1.00 ± 0.01

TC rotational speed Ntc [rpm]

0 PM 2090.10 ± 78.43 15.39 ± 0.75 0.97 ± 0.01

DDM 302.62 ± 21.42 2.18 ± 0.15 1.00 ± 0.01

HM 214.44 ± 9.54 1.53 ± 0.08 1.00 ± 0.01

10 DDM 130.12 ± 7.63 0.94 ± 0.05 1.00 ± 0.01

HM 102.22 ± 4.02 0.74 ± 0.04 1.00 ± 0.01

20 DDM 114.57 ± 6.63 0.83 ± 0.05 1.00 ± 0.01

HM 91.78 ± 4.59 0.66 ± 0.02 1.00 ± 0.01

30 DDM 157.90 ± 7.20 1.13 ± 0.06 1.00 ± 0.01

HM 124.01 ± 7.58 0.90 ± 0.06 1.00 ± 0.01

Turbine outlet temperature Tt,out [◦C]
0 PM 9.66 ± 0.57 2.53 ± 0.13 0.92 ± 0.01

DDM 3.80 ± 0.20 0.97 ± 0.05 0.99 ± 0.01

HM 3.18 ± 0.22 0.81 ± 0.05 0.99 ± 0.01

10 DDM 1.89 ± 0.12 0.48 ± 0.02 1.00 ± 0.01

HM 1.54 ± 0.09 0.39 ± 0.02 1.00 ± 0.01

20 DDM 1.58 ± 0.11 0.40 ± 0.01 1.00 ± 0.01

HM 1.27 ± 0.04 0.32 ± 0.02 1.00 ± 0.01

30 DDM 2.26 ± 0.11 0.57 ± 0.03 1.00 ± 0.01

HM 1.76 ± 0.10 0.45 ± 0.02 1.00 ± 0.01

Exhaust manifold temperature Ter [◦C]
0 PM 19.92 ± 1.06 4.81 ± 0.15 0.96 ± 0.01

DDM 5.02 ± 0.19 1.13 ± 0.04 0.99 ± 0.01

HM 3.94 ± 0.24 0.88 ± 0.05 0.99 ± 0.01

10 DDM 2.51 ± 0.12 0.56 ± 0.03 1.00 ± 0.01

HM 1.99 ± 0.07 0.45 ± 0.03 1.00 ± 0.01

20 DDM 1.78 ± 0.10 0.40 ± 0.01 1.00 ± 0.01

HM 1.43 ± 0.05 0.32 ± 0.01 1.00 ± 0.01

30 DDM 3.23 ± 0.19 0.73 ± 0.05 1.00 ± 0.01

HM 2.57 ± 0.11 0.58 ± 0.03 1.00 ± 0.01

Note that Δ = 0 means that the authors do not exploit time series information from the past, for
Δ > 0 there is no PM result
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(a) DDM

(b) HM

Fig. 6.12 Scatter plot (measured vs. predicted) and trend in time for Tt,out (◦C) output feature using
the different models (DDMs and HMs) with Δ = 20

It should be noted that, although DDMs are computationally demanding in the
training phase, they are characterised by lower computational complexity in the feed-
forward phase, as they just require matrix manipulation methods, in contrast with
the solution of a system of first order differential equations that the PM requires
(see Sect. 6.3.1). The combination of both accurate and fast predictions, makes
DDMs an ideal candidate for real-time performance and condition estimation. How-
ever, the necessary data to reach this level of performance is rather high as reported
in (Cipollini et al. 2018a, b), which makes this type of models applicable only after
extensive measurement campaigns have been undertaken. In addition, another disad-
vantage of DDMs is the lack of interpretability as it is not supported by any physical
interpretation (Shawe-Taylor and Cristianini 2004).

To overcome those limitations we proposed the use of HMs. These allow the
exploitation of both the mechanistic knowledge of the underlying physical principles
from the PM, and any available measurements taken during the operation of the
vessel. An advantage of the HMs is their ability to exploit the coarse, but physically
supported, predictions of the PM. Therefore, HMs have much smaller requirements
regarding the use of actualmeasurements for the learning phase (Coraddu et al. 2017).
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(a) DDM

(b) HM

Fig. 6.13 Scatter plot (measured vs. predicted) and trend in time for Ter (◦C) output feature using
the different models (DDMs and HMs) with Δ = 20

While they will still require a measurement campaign in order to be deployed, they
can be reliably used already after a few months worth of measurements, in contrast
with pure DDMs that would require at least half a year of available data, before they
can be exploited.

The novelty introduced by theHMs led tomore accurate predictions of the four tar-
gets compared to the rest of the models (PM and DDMs), regardless of the time win-
dowconsidered (Δ), as canbe seen fromTable 6.8. Furthermore, the same table shows
that the optimal model is an HM with a time window of 20 seconds, which achieves
MAPEs of 1.43% ± 0.09% for ṁ f , 0.66% ± 0.02% for Ntc, 0.32% ± 0.02% for
Tt,out, and 0.32% ± 0.01% for Tt,out. This is also supported by Figs. 6.10b, 6.11b,
6.12b, and 6.13b, which show representative time-series of the predictions of the four
considered targets (ṁ f , Ntc, Tt,out, and Ter) for time windows of 20 seconds. Finally,
it can be noted that the variance has been completely eliminated, whereas the bias
has been reduced to near-zero levels.
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6.6 Conclusions and Future Perspectives

In this work the authors focused their attention on demonstrating a novel modelling
framework for the hybridisation of physical and data driven models. The proposed
framework is capable of delivering accurate, reliable, and computationally inexpen-
sive models suitable for real-time performance assessment and condition monitor-
ing applications. State-of-the-art data-driven methods have been presented, able to
exploit the information provided by on-board measurements from one Holland Class
Oceangoing Patrol Vessel, provided by the Royal Netherlands Navy and Damen
Schelde Naval Shipbuilding. First, a 0-D physical model of a medium speed two-
stroke diesel engine (MAN12V28-33D)was described in detail and validated against
measured data. The results reported in Sect. 6.5.1 showed that the automatic cali-
bration processes for stationary operations can provide suitable parameter values to
adjust the model’s response to the measured signals, capturing the stationary engine
operation for awide span of loads, ranging between 20–100%. The stationary relative
errors are in general below 3.5% for the validation data. Nonetheless, the physical
model proved to be not accurate enough to capture the engine behaviour in transient
conditions. In this respect, the dynamic validation reported in Sect. 6.5.2 showed
that the physical model model is capable of following the measured engine signals
during transients, nonetheless, its response is not accurate. Moreover, its complexity
depend upon computational requirements that are sometimes prohibitive, preventing
the use of the physical model in real time applications.

Therefore, data-driven models have been discussed and proposed in Sect. 6.3.2,
for predicting the behaviour of the engine, with a focus on four different targets: (i)
fuel consumption, (ii) turbocharger rotational speed, (iii) turbine outlet temperature,
and iv) exhaust receiver temperature. Themodels proved to be very accurate, with the
enhanced capability of exploiting time series information from the past, achieving
relative errors below 1% on the validation data, across all the considered output
features. However, due to their nature, these data-driven models are hard to interpret.

To overcome the limitations of both the physical and the data-driven models,
we proposed a hybrid approach that can take into consideration past information,
capable of improving accuracy, easily interpreted, and have low computational time
requirements. The hybridisation of physical and data driven models proved to be
extremely accurate, achieving even lower errors when compared to the simple data-
driven approach. These hybrid models can potentially also be used to improve accu-
racy of predictions for operation in other conditions than the measured ones, as
purely data-driven models cannot be used for extrapolation, but the physical model
contribution will improve hybrid model performance during extrapolation.While the
hybrid approach will still require a measurement campaign in order to be deployed,
this approach can be reliably used based on a significantly smaller dataset in com-
parison with the pure data-driven models, for the same average error, as shown in
Sect. 6.5.2.
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Chapter 7
Soot and NOx Modelling for Diesel
Engines

Rahul Kumar Singh and Avinash Kumar Agarwal

Abstract Diesel engines find applications in many areas such as transportation
of passengers/goods, farm machines, Generators, and construction equipment. The
number of diesel-fueled engines is very large and is expected to increase further
with time. However, diesel engines are responsible for anthropogenic NOx and
soot emissions. To comply with the stringent future emission regulations, ways
of inhibiting the formation of these emissions need to be explored further. Low-
temperature combustion (LTC) strategies such as homogeneous charge compres-
sion ignition (HCCI), reactivity controlled compression ignition (RCCI), partially
premixed charge compression ignition (PCCI) have the capabilities of ultra-lowNOx
and Soot emission formation. These LTC strategies improve the fuel–air mixing and
reduce the peak combustion temperature, leading to low NOx and Soot emissions.
These combustion strategies face challenges in controlling combustion, maintaining
combustion stability, and operating the engine at a high load. Enginemodelling could
play a role in predicting Soot and NOx emissions from these complex combustion
strategies. In this chapter, an effort has been made to understand the fundamentals of
soot and NOx modelling. It is essential to understand the chemical mechanisms of
NOx and soot formation for accurate modelling. Empirical and phenomenological
models for soot and NOx formation mechanisms, factors affecting them, Zeldovich
mechanism, and prompt NOx formation mechanisms are discussed. Hiroyasu-NSC
model,Wasedamodel, Gokulmodel, andDalianmodel to understand the soot forma-
tion and their capabilities are discussed in detail. The two most fundamental semi-
empirical models for NOx formation based on the Zeldovich mechanism and the
prompt NOx (Fenimore mechanism) are also discussed.
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7.1 Introduction

Complying with the stringent future emission norms set by regulatory bodies will
be challenging for the automotive industry because of the complex combustion
processes. The combustion phenomenon directly influences pollutant formation in
the engine (Baskar and Senthilkumar 2016). Superior combustion results in fewer
emissions, and inferior combustion leads to higher emissions and lower power output.
Diesel engines are significant contributors to anthropogenic NOx and soot emis-
sions. These pollutants cause severe environmental and human health problems such
as cancer and cardiovascular diseases. Soot emissions mainly originating from the
IC engine combustion are the second long-lived greenhouse gas (GHG) emissions
(Ilkiliç and Aydin 2012). Fine and coarse soot particles consist of carbon which
absorbs solar radiations of all wavelengths causing global warming (Adachi et al.
2010). Therefore, control of pollutants is a necessity for sustainable development. The
automotive industry adopts exhaust gas after-treatment, low-temperature combus-
tion, and exhaust gas recirculation (EGR) tomeet the emission regulations. However,
in the future, these emission regulations will be further tightened.

Therefore, further intensive research in combustion and emissionswould be essen-
tial soon. Like combustion, Soot and NOx formation are complex phenomenons.
Experimental investigations of emissions from the engine exhaust have been explored
for several decades and will continue in the future. However, these experimental
approaches have limitations of cost and time. Therefore, computation approaches
have been accepted widely in recent years to predict pollutant formation. With
advancements in computational power and algorithm designs, numerical studies
involving NOx and soot models can calculate emissions approximately. The predic-
tions of such emissions help researchers explore and investigate newer combus-
tion strategies. The computational approaches provide flexibility to optimize various
parameters to achieve low emissions. Several models developed in the past two
decades for NOx and soot formation quantification are discussed in the subsequent
sections. These models are mainly classified into two categories (Kumar et al. 2018),
phenomenological models and empirical models.

7.1.1 Empirical Models

In empirical models, a relationship between the model and input data is developed
using the experimental data. Empirical models are fast in response, with relatively
minor errors w.r.t. the experimentally measured data. The main limitation of these
models is the lack of reliable far-field extrapolation. Empirical models are easy to
implement with the CFD code. An example of an empirical model is the Hiroyasu-
NSC model.



7 Soot and NOx Modelling for Diesel Engines 197

7.1.2 Phenomenological Models

In phenomenological models, the complex combustion phenomenon is modelled.
This is quite challenging because a detailed mechanism of chemical reactions is
required. These models make superior predictions but suffer from error propagation.
Examples of such models include the Gokul model, Dalian model, Prompt model,
and Waseda model.

Researchers have developed hybrid models that include both phenomenological
and empirical phenomena. However, this chapter’s primary focus is limited to the
fundamental modelling of NOx and soot particles. NOx formation in the combustion
chamber can be predicted by single-zone, two-zone, multi-zone models, and detailed
NOx models (Savva andHountalas 2012). The two-zonemodel approach is preferred
over themulti-zonemodelling because of lesser complexity and lower computational
time. Single-zone models are not so suitable for NOx prediction without the use of
an empirical formula.

7.2 Overview of Diesel Engine Emissions

The fuel–air mixture in a diesel engine is non-uniform since fuel is injected just
before the combustion starts. The exhaust constituent formation is mainly depen-
dent on the fuel–air mixture quality. The engine-out emissions differ from the values
calculated by assuming chemical equilibrium. Beforemodelling a system, it is essen-
tial to comprehensively understand the chemical reaction mechanisms and kinetics
of pollutant formation.

7.2.1 Soot Particles

Soot particles form due to the incomplete combustion of fuel. Higher soot emissions
reflect inadequate combustion and poor efficiency. Soot particles are largely carbona-
ceous, with some organic compounds adsorbed on their surfaces, such as aromatic
compounds and unburned hydrocarbons (Daido et al. 2000). The soot emission level
from the light-duty diesel engine ranges from 0.2 to 0.6 g/km, and for the heavy-duty
diesel engines, it ranges from 0.5 to 1.5 g/kWh (Heywood 2018). Particulates are
likely to be spherical, and their composition mainly depends on the exhaust condi-
tions. The particle diameter ranges from ~ 15 to 30 nm at an exhaust temperature >
500 ◦C. Below 500 ◦C, the highmolecular hydrocarbons get adsorbed on the particu-
lates, causing an increase in their size (Heywood 2018). Soot particles are essentially
necklace-like agglomerates. The shape of the basic unit of agglomerates, i.e., primary
soot particles, is spherical or nearly spherical (Dobbin and Subramaniasivam 1994).
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These spherules units are called “primary soot particles” (Dobbin and Subramania-
sivam 1994), and the aggregates of spherules are called “secondary soot particles.”
The size of these spherules lies between 10 and 80 nm, but they are mostly are in size
range of 15–50 nm (Dobbin and Subramaniasivam 1994; Walker et al. 1966; Xi and
Zhong 2006; Glassman 1996). Hydrocarbons and inorganic substances adhere to the
surface of these spherules. 105–106 carbon atoms are present in a primary particle/
spherule (Walker et al. 1966). Secondary soot particles consist of 10–100 spherules.
Soot particles observed byX-ray diffraction (XRD) reveal that these carbon atoms are
arranged in hexagonal face-centred arrays. These arrays are referred to as platelets.
Two to five platelets placed layer by layer form crystallites. The crystallites arranged
in a turbostratic fashion (Xi and Zhong 2006), parallel to the surfaces, form a soot
particle.

7.2.1.1 Fundamentals of Soot Formation

Soot formation in diesel engines occurs in an environmentwith a temperature ranging
from 1000 to 2800 K and pressure of 50–100 atm with sufficient air to burn the
entire fuel. It is affected by the temperature, pressure, and equivalence ratio. Soot
formation is essentially a complex gaseous-to-solid phase transformation process that
gets completed in few milliseconds. The initial process is the oxidation of hydro-
carbon fuel leading to the formation of hydrocarbon radicals. These hydrocarbon
radicals combine and create an aromatic ring. They make larger aromatic rings
of polycyclic aromatic hydrocarbons (PAHs) via acetylene, known as the HACA
(Hydrogen-abstraction-carbon-addition) mechanism. HACA consist of a repetitive
sequence of two primary steps (a) abstraction of hydrogen from aromatic molecule
for activation of an aromatic molecule, and (b) addition of carbon (acetylene) to the
radical formed in the previous step. The coagulation of PAHs generates primary soot
particles. Surface growth determines the final concentration of the soot particles in
sooting flames, and coagulation determines the final size of these soot particles.

The processes involved in the formation of soot particles are as follows (Richter
and Howard 2000):

i. Soot precursor formation
ii. Nucleation or inception of particles from heavy PAH molecules
iii. Mass growth of particles by addition of gas-phase molecules
iv. Coagulation via reactive particle–particle collisions
v. Carbonization of particulate material
vi. Oxidation of PAHs and soot particles.

7.2.1.2 Factors Affecting Soot Formation

I. Fuel Composition
Fuel composition affects the soot formed in the compression-ignition (CI)

engine. Sulfur in the fuel increases the particulate mass. It oxidizes to SO2,
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which is absorbed by neighbouring soot particles and reacts with hydrocarbons
(Gülder 1993). An increase in the carbon to hydrogen ratio in the fuel leads to
higher soot particles. The soot percentage reduces as the percentage of oxygen
in the fuel increases (Du et al. 1991). Therefore, oxygenated fuels produce
lower soot mass. Research confirmed that the soot formation is minimumwhen
fuel oxygen is between 27 and 35% (w/w) (Tree and Svensson 2007). The
oxygen required to avoid soot formation is independent of the fuel’s molecular
structure. However, the soot formation depends on the fuel structure (Olson
et al. 1985).

II. Engine Design Parameters
Combustion chamber geometry is a factor that determines in-cylinder flow

structures in the engine. The swirl generation increases turbulence in the
chamber and accelerates the combustion rate. This results in the rapid burning
of soot particles (Ogawa et al. 1996). However, too high a swirl causes one jet
to curve and interact with an adjacent jet before reaching the cylinder walls.
Therefore, a high swirl underutilizes fuel near the piston wall and liner and
inhibits mixing rich fuel with the fresh charge. The combustion process and the
oxidation of soot particles slow down; hence higher soot formation takes place
(Ogawa et al. 1996).

In general, advanced injection timing reduces soot formation, and retarded
injection timing increases soot formation (Zhang and Kook 2014). In diesel
engines, higher intake temperature and pressure results in reduced soot forma-
tion. Interestingly, increasing the intake air temperature increases the soot
formation rate. But soot oxidation dominates at high temperatures; hence the
net effect of temperature rise is reduced soot formation. It was observed that a
tremendous amount of soot particulates are emitted in the exhaust when there
is a rapid change from idle/ low load to high-load and high-speed engine oper-
ation. This happens for two reasons: (a) turbocharging and (b) increased intake
pressure. Themultiple injection technique is effective in limiting soot formation
(Han et al. 1996). The time gap between two injections allows fresh air to enter
the spray jet, reducing the local equivalence ratio. The soot carried at the leading
edge of the jet mixes with the entrained fresh air in-between the two injections.
Combustion products of the first injection result in a high-temperature environ-
ment. Subsequent fuel injection in this environment causes rapid combustion
of fuel, leading to reduced soot formation (Han et al. 1996).

7.2.2 NOx Emissions

Combustion of fuels under oxygen-rich, high-temperature (> 1600 ◦C) conditions
produce NOx. The nitrogen in the air at temperatures > 1600 ◦C reacts with excess
oxygen to form NOx. The amount of NOx formed is dependent on the maximum in-
cylinder pressure, oxygen concentration, and residence time. Accurate measurement
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of NOx from the engine depends on the chamber temperature, combustion mecha-
nism, and O2 concentration in the chamber. Nitric oxide (NO) and nitrogen dioxide
(NO2) together are referred to as NOx. NO comprises 85 to 95% of the total NOx,
which gradually converts toNO2 in the atmosphere. NOx emissions have severe envi-
ronmental impacts, such as damage to the ozone layer, acid rain, poor ambient air
quality, poor visibility due to smog, and global warming. NO2 is five timesmore toxic
than NO and is quite harmful to the human lungs. Therefore, It becomes essential to
study the formation of NOx in detail and find solutions to minimize it. Researchers
prescribed four NOx formation mechanisms: prompt mechanism, thermal mecha-
nism, NOx formation via N2O, and NOx formation from fuel Nitrogen. In diesel
engines, NO formation is explained by the Zeldovich mechanism. This mechanism
helpsmodel theNOx formation in diesel engines and predicts theNOx formed during
combustion.

7.2.2.1 NOx Formation

Threemajormechanismsprescribed to explain theNOx formationduring combustion
are:

(i) Thermal NOx (Zeldovich Mechanism)
(ii) Prompt NOx (Fenimore Mechanism)
(iii) Fuel NOx.

In diesel engines, NOx is primarily formed by prompt NOx and Zeldovich mech-
anisms. Prompt NOx accounts for a smaller contribution to the NO formation. The
first two mechanisms are discussed in detail in the subsequent sections. Fuel NOx

is the NOx formation from the nitrogen bonded to the fuel in N–H and N–C bonds.
N–H and N–C bonds lead to the formation of ammonia and cyanhydric acid, which
dissociate through a chain reaction to form NO. In lean mixtures, up to two-thirds of
nitrogen bonded to fuel gets converted to NO. In rich mixtures, lesser NO and higher
ammonia and cyanhydric acid are formed, which convert to NO upon release into
the atmosphere.

(a) Nitric Oxide

The two primary NO sources during diesel combustion are oxidation of atmospheric
nitrogen and nitrogen-containing compounds present in the fuel. The oxidation of
atmospheric nitrogen in the engine is found to be dominant over the other. The
formation of NO from the atmospheric nitrogen during the combustion of lean and
nearly stoichiometric fuel–air mixture follows the ‘extended Zeldovich mechanism’
(Bowman 1975).

O + N2 = NO + N (7.1)

N + O2 = NO + O (7.2)
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N + OH = NO + H (7.3)

The rate constants (cm3/mol-s) for the above equations are

k1 f = 7.6 × 1013 exp

[
−38,000

T

]

k1r = 1.6 × 1013 exp

[
−425

T

]

k2 f = 1.6 × 1013 exp

[
−3150

T

]

k2r = 6.4 × 109 exp

[
−19, 500

T

]

k3 f = 4.1 × 1013 exp

[
−450

T

]

k3r = 2 × 1014 exp

[
−23, 650

T

]

Equation 7.3 contributes to NO formation in the near stoichiometric and rich
fuel–air mixtures. The rate of formation of NO is given as:

d[NO]

dt
= 2k1 f [O][N2]

{
1 − [NO]2/K [O2][N2]

1 + k1r [NO]/
(
k2 f [O2] + k3 f [OH]

)
}

(7.4)

The formation rate of NO is slower than the combustion; therefore, most NO is
formed after fuel combustion. Hence, the formation of NO can be decoupled from the
combustion, and the NO formation rate can be calculated by assuming equilibration
of combustion. For lean mixture combustion, the formation of NO is given by

d[NO]

dt
= 2k1[O]eq [N2]eq

The equilibrium concentration of O is given by

[O] = kO
(RT )1/2

(O2)
1/2

Using the value of k1f, we get

KO = 3.6 × 103exp(−31090

T
)

The formation rate of NO is given by
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d[NO]

dt
= 6 × 106T−1/2

eq exp

(
−69090

Teq

)

× [O2]
1/2
eq [N2]eq moles/cm3 s (7.5)

Equation 7.5 shows a strong dependence of the NO formation rate on the temper-
ature of post-combustion gases. Near flame formation of NO increases as the
equivalence ratio is increased.

(b) Nitrogen dioxide

NO formed reacts with oxygen and other oxygen-containing species to form nitrogen
dioxide in the flame zone. This conversion is followed by the apparent conversion
of NO2 to NO in the near post flame zone, and this conversion occurs when NO2 is
quenched by mixing with the cooler fluid.

NO + HO2 = NO2 + OH (7.6)

NO2 + O = NO + O2 (7.7)

The above situation is consistent with the high NO2/NO ratio for the light load
diesel engine.

7.2.2.2 Factors Affecting NOx Formation

Many factors affect NOx formation. A few of them are discussed in this section.
Advanced injection timing increases, whereas retarded injection timing decreases
the NOx formation. Early start of ignition results in peak pressure when the piston
reaches the TDC, causing a rapid increase in the in-cylinder temperature. This leads
to an increased NOx formation by the Zeldovich mechanism. A higher fuel injection
rate increases the mixing time or ignition delay during the injection period, gener-
ating hotter flames during combustion, leading to more NOx formation (Wang et al.
2017). The richer fuel–air mixtures form lower NOx because additional fuel lowers
the charge temperature. The reduction in the peak temperature in the combustion
region reduces theNOx formation. However, the phenomenon is different for indirect
injection compression ignition (IDCI). Prechamber operates in rich fuel conditions
leading to lower NOx formation (Noor et al. 2014; Asad et al. 2013). Another factor
is the compression ratio. As the compression ratio increases, the NOx formation also
increases because of the higher temperature of compressed air (Gnanamoorthi and
Devaradjane 2015).
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7.3 Soot Formation Models

Soot formation models are either phenomenological models and empirical models.
An example of an empirical model is the Hiroyasu-NSC model. The examples of
phenomenological models include the Gokul model, Dalian model, Prompt model,
and Waseda model. These are discussed in the following sub-sections.

7.3.1 Empirical Model: Hiroyasu-NSC Model

In this model, two models (Hiroyasu and NSC) are coupled to simulate the soot
formation. It is the most popular, simple, and easy model to implement in CFD
applications. Hiroyasu provided a simple formulation to calculate the rate of soot
mass formation, given by the difference between formation and oxidation rate of soot
during combustion. The simple equations of this model are shown below (Hiroyasu
and Kadota 1976):

dmsoot

dt
=

(
dmsoot

dt

)
f ormation

−
(
dmsoot

dt

)
oxidation

(7.8)

(
dmsoot

dt

)
f ormation

= A f m f uel p
0.5 exp

(
− E f

RT

)
(7.9)

(
dmsoot

dt

)
oxidation

= AOmsoot XO2 p
1.8 exp

(
− EO

RT

)
(7.10)

where msoot is the net soot mass formed, mfuel is the mass of vaporized fuel, XO2

is the mole fraction of oxygen, and EO and Ef are the activation energies of soot
formation and oxidation, respectively. Af and AO are the Arrhenius pre-exponential
factors based on the experimental data, and p is the cell pressure.

Nagle, Strickland, and Constable (NSC) extended the Hiroyasu model. Arrange-
ment and location of carbon atoms over the surface of soot particles were consid-
ered in the soot oxidation. The sites were divided into more reactive site ‘A’ and
less reactive site ‘B.’ As temperature increases, the less reactive sites B changes to
more reactive sites A. Reactions of soot oxidation are given as follows (Nagle and
Strickland-Constable 1962):

Asite + O2(g)
kA
kz→ Asite + 2CO(g)

Bsite + O2(g)
kB→ +2CO(g)

Asite
kT→ Bsite
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The rate of soot oxidation was given as:

(
dmsoot

dt

)
oxidation

= 6Mc

ρsoot dsoot
msoot KO2 (7.11)

KO2 =
(

kA pO2

1 + k2 pO2

)
xA + kB pO2(1 − xA) (7.12)

xA =
(
1 + kT

kB pO2

)−1

(7.13)

kA = 20 × exp

(
−30,000

RT

)

kB = 4.46 × 10−3exp

(
−15,200

RT

)

kT = 1.51 × 105exp

(
−97,000

RT

)

kz = 21.3 × exp

(
−4100

RT

)

where pO2 is the partial pressure of oxygen in the atmosphere, xA is the proportion of
sites A on the soot particle surface.Mc, ρc, and dsoot are the molecular mass of carbon
atoms, the density of soot particles, and the diameter of soot particles, respectively.
This two-step empirical model doesn’t consider detailed information on the soot
formation mechanism and is independent of fuel. The simulation using this model
can predict flame and soot distribution in a diesel spray in the engine; however, the
flame predicted by this model disagrees with the diesel flame structure in the near
nozzle region (Tao et al. 2005). Therefore, detailed information of soot formation
predicted is not accurate.

7.3.2 Phenomenological Model

7.3.2.1 Gokul Model

Gokul soot model (Vishwanathan and Reitz 2010) is based on a semi-detailed model
(Leung et al. 1991). C2H2 is considered as inception for the Leung model. In contrast
to the Leung model, pyrene is considered as the inception for the Gokul model. Here,
reduced PAHs reaction mechanism is taken into account. PAHs and their inclusion
growth beyond pyrene (C16H10) in the nucleation step lead to variations in the soot
mass formed by a factor of 2. Therefore, PAHs reactions inception up to pyrene is
considered. This model considers the NSC model for oxidation via O2 and Neoh
model for oxidation via OH (Leung et al. 1991). The pre-exponential factor and
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activation are considered as suggested by Ladommatos et al. (2002). The equations
for the Gokul model for different steps are:

a. Soot Inception Through Pyrene

C16H10(A4)
R1→ 16C(s) + 5H2

R1 = k1 × [A4]

k1 = 2000
{
s−1

}

b. C2H2-Assisted Surface Growth

C(s) + C2H2
R2→ 3C(s) + H2

R2 = k2 × [C2H2]

k2 = 9 × 104 exp

(−12,100

T

)
× √

S
{
s−1}

S = πd2
pN

{
cm−1

}

dp =
(
6Yc(s)ρ

πρc(s)N

)
{cm}

Here S is the surface area of soot per unit volume, calculated from the diameter of
the soot particle dp,Yc(s) is the mass fraction of soot, ρ is ambient density, ρc(s) is the
density of soot, N is the soot number density in particles (cm−3). The pre-exponential
factors for this model are increased by 1.5, as suggested by Leung et al. (1991), to
extract more accurate results.

c. Soot Coagulation

nC(s)
R3→C(s)n

R3 = K (T ) ×
[
ρYc(s)
Mc(s)

]1/6

× [N]1/6

K (T ) = 2Ca

(
6Mc(s)

πρc(s)

)1/6

×
(
6KbcT

ρc(s)

)1/2{
particles cm−3s−1

}

Here Mc(s) = 12 g/mol, T is the temperature of the CFD cell, Kbc is Boltzmann
constant, Ca is agglomeration constant. Ca value for laminar flames can be 0, 3, and
9. For diffusion flame, its value is 9.

d. Soot Oxidation

Oxidation through O2:C(s) + 1

2
O2 → CO

Oxidation through OH: C(s) + OH → CO + 1

2
H2

R3 = RO2 + ROH
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7.3.2.2 Dalian Model

This phenomenological model describes the soot formation and oxidation for homo-
geneous charge compression ignition (HCCI) combustion (Jia et al. 2009). This
model’s chemical soot formationmechanism involves a reduced reactionmechanism
of n-heptane with 29 species and 52 reactions (Patel et al. 2004).

Additional 13 reactions are included due to the lack of C2H2 species in the n-
heptane mechanism. These reactions form C2H2 from C2H3 and C2H4. Further, it
leads to oxidation of C2H2 by O and OH (Park and Reitz 2007), as shown in Table
7.1.

K = AT Nexp

(
− E

RT

)

R1, R2, R3, and R4, are the reaction rates of soot inception, soot surface, soot
oxidation, and soot coagulation as shown in Fig. 7.1. The rates for these reactions
are assumed to be in global Arrhenius expressions. Another assumption in this model
is that the soot precursor and soot particles are composed of the carbon atom, and
their thermochemical properties are similar to that of graphite. The suggested number
of carbon atoms in the soot precursor and the initial soot nucleus are 50 and 100,

Fig. 7.1 Block diagram for improved phenomenological soot model
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Table 7.1 C2H2 oxidation and formation (Jia et al. 2009)

S. No. Reactions A (cm3/mol s) N E (kcal/mol)

1 CH2 + CH2 = C2H2 + H2 1.2 ×1013 0 800

2 CH2 + CH2 = C2H2 + H + H 1.2 ×1014 0 800

3 C2H4 + M = C2H2 + H2 + M 1.5 ×1015 0 55,800

4 C2H2 + O2 = HCO + HCO 4 ×1012 0 28,000

5 C2H2 + O = CH2 + CO 1.02 ×107 2 1900

6 C2H2 + H + M = C2H3 + M 5.54 ×1012 0 2410

7 C2H3 + H = C2H3 + H2 4 ×1013 0 0

8 C2H3 + OH = C2H2 + H2O 3 ×1013 0 0

9 C2H3 + CH2 = C2H2 + CH3 3 ×1013 0 0

10 C2H3 + C2H3 = C2H2 + C2H4 1.45 ×1013 0 0

11 C2H3 + O = C2H2 + OH 1 ×1013 0 0

12 C2H2 + OH = CH3 + CO 4.830 ×10−4 4 − 2000

13 C2H3 = C2H2 + H 4.6 ×10e − 8.8 46,200

respectively, resulting in a 2 nm size of incipient soot particle with the density of
2 g/cm2 (Kazakov and Foster 1998; Tao et al. 2004).

a. Soot Inception

C50 → nC(s)m

R1 = [C50]8 × 1010 exp

(
−61,597

RT

)

b. Soot Surface Oxidation

C(s)m + C2H2 → C(s)m+2 + H2

R2 = 1.05 × 104
(

−6159.7

RT

)
[C2H2]

√
πd2

pN

c. Soot Oxidation

Oxidation through O2:C(s) + 1

2
O2 → CO

Oxidation through OH: C(s) + OH → CO + 1

2
H2

R3 = RO2 + ROH

d. Soot Coagulation

nC(s)m → C(s)m∗n
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R4 = 1

2
βN 2

Here β is the collision frequency of particles in the free collision regime and
continuum regime, estimated by the Kazakov-Foster model (Kazakov and Foster
1998). Based on the above model definition, the net rate of soot density Ys and soot
number density N are given as:

dYs
dt

= MC(50R1 + R2 − R3) (7.14)

dN

dt
= NA

2
R2 − R4 (7.15)

where NA is the Avogadro number, and MC is the molecular weight of the carbon
atom.

This model was validated by the shock tube experiment of rich n-heptane for a
wide range of temperatures and pressures (Jia et al. 2009). The particle diameter,
particle number density, and soot yield values predicted by the model followed the
same trend as the experiment (Kellerer and et al. 1996). Here, the soot yield was
the total carbon available as per the assumption made earlier. The trends show that a
large number of particles formed initially; however, the particle diameter increased
rapidly due to coagulation, and the particle number density decreased. After 1.5 ms,
the soot yield became almost constant.

The experimental values are taken from the experimental study performed for soot
formation with 20, 40, and 80 bar pressure and temperature variations from 1600 to
2100 K (Patel et al. 2004).

The predicted trends agreed verywell with the experimental values. The soot yield
increasedwith an increasing cylinder pressure; hence, soot formation dominated over
soot oxidation. Soot yield decreasedwith increased temperature after the critical point
and showed good agreement with the model. The model was simple and could be
applied to a three-dimensional computational domain with acceptable computational
time.

7.3.2.3 Waseda Model

Agas-phasePAHmodelwas coupledwith the detailed phenomenological soot forma-
tion model. The soot precursor is acenaphthylene radical (A2R5) with two aromatic
rings, which form the initial soot particle after nucleation. The process involved in
the soot formation for model development is described as follows:

a. Nucleation

Gas-phase gets converted to solid carbon. Assuming that three-dimensional structure
formation takes place via five-membered rings. The equations for this process are as
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follows:

A2R5 → 12C(s) + 4H2

R1 = kNC [A2R5] (7.16)

kNC = 103 × exp

(−5000

RT

)
(7.17)

dNn,NC

dt
= NA

Cmin
× 12R1 (7.18)

The rate of change of particle number density is calculated by Eq. 7.18. Cmin =
100.

b. Surface Growth

The assumption is that soot particle surface is covered by radical sites, where acety-
lene can attack, and H is bonded to inactive sites. The below reactions represents the
surface growth of soot:

CsootH + H � Csoot∗ + H2

CsootH + OH � Csoot∗ + H2

Csoot∗H + H � CsootH

Csoot∗H + C2H2 � Csoot+2H + H

The change in the mass of carbon (s) can be modelled as

C(s) + C2H2 → 3C(s) + H2

R2 = k2PC2H2

(
0.5

[
tanh

(
8168

T
− 4.57

)
+ 1

]
χ∗

SOOT

NA
Asoot fn

)
(7.19)

Here ks is the coefficient of reaction rate, PC2H2 is the partial pressure of PC2H2 ,
χ∗

SOOT is the active surface site density of soot particles, Asoot is the surface area
function of soot particles per unit volume, and fn is the soot density.

c. Surface Oxidation

The oxidants in this model are O2, OH, and NO for the soot particles. Oxidation by
O2 follows the model proposed by NSC. Soot oxidation by OH and NO is according
to kinetic molecular theory with a certain probability of reaction (Gersum and Roth
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1992). The oxidation probability of soot by NO is lesser among NO, O2, and OH,
but it is involved in the modelling to get more accurate results.

Oxidation by O2:C(s) + 1

2
O2 → CO

Oxidation by OH: C(s) + OH → CO + 1

2
H2

Oxidation by NO: C(s) + NO → CO + 1

2
N2

The net reaction rate of oxidation is given as

R3 = RO2 + ROH + RNO

d. Coagulation

The soot particle coagulation phenomenon starts before the exhaust stroke.Therefore,
it is considered in this model.

nC(s)m → C(s)m∗n

R4 = −5

6
kcoagg

1/6
v g11/6n (7.20)

Here kcoag is the coagulation coefficient, gv is the soot volume fraction, gn is the
soot number density. The rate of soot mass formed is given as:

For species density: ṠM = (R1 + R2 − R3) × MC

For number density: ṠM = 0.12NAR1 − R4

This model was applied on an in-line four-cylinder, 3L turbocharged engine.
Quantitative soot predictions by this model were acceptable when compared with
the empirical results. The studywas conducted to predict soot emissionwith different
exhaust gas recirculation (EGR) rates. It was found that with an increase in the EGR
rate, the soot mass increases rapidly. This was due to a decrease in soot oxidation
(Gnanamoorthi and Devaradjane 2015).

7.4 NOx Formation Models

7.4.1 Semi-Empirical Model (Thermal NOx)

Purely empirical models are based on the correlation between engine operating
parameters such as temperature, pressure, and NOx emissions. Empirical NOx
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models are valid only for a narrow range of operating conditions, and they cannot
predict the values outside the calibration range. Semi-empirical models were devel-
oped to overcome this issue. In the semi-empirical models, the NOx formation chem-
ical mechanism is also taken into account. This model predicts NOx over a wider
operating range for various engine types/configurations. The semi-empirical model
is a pseudo-multi-zone model and is faster than the phenomenological model. In
these models, the in-cylinder charge from the start of compression to the ignition
start is treated as a single zone. Assuming a uniform fuel composition, temperature,
and pressure in the cylinder, the temperature history is calculated from measured
pressure using the ideal gas equation. The temperature calculated also accounts for
the heat losses from the cylinder, which is important for the NOx calculations. The
computational time is the time taken for each crank angle degree rotation. The burnt
fuel is discretized in the control volume with required air for each crank angle degree
rotation, known as zone. Each zone is treated as one thermodynamic system with
a particular temperature and fuel composition. For the first estimation of tempera-
ture, combustion is assumed to be perfect without any dissociation. O2, N2, CO2,
H2O, H, H2, N, NO, O, OH, CO species are considered in this reaction mecha-
nism. The species concentration is calculated using a detailed chemical mechanism
(Rakopoulos et al. 1994;Vickland et al. 1962;Way 1976). NO formation is calculated
via chemical kinetics for each zone using the concentration of species. As discussed
in the previous section, this model uses the extended Zeldovich mechanism for NO
formation. The NO formation is dominant over other oxides of nitrogen; therefore,
the NO concentration is equivalent to the NOx. The concentration of NO in each
zone is calculated parallelly. Integrating NO values for each zone provides overall
NO formation. The total NO concentration per stroke is the total value of NO at the
time of the exhaust valve opening.

Calculations

The volume of burning zone ‘j’ at CA ‘i’ using the ideal gas equation is given as
(Çengel and Boles 2006):

Vj,i = m j × R∑n
l x j,i · Ml

· Tj,i

pi
(7.21)

Here

mj is the zone mass,
R is the universal gas constant,
x j,i is the mole fraction and Ml is the molecular weights of lth species in the ‘j’

zone at examined CA ‘i.’

Zone Tj,i temperature is given by:

Tj,i = Tj,i−1

(
pi
pi−1

) ϒp−1
ϒp

(7.22)
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The rate of formation of NO is given by Eq. 7.4

d[NO]
dt

= 2k1 f [O][N2]
{

1 − [NO]2/K [O2][N2]
1 + k1r [NO]/(k2 f [O2] + k3 f [OH])

}

The formation of NO per change of CA for examined volume V j,I is given by
Eq. 7.23, which is further simplified to Eq. 7.24

(
dNO

dC A

)
j,i

=
(
d[NO]
dt

)
j,i

· Vj,i · dt

dC A
(7.23)

(
dNO

dC A

)
j,i

= 2k1 f [O][N2]
{

1 − [NO]2/K [O2][N2]
1 + k1r [NO]/(k2 f [O2] + k3 f [OH])

}
· Vj,i

6 · N (7.24)

The instantaneous amount of NO inside each zone can be obtained by integrating
Eq. 7.24 using Euler method. The total NO amount for each CA interval is the sum
of NO in the zones for the crank angle step under investigation.

This model was applied on a heavy (truck) and a light-duty (passenger car) engine
to check its ability to predict NOx trends (Provataris et al. 2017). The NOx formation
was predicted for variations in the start of injection (SOI), exhaust gas recirculation
(EGR) rate, injection pressure, and boost pressure. As shown in Fig. 7.2, results for
the heavy-duty truck engine predicted by the model followed almost the same trends
as themeasured data. TheNOformed in the tailpipe shows exponential reductionwith
injection retard and linear reduction with the EGR rates. NO formation rate increased
linearly with the injection pressure and boost pressure. The model approaches abso-
lute values of NO quite well without the use of any correction or scaling factor. Thus,
it minimizes the calibration efforts for this model and makes this model suitable for
research and practical applications.

However, on a percentages basis, the relative error was high, attributed to low NO
values as shown in Fig. 7.3. The average percentage error for the test cases was ~
18% for heavy-duty engines. Further development of this model in the future can
minimize the uncertainty and errors.

Fig. 7.2 NO variations with different parameters (Provataris et al. 2017)
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Fig. 7.3 Relative errors
between the measured and
calculated tailpipe NO
emission (Provataris et al.
2017)

7.4.2 Prompt NOx Model

The rapid NO formation in fuel-rich and low-temperature conditions is termed
‘prompt NOx.’ Prompt NOx makes only a small contribution to the NO formation.
The mechanism involved is known as the Fenimore mechanism (Fenimore 1971).
NO is formed in the flame front, where a rich fuel–air ratio is present due to the
unavailability of oxygen. CH radicals react with nitrogen and create HCN and NO
at the termination of the reaction. The basic concept behind prompt NO is that the
nitrogen reacts with the hydrocarbon radicals to form amines or cyano compounds.
These get converted to an intermediate compound to form NO.

CH + N2 → HCN + N

C + N2 → NH + CO

The second reaction becomes the primary path in the entire mechanism and limits
the rate of the mechanism. The conversion of HCN to NO is as follows:

HCN + O → NCO + H

NCO + H → NH + CO

NH + H → N + H2

N + OH → NO + H

The rate of NO formation given by De Soete (1975) is:

d[NO]
dt

= ṁNOx − ṁN2 (7.25)
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Here, ṁNOxandṁN2 are the formation rate of overall prompt NOx and nitrogen,
respectively.

When the oxygen concentration is high in the fuel-rich region, NOx formation
takes place instead of nitrogen. Therefore, the rate of NOx formation is equal to the
overall rate of prompt NOx formation. The expression for NO is given by:

d[NO]
dt

= kpr [O2]
c[N2][ f uelspecies]e−Ea/RT (7.26)

Applying a correction factor f to De Soete model for higher hydrocarbon-
containing fuel and rich fuel conditions to improve the performance of the model
given by Eq. 7.26. The equation then becomes:

d[NO]
dt

= f k
′
pr [O2]

c[N2][ f uelspecies]e−E
′
a/RT (7.27)

The correction factor f is

f = 4.75 + 0.081a − 23.2ϕ + 32ϕ2 − 12.2ϕ3

Here ϕ is the equivalence ratio, and a is the number of carbon atoms present in one
molecule of hydrocarbon fuel. f is valid for ϕ value between 0.6 and 1.6 for aliphatic
hydrocarbon fuels only (Dupont et al. 1993). The prompt model is valid only for
single-component hydrocarbon fuel; otherwise, it gives incorrect values. Order of
oxygen in the Eq. 7.27 depends on the mole fraction of oxygen in each cell.

c =

⎧⎪⎪⎨
⎪⎪⎩

1.0 XO2 ≤ 4.1e − 3
−3.95 − 0.9 ln XO2 4.1e − 3 ≤ XO2 ≤ 1.11e − 2
−0.35 − 0.1 ln XO2 1.11e − 3 ≤ XO2 < 0.03
0 XO2 ≥ 0.03

7.5 Future Research Directions

Accurate modelling of physical and chemical processes for NOx and soot forma-
tion remains challenging, opaque, and complex, even with the availability of data for
detailed chemical reactionmechanisms.Another challenging task that needs research
effort in the future is validating these models for engine warm-up conditions. This
is challenging due to errors in measuring heat losses to the wall and the lubricating
oil. Multi-step models are more accurate and reliable. Therefore, two-step empir-
ical soot models can be improved by multi-step soot models. In the Gokul model,
aromatics formation is via propargyl radicals. Hence another pathway of formation
of aromatics should be considered to improve the model. Individual vaporization of
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diesel components such as paraffin, aromatics, etc., could be explored in the future for
accurate modelling. Improvement in soot precursor formation and oxidation mecha-
nism will make the soot model more accurate and in agreement with the shock tube
experiments.

7.6 Summary

In the current chapter, a comprehensive review of Soot and NOx models and their
classification is presented. Soot andNOxmodels are classified into two categories: (a)
Phenomenological and (b) Empirical models. It is essential to consider the detailed
formation mechanisms for accurate and reliable model development. Processes such
as Soot inception, nucleation, growth, oxidation, and coagulation are involved in the
detailed soot formation mechanisms. Phenomenological NOx models are generally
developed based on extended Zeldovich and Fenimore mechanisms. Some devel-
oped models are described in detail, along with their capabilities and limitations.
Hiroyasu-NSC model is simple to use in CFD simulations. Dalian model agrees
accuratelywith the shock tube experiments and can be implemented in the 3Dcompu-
tational domains. Waseda model is developed for medium-duty diesel engines. The
models discussed in this chapter provide an insight into the fundamentals of emis-
sion modelling. The accuracy and reliability of the models depend on the model
parameters, chemical mechanism, and assumptions made.
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Chapter 8
NOx Emission Prediction for DI Diesel
Engine: Numerical Modelling

Rajesh Kumar Prasad

Abstract Strict emission norms, fewer complex emissions predictionmodels forces
to develop a numerical model which actively control both combustion phase as
well as after-treatment systems. This study is focused on the simulation and experi-
mental investigation of simplified model for prediction of NOx emissions along with
unburned zone, burned zone, adiabatic flame temperatures and species concentration
especially atomic oxygen [O], Nitrogen [N2] and nitric oxide [NO]. Burned flame
temperature and thermal NO concentrations were simulated by enthalpy balance
and Zeldovich mechanism respectively. The simulated results were validated with
experimental result of Turbocharged direct injected Diesel engine at steady-state
operating conditions. The maximum temperature (Tmax) simulated within burned
zone at 2200 rpm and 100% load is 2917 K while at 75% load, and 50% load it
reduces to 2853 K, and 2776 K respectively. It was also observed that the equilib-
rium concentrations of [O], [NO] and [N2] were directly proportional to burned zone
temperature. The accuracy of proposed model was tested at 2200 rpm rated speed
and also at 1400 rpm with full load, 75% load, and 50% load. NOx reduces with
speed for identical operating conditions.

Keywords Zero-dimensional two zone combustion model · Burned zone
temperature · Adiabatic flame temperature · NOx emissions · Zeldovich
mechanism · DI diesel engine

8.1 Introduction

Diesel engines are themost fuel efficient engines (Agarwal et al. 2016) for off road and
on road applications nowadays; nevertheless emissions from these either regulated
or unregulated still creates imbalances on environment. For active control measures
of diesel combustion and optimization of after-treatment requires an adequate and
reliable pollutants predictionmodel which became alternative to gas sensors (Arrègle
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et al. 2010;Moos 2005). Oxides of nitrogen (NO, NO2 and N2O etc.), and particulate
matter (PM) are main pollutants in diesel engines while NOx is prime emission in
gasoline engine. NOx formation in gasoline engine is mainly temperature depen-
dent and reduced by leaning the mixture (Prasad and Agarwal 2021) while diesel
combustion could be due to either thermal route or fuel bound or prompt forma-
tion route or via N2O route. In this study, only thermal NOx prediction model was
considered using Zeldovich mechanism (Egnell 1998; Timoney et al. 2005; Cipolat
2007; Hernández et al. 2008) which is a temperature dependent phenomena (Prasad
et al. 2020). In the past, few researchers proposed model for NOx prediction which
were based on mathematical correlations with different operation variables (Re et al.
2010), while others considered cyclic NOx evolution using the in-cylinder pres-
sure (P) Vs crank angle (�) data as an input parameter (Egnell 1998; Andersson
et al. 2006; Arrègle et al. 2008). The in-cylinder pressure signal provides details
about combustion phenomena, air flow rate (Desantes et al. 2010), online combus-
tion parameter detection (Luján et al. 2010),misfire detection (Leonhardt et al. 1999),
control strategy of exhaust gas recirculation (Hasegawa et al. 2006), engine torque
estimation (Shimasaki et al. 2004) and combustion noise control (Payri et al. 2005).
In this study, engine operating parameters along with engine specifications were
noted to predict in-cylinder pressure, temperature, ignition delay, fuel mass fraction
burned, heat release, adiabatic flame temperature, and steady-state NOx production.
Instantaneous NOx simulation models were developed with real time calculations
(Andersson et al. 2006; Arrègle et al. 2008; Hountals et al. 2010). All these proposed
models combined with closed-loop control of few input parameters have a big poten-
tial on NOx reduction during combustion as well as in after-treatment (Devarakonda
et al. 2009; Katare et al. 2007). In this way, optimizing agent flow into the catalytic
converter and thus extending its lifetime. The main challenge with NOx prediction
models is to maintain equilibrium between accuracy and speed of calculation. This
could be overcome by predicting NOx with varying load and speed with physical
modeling approach. At the beginning, a physical representation of eachminute detail
has been provided when the engine is in off-design operation. The zero-dimensional
thermodynamicmodel is the simplest model which is based on empirical heat release
model and predict NOx using time based ordinary differential equation while multi-
dimensional CFD model is most complex which uses conservation of mass, energy
and momentum and NOx prediction by solving partial differential equation which is
the function of space and time (Stone 1999).

Johansson et al. (2009) developed vehicle on-board NOx prediction model. This
study focused on various ways to handle temperature prediction within the different
combustion zones which avoid iterative computing of energy balance. A two-zone
modelwas considered for this study,NOx formed inburned zonewhile unburned zone
composed of fuel–air mixture. With the help of number of moles and global temper-
ature during combustion burned zone temperature was predicted. After predicting
burned zone temperature, NOwas computed using thewell-known ‘Zeldovichmech-
anism’. Arsie et al. (2004) predicted NOx and Soot emissions of diesel engine using
phenomenological models. A single-zone model was used for 1.9 L engine to predic-
tion of ignition delay for stages of fuel injection such as pilot, pre and main injection.
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The heat release ratewas simulated usingWatsonmodel.NOand soot emissionswere
simulated using Zeldovich mechanism and approach proposed by Hiroyasu respec-
tively. Three sub-models were used to simulate mixing, ignition delay, combustion
for pilot, pre and main injection. Their predicted results for NO and soot showed
good agreement with experimental results.

Andersson et al. (2006) developed a fast NOx simulation model for optimiza-
tion of engine operating parameters, and after treatment system control or virtual
mapping. For this cylinder pressurewas used as input data interpolation table for high
computation speed of equilibrium burned zone and global temperatures and species
concentrations. They proposed zero-dimensional, multi-zone model in which prod-
ucts of combustion mixed with the surrounding cylinder air. The thermal NOx was
simulated with the help of two reactions of the original Zeldovich mechanism. They
validated the proposed model in various circumstances such as varying compression
ratios, EGR rates, injection timing, inlet pressures etc.

Ericson et al. (2006) proposed a two-zone zero dimensional combustion model
which can simulate engine-out NOx and various operating parameters such as in-
cylinder pressure, combustion temperature and suction and exhaust gas flows. They
used a quasi steady gas exchange model for exhaust gas recirculation and variable
geometry turbocharger and a zero dimensional two-zone combustion model was
used for NOx prediction. Heat release was predicted by fuel flow parameters and
pressure traces, simplified combustion used for species concentrations and burned
zone temperature and for NOx concentration was predicted by Zeldovich mecha-
nism. They validated their proposed model by both ways: steady state condition and
transient condition.

Mellor et al. (1998) developed a two-zone combustion model for direct injec-
tion diesel engine NOx prediction. For this, they formed skeletal mechanism which
consists of seven elementary reactions. They reported low NO concentration in
Zone-1 (stoichiometric region; F = 1) formed only by forward reactions. Zone-
2 consists of burned gases at an overall equivalence ratio. NO was formed in zone-2
by the decomposition or reverse N2O mechanism. Chmela et al. (1999) proposed a
non-dimensional combustion model that relies on the concept of mixing controlled
combustion (MCC) which is independent of fuel -air mixture formation and fuel
oxidation processes. They reported that rate of heat release (ROHR) was depend
upon instantaneous fuel mass injected and at that instant, local density of turbulent
kinetic energy. This study was performed without knowing combustion chamber
geometry, spray characteristics, fuel–air mixture formation and evaporation. Authors
used simple physical law for the simulation which is limited to the heat release rate
of diffusion combustion.

The main objective of this study is to develop mathematical modeling to simulate
the engine NOx emission for DI Diesel engine which includes;

• Predicting and investigating different control parameters that affect the NOx

formation during combustion,
• Experimental investigation to study the differentmodels and select the appropriate

one,
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• Exhaust emission characteristics at different operating conditions.

8.2 Experimental Setup and Methodology

Figure 8.1 shows experimental setup of a turbocharged direct injection diesel engine
which is coupled with eddy current dynamometer to simulate road like conditions
in the laboratory. The experimental diesel engine specification is provided in Table
8.1.

The engine suction side is fitted with air-conditioning system, air measuring
system, and fuel measuring unit while exhaust side is partially connected to emis-
sion analyzer. AVL Indiset, was used as data acquisition system.Un-cooledminiature
pressure transducer (GM12D) was used to acquire the in-cylinder combustion and
motoring pressure data w.r.t. crank angle. AVL 365C angle encoder was used to
convert the analogue angle pulses into digital output signals and it determines the

Fig. 8.1 Engine experimental setup to collect data for validation of simulated results

Table 8.1 Engine
specification

Parameter Specifications

Engine model 4- cylinder turbocharged DI
diesel

Bore (mm)/stroke (mm) 102/110

Connecting rod length (mm) 220

IVC (CA)/EVO (CA) 210/540

Rated speed (rpm) 2200

Compression ratio/swept
volume (liter)

17.4/0.9 per cylinder

Type of injection system Common rail
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position of the shaft w.r.t. TDC. The parameters noted from the engine experiment
were Brake Power (kW), Engine Speed (rpm), Crank angle Measurement, Air Flow
Rate (kg/h), In-cylinder gas pressure measurement (bar), Fuel consumption (kg/h),
and NOx concentration (ppm). To measure diesel flow rate accurately, “FEV Fuel
rate (FI-15)” was usedwhich is based on principle of coriolis theory. It measures flow
rate accurately whatever may variations in pressure, density, viscosity and temper-
ature. The measuring range of this instrument is up to 100 kg/h with 0.01 kg/h
resolution; the accuracy of instrument is ± 0.5 kg/h at full scale. Air flow measure-
ment is also an important parameter for diesel combustion, performance calculation
and emission characteristics. ABB sensy flow meter which works on principle of
Hot Wire Anemometer was used to measure air flow into the engine cylinders. This
flow meter can measure maximum up to 400 kg/h. Yantrashilpa’s coolant condition
unit YS4025 installed to maintain the engine water temperature within band of ±
0.2 °C under specific test conditions. Major pollutants emitted from the diesel engine
exhaust are oxides of nitrogen (NOx), Smoke, Unburned Hydrocarbon (UHC) and
Carbon-monoxides (CO). Exhaust gas analysis was done for all the species. For
measurement of NOx, UHC and CO emissions, PEUS R1D1 Gas Analyzer has been
used. The R1D1 equipped with CLD700LEV, NDIR and FID14 for measurement
of NOx, CO and UHC emissions. AVL439 was used to measure smoke in terms of
percentage opacity and AVL415 used to measure smoke in terms of Filter Smoke
Number (FSN).

The chemiluminescence technique has been used to measure nitrogen oxides
worldwide. Sample gas from engine exhaust was drawn into the analyzer and mixed
with internally produced ozone. The following reaction takes place,

NO + O3 → NO∗
2 + O2 (8.1)

Only about 20% of the NO2 goes into the excited state NO2* in reaction
(Rakopoulos et al. 2009). This exited NO2* comes back to the ground state NO2

while emitting photon energy or say electromagnetic radiation:

NO∗
2 → NO2 + hϑ (8.2)

The radiation wavelength lies in the range of 600–3000 nm with an intensity
maximum to ~ 1200 nm. When O3 is present in excess, the output signal is directly
proportional to the [NO] of the sample gas.

Figure 8.2 shows burned and unburned zones of diesel combustion. The burned
zone in diesel combustion referred to that region in the combustion chamber which
is already burned. This zone filled with air and small amount of residual unburnt
organic part of fuel, and CO2 and water vapor. Ahead of it, combustion front zone
exist where oxidation of fuel occurs. Remaining portion of the combustion chamber
is called unburned zone which contain mixture of fuel and air.

A zero dimensional two zone model was used for prediction of unburned
zone temperature, burned zone temperature and adiabatic flame temperature. NOx

formation takes place only inside the burned zone and unburned zone consists of air.
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Fig. 8.2 Two zone concept
(Jung and Assanis 2001)

Assumptions made to develop simulation model are listed below:

• Zero dimensional two zone model.
• Each zone constituents behaves as an ideal gas.
• Compression and expansion takes place isentropic manner and at local stoichio-

metric conditions.
• Complete combustion and energy released originates from injected fuel only.
• There is no heat interaction in between the zones.

Tables 8.2 and 8.3 show the steps needed for NO emission simulation and exper-
imental validation for 4-cylinder turbocharged DI diesel engine. Unburned zone
temperature can be calculated using the polytropic relation between temperature and
pressure (Stone 1999; Heywood 1988):

T1 = T0

(
P1
P0

) γ−1
γ

(8.3)

Table 8.2 Steps for NO simulation

S. No. Prediction model

1 Input data from HR and combustion pressure predictions

2 Unburned zone temperatures

3 Flame temperatures calculations

4 Burned zone temperatures and mass calculations

5 NO emission predictions

Table 8.3 Steps for NO emission experimental validation

S. No. Experimental validation

1 Adaptation for emission measurement probe

2 Setup preparation on engine dynamometer with emission measurement system

3 Emission measurements at the same operating points

4 Comparison prediction results with measured values



8 NOx Emission Prediction for DI Diesel Engine: Numerical Modelling 225

Burned zone temperature before considering flame temperature can be calculated
using isentropic relationship (Stone 1999):

Texp,1 = Tburn,0 ×
(
P1
P0

) γ−1
γ

(8.4)

Burned zone temperature after considering flame temperature is computed as:

Tburn,1 = {
Texp,1 × mburn,0 + T f lame,1 × m f lame,1

}
/
{
mburn,1

}
(8.5)

NOx is the prime emission produced by diesel combustion which comprises nitric
oxide (NO) and nitrogen dioxide NO2 with traces of di nitrogen trioxide (N2O3)
and di-nitrogen pentoxide (N2O5). NO produced in premixed combustion phase on
the weak side of the reaction zone in the post-flame gases. At elevated tempera-
ture, dissociated molecular nitrogen and oxygen combine together to form NO. This
reaction occurs in a slightly lean or near stoichiometric fuel–air mixtures. All these
Eqs. (8.6), (8.7), and (8.8) are commonly known as extended Zeldovich mechanism
(Stone 1999; Rakopoulos and Giakoumis 2009; Pundir 2007; Heywood 1988).

O + N2 = NO + N (8.6)

N + O2 = NO + O (8.7)

N + OH = NO + H (8.8)

The third Eq. (8.8) is considered only when the mixture is near Stoichiometric.
The rate constants used for these equations are chosen from Ragland et al. (2011)

in units of cm3/mol-s and temperature in K given in Table 8.4. The NO formation
rate using the three reactions (8.6)–(8.8) can be expressed by the following equation;

d

dt
[NO] = k1[O][N2] − k−1[NO][N]

+ k2[N][O2] − k−2[NO][O]

+ k3[N][OH] − k−3[NO][H] (8.9)

Table 8.4 Reaction rates for
no formation mechanism,
cm3/mol-s, T in k

Reaction Forward Reverse

O + N2 = NO + N k1 = 1.8 × 1014 ×
exp(− 38,370/T)

k−1 = 3.8 × 1013

× exp(− 425/T)

N + OH = NO + H k2 = 1.8 × 1010 ×
exp(− 4680/T)

k−2 = 3.8 × 109 ×
exp(− 20,820/T)

N + O2 = NO + O k3 = 7.1 × 1013 ×
exp(− 450/T)

k−3 = 1.7 × 1014

× exp(24,560/T)
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where k1, k2 and k3 are forward reaction rate constants for Eqs. (8.6), (8.7), and
(8.8) respectively while negative subscript used with k1, k2 and k3 denotes the back-
ward reaction rate constants. The symbol [] denotes the species concentration in
moles/cm3.

By solving the Eq. (8.9), concentration of O2, N2, and radicals O, N, H, OH are to
be estimated. For this calculation, it was assumed that, concentration of N2 remains
nearly constant. Further, two more assumptions are as follows:

(1) The concentrations of O, OH, O2 and O are equilibrated.
Steady state assumption of [N] leads to,

d

dt
[N] = +k1[O][N2] − k−1[NO][N]

− k2[N][O2] + k−2[NO][O]

− k3[N][OH] + k−3[NO][H] = 0 (8.10)

Equations (8.6) and (8.7) yield the rate of NO formation,

d

dt
[NO] = 2{k1[O][N2] − k−1[NO][N]} (8.11)

Using Eq. (8.7), steady state concentration of N is achieved,

[N]SS = k1[O][N] + k−2[NO][O] + k−3[NO][H]

k−1[NO] + k2[O2] + k3[OH]
(8.12)

From the assumption of O, OH, H, and O2,

[O2][H]

[O][OH]
= k−2 · k3

k2 · k−3

Eliminating [N] and [H] using Eqs. (8.11) and (8.12), the Eq. (8.10) gives,

d

dt
[NO] = 2k1[O][N2]

1−[NO]2

k[O2][N2]
1+k−1[NO]

k2[O2]+k3[OH]

(8.13)

where K = (k1/k−1) (k2/k−2) is equilibrium constant for the reaction for the reaction.

N2 + O2 ↔ 2NO

TheNO formation rate may be calculated by Eq. (8.13) using equilibrium concen-
trations of O, O2, OH and N2. The rate of formation NO is much slower compared
to combustion rates. NO formation takes place behind the flame front in the burned
gases.
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R1 = k1[O]e[N2]e = k−1[NO]e[N]e

where, R1 is the reaction rate using equilibrium concentrations for the reaction (8.4).
Similarly

R2 = k2[N]e[O2]e = k−2[NO]e[O]e; and
R3 = k3[N]e[OH]e = k−3[NO]e[H]e

Using the above notations, the Eq. (8.13) is simplified as;

d[NO]

dt
= {

2 × R1
{
1 − ([NO]/[NO]e)2

}
/{1 + w[NO]/[NO]e}

}
(8.14)

where, w = R1/{R2 + R3}.

8.3 Results and Discussions

Zero-dimensional two zone combustion model was used for calculation of various
combustion parameters those were needed for NO calculation. For this simulation, a
C-code was developed and run it for different operating parameters (engine speeds
and loads). During the experimentation, every measurement was noted on average
data of 30 s just after 5 min stabilization. The results obtained are discussed in the
following paragraph.

8.3.1 Zone Temperature

A two-zone burningmodel approach was used for combustion phenomena, assuming
uniform pressure as input for each zone separately.

Figure 8.3 shows comparison of unburned zone, burned zone and bulk temperature
profile at 2200 rpm and 1400 rpm respectively. The maximum unburned temperature
(Tmax) simulated at 100% load was 1218 K at 368° CA while Tmax at 75% load,
50% load and 10% load are 1145 K, 1135 K, 1110 K and their θTmax were 368°
CA, 365.5° CA and 362.5° CA respectively. The unburned zone temperature profile
reflects the compression process, reaching its peak pressure (Pmax) close to TDC, and
then reduces as the pistonmoves downward. At high load, Tmax was higher compared
to low load due to presence of higher pressure and temperature at inlet. If engine
speedwas reduced from 2200 to 1400 rpm then the simulated unburned Tmax at 100%
load, 75% load and 50% load were reduced to 1147K, 1084K, 1033K and simulated
θTmaxwere 370° CA, 369° CA and 366.5° CA respectively [refer Fig. 8.3(iv)]. Inlet
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Fig. 8.3 Comparison of unburned zone and burned zone temperatures with varying speed and loads

pressure and temperature condition at inlet was responsible for this reduction in
temperature and retarted θTmax.

Burned zone temperature before considering flame temperature can be calculated
using isentropic relationship as per Eq. (8.4) and during combustion according to
Eq. (8.5). Figure 8.3(ii) shows the burned zone temperature profile at 2200 rpm. The
Tmax simulated at 100% load was 2917 K at 366.5° CA while at 75% load and 50%
load were 2853 K and 2776 K and their θTmax was 366° CA, 366° CA and 362° CA
respectively. It was observed that burned zone temperature was very high near the
TDC just after start of combustion (SOC) and reduces as the expansion progresses.

If engine speed was lowered to 1400 rpm then the simulated burned zone Tmax
at 100% load, 75% load and 50% load were 2896, 2833, 2781 K and θTmax were
retarded to 369° CA, 367.5° CA and 365° CA. At higher load, presence of more
mass of fuel alongwith higher pressure and temperature at SOC results higher burned
zone temperature. It was observed that the global or bulk cylinder temperature lies
between the temperatures of burned zones and the unburned zone. Figures 8.3(iii)
and 8.4(vi) shows the comparison of temperature profile between unburned, burned
and global. At 2200 rpm under full load, bulk temperature simulated was 1728 K
and corresponding θTmax was 382° CA [refer Fig. 8.3(iii)] while at 1400 rpm with
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Fig. 8.4 Equilibrium concentration of O, N2, and NO at 2200 rpm and 100% load

identical operating condition simulated bulk temperature was increased to 1964 K at
384.5° CA.
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8.3.2 Equilibrium Concentration of Species

The equilibrium concentrations of O, N2 and NO in the burned zone are func-
tions of temperature (Rakopoulos et al. 2009) (refer Fig. 8.4) and it was observed
that these concentrations were varied with crank position. The maximum equi-
librium concentration noted to be 0.00000551 mol/cm3 at 367° CA for Oxygen,
0.000022124 mol/cm3 at 368° CA for NO and 0.3914 mol/cm3 at 369.5° CA for N2

at 2200 rpm under full load. It is observed from Fig. 8.4(iii) that [NO] concentration
exponentially changes with crank angle due to variation in burn zone temperature. As
combustion proceeds, burn zone temperature increased which results dissociation of
N2. The atomic nitrogen combines with O2 produces NO. As combustion progresses,
the [N2] and [O2] reduces while [NO] increased with CAD but later in expansion
stroke [NO] decreases with combustion temperature as shown in Fig. 8.4.

8.3.3 Effect of Engine Load and rpm on Engine NOx

Exhaustive studyhas been carried to analyze the effect of loadon engineonNOx emis-
sion. A series of experiments were performed at different operating modes at 2200
and 1400 rpm. Figure 8.5 shows comparison between simulated and experimental
NOx emission at different loads.

Fig. 8.5 Comparison of simulated versus measured NOX at 2200 rpm and 100% load
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Figure 8.5(i)–(iii) shows the simulated NOx versus burned zone temperature at
2200 rpm but with decreasing load i.e., 100%, 75% and 50% respectively. At 100%
operating mode the mass of fuel consumption was 50.91 mg at an equivalence ratio
of 0.51. The simulated NOx was 1022 ppm whereas measured was 994 ppm. The
NOx formation freezes at crank angle 387.5° CA. At 75% load, the simulated NOx

was reduced to 680 ppm whereas measured was 923 ppm [refer Fig. 8.5(ii)]. The
NOx formation freezes at crank angle 388° CA. At this operating mode the mass of
fuel consumption was 39.24 mg at an equivalence ratio of 0.44. Similarly at 50%
load, the mass of fuel consumption was 28.11 mg at an equivalence ratio of 0.35.
The simulated NOx was exponentially reduces to 374 ppm whereas measured was
709 ppm. The NOx formation freezes at crank angle 388.5° CA. At higher load
condition, higher combustion temperature results faster NO formation and higher
[NO] results compared to 75% load and 50% load condition as shown in Fig. 8.5.

Figure 8.5(iv)–(vi) shows the simulated NOx versus burned zone temperature at
1400 rpm but with decreasing load i.e., 100%, 75% and 50% respectively. At 100%
load, the mass of fuel consumption was 56.85 mg at an equivalence ratio of 0.73. The
simulated NOx was 2112 ppm whereas measured was 1681 ppm [refer Fig. 8.5(iv)].
TheNOx formation freezes at 390.5°CA, fuelmass requirement increased by5.94mg
and equivalence ratio increased to 0.73 instead of 0.51. At 75% load and 1400 rpm,
the simulated NOx was 1183 ppm whereas measured was 1592 ppm as shown in
Fig. 8.5(v). The NOx formation freezes at crank angle 390° CA. At this operating
mode the mass of fuel consumption was 42.44 mg at an equivalence ratio of 0.58.
But at 50% load and 1400 rpm, the simulated NOx was reduced to 645 ppm whereas
measured was 1020 ppm as shown in Fig. 8.5(vi). The NOx formation freezes at
crank angle 388.5° CA. At this operating mode the mass of fuel consumption was
28.87 mg at an equivalence ratio of 0.42. At lower 1400 rpm engine produces a
higher concentration of NO for a given power due to the longer time available for
the reactions.

It is concluded that generation ofNOx is highly depending on burned-zone temper-
ature. MaximumNOx concentrations was formed between the SOC and shortly after
maximum cylinder pressure at which burned gas temperature reached maximum.
Mixture which burn early in the premixed combustion phase is especially important
since it is compressed to a higher temperature, increasing the thermal NO formation
route. After θPmax, burned gas temperature reduced as the cylinder gas expands. The
temperature reduces due to expansion and mixing of high temperature gas with air
or cooled burned gas freezes the NO chemistry. It was also observed that the NOx

formation rate was very high above 2500 °C.
Figure 8.6 shows different operating points where the engine-out NOx emission.

This variation indicated that only Zeldovich mechanism is not enough to predict the
NOx even though other mechanism are also play a vital role at low temperatures.

However, curve-fit of simulated NOx results a simple mathematical equation as
given below (refer Fig. 8.7). This equation incorporated in the NOx prediction model
to get précised accurate results as an empirical correction algorithm. The data point
those are deviated from curve fit as shown in Fig. 8.7 is because of NO concentration
was predicted amongst oxides of nitrogen. At low load operating condition, the
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Fig. 8.6 Comparison between measured versus simulated NOx

Fig. 8.7 Curve-fit of NOx
data

influence of backward reactions consuming NO is greater than that of higher load.
For this, the third reaction plays an important contributor to the backward reaction.

8.4 Summary

The NOx predicting numerical model is developed with for 4-stroke turbocharged DI
diesel engine. In this work, zero-dimensional two zone combustion model was used
to predict unburned zone, burned zone and adiabatic flame temperatures along with
NOx. The main findings using model is validated with experimentation and findings
are summarized below:

• The simulated Tmax at 2200 rpm under full load was 1218 K at 368° CA while at
75% load, and 50% load were 1145 K, 1135 K, and their θTmax were 368° CA, and
365.5° CA respectively but at lower speed of 1400 rpm Tmax reduced to 1147 K,
1084 K, and 1033 K and simulated θTmax were 370° CA, 369° CA and 366.5° CA
respectively at identical load conditions.

• Maximum burned zone temperature at 2200 rpm under 100% load was 2917 K
at 366.5° CA while at 75% load and 50% load were 2853 K and 2776 K and
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their θTmax was 366° CA, and 366° CA respectively but if speed was lowered to
1400 rpm under 100% load, 75% load and 50% load then the simulated maximum
burned zone temperature showed reverse trend that of unburned i.e., maximum
temperature increased to 2896 K, 2833 K, 2781 K.

• Both [O]e and [NO]e exponentially varies with crank angle due to variation in
burn zone temperature while variation in [N2]e is directly proportional to burned
zone temperature.

• At 50% load, simulated NOx exponentially reduced to 374 ppm whereas
experimental result showed 709 ppm.

• The simulatedNOx at 2200 rpm under full load showed 1022 ppmwhereas experi-
mentallymeasuredwas 994 ppm.Reducing engine load from full load to 75% load
and 50% load, the simulatedNOx was reduced to 680 ppmwhereas experimentally
measured was 923 ppm and 374 ppm measured was 709 ppm.

• Further reduction to 50% load, the simulated NOx was reduced to 374 ppm
whereas experimentally measured was 709 ppm.

• If the engine speed was reduced to 1400 rpm and load were varied identically
then the simulated NOx was observed to be 2112, 1183, and 645 ppm while
experimentally measured NOx were 1681, 1592, and 1020 ppm.

• After curve fit the simulated NOx data with experimental data, the deviations
observed at various operating modes were reduced. The prediction accuracy is
higher at full load operating points.
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Chapter 9
Fundamentals, Evolution, and Modeling
of Ignition Systems for Spark Ignition
Engines

Dhananjay Kumar and Avinash Kumar Agarwal

Abstract The advancement of technologies has led researchers to explore newways
to comply with stringent emission norms globally and fulfil the energy requirements.
The trends in engine development favour computational studies for initial investi-
gations due to lesser time demand and economy. In a spark ignition (SI) engine,
ignition of the fuel–air mixture is achieved by the spark discharge across the spark
plug electrodes. The discharge is of very high intensity for a very short interval,
providing sufficient energy in the form of plasma kernel to initiate chemical reac-
tions necessary to generate a self-sustaining flame. Direct injection SI combustion
system is considered an upcoming next-generation technology capable of meeting
stringent emission norms with improved engine performance. Conventional spark
plug system undergoes various issues such as erosion of spark plug, heat losses at
the electrodes, hindrance in working at high in-cylinder pressures, and fixed spark
location. Therefore, the researchers explore alternate ignition concepts/ systems that
provide greater flexibility than conventional ignition systems. These alternate igni-
tion concepts/ systems include laser ignition, turbulent jet ignition, corona ignition,
and microwave ignition. These all are also referred to as advanced ignition systems.
Advanced ignition has emerged as an alternative way to ignite leaner fuel–air mixture
owing to higher engine performance and lower emissions. These systems offer signif-
icant advantages; however, they are still under research, and many challenges need
to be overcome before they are commercialized. In this chapter, the evolution of
the spark ignition systems has been discussed. Modelling aspects of spark ignition
engines using 1D and 3D simulation tools have been summarised. The working of
these advanced ignition systems has been discussed in detail, and their challenges
are also summarised.
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Abbreviations

1D One Dimensional
2D Two Dimensional
3D Three Dimensional
bTDC Before Top Dead Centre
BSFC Brake Specific Fuel Consumption
CAD Crank Angle Degree
CFD Computational Fluid Dynamics
CI Compression Ignition
CNG Compressed Natural Gas
CO Carbon Monoxide
CPOA Cylinder Pressure Only Analysis
CW Continuous Wave
EGR Exhaust Gas Recirculation
ECU Electronic Control Unit
IC Internal Combustion
SI Spark Ignition
GDI Gasoline Direct Injection
H2 Hydrogen
HCNG Hydrogen Enriched Compressed Natural Gas
HC Hydrocarbons
HCCI Homogeneous Charge Compression Ignition
LI Laser Ignition
MFB Mass Fraction Burned
NOx Oxides of Nitrogen
TPA Three Pressure Analysis
TKE Turbulent Kinetic Energy
TJI Turbulent Jet Ignition
R-L-C Resistance-Inductance-Capacitance

9.1 Introduction

Future generation spark-ignition (SI) engines would have higher power output with
lesser emissions to meet the emission norms adopted by various legislative bodies.
The compression ratio of the SI engine is significantly lower than the compression
ignition (CI) engine, resulting in lower temperature and pressure conditions in the
combustion chamber at the end of the compression stroke. The self-ignition temper-
ature of high-octane/ low-cetane fuel is high, which requires an ignition source to
ignite the fuel–air mixture inside the combustion chamber. Close to the end of the
compression stroke, electrical discharge produced between the two spark plug elec-
trodes is responsible for initiating the SI engine’s combustion process. Spark plug
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creates a high-temperature plasma kernel in the thin reaction sheet (between the
central and ground electrodes). This plasma kernel develops into a self-sustaining
flame front. The spark needs to be produced repeatedly over a range of speeds and
loads at an appropriate crank angle of the engine cycle to ensure smooth engine
running. The ignition process is a small-scale local phenomenon in a small zone
inside the engine combustion chamber.

9.1.1 Importance and Challenges of Ignition System

In the SI engine, ignition of the fuel–air mixture is achieved by spark discharge
across the spark plug electrodes. The discharge is of very high intensity for a very
short interval, providing sufficient energy in the form of heat to initiate chemical
reactions necessary to generate a self-sustaining flame. The heat released from the
chemical reactions must be greater than the heat losses across the cylinder walls,
spark plug electrodes, and unburnt gases. There is a need for higher power output
with the existing engines with the same smoothness level at idle and part loads.
With an ideal thermodynamic cycle for SI engines, three primary ways of improving
engine efficiency are: (i) increasing the engine’s compression ratio or (ii) burning
the leaner mixture by adapting EGR or (iii) employing a superior ignition system.
Both stratified and homogenous approaches are used to adapt to the burning of the
leaner mixture. Moreover, they differ by the needs of engine demand for the burning
processes. For the stratified mode of operation, spray formation provides favourable
conditions at the location of the ignition.

Furthermore, spatial and temporal variations in charge distribution exist near the
spark plug’s tip (Scarcelli et al. 2016). Therefore, an appropriate ignition system
preferably covers considerable space and multiple bursts to average the fluctuations
due to each cycle’s spatial and temporal charge variations. For the homogeneous
mode operation, fuel injection starts early, and mixture gradients are quite small.
Therefore lesser spatial variations of charge are present, resulting in a longer delay
period. To have smoother and faster combustion, higher levels of turbulence and
charge motion are generally desirable.

Moreover, higher turbulence also increases the heat loss near the cylinder wall.
For the ignition process, the ability to adapt to turbulence is essential for efficient
combustion. In tumble dominated SI engines, the tumble breaks down to reduce
the TKE at the TDC. Resolving this breakdown (through finer meshes and correct
turbulence models) is important for accurate spark modelling. In other words, the
ignition system should cope with both leaner and richer mixtures with different
turbulence levels. Lean combustion offers a considerable reduction in emissions
and fuel consumption at part load operation. However, igniting the extended leaner
mixture imposes several challenges to the conventional ignition systems. Another
key challenge of critical consideration is the capability to adapt to the transient
behaviour of the engine at different loads. The particle formation during combustion
and probability of ignition components fouling is of significant importance under the
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Fig. 9.1 Challenges and demands associated with modern SI combustion systems (Schenk et al.
2017)

dynamic engine operating conditions of the engine. Figure 9.1 summarises major
challenges associated with the ignition systems at different engine loads (Schenk
et al. 2017).

9.1.2 Evolution of Ignition System

An ignition system involves electrical/ electronic components to ignite the fuel–
air mixtures in the engine cylinder. In 1860, Etienne Lenoir demonstrated the first
internal combustion (IC) engine (gas engine) integrated with an electrical spark
plug (History of the Ignition System 2021). Tesla (1898) patented the first spark
plug. Bosch’s (1902) invented the spark plug capable of producing high voltage and
commercialized it as a part of themagneto ignition system for IC engine applications.
After that, the basic magneto system was improved and integrated with a replaceable
battery. Then the battery ignition systems came into the picture ~ 1910. The battery-
operated coil, capacitors, contactor points, and distributer were integrated to achieve
the breakdown voltage necessary to achieve electrical plasma ignition.

Nowadays, modern ignition systems are used in vehicles that employ electronic
ignition instead of mechanical devices like contactor points. These systems are
becoming more advanced with time and providing flexibility in controlling the igni-
tion timing.Amodern ignition system can be coupled to a computer interface for real-
time observation, and also it can be programmed for optimizing the engine power/
torque output. With tightening emission legislations and higher power requirements,
the ignition of extended lean burning of fuel–air mixture poses increasing chal-
lenges to these modern ignition systems. Conventional spark plug ignition systems
face several challenges such as erosion of spark plug, heat losses at the electrodes,
hindrance in working at high cylinder pressures, fixed spark location (Soldera et al.
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Fig. 9.2 Evolution of ignition system for IC engine applications

2004; Pischinger and Heywood 1990). Therefore, several researchers have explored
alternate ignition systems that provide greater flexibility over conventional ignition
systems. These alternate ignition systems include laser ignition (LI) (Vasile and
Pavel 2021; Singh et al. 2020; Kumar and Agarwal 2020; Prasad and Agarwal 2021;
Wermer et al. 2021; Prasad and Agarwal 2021), turbulent jet ignition (Attard et al.
2010; Gholamisheeri et al. 2017; Taskiran 2020; Distaso et al. 2020; Biswas and
Ekoto 2019), corona ignition (Cimarello et al. 2017; Cruccolini et al. 2020; Vino-
gradov et al. 2008), and microwave ignition (Hwang et al. 2017, 2021; Chen et al.
2020). These are also referred to as advanced ignition systems. These systems offer
significant advantages; however, these are still under development, and several tech-
nical challenges need to be addressed before being commercialized in practical vehi-
cles. These advanced ignition systems have been discussed in detail in the following
sections. Figure 9.2 categorizes different advanced ignition systems for IC engine
applications and their evolution pathways.

9.2 Ignition Process

Four phases of spark generation were suggested by Maly (1984). These phases
consisted of pre-breakdown, breakdown, arc, and glow discharge (Maly 1984). Pre-
breakdown refers to the initial phase when the electric field between the electrodes
increases continuously for few microseconds. The breakdown phase (~nanosecond
range) occurs in the electrode gap when the electric field reaches the conduc-
tivity threshold of the air–fuel mixture present in the nearby volume. The required
maximum voltage developed in the breakdown phase is referred to as the ‘break-
down voltage.’ Various parameters contribute to the breakdown voltage, including
the fuel–air mixture strength, fuel type, engine load, electrode temperature, electrode
orientation, etc. For instance, gaseous fuels such as H2, CNG, HCNG, etc., require
higher breakdown voltage than liquid fuels such as gasoline, methanol, etc. Also, for
the leaner mixtures, the required breakdown voltage is much higher than the richer
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mixture since the leaner mixtures possess more air, which reduces the electrical
conductivity in the electrode gaps.

The temperature in this phase reaches in the range of (50–60× 103) K (Fernandes
et al. 2016). This phase of spark generation is particularly important for combustion.
After the breakdown for a particular cycle, a sharp drop in temperature (5000–
6000 K) happens with the arc discharge phase lasting for a few microseconds. The
arc discharge phase is responsible for damaging the electrode surfaces by erosion.
Therefore it is necessary to understand the arc discharge phase. The transition from
arc discharge to glow discharge is considered the fourth phase of spark generation.
The glow discharge phase generally lasts for several milliseconds.

9.3 Modelling of Spark Ignition Systems for IC Engines

The trend in engine development favours computational study for initial investiga-
tions owing to lesser time and economy (Valera et al. 2020). Non-uniform fuel–air
mixture distribution in the vicinity of spark electrodes can lead to unfavourable condi-
tions for efficient combustion and cyclic fluctuations for port injection SI combustion
and direct injection SI combustion (Drake et al. 2005). It is important to understand
the underlying processes and mixture behaviour in the vicinity of the spark plug.
Experimental studies require efforts to develop an experimental setup, which is time-
consuming and expensive. On the other hand, computational studies offer flexibility
in predicting the engine parameter variations with time economically and efficiently.
Computational FluidDynamics (CFD) studies of engines use various assumptions for
modelling the in-cylinder phenomenon. Computational studies have shown signifi-
cant advantages in engine performance improvement and emission reduction in the
past few decades. Computational studies use various techniques to solve complex
combustion phenomena in the engine.

9.3.1 One Dimensional (1-D) Simulations

The prediction of a performance parameter of an engine uses a deterministic
approach. The deterministic modelling approach can be of 0D, 1D, 2D, or 3D.
Different approaches refer to the number of independent space variables and time
variables. Amodel can be transient or steady. 0Dmodelling uses ordinary differential
equations to model the variable parameters. It does not consider the spatial varia-
tions of the parameters and only solves for time variations. However, 1D, 2D, and 3D
modelling approaches consider spatial and time variations together. 1Dmodelling is a
simple approach for understanding an engine’s performance, combustion, and emis-
sion characteristics.Many commercial codes, such asGT-Power, RicardoWave,AVL
BOOST, etc., are available to perform a 1-D simulation. 1Dmodelling has a handicap
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in predicting emissions, especially HC and CO. The 1Dmodel cannot predict spatial
and temporal emissions variations, which can be done in 3-D simulations.

9.3.2 3-D CFD Simulations

The in-cylinder chargemotion greatly influences the fuel–air mixing and combustion
process in the engine. Studying turbulenceflows characteristics andbulkflowpatterns
are essential since they significantly impact heat transfer. The intake process sets up
the initial in-cylinder flow pattern and is subsequently modified during the compres-
sion and expansion processes. In the context of 3D, it felicitates understanding of
the temporal and spatial variations of the in-cylinder phenomenon, which is not
possible with 1D modelling (Kumar et al. 2021). It allows understanding the basic
phenomenon occurring within the cylinder, such as fuel–air mixing, heat transfer,
etc., and its effects on the global engine parameters. Many commercial codes, such as
CONVERGE, KIVA, AVL-Fire, are available for simulating engine-like conditions.

9.3.3 1D Model Preparation Using GT Power

There are several commercial software capable of solving complex engine processes
with fair accuracy. Commercially available software such as AVL BOOST, Ricardo
Wave, GT Power are popular tools for 1D simulations. Figure 9.3 shows a simple
setup for a 1D model of SI engine developed using GT Power. The flow model
comprises Navier Stoke, continuity, and energy equations. In 1D modelling, this
equation is solved in a single direction; variables in the other directions are aver-
aged only in the flow direction. This method of solving the flow process reduces
the simulation time. However, spatial variations are not possible with a 1D model,
but this model is best suited for predicting overall performance with reduced simu-
lation efforts. In Fig. 9.3, the intake system is shown using a blue box, and the red

Fig. 9.3 A general outline of a 1D model for a single-cylinder spark-ignition engine
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Table 9.1 Typical parameters required for 1D modelling of different components

Sub-system Component name Parameters required

Intake and exhaust system Environment conditions Temperature, pressure, air
composition, humidity

Runner pipe and inlet and outlet
port dimensions

Diameter at inlet and outlet,
Discretization length

Intake and exhaust valve Cam timing, valve lift with
crank angle, the flow discharge
coefficient

Injection system Injector Injector delivery rate, fuel ratio,
fuel name, injection timing

Cylinder Engine cylinder Initial condition, wall
temperature (head, piston,
cylinder), heat transfer model,
combustion timing, duration

Engine Engine crank train Engine type (4-stroke or
2-stroke), engine speed,
cylinder geometry, firing order,
inertia, the start of a cycle

box represents the exhaust system. The intake system comprises inlet environment
conditions, runner pipe, port dimensions, and intake valve. While modelling, each
component needs to be considered and, some critical parameters are required as
input for a decent accuracy while predicting. Table 9.1 shows the required general
parameters for 1D modelling of a SI engine.

9.3.3.1 Combustion Model Selection

There are three main combustion models: non-predictive combustion model,
predictive combustionmodel, and semi-Predictive combustionmodel (Kumar 2021).

Non-Predictive Combustion Model

This type of combustion model requires an imposed burn rate as a function of crank
angle degrees. Combustion would be controlled by the imposed burn rate, regardless
of any other in-cylinder conditions. This model assumes that sufficient fuel is avail-
able in the combustion chamber to follow the imposed burn rate. Hence, the burn rate
remains unaffected by other variables such as residual mass fraction, trapped mass,
injection timing, etc. This model is helpful to study the effect of variable parameters,
which do not affect the fuel burn rate. However, thismodel is not suitable for studying
engine variables, which directly implies the burn rate. A predictive or semi-predictive
combustion model is preferred to study these variables that directly correlate with
the burn rate. For example, suppose someone wants to study the effect of injection
profile and injection timing in a diesel engine. In that case, the predictive capability
must have meaningful results since these parameters strongly affect the burn rate.
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Semi-Predictive Combustion Model

The semi-predictive combustion model is weakly sensitive to the engine variables
that substantially affect the burn rate. This model responds appropriately to these
variables. However, this does not use any physicalmodel to predict their implications.
This model may be an appropriate choice for predictive modelling in some cases.

Predictive Combustion Model

This type of combustion model is preferable for different engine simulations. Predic-
tive combustion models are an appropriate choice for all simulations. There are prac-
tical factors that make non-predictive combustion models preferable in certain situ-
ations. It requires calibration with measured data to provide accurate results. The
model imposes a burn rate to predict the in-cylinder pressure. However, if the burn
rate is not available, it can be obtained using experimental data generated under
known test conditions.

Burn-rate prediction from the known in-cylinder pressure history is obtained using
the reverse run method. In this method, inputs and outputs of the calculations are
reversed from the typical engine combustion calculations. In the forward run, in-
cylinder pressure comes out as an output, and the burn rate serves as an input, and the
reverse run is vice-versa. Hence two-zone combustion approach has been followed
to predict the burn rate. Two-zone generally considered are the burnt zone and the
unburned zone. The reverse run uses the same set of equations as the forward run,
including thermodynamics and combustion. In the reverse run method, the amount
of fuel being transferred from the unburned zone to the burned zone is iterated
for each time step until its in-cylinder pressure matches the measured in-cylinder
pressure. Two approaches can be used to predict the apparent burn rate from the
experimentally measured in-cylinder pressure trace. The first approach is based on
closed volume analysis, also known as ‘cylinder pressure only analysis’ (CPOA),
and the second approach is ‘three pressure analysis’ (TPA). Both methods follow the
same basic functions to calculate the burn rate and produce similar results. However,
these two approaches differ in the way they require necessary additional input data
such as trapped air and fuelmass, heat transfer in addition to themeasured in-cylinder
pressure-crank angle history.GT-power uses different heat transfermodels as per data
availability, such as the WoshiniGT model is used to predict the heat transfer when
swirl parameters are not available. There are several other heat transfer models, such
as WoschiniHuber, WoshiniSwirl, where more accurate prediction is possible with
the availability of required initial conditions. The details of these models have been
explained in our previous publication (Valera et al. 2020). If spatial and temporal
variations within the cylinder are required with high accuracy, using more complex
3D CFD modelling becomes essential. 3D computational modelling requires high
computational resources.
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9.3.4 3D Model Preparation Using CONVERGE CFD

In this section, 3Dmodel preparation steps for the spark-ignition engine are discussed.
For the model preparation, the computational boundary needs to be prepared.
CONVERGE has two platforms, namely ‘CONVERGE Studio’ and ‘Solver,’ to
set up the model and run simulations, respectively. CONVERGE studio is designed
for case Preparation and setting up different boundaries. CAD models of different
components such as cylinders, valves, ports, pistons need to be prepared and assem-
bled. Initial geometry diagnosismay be required and taken up inCONVERGEstudio,
and boundary conditions need to be assigned, as mentioned in the 1D modelling
section. Moving boundary conditions can also be specified by enabling transient
boundary conditions.

Figure 9.4 shows an example model prepared for 3D simulations. Unlike 1D,
3D simulations solve the governing equations (mass, momentum, and energy) in all
three directions. Thus, the spatial and temporal variations within the computational
domain can be analyzed. It requires a complete reaction and transport mechanism
for a particular fuel for solving involved transport phenomena. CONVERGE can
generate run time mesh structure and assign the embedding region where more fine
meshing is required with appropriate grid size. This is one of the essential features
of this software since mesh generation was always challenging and time-consuming
for complex geometry, especially near the wall region.

Fig. 9.4 Different views of port fuel injected (PFI) spark ignition engine
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Fig. 9.5 Computational domain of the model, showing single and twin spark plug configurations
(Duan et al. 2020)

Case Study: Effect of twin Spark Plug on Engine Performance and Emissions

Duan et al. analyzed the effect of the twin-spark plugs on the combustion and perfor-
mance for the lean operation of a natural gas engine (Duan et al. 2020). They first
validated the model with the experimental results using one centrally located spark
plug for carrying out the investigations, as shown in Fig. 9.5a. Other boundaries
such as exhaust and intake port, intake and exhaust valves, piston liner can also be
observed in Fig. 9.5.

The location of the spark plasma has a strong impact on the initiation of combus-
tion as it starts the initial flame kernel. After that, flame development occurs in
the combustion chamber. Any deviation in the spark timing, spark location, and the
number of sparks will severely affect the engine performance, combustion, and emis-
sion characteristics. The main advantage of multiple sparks is that they can extend
the lean limit of the fuel–air mixture and contribute to lesser NOx emissions. In the
present case, a physical model was developed using 3D CONVERGE CFD, which
offers run timemesh generation and can solve complex chemical kinetics. Themodel
validation using the experimental data was done for a single spark plug.

Further, the twin spark plug location was chosen to be symmetrically opposite, as
shown in Fig. 9.5b. The different percentages of EGR (5, 10, 15%) and their effects
were compared for single and twin spark plug configurations. Figure 9.6 shows a
comparative plot of the in-cylinder pressure and heat release rates for different condi-
tions. Figure 9.6a shows that the peak in-cylinder pressure for the twin spark plug
was significantly higher than the single spark plug with no EGR case. By introducing
EGR (5 and 10%), the peak in-cylinder pressure was somewhat lower than a twin
spark plug with no EGR case. However, the cylinder pressure was still significantly
higher than a single spark plug engine case. Moreover, with 15% EGR and twin
spark plug, the in-cylinder pressure was lowest among all cases. This trend was also
supported by the heat release rate curve, as shown in Fig. 9.6b. The heat release rate
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Fig. 9.6 In-cylinder pressure andheat release rate comparisonof simulated and experimental results
for different EGR % obtained for single and twin spark plug configurations (Duan et al. 2020)

of the twin spark plug (with and without EGR) wasmuch higher than the single spark
plug, except for a twin spark plug with a 15% EGR case. It can be concluded that an
EGR of up to 10% was favourable with a twin spark plug configuration. The result
obtained is from numerical analysis needs experimental validation. The authors also
investigated spatial parameters such as flame development within the combustion
chamber and used the ‘SAGE’ combustion model to predict the combustion. The
total flame kernel volume of the initial spark was observed to be larger than a single
spark, which was obvious. Flame propagation speed was faster for the twin spark
plug.

9.4 Advance Ignition System for SI Engines

Conventional ignition systems have several limitations and shortcomings. The
required voltage and energy are relatively higher for initiating dilute stoichiometric
combustion with a conventional spark plug. Furthermore, higher voltage imposes
reliability problems such as spark plug erosion, degradation of electrodes, and recur-
rent replacement of spark plugs (Bisetto et al. 2006). Some advanced ignition systems
in the research phase can downsize the engines and ignite the leaner mixture. Several
new spark plug systems include laser-induced ignition, corona ignition, and turbulent
jet ignition systems. In the following sub-section, some of these alternative ignition
systems have been discussed.
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9.4.1 Laser-Induced Ignition

Laser-induced ignition is an innovative concept to ignite the fuel–air mixtures in
an internal combustion engine. It uses a couple of optical elements to focus the
laser beam at any location within the combustion chamber. It has the potential to
overcome various problems common to conventional ignition systems. LI can be
used for different engines such as IC engines, rocket engines (ramjets, scramjet),
and gas turbines (Kumar and Agarwal 2020; Lorenz et al. 2016; Azarmanesh and
Targhi 2021;Morsy 2012). ALI system for IC engine applications needs to overcome
critical challenges faced by SI engines such as inappropriate combustion, lesser lean
limit, higher NOx emissions, and lower efficiency.

9.4.1.1 Fundamentals of Laser Ignition

An intense laser beam is focused in the combustion chamber, where a subsequent
breakdown of gaseous molecules initiates combustion. Figure 9.7 shows the basic
principle of operation. An intense laser beam of a short pulse is focused into the
combustion chamber with the help of suitable optical components, and a bright
plasma is generated at the focal spot of the laser focusing lens (Azarmanesh and
Targhi 2021).

There are four well-knownmodes by which laser beam can interact with the fuel–
air mixture to initiate the combustion. These modes are (i) photochemical ignition,
(ii) thermal ignition, (iii) resonant ignition, and (iv) non-resonant ignition (Kumar
and Agarwal 2020; Morsy 2012).

In the photochemical mode of interaction, a laser source of resonant wavelength
with absorbing medium is used. Target molecules get dissociated into atoms, and
the chain branching mechanism generates highly reactive radical species. Also,
there is no electrical breakdown. The local temperature rises due to the collision
of produced radicals with nearby molecules, leading to ignition. However, due to
collision, produced radicals may recombine with themselves or nearby molecules.
Studies (Chou and Zukowski 1991; Lavid and Stevens 1985) suggest that full-scale

Fig. 9.7 Different stages of
laser ignition of fuel–air
mixture (Azarmanesh and
Targhi 2021)
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combustion starts when the production rate of radicals is higher than their recombi-
nation rate in photochemical ignition. Reported studies also concluded that radical
concentration to initiate the combustion process should be in the range of 1017–1018

atoms/cm3. This is not favourable for IC engine applications due to disadvantages
such as close match requirement of laser wavelength and absorbing molecules in
the medium. However, fuel concentration varies from rich to lean in the engine,
depending on the engine load and test conditions. In the thermal mode of interac-
tions, ignition occurs without the electrical breakdown. The laser source is used to
excite the gaseous molecule in translational, vibrational, or rotational modes. This
leads to the generation of radicals of gaseous molecules, and indirect heating leads to
the start of chemical reactions, consequently starting the ignition. A continuous-wave
(CW) laser can achieve this ignition mode. However, this mode of LI is generally not
preferred in IC engine applications since it takes longer to ignite the fuel mixture,
requires a solid target to start the chemical reactions, and is difficult to ignite the
leaner mixtures (Tanoff et al. 1995).

In the resonant mode of laser-induced ignition, the ignition process starts with
non-resonant photodissociation of the molecules of the medium, followed by reso-
nant photoionization of atoms created during the dissociation processes (Forch and
Miziolek 1991). Both these events occur in a sequence, leading to the formation of
seed electrons in the vicinity of the incident laser beam. After that, the seed’s elec-
trons gain energy by absorbing photons or from generated energy because of colli-
sions. This phenomenon is also referred to as an ‘inverse bremsstrahlung process.
When these seed’s electrons gain enough energy, they collide with nearbymolecules,
generating more free electrons. This way, a chain reaction starts, which increases the
electron density in the vicinity of the focal region of the beam. This further leads to
electron avalanche and the electrical breakdown of gaseous molecules. This mode of
laser-induced ignition is exceptionally efficient over the others. However, it involves
rigorous complexity. This mechanism requires tuning the laser to produce a laser
beam of wavelength equivalent to the molecular length of the combustible mixture.
Otherwise, two different lasers, one for the photodissociation process and the other
for the ionization process, are used. Therefore, the resonant mode is not suitable
for practical engine applications. In the non-resonant mode of laser-induced igni-
tion, the process is somewhat similar to the resonant mode of ignition. However,
it involves non-resonant multiphoton ionization of molecules. This laser-induced
ignition does not require a close match of molecules and laser wavelengths, making
it feasible for IC engine applications. Two different processes, multiphoton ioniza-
tion breakdown and electron cascade ionization dominate the non-resonant laser-
induced ignition, depending on fuel–air mixture composition and the laser parame-
ters (Phuoc 2006; DeMichelis 1969). The former involves simultaneous absorption
of photons required to achieve ionization potential. Electrons generated gain energy
via the bremsstrahlung process. However, the cascade ionization is the reverse of
the bremsstrahlung process. Electrons lose their energy to nearby molecules through
collisions. Here ignition starts when the rate of energy absorption from photons
overcomes the rate of losses. Table 9.2 summarizes the significant characteristics of
different laser-induced ignitions.
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Table 9.2 Summary of characteristics associated with different types of laser-induced ignitions

Ignition types Characteristics

Photo chemical ignition Minimum radical concentration to initiate the combustion process
should be in the range of 1017–1018 atoms/cm3

Require close match between laser wavelength and absorbing medium
molecules
Not favourable for IC engine applications

Thermal ignition A laser source is used to excite the gaseous molecules
A continuous-wave laser can achieve it
It takes a long time to ignite the fuel–air mixtures
Require solid target to start the chemical reactions
Difficult to ignite lean mixtures
Not Suitable for IC engine applications

Resonant Ignition Extremely efficient ignition
Require tunable laser to achieve ignition
Complex and expensive
Not favourable for IC engine applications

Non-resonant ignition Different types of lasers can be used
A tunable laser is not required
Can ignite different types of fuels (gaseous or liquid)
Any particular wavelength is not necessary to initiate the combustion
Can ignite leaner fuel–air mixtures
Favourable for practical engine applications

9.4.1.2 Laser-Induced Multi-point Ignition

One of the primary advantages offered by the LI system is to direct the laser beam
to several spots in the combustion chamber that eventually allow the ignition of the
fuel–air mixture at several locations simultaneously. This technique of achieving
laser-induced ignition, called multi-point ignition, increases the engine’s combus-
tion efficiency and overall performance. Laser-induced multi-point ignition offers
many advantages over single-point ignition. It improves the in-cylinder combustion
characteristics by shortening the flame propagation distance, resulting in a shorter
combustion duration (Lavid and Stevens 1985). Some researchers (Dale et al. 1997;
Saito et al. 2017; Kuang et al. 2017; Grzeszik 2017) explored various aspects of
the multi-point technique and highlighted its advantages over the conventional spark
plug and single-point LI techniques. Evaluation of multi-point ignition is still in its
infancy and needs further experimental investigations and development. Grzeszik
et al. experimented with three-point ignition for gasoline engines and found an
increase in operational lean limit, lower fuel consumption, and lower NOx emissions
(Grzeszik 2017). Vasile and Pavel demonstrated that the multi-point ignition of the
methane-airmixture using a fibre-coupled laser diode-pumped, passivelyQ-switched
Nd:YAG/Cr4+:YAG compact laser with four-output laser beams in a constant volume
combustion chamber (CVCC) (Vasile and Pavel 2021). Four laser beam outputs were
used with beam pulse energy of 3.8 mJ at 0.9 ns pulse duration. Sapphire windows
were installed in the periphery of the CVCC for the incoming laser beam, and several
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inlets and outlets port were made for facilitating the gas exchange process. They used
four fibres of 600 μm diameter with a numerical aperture, NA = 0.22, to pump the
laser beam. They performed several primary investigations to ensure the four-beam
output of the same energy. Beam quality factor (M2) of 4.8 was reported for all four-
beam output from the laser. The schematic of the laser and optical breakdown of the
air is shown in Fig. 9.8.

Figure 9.9 shows the excess pressure variations with time for different λ under
single and multi-point ignition in a CVCC. They concluded that the multi-point
LI showed increased excess pressure than the baseline single-point ignition. It was
reported that the multi-point technique widened the flammability limit of ignition
up to λ = 0.91–1.77 for the rich and lean mixtures. For all values of λ, the excess
pressure was somewhat higher for the multi-point ignition technique than for the
single-point ignition.

Fig. 9.8 a Schematic of multi-point laser ignition with four focused beams, and b multi-point air
breakdown by each beam (Vasile and Pavel 2021)

Fig. 9.9 Variations of the
excess pressure with time at
1 bar initial CVCC pressure
for different methane-air
mixture proportions (Vasile
and Pavel 2021)
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9.4.1.3 Laser-Induced Engine Characteristics

IC engines with conventional spark ignition can be retrofitted with a laser-induced
ignition system. An engine’s performance and combustion characteristics with LI
are superior to conventional ignition. Azarmanesh and Targi compared the laser and
conventional spark plugs by modelling the thermodynamic combustion of methane-
air mixtures (Azarmanesh and Targhi 2021 Feb). They reported an 8% improvement
in thermal efficiency for the lean methane-air mixture (λ = 1.42) and 10% higher
maximum pressure for LI. Also, after extending the lean limit about (λ = 1.66),
the unburnt mixture proportion was relatively higher within the cylinder, resulting
in inferior efficiency when ignited using the conventional spark plug; however, after
implementing aLI system, the combustion quality improved, and efficiency increased
by ~ 21%. Several other studies reported an increased peak pressure, rate of pressure
rise, and HRR with LI (Pal and Agarwal 2015; Srivastava and Agarwal 2014).

Birtas et al. (2019) developed a LI system mounted directly to the cylinder head,
shown in Fig. 9.10. A similar approach was also reported (Pavel et al. 2017; Birtas
et al. 2017) for analyzing the potential of the LI system. They used optical fibres
(0.6 mm diameter, the numerical aperture NA = 0.22) to transfer the pump light to
the activemedium. This system delivered energy of ~ 4mJwith 0.8 ns pulse duration.
The engine used for the study was a 4-cylinder Renault engine. The laser system was
triggered by ECU installed with the engine. By optimizing the spark timing for the
air–fuel mixtures, they concluded that onlyminor engine performance improvements
could be achieved using the LI system for the stoichiometric mixture. However, for
lean mixture operation, LI improved the engine performance significantly. With a
leaner mixture, combustion duration was lower, and combustion stability was better.

Lied et al. investigated the effect of plasma location using different converging
lenses in the GDI engine cylinder and concluded that the optimum location of the
laser-plasma was the center of the combustion chamber. At this location, the lowest
BSFC was observed (Liedl et al. 2005).

Fig. 9.10 a Laser ignition system with four laser spark plugs showing plasma formation in the air,
b experimental setup installed with the laser ignition system (Birtas et al. 2019)
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Prasad et al. (2021) experimented with the laser ignited hydrogen-enriched
compressed natural gas (HCNG) fueled boosted single-cylinder engine. They
concluded that brake-specific fuel consumption (BSFC) in LI mode was lower than
conventional spark ignition (SI) mode. A recent study adopted a computational
approach to predict the LI for methane-air mixture in IC engines (Azarmanesh and
Targhi 2021). They modelled the combustion in four different stages, as shown in
Fig. 9.11a. This multi-zone methodology (Mahabadipour et al. 2019) validated the
in-cylinder pressure, as shown in Fig. 9.11b. For simulating LI conditions, it was
assumed that the mixture would absorb the energy ~ 150 mJ.

Figure 9.12a shows that peak in-cylinder pressure for LI was higher than the
conventional spark plug for stoichiometric conditions. Also, combustion duration
was reduced (~3 ms) for LI. After diluting the fuel–air mixture, LI became more
promising and showed a significant increase in the in-cylinder pressure at λ = 1.66,

Fig. 9.11 a Flow chart of stages involved in combustion, b validation of experimental in-cylinder
pressure (Azarmanesh and Targhi 2021)

Fig. 9.12 Comparison of the in-cylinder pressure vs crank angle degree curves for the laser and
spark plug ignitions at different stoichiometric conditions a λ = 1, and b λ = 1.66 (Azarmanesh
and Targhi 2021)
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as shown in Fig. 9.12b. They also reported that the rate of burning of the methane-air
mixture was higher for the LI.

9.4.1.4 Advantages, Limitations and Future Prospects of Laser Ignition

From the literature discussed in the previous section, it can be concluded that the
LI system has a significant advantage over the conventional ignition systems. It
improves the combustion process by allowing the ignition of extended lean fuel–air
mixtures. LI system provides the flexibility to choose an ignition location within the
combustion chamber. Location change of ignition point can be changed by employing
converging lenses of different focal lengths or by translating the converging lens in
the plug along the direction of the laser beam (Grzeszik 2017). There is no intrusion,
unlike conventional spark plug, and hence there is no quenching effect to the flame
kernel in the combustion chamber. Several challenges, including the delivery of laser
beam to the combustion chamber, powering the laser from the small-sized vehicle
battery and making compact laser need to be addressed for realizing the LI system
adaptation for practical engine applications. The open beam path approach is suitable
only for laboratory-scale experiments and is unsuitable for practical engine appli-
cations. The open beam path approach uses several optical components and suffers
from alignment issues and high-power transmissivity losses in the optics (lenses and
mirrors). For multi-cylinder engine applications, closed path fibre delivers the laser
beam, providing flexibility and resolving the alignment issues. The fibre delivery
approach can also be used with a multiplexing system to ignite the multi-cylinder
engine using a single laser source. However, the fibre used for transmitting the laser
beams involves higher losses. A multiplexing system is a desirable alternative by
which one laser may be used to ignite multiple cylinders. For successful imple-
mentation, engines should be optimized for laser beam multiplexing. This approach
may overcome high-cost issues associated with a single laser per cylinder for multi-
cylinder engine applications. Some other technical aspects must be considered and
resolved to realize the LI system for production-grade engines. Optical windows
for passing the laser beams should be more robust to sustain harsh conditions at
different engine loads with minimum transmission losses. The size of the laser spark
plug should be optimized to fit in the existing engine, and mass production of laser
ignition systems should be undertaken to make them economical. A close-loop igni-
tion control coupledwith ECUmay help trigger the laser at the right time for different
cylinders. Multi-location plasma would help reduce the combustion duration with
faster flame propagation to improve gaseous and liquid fuel combustion. Underlying
physics at optimizing the plasma locations is still in the research phase. A compu-
tational study may help to understand the molecular characteristics at the ignition
location. LI for the GDI engine application seems promising for different engine
operation modes, particularly in the stratified mode.
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9.4.2 Corona Ignition

This ignition system utilizes a series of circuits with a coil and capacitor. Series of
circuits produce a high voltage at the tip of the igniter to generate corona. When
a very high electrical field is enforced to a sharply curved and blunt surface, the
voltage reaches a state that can break down the gas molecule in the vicinity. This
local breakdown is in the form of a glow discharge, usually referred to as corona
or electric wind, and hence the term corona ignition has been conceptualized. The
magnitude of local voltage required here is lesser than the voltage generated in the
conventional spark plug ignition for the same gap length. Corona ignition does not
contain any ground electrode. Corona ignition covers a large combustion chamber
volume and can ignite leaner mixtures that may not be ignitable by the conventional
spark ignition.

9.4.2.1 Fundamentals of Corona Ignition

Corona ignition system uses series of resonant resistance-inductance-capacitance
(R-L-C) circuits. The basic layout of the circuit is shown in Fig. 9.13a (Cruccolini
et al. 2020). This electronic system is integrated with an igniter assembly, which is
responsible for delivering high-frequency power to the igniter as per the feedback
received from the ECU. The combination of resistance and inductor is connected in
series, and this system amplifies the low to high voltage. Capacitors are installed at
the firing end of the igniter plug installed in the cylinder head, as shown in Fig. 9.13b.

When a high voltage is applied to the igniter, the free electrons are accelerated
because of the developed electromotive force and collide with the available gas
molecules in the vicinity of the igniter plug. The ionization of gas molecules starts
when the kinetic energy of electrons reaches the threshold limit of the ionization
energy of the fuel–air mixture (gas molecules). This results in electron avalanche,

Fig. 9.13 a Electric circuit for corona ignition, and b schematic of corona igniter assembly
(Cruccolini et al. 2020)
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Fig. 9.14 a Corona igniter, b corona igniter installed in the combustion chamber (Discepoli et al.
2018)

and branch chain reaction leads to the breakdown of gas molecules. Discepoli et al.
analyzed the energy required for the primary circuit of single and multi-point spark
ignition and then compared it with the corona ignition (Fig. 9.14) (Discepoli et al.
2018). They reported that with increasing chamber pressure, the required energy for
a primary circuit remains approximately constant, while for multiple spark cases,
it decreases slightly. The required energy for corona ignition is independent of the
chamber pressure.

9.4.2.2 Corona Ignition Engine Characteristics

Cimarello et al. investigated the effect of corona ignition using an optical engine for
gasoline-air mixture and compared it with the conventional spark-ignition engine
(Cimarello et al. 2017). Their study focused on flame development, stability, and
lean limit operations. ECU was used to trigger the circuit at the right timing. They
concluded that corona ignition showed four times faster flame propagation compared
to conventional spark ignition. They claimed ~ 88% NOx reduction by adopting the
corona ignition system. NOx reductionwas observed primarily because corona could
ignite leaner mixture at multi-spots simultaneously. At low load and speeds, corona
ignition allowed the extension of lean operation by 0.25 λ. Cruccolini et al. also
experimented with the corona ignition in optical engines using gaseous fuels (H2

and Methane) (Cruccolini et al. 2020). They reported that when corona ignition was
employed for methane fuelled engine, there was a guaranteed extension of 0.15 λ

for the lean working limit at different engine loads. By hydrogen enrichment of the
mixture, a further extension of 0.25 λ was achieved in the lean limits.

A sharp transition between stable and unstable conditions was observed for
conventional spark ignition for different HCNG mixtures. However, this transition
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Fig. 9.15 Comparison of flame probability during 1% MFB for λ = 1.4 and λ = 1.6 for methane
and hydrogen (Cruccolini et al. 2020)

was rather smoother in corona ignition. Hydrogen enrichment reduced cyclic vari-
ability with corona ignition; however, adding hydrogen increased the NOx emissions
at stoichiometric conditions. Figure 9.15 shows the probability of flames at 9 mm of
average equivalent radius (equivalent to 1% of MFB) for CNG and HCNGmixtures.
Dark red contour represents 100% probability of the burned area while black repre-
sents the background. The figure shows that the corona ignition exhibited more dark
areas than the spark ignition for both fuels and lambda conditions.

Ignition phenomenawere captured using a high-speed camera. The shape of flame
propagation was somewhat circular for spark. However, for corona ignition, a four-
leaf flame structure was observed. Also, the flame presence probability increased
upon adding hydrogen than the methane-fueled engine in corona ignition. The four-
leaf flame structure was absent for lean mixtures of λ = 1.4–1.6 in methane fuelled
engine. Marko et al. reported an increased EGR compatibility from 27% in spark
ignition to 32% in corona ignition (Marko et al. 2017). Lower cyclic variations,
stable combustion, and improved efficiency were observed with the corona igni-
tion. Improved combustion characteristics of corona ignition are attributed to the
faster flame propagation and leaner mixture operation. Mariani et al. experimented
with the corona ignition in a spark-ignition engine and compared its efficiency and
emissions (Mariani et al. 2013). They reported reduced combustion duration and
increased engine efficiency in the range of 2–5%. There was a slight reduction in
HC and CO emissions reported under some operating conditions. However, the NOx
emission was considerably higher in corona ignition because of higher in-cylinder
temperatures due to faster combustion.
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9.4.2.3 Advantages, Limitations, and Future Prospects of Corona
Ignition

Corona ignition covers a larger combustion chamber volume, resulting in faster
flame propagation and smoother combustion. Corona can ignite leaner mixtures,
which may not be ignitable by the conventional spark plugs otherwise. Also, the
corona ignition system requires no separate ground electrode, which minimizes the
heat loss associated with electrodes. However, there are associated challenges in the
formation of the corona arc.When ametal surface is placed near the streamers (corona
discharge), an arc is formed. However, it is essential to control the duration of the arc
for the ignition of fuel–air mixtures, and further arcing may lead to excessive wear
of sharp tips. The required input energy is higher in the corona ignition compared to
the conventional spark ignition. Ignition events near the tip may be analyzed using
optical diagnostic tools since corona ignition can ignite relatively leaner gaseous
mixtures in the direct injection SI engines.

9.4.3 Turbulent Jet Ignition

Turbulent Jet Ignition (TJI) was first adopted in the two-stroke Ricardo Dolphin
engines in the early twentieth century (Toulson et al. 2010). It uses a separate chamber
where ignition starts with the help of a spark plug. Therefore it was also referred
to as a pre-chamber spark ignition system. This ignition system facilitated to ignite
leaner fuel–air mixtures, which are not easy to ignite using conventional spark plugs.
However, this approach of igniting was not used widely in commercial engines
because of associated complexity and the increased cost of the additional chamber
in the cylinder head. In the recent past, the interest in lean combustion has increased.
Hence TJI is being revisited by researchers from the automotive community.

9.4.3.1 Turbulent Jet Ignition Fundamental

TJI system consists of two chambers; the first one is known as prechamber, where
the rich fuel–air mixture is made available for ignition with the help of a spark plug,
and the second one is known as the main chamber where a lean fuel–air mixture
is inducted. Here combustion is initiated in the prechamber, and due to increased
chamber pressure, the flames and partially unburnt charge are forced to the main
chamber via nozzle holes. The burning charge comes from the prechamber in the
form of hot gas jets via a nozzle responsible for igniting the lean fuel–air mixture
available in the main chamber. TJI is further referred to as stratified or homogeneous,
depending on the mixture strength of the prechamber. In the stratified TJI system, a
secondary injector injects the fuel into the prechamber, creating a rich mixture. The
leaner mixture is inducted into the main chamber via the intake port. However, in
the homogenous TJI, no separate injector is required for the prechamber, and fuel
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is injected only to the main chamber (either directly or via the port). Here the fuel–
air mixture of the main chamber enters the prechamber via nozzle holes, and then
ignition starts using a spark plug. Generally, in both modes of operation, the volume
of the prechamber is kept very small (~3% or less than the clearance volume), and it
does not affect the overall fuel consumption (Toulson et al. 2010).

9.4.3.2 Turbulent Jet Ignition Engine Characteristics

For the engine application of TJI, a compact prechamber is made in the vicinity of
the spark plug in the cylinder head. Distaso et al. performed a numerical study to
analyze a methane fuelled engine (Distaso et al. 2020). 3D CFD study is essential to
understand the mixture characteristics and in-cylinder combustion behaviour. CFD
study provides insights into physical and chemical phenomena in the prechamber,
which is challenging to observe experimentally. Initially, they validated the CFD
model against the experimental data. The model was developed using commercial
softwareCONVERGE, and the prepared computational domain is shown inFig. 9.16.

Figure 9.17a–f represents the simulated results of TKE and the streamline pattern.
For differentiating the stream traces, combustion event was categorised as filling and
scavenging (150–134 CAD bTDC), mixing (134–22 CAD bTDC), flame propa-
gation (22–7 CAD bTDC), ejection (14.4–4 CAD bTDC), re-burning (4–16 CAD
bTDC), and expulsion and Extraction (16–172 CAD bTDC) (Distaso et al. 2020).
Figure 9.17a shows the fuel injection in the prechamber, where the scavenging
happens to expel some trapped residual gas. In the mixing phase, the rich mixture
in the prechamber gets diluted by a leaner charge. Flow entering the prechamber
increases the turbulence slightly; however, the TKE value remains low (Fig. 9.17b).
In a conventional SI engine, high turbulence levels negatively affect the flame kernel
growth. However, the TJI system overcomes this issue because the kernel is devel-
oped in the upper part of the prechamber, where turbulence intensity is lower than
the main chamber (cylinder). At -22 CAD, the spark is triggered, and the flame

Fig. 9.16 a Proposed TJI configuration, b computational domain near TDC (Distaso et al. 2020)
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Fig. 9.17 Streamline traces and contour of TKE in a longitudinal plane for different events
(methane, λ = 1.3) (Distaso et al. 2020)

propagation phase is initiated. In the ejection phase, multiple flame fronts are gener-
ated. Flow direction is inverted in the main chamber after the combustion events
are initiated. This can be observed in Fig. 9.17e. The contour plot study showed
that prechamber geometry and fuel injection strategy played the main role in mixing
and combustion characterization. At the start of the spark, obtaining an optimized
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equivalence ratio distribution is important for improved performance and lower emis-
sions. A higher in-cylinder pressure was reported with the TJI system compare to
the conventional ignition system. Since a prechamber dominated the initiation of
combustion, it promoted superior mixing and minimized the flame quenching in the
main combustion chamber.

TJI system showed superior combustion stability, and its ignition energy require-
ment was lower for the lambda ranging from λ = 1–1.8. This may allow compact
ignition coil and spark plug use, resulting in lower engine operating costs and compact
packaging (Attard et al. 2010). The compression ratio of the engine can be increased
without the possibility of knocking in the leaner mixture. It was predicted that an
engine with a TJI system might achieve the indicated efficiency of up to 45%, which
is more than the peak thermal efficiency achieved by the HCCI engines (Attard and
Parsons 2010). Many researchers concluded that reduced NOx emissions would be
possible for the TJI engine because of the lower temperature developed in the main
chamber (Toulson et al. 2010; Alvarez et al. 2018 Jan). Furthermore, higher HC
and CO emissions were reported with the TJI system. However, there is a scope to
design an optimized prechamber that can promote even greatermixing and enhancing
combustion parameters leading to lesser emissions and improved thermal efficiency.

9.4.3.3 Advantages, Limitations, and Future Prospects of Turbulent Jet
Ignition

With increasing demands for an efficient engine with high power output and reduced
emissions, the TJI engine has a significant role in a new generation engine with
advanced technology. Engine with TJI system can offer several advantages over
conventional ignition systems. The extension of lean limit operation is possible with
the TJI system. Since it employs two combustion chambers (pre and main chamber),
it offers greater control on the ignition events. TJI engine produces multiple and
distributed sites in the main chamber, which provide a fast-burning rate in the main
chamber with nominal cyclic variations. Also, the TJI systemmayworkwith a higher
compression ratio since the tendency to knock is reduced by faster flame propaga-
tion. TJI provides flexibility to work in all ranges of engine loads without complex
hardware systems. However, TJI involves challenges in handling fuel injection in
the first chamber (prechamber). Therefore, research and development activities on
injectors have to be taken up to inject the fuel effectively in the prechamber without
any associated surface losses. An extensive computational study is also required to
understand the underlying physics of mixing and flame growth from the prechamber
to the main chamber. Higher improved combustion stability led to superior engine
performance. However, HC emissions were also higher for the TJI system due to the
additional surface area of the prechamber.
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9.5 Concluding Remarks

Higher energy demand and stricter emission norms can be met by comprehensively
analyzing the combustion events and parameters influencing them. The ignition
system is responsible for igniting the fuel–air mixture in a SI engine. Ignition of
the mixture has a significant effect on the flame evolution, growth, and propaga-
tion, consequently affecting the combustion. This chapter covers the importance of
newer ignition systems and their evolution for IC engine applications. 1D and 3D
modelling for SI engines have been included. The effect of the twin spark plug system
promises a faster burn rate, leading to reduced combustion duration and improved
combustion characteristics. Igniting leaner fuel–air mixture may not be possible with
a conventional ignition system. Ignition of the lean mixture can be achieved by using
advanced ignition systems such as laser-induced ignition, turbulent jet ignition (TJI),
corona ignition. Laser-induced ignition is an electrodeless ignition system that gives
the freedom to choose the ignition location anywhere in the combustion chamber,
leading to improved combustion control. With laser-induced ignition and turbulent
jet ignition, multi-point ignition is possible inside the engine combustion chamber.
Therefore, considerable improvement in the flame propagation rate leading to lower
combustion duration and improved combustion is possible. However, the practical
application of advanced ignition systems faces several challenges that need to be
resolved. In this chapter, the associated challenges and prospects are discussed.
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Chapter 10
Methods in S.I. Engine Modelling:
Auto-calibration of Combustion and Heat
Transfer Models, and Exergy Analysis

Sami M. M. E. Ayad , Carlos R. P. Belchior , and José R. Sodré

Abstract This chapter reports on aworkflow aimed at obtaining deeper insights into
spark ignition engines using thermodynamicmodelling.Thisworkflow is divided into
two steps: (i) Auto-calibration of combustion and heat transfer models using AVL
Boost® andAVLDesignExplorer; and (ii) in-cylinder exergy analysis usingWolfram
Mathematica®. Model calibration is usually based on experimental pressure curve
and combustion data. However, there is a gap inmethods that generate accurate simu-
lation results, while calibrating the combustion and heat transfermodelswithout prior
experimental results. Thus, the authors proposed an approach in their earlier work to
address this gap. In this chapter, this proposed approach has been complementedwith
exergy analysis to form a complete workflow for engine research using simulation.
This workflow was applied to a 4-cylinder gasoline engine template model as a case
study. First, the combustion and heat transfer models are parametrized and used as
design variables of an optimization problem. The objective functions in this problem
are the combustion phasing, here defined as the crank angle inwhich the peak cylinder
pressure occurs CApp, and the mechanical load, here defined as the indicated mean
effective pressure IMEP. The appropriate temperature constraints were included to
guarantee that the engine model was representative of the physical problem. The
optimization problem is then solved for a target IMEP and CApp and the results are
analyzed. Afterwards, we begin the exergy analysis of the engine to obtain deeper
insights. The resulting curves for the thermodynamic state properties and species’
molar fraction are exported from the simulation software to a program in Wolfram
Mathematica that does the exergy analysis of the engine, providing deeper insights
into the useful work available in the engine, losses due to heat transfer, losses in the
exhaust gases, and combustion irreversibilities. This analysis can be very useful in
determining the best fuel mixture, operating conditions, and areas for improvement.
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Keywords Engine simulation · Calibration model · Cylinder pressure · Engine
modelling · Spark ignition engine · Exergy analysis

10.1 Introduction

Naturally, the development of engines that adopt new technologies, fuels, or configu-
rations requires extensive investigations to evaluate the impact on their performance
and emissions. Another purpose of these investigations is to calibrate the engine
operation to these new conditions (Shivapuji and Dasappa 2017; Matuszewska et al.
2016). In that sense, the parametrization of data maps for optimal engine operation
is defined as engine “calibration” (Grasreiner 2012). These, in turn, usually require
significant labor, resources, and time (Faria et al. 2017). Therefore, the use of simu-
lation is an economical way to address these issues as it allows extensive engine
investigations with minimal physical infrastructure requirements (Caton 2016). In
this chapter, a simple method to auto-calibrate the combustion and heat transfer
model parameters is presented and applied. This method was first proposed by the
authors and validated for engines using ethanol, hydrogen and natural gas as alter-
native fuels (Ayad et al. 2021). The validation consisted of a comparison between
the pressure curve versus crank angle, which in turn, represent the engine operating
cycle. However, further studies are still needed to verify if this approach adequately
represents its burn and heat release rates.

Nevertheless, the evaluation of a power generation system should not be restricted
to individual analyzes of energy. An approach that leverages information across a
wide range of industries can provide a much better perspective (Jalil-Vega et al.
2020) andmust include a technical overviewof the different technologies andoptions.
However, this technical overview cannot be limited to an energy analysis andmust be
able to apply technology efficiently and improve the conversion of energy resources
in society (Jaber et al. 2008).

In this sense, exergy analysis is a tool for systems design and investigation. As
such, exergy is a measure of the ability to perform useful work and is also known
as availability (Heywood 2018). Since exergy is not a conserved property, it is
destroyed by irreversibilities associated with entropy increase in actual processes.
The key phenomena causing irreversibilities in spark ignition engines include heat
transfer, combustion, friction, ormixingprocesses (Caton2006). This exergy analysis
approach differs from conventional first law analysis because it considers destruc-
tion of exergy in the evaluation of processes and systems (Mert et al. 2007). The
use of exergy analysis helps to: (i) drive technological improvements (Baldi et al.
2014); (ii) present policy insights relevant to improving energy consumption and
greenhouse gas emissions (Byers et al. 2015); (iii) identify the best paths for global
decarbonization (Valero et al. 2018).

In this chapter, exergy analysis is used to identify possible improvements to a
gasoline engine’s operation using results from a thermodynamic simulation. These
results were obtained by auto-calibrating the heat transfer and combustion model
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parameters to achieve the desired values for the mechanical load and combustion
phasing. The following sections will present the theory, computational tools and
methods behind the parameter auto-calibration method and exergy analysis. These
methods will then be applied to an example case and the results will be discussed.
This chapter aims to introduce the reader to a workflow that can accurately predict
engine cycle operation and reveal deeper insights based on exergy analysis that can
guide further engine research and development.

Therefore the two main novelties of this chapter include: (i) The validation of a
novel simulation approach (Ayad et al. 2021) to a gasoline engine operating in fuel
rich conditions. This approach had been validated with ethanol, hydrogen and natural
gas, in stoichiometric and lean conditions (Ayad et al. 2021), but not with gasoline,
nor in fuel-rich conditions. This chapter also shows mass fraction burned and heat
release rate curves, further validating this simple and flexible method; and (ii) The
extension of the simulation approach to include exergy analysis, thus constituting a
framework for advanced studies in spark ignition engines.

10.2 Theoretical Basis

This section presents the theoretical basis of the methods described in this chapter.
First, the engine cycle simulation is presented in Sect. 10.2.1, following a description
of the optimization procedure in sub-Sect. 10.2.2. Finally, a theoretical description
of exergy analysis is presented in sub-Sect. 10.2.3.

10.2.1 Thermodynamic Engine Model Description

The engine cycle was simulated using AVL Boost®. The equations and models are
described in full in the software’s theoretical manual, AVL Boost Version 2019—
Theory (2019a). However, this section presents the central mathematical equations
and simplifying hypotheses.

Figure 10.1 illustrates the 1st law energy balance within the cylinder modelled
in the software where pcdV is the piston work, dQW is the rate of heat wall losses,
hBBdmBB is the blow-by enthalpy, mc is the in-cylinder mass, pc is the pressure inside
the cylinder, Tc is the temperature inside the cylinder, V is the cylinder volume,
hidmI is the enthalpy flow entering the control volume, and hedme is the enthalpy
flow exiting the control volume. Energy conservation yields Eq. (10.1) to calculate
the rate of change of internal energy as a function of crankshaft angle (AVL 2019a):

d(mcu)

dα
=

∑ dmi

dα
hi −

∑ dme

dα
he − pc

dV

dα
+ dQF

dα
−

∑ dQW

dα
− hBB

dmBB

dα
(10.1)
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Fig. 10.1 Diagram
illustrating the in-cylinder
energy balance (AVL 2019a)

where:
d(mcu)

dα
: rate of change of in-cylinder internal energy (kJ/oCA);

−pc
dV
dα

: piston work (kJ/oCA);
dQF
dα

: rate of fuel heat release (kJ/oCA);∑ dQW
dα

: rate of wall heat losses (kJ/oCA);
hBB

dmBB
dα

: blow-by enthalpy flow (kJ/oCA);
mc: in-cylinder mass (kg);
u: specific internal energy (kJ/kg);
pc: in-cylinder pressure (kPa);
Tc: in-cylinder temperature (K);
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V : cylinder volume (m3);
QF : fuel heat released (kJ);
QW : wall heat losses (kJ);
α: crank angle (oCA);
hBB : blow-by gas specific enthalpy (kJ/kg).
AVL Boost adopts some simplifying hypotheses in Eq. (10.1) (AVL 2019a) listed

below:

• The air fuel mixture is considered homogeneous;
• The mixture in the unburned zone is considered to have a constant air–fuel ratio

during combustion;
• Based on the 2-zone modelling approach, gases in the unburnt and burnt zones

have different compositions but the same temperature and pressure;
• There was no in-cylinder fuel evaporation.

The mass conservation is presented in Eq. (10.2), in which the in-cylinder mass
variation is obtained from input and output mass flows (AVL 2019a):

dmc

dα
=

∑ dmi

dα
−

∑ dme

dα
− dmBB

dα
(10.2)

where:
dmc
dα

: in-cylinder mass flow rate (kg/ oCA);∑ dmi
dα

: mass flow entering the control volume (kg/ oCA);∑ dme
dα

: mass flow exiting the control volume (kg/ oCA);
dmBB
dα

: mass flow rate due to blow-by (kg/oCA).
Equation (3) shows the ideal gas equation, which presents the relation between

the universal gas constant (R0), and the in-cylinder pressure, mass, volume, and
temperature (Bueno 2016; Sun et al. 2019).

pc = 1

V
mcRoTc (10.3)

One can then use the Runge–Kutta method to solve Eqs. (1) to (3) for the temper-
ature. Inserting this temperature in Eq. (10.3) provides the in-cylinder pressure (AVL
2019a; Melo 2012; Bueno 2016; Cristo 2017).

If we only consider the high-pressure cycle period, the conservation of energy can
be simplified as shown in Eq. (10.4). This period comprises the duration between the
moment when the intake valve closes and the moment in which the exhaust valve
opens.

d(mcu)

dα
= −pc

dV

dα
+ dQNet

dα
(10.4)

The term dQNet

dα
in Eq. (10.4) is the term for the rate of net heat release. This term

is defined defined in Eq. (10.5).
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dQNet

dα
= dQF

dα
−

∑ dQW

dα
− hBB

dmBB

dα
(10.5)

The term −pc
dV
dα

in Eq. (10.4) represents the piston work. The engine’s indicated
mean effective pressure, IMEP (kPa), is obtained by integrating the piston work as
shown in Eq. (10.6).

I MEP =
∮
pcdVα

Vd
(10.6)

where:
Vd : swept volume (m3).
The IMEP of the high-pressure cycle, IMEPHP, can be obtained using Eq. (10.7).

I MEPH P =
∫ αEV O

αI VC
pcdVα

Vd
(10.7)

The brake mean effective pressure (BMEP), which is related to brake mechanical
power output (Pe) and engine speed (N ), is defined as shown in Eq. (10.8).

BMEP = Pei

Vd N
(10.8)

The rate of net heat release rate is a function of the rate of fuel heat release, blow-
by enthalpy flow, and rate of wall heat transfer. The blow-by enthalpy depends only
on the effective blow-by gap, which was fixed at the default value of 0.0008 mm.

The term corresponding to the rate of fuel heat release dQF
dα

is expressed in Eq.
(10.9).

dQF (α)

dα
= m f LHV F

dx(α)

dα
(10.9)

where:
mF : in-cylinder fuel mass (kg);
LHV F : fuel’s lower calorific value (kJ/kg);
dx(α)

dα
: mass burning rate (kJ/°CA).

Themass burning rate is associated with both themass fraction burned (MFB) and
the combustion phasing. Themost commonly used indicators for combustion phasing
are the crank angle for the peak cylinder pressure (CApp) and a corresponding crank
angle for the consumption of 50% of the fuel mass (CA50). According to Ref. (Gong
et al. 2020), CApp is a better option than CA50 for spark timing and combustion
phasing control, and is thus used in this approach.

This chapter uses a two-zone combustion model, for which further details are
available elsewhere (Caton 2016; Ayad et al. 2021, 2020; Heywood 2018; AVL
2019a). The combustion model used in this chapter is the Wiebe combustion model
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(Vibe and Meißner 1970) which is a 0D model that has 4 tuning parameters. This
combustion model was chosen due to its simplicity, reduced computational cost, and
low number of tuning calibration constants.

10.2.1.1 Wiebe Combustion Model

The empirical Wiebe function is frequently used to model ICE’s using both conven-
tional fuels such as gasoline gasoline (Caton 2016; AVL 2019a; Melo 2012), diesel
(Bueno 2016; Souza Junior 2009), as well as biofuels, such as ethanol, biodiesel and
others (Shivapuji and Dasappa 2017; Faria et al. 2017; Melo 2012, 2007; Yeliana
et al. 2011; Rocha 2016; Reyes et al. 2013, 2016). A more in-depth discussion of the
Wiebe combustion model is not in the scope of this work, but can be found elsewhere
(Ghojel 2010).

Equation (10) is used to calculate the fuel mass fraction burned (x(α)).

x(α) = 1 − e
−awiebe

(
α−αi
�α

)mwiebe+1

(10.10)

where:
a : adjustable parameter related to the combustion duration;
mwiebe : form factor;
αi : start of energy release or start of combustion;
�α: combustion duration.
The parameter a is directly related to the combustion duration and is not an

independent parameter (Yeliana 2010). For a given duration, this parameter indicates
how much fuel was burnt during the combustion process, and as such, works as an
efficiency parameter. A variation of the adjustable parameters a and mwiebe changes
the shape of the curve significantly (Heywood 2018).

10.2.1.2 Heat Transfer Model

The amount of heat transferred through the walls affects the combustion phasing
(Caton 2014). This shows how the term −∑ dQW

dα
must be taken into consideration

for accurate prediction of net heat release. Equation (11) is used to obtain the wall
heat transfer for the surfaces in contact with the gases (AVL 2019a, b).

Qw =
3∑

i=1

Aw,i (α)hw(α)
(
Tc(α) − Tw,i

)
(10.11)

where:
i = 1, 2, and 3: respectively wall surfaces of the piston, cylinder liner and head;
hw(α): heat transfer coefficient (W/m2 K);
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Aw,i (α): surface area (m2);
Tc(α): in-cylinder bulk gas temperature (K);
Twi : cylinder wall temperature (K).
There are many models to calculate the heat transfer coefficient hw. AVL Boost

can use the following (AVL 2019a):

• Woschni 1978
• Woschni 1990
• Hohenberg
• Lorenz (for engines with divided combustion chamber nly)
• AVL 2000 Model
• Bargende

The Theory Manual (AVL 2019a) recommends Bargende’s model (AVL 2019a,
Bargende 1991) for spark ignition engines, so it was used in this research.

In any case, the calibration process happens independently from heat transfer
model selected, and depends only on the surface wall temperatures of Eq. (10.11)
and on some multipliers that are factors to scale the heat transfer. In summary, the 7
tuning parameters for the heat transfer model are:

• htmWpiston , htmWhead , and htmWliner : heat transfer multipliers corresponding to
the wall heat transfer through the piston, cylinder head, and liner, respectively.

• TWpiston , TWhead , TWlinerT DC , and TWliner BDC : surface temperatures corre-
sponding respectively to the wall heat transfer through the piston, cylinder head,
and liner at both top dead center (TDC), and at bottom dead center (BDC).

10.2.2 Optimization Method

The heat transfer and combustion model parameters were obtained using a multi-
objective genetic algorithm (MOGA). The optimization problem aims to minimize
the deviation between the desired and simulated values of the objective functions. For
this purpose, the objective functions areBMEP andCApp. This algorithm uses a non-
dominated ranking and selection scheme to compute an individual solution’s fitness.
For every generation, the fittest individuals are used to generate subsequent popu-
lations. A deeper discussion of the multi-objective genetic algorithm is beyond the
scope of this paper, but the interested reader is referred toAVL,AVLDesign Explorer
Version 2019—DoE and Optimization, (2019) (AVL 2019c) for more information.

A multi-objective optimization problem is generally defined as:
Minimize |F(x)desi red − F(x)simulated |
Given:

c(x) = 0

g(x)l b ≤ g(x) ≤ g(x)ub
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xlb ≤ x ≤ xub

where:
x ∈ Rn: decision variables vector.
U(x)desi red ∈ Rl : vector of the desired values of the objective functions.
U(x)simulated ∈ Rl : vector of the simulated values of the objective functions.
c(x) ∈ Rm : equality constraints vector.
g(x) ∈ Rn: inequality constraints vector.
g(x)l b ∈ Rn: vector of lower bound values of g(x)

g(x)ub ∈ Rn: vector of upper bound values of g(x)

xlb ∈ Ro: vector of lower bound values of x
xub ∈ Ro: vector of upper bound values of x
l: number of objective functions.
m: number of equality constraints.
n: number of unknown variables.
o: number of inequality constraints.

10.2.3 Exergy Analysis Theoretical Description

This sub-section will introduce the theoretical basis of exergy analysis as applied in
this chapter.

10.2.3.1 Thermodynamic Property Calculation

The chemical species considered in these calculations are oxygen (O2), nitrogen (N2),
carbon dioxide (CO2), water (H2O), carbon monoxide (CO), hydrogen (H2), atomic
oxygen (O), hydroxyl (OH), atomic hydrogen (H), atomic nitrogen (N), nitrogen
oxide (NO) and a gasoline surrogate (C8H16). C8H16 is chosen as a surrogate for
gasoline, as it has similar molecular mass and air fuel ratio to the gasoline repre-
sented in AVL Boost (Azevedo Neto 2013). It is possible to calculate most of the
thermodynamic properties of substances from their specific heat at constant pressure
(cp) (Moran et al. 2011). Thus, a single logarithmic 5th order polynomial equation
proposed by Lanzafame andMessina was used (Lanzafame andMessina 2005). This
equation was used to calculate the cp,I for each substance considered according to
Eq. (10.12).

cp,i (T ) = a0 + a1(ln T ) + a2(ln T )2 + a3(ln T )3 + a4(ln T )4 + a5(ln T )5

(10.12)

where cp,I is the specific heat at constant pressure of substance I on a molar basis;
and a0 − a5 are the coefficients particular to each of the substances.
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The coefficients of all substances, except gasoline, were obtained from thework of
Lanzafame and Messina (2002). Gasoline coefficients were obtained from Azevedo
Neto (2013). The specific molar enthalpy of each substance (hi) is calculated using
Eq. (10.13).

hi(T) = h
0
f,i +

∫ T

T0

cp,i(T)dT (10.13)

where T0 is the reference temperature equal to 25 °C (298 K) (Moran et al. 2011)

and h
0
f,i is the enthalpy of formation at the reference temperature T0 of substance i.

The specific molar entropy of each substance (s i) can be calculated using Eq.
(10.14).

s i(T) = s0i +
∫ T

T0

cp,i(T)

T
dT − Rln

(
Pi
P0

)
(10.14)

where P0 is the reference temperature equal to 1 atm (Moran et al. 2011); s0i is the
absolute entropy of substance I at reference temperature and pressure; and R is the
universal gas constant.

The reference enthalpy and entropy values of the substances listed above can be
found in Azevedo Neto (2013).

The thermodynamic properties corresponding to the mixture on a molar basis,
cp,h e s, can be calculated as follows:

cp(T) =
n∑

i=1

yicp,i(T ) (10.15)

h(T) =
n∑

i=1

yihi(T ) (10.16)

s(T,P) =
n∑

i=1

yisi(T, P) (10.17)

where yI is the molar fraction of component i.
These properties can be converted to mass base. Thus, it is necessary to calculate

the apparent molar mass of the mixture (MM), which is the sum of the molar masses
of the substances (MMi) as shown in Eq. (10.18). Finally, the properties on a mass
basis are shown in Eqs. (10.19)–(10.21).

MM =
n∑

i=1

yiMM i (10.18)
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cp(T ) = cp(T)

M
(10.19)

h(T ) = h(T)

M
(10.20)

s(T ) = s(T)

M
(10.21)

10.2.3.2 Exergy Analysis

Exergy is the maximum theoretical useful work possible for systems that interact
until they reach equilibrium with their environment. Thus, exergy is a measure of the
deviation of the state of a system in relation to the state of the environment (Bejan
et al. 1996). In this way, a system that is in complete balance with its surroundings
does not have exergy. Furthermore, a system carries more exergy the further its state
is distanced from that of the environment (Sciubba and Moran 1995). In turn, the
destruction of exergy occurs when there is a decrease in energy quality (Sciubba
and Moran 1995). Therefore, exergy is an effective indicator of the potential of a
substance to affect the environment (Rosen 2013).

So, exergy is the portion of energy that is useful to society. This property has
several characteristics that suggest its use as a convenient meter for an energy
accounting paradigm and, by reducing exergy losses, it is also possible to reduce
the environmental impact caused by the system under analysis (Rosen and Dincer
2003). As a result, exergy analysis allows, among other applications: (i) to reveal
whether there is a possibility of designing more efficient energy systems; (ii) identify
and assess the environmental impact of the use of energy resources; and (iii) assist
in sustainable development (Dincer 2002).

Total exergy is the maximum work obtained when a quantity of matter is brought
into the unrestricted dead state (Azevedo Neto 2013). This state is characterized by
mechanical, thermal, and chemical equilibriumwith the environment. Thus, the total
exergy of a system can be divided into two parts corresponding to thermomechanical
and chemical equilibrium, respectively: (i) thermomechanical exergy; and (ii) chem-
ical exergy (Azevedo Neto 2013). Therefore, the total exergy Ex can be obtained
from the sum of the thermomechanical (Extm) and chemical (Exq ) exergies (Moran
et al. 2011). This relationship is introduced in Eq. (10.22).

Ex = Extm + Exq (10.22)

Thermomechanical exergy corresponds to the maximum work obtained by a
system when it interacts until it reaches thermal and mechanical equilibrium with
the environment (Moran et al. 2011). Considering the negligible kinetic and poten-
tial energy, the specific thermomechanical exergy on a molar basis of a mixture of
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ideal gases (extm) is introduced in Eq. (10.23). This relationship is valid for a closed
system.

extm = (u − u0) + P0(v − v0) − T0(s − s0) (10.23)

where:
u : mixture’s specific internal energy on a molar basis;
u0 : mixture’s specific internal energy on a molar basis at the reference

temperature;
v : mixture’s specific volume on a molar basis;
v0 : mixture’s specific volume on a molar basis at the reference temperature;
s0 : mixture’s specific entropy on a molar basis at the reference temperature and

pressure.
If a control volume is considered, the specific thermomechanical flow exergy on

a molar basis of an ideal gas mixture, (extmf ) becomes (Azevedo Neto 2013):

extmf = (
h − h0

) − T0(s − s0) (10.24)

where:
h : mixture’s specific enthalpy on a molar basis;
h0 : mixture’s specific enthalpy on a molar basis at the reference temperature.
In cases in which the chemical composition remains constant between two states,

the variation of exergy, or flow exergy, corresponds only to thermomechanical exergy.
However, it is necessary to consider the contribution of chemical exergy when there
is a change in the chemical composition (Moran et al. 2011). In these cases, the
chemical potential imbalance between the species of combustion products and the
substances that make up the environment can be converted into more work (Azevedo
Neto 2013; Kotas 2013).

In internal combustion engines, the exhaust gas composition differs from that of
the environment and the chemical exergy contribution is significant. In fact, the more
incomplete the combustion, the greater the chemical exergy due to the presence of
unburned fuel (Azevedo Neto 2013; Gallo 1990). In this way, the specific chemical
exergy on a molar basis of an ideal gas mixture (exq ) is obtained using Eq. (10.25)
(Moran et al. 2011).

exq =
∑

i

yi ex
q
i + RT0

∑

i

yi ln yi (10.25)

where:
exqi is the standard Chemical exergy for substance I in the mixture. The standard

chemical exergy values of the substances considered in this chapter can be found
in Ref. (Morris and Szargut 1986). The specific chemical exergy on a mass basis of
an ideal gas mixture (exq ) is determined in a manner analogous to the calculation
of other thermodynamic properties. This relationship is represented in Eq. (10.26)
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(Azevedo Neto 2013):

exq = exq

M
(10.26)

The mixture’s specific total flow exergy on a molar basis (ex f ) and on a mass
basis (ex f ) are obtained as shown in Eqs. (27) and (28), respectively (Azevedo Neto
2013). The total exergy and total flow exergy parameters are related as shown in Eq.
(10.29) (Gallo 1990). The total exergy and total flow exergy, both on a mass basis,
are given by Eqs. (30) and (31), respectively (Azevedo Neto 2013):

ex f = ex f
tm + exq = (

h − h0
) − T0(s − s0) + exq (10.27)

ex f = (h − h0) − T0(s − s0) + exq (10.28)

ex = ex f + TR

(
P

P0
− 1

)
(10.29)

Ex = m
ex f

M
(10.30)

ex f = ex f

M
(10.31)

where:
m: mixture’s mass inside the control volume.
Exergy variation between two states 1 and 2, �Ex , is given by Eq. (10.32).

�Ex = Ex1 − Ex2 = Exi − Exe + ExQ − ExW − Exdest (10.32)

where:
Ex1: exergy at state 1;
Ex1: exergy at state 2;
Exi : exergy due to the flow that goes in the control volume;
Exe: exergy due to the flow that exits the control;
ExQ : exergy transfer via heat between the system and the reference environment;
ExW : exergy that is converted into net work;
Exdest : part of the exergy that is destroyed due to irreversibilities.
The exergy transfer via heat (ExQ) is presented in Eq. (10.33).

ExQ = QP

(
1 − T0

TP

)
(10.33)
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where:
QP : heat exchanged through the cylinder walls;
TP : cylinder wall temperature.
The transfer of exergy via work corresponds to the net work (ExW ). Thus, it

can be defined as the difference between the shaft work and the surrounding work
(Azevedo Neto 2013). This relationship is given in Eq. (10.34).

ExW = W − Watm =
∫ 2

1
(P − P0)dV (10.34)

where:
W : shaft work;
Watm : surrounding work.
The exergy destroyed due to irreversibilities is given by Eq. (10.35).

Exdest = Exe − Exs + ExQ − ExW − �Ex (10.35)

If the transient regime is considered, the control volumeexergybalance is rewritten
as a function of the crankshaft angle (α). This is introduced in Eq. (10.36).

Ė xdest = ex f
dm

dα
+ Ė x Q − Ė xW − dEx

dα
(10.36)

Finally, the terms in the exergy balance in the closed phase of the engine’s oper-
ating cycle can be presented as ratios of the ingoing exergy (Azevedo Neto 2013).
These ratios are given in the form of percentage in Eqs. (37)–(40).

ExW = ExW,HP

Exi
100% (10.37)

ExQ = ExQ,HP

Exi
100% (10.38)

Exe = Exe,HP

Exi
100% (10.39)

Exdest = Exdest,HP

Exi
100% (10.40)

where the termsHP correspond to the parameters calculated during the closed phase
of the motor operating cycle.
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10.3 Computational Tools and Methods

Here, the computational tools and methods used in this research will be presented,
initially introducing the tools employed in Sect. 3.1, then continuing with a descrip-
tion of the approach in Sect. 3.2. This will be followed with a discussion of the
output responses of interest in sub-Sect. 3.3, and end with the case study description
in Sect. 3.4.

10.3.1 Computational Tools

The proffered simulation framework is composed of two parts: the predictive simula-
tion and exergy analysis. Within the simulation approach, there are two major steps:
the internal combustion engine simulation using AVL Boost (2019b), and the tuning
of the parameters of the combustion and heat transfer models using the optimization
features of AVL Design Explorer software (2019c).

AVL Design Explorer alters the decision variables of the optimization problem,
which in turn are input in the simulation software. The results of the simulation are
then compared to the desired values to evaluate the objective functions. This process
is iterated until the termination criteria are met. It is worth noting that this simulation
approach is independent of the software used, and only requires that the simulation
model and its parameters can be integrated to and modified by a software that can
perform multi-objective optimization.

In the second part of this framework, the method for exergy analysis consists of
applying the thermodynamic properties and exergy calculations outlined above in
the commercial software Wolfram Mathematica®. To that end, the thermodynamic
output from AVL Boost is exported to Wolfram Mathematica and the calculation
procedure is then implemented.

10.3.2 Methods

Here, the methods used in this paper are described, presenting the method for auto-
calibration of heat transfer and combustionmodels. Then, the exergy analysismethod
is shown, followed by a description of the simulation and exergy analysis workflow.

10.3.2.1 Auto-calibration of Combustion and Heat Transfer Models

The simulation approach utilized to calibrate the combustion and heat transfermodels
is detailed in this sub-section. It beginswith an introduction of the objective functions.
Afterwards, it presents the decision variables and their lower and upper bound values
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and then the constraints of the optimization problem. Finally, the parameters used
in the MOGA algorithm are given. This method has been successfully applied and
validated in spark ignition engines operating on hydrogen, natural gas and ethanol
(see Ayad et al. 2021 for further details) and will be validated with a gasoline engine
in the case study presented in Sect. 3.4 of this chapter. To perform this validation,
the output responses described in Sect. 3.3 will be compared and discussed.

10.3.2.2 Objective functions

Based on the previous discussion, BMEP and CApp, were chosen to represent
the mechanical load and combustion phasing parameters, respectively. Thus, it is
possible to define the objective functions in the following way:

|BMEPdesired − BMEPsimulated |
∣∣CAppdesired − CAppsimulated

∣∣

10.3.2.3 Design variables

The aforementioned heat transfer and combustion model parameters are used to
tune the net heat release rate according to Eq. (10.5). Accordingly, the optimization
problem’s design (or decision) variables are defined as these tuning parameters (Ayad
et al. 2021). Table 10.1 describes the Wiebe model parameters, while Table 10.2
describes the Bargende heat transfer model parameters (AVL 2019a, b; Bargende
1991; Perini et al. 2010). As design variables, these parameters will be altered and
adjusted in order tominimize the objective functions,while respecting the constraints.
To the end user, this tuning can be likened to black-box optimization. Lastly, Table
10.3 presents the lower and upper bound values of the decision variables (AVL2019a,
b).

Table 10.1 Parameters of the
Wiebe model

Parameter Description

αs Crank angle corresponding to start of
combustion (oCA)

�α combustion duration (oCA)

mwiebe Form factor (−)

awiebe adjustable parameter related to the combustion
duration (−)
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Table 10.2 Heat transfer
model parameters

Parameter Description

TWpiston Piston temperature (°C)

TWhead Cylinder head temperature (°C)

TWlinerT DC Cylinder liner temperature at TDC position (°C)

TWliner BDC Cylinder liner temperature at BDC position
(°C)

TWexhaust Exhaust port temperature (°C)

htmWpiston Wall heat transfer multiplier corresponding to
piston (−)

htmWhead Wall heat transfer multiplier corresponding to
cylinder head (−)

htmWliner Wall heat transfer multiplier corresponding to
cylinder liner (−)

Table 10.3 Design variables’
values range

Model Parameter xlb xub

Wiebe combustion
model

αs (°CA) −40 −10

�α (°CA) 20 180

mwiebe(−) 0.1 2.6

awiebe(−) 2.303 6.908

Bargende heat transfer
model

TWpiston(°C) 140 290

TWhead (°C) 120 270

TWlinerT DC (°C) 120 240

TWliner BDC (°C) 90 220

TWexhaust (oC) 140 270

htmWpiston(−) 0.5 5

htmWhead (−) 0.5 5

htmWliner (−) 0.5 5

10.3.2.4 Constraints

The inclusion of heat transfer parameters as decision variables together with those
of the combustion model is an important feature of this simulation method (Ayad
et al. 2021). For the simulation model to be realistic, the in-cylinder temperature was
constrained according to empirical observations across a variety of engines (Prah
et al. 2016). An additional restriction was added to ensure that CApp happens after
CA50. The constraints used and their boundaries are shown in Table 10.4.
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Table 10.4 Equations
corresponding to the
inequality constraints and
their respective limits

Constraint g(x)lb g(x)ub

(TWpiston − TWhead ) (°C) 15 –

(TWpiston − TWexhaust ) (°C) 20 40

(TWpiston − TWlinerT DC ) (°C) 20 50

(TWhead − TWexhaust ) (°C) 0 –

(TWexhaust − TWlinerT DC ) (°C) 0 –

(TWlinerT DC − TWliner BDC ) (°C) 0 25

(CApp − CA50) (°CA) 0 –

Table 10.5 Values for the
optimization parameters

Parameter Value

Crossover probability distribution (−) 10

Mutation probability distribution (−) 30

Number of generations (−) 75

Population size (individuals) 40

Probability for crossover (−) 0.9

Probability for mutation (−) 1
n

10.3.2.5 Optimization parameters

Table 10.5 shows the parameters applied in the MOGA algorithm as set in AVL
Design Explorer (AVL 2019c). The mutation probability is defined as 1

n , in which
n is the decision variables’ number (Deb et al. 2002). The remaining values are
either empirical values or chosen based on recommendations found in the litera-
ture(AVL 2019c). According to the AVL Design Explorer Theory Manual (AVL
2019c), crossover probability distribution defines a probability function for crossover
operation. The same applies to the mutation probability distribution and the mutation
operation. These parameter values determine how global (when small) or local (when
large) the design space search will be. The crossover and mutation probabilities are
numbers between 0 and 1 that define the probability of these operators being applied.
The population size defines the number of design points, which are generated by the
algorithm in every generation, and each generation consists of a set of design points
with the size of the set defined by population size (AVL 2019c).

10.3.2.6 Exergy Analysis

Initially, some parameters from the simulation model are exported from AVL Boost
as.dat data files and imported to Wolfram Mathematica for use in calculating the
thermodynamic properties (Azevedo Neto 2013). These parameters are functions of
crank angle and are recorded for the entire engine operation cycle and are listed as
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follows: Pressure, temperature, volume, mass, work per volume, net work, wall heat
flow corresponding to the cylinder piston, head, and wall, and mole fraction of the
species considered (O2, O, N2, N, H2, H, H2O, OH, CO2, CO, NO, C8H16).

Once the thermodynamic properties are calculated, the exergy analysis is applied
using the calculations described above and the output responses are obtained
(Azevedo Neto 2013).

10.3.2.7 Simulation and Exergy Analysis Workflow Overview

Figure 10.2 includes a flowchart of the proposedworkflow. It starts with the definition
of the case to be analyzed, which includes selection of the operating conditions,
fuel and engine. Following this, the simulation software AVL BOOST is used to
build the corresponding model. The heat transfer and combustion are then defined
and parametrized in order for them to be input as design variables in AVL Design

Fig. 10.2 Flowchart of the proposed workflow
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Explorer. Subsequently, the relevant input data from the operating case is entered
in the model, output responses are defined in AVL Boost. These responses will be
described later in this chapter.

The following step is to define the objective functions, design variables, and
constraints on AVL Design Explorer, effectively determining the optimization
problem. This problem is then solved using the MOGA algorithm, so that the opti-
mization of the design variables corresponds to the calibration of the tuning param-
eters in order for the simulated objective functions to approach the desired values
(Ayad et al. 2021).

The second part of the workflow is done in Wolfram Mathematica. First, output
from the calibrated simulation model in AVL Boost is imported. This output is used
to calculate the thermodynamic properties as outlined above. Then, exergy analysis
calculation is applied, and the results are then postprocessed. Where other cases
require simulation, the workflow returns to the case definition step, else, the process
is finalized.

10.3.3 Output Responses

The output responses are separated into two main categories: output responses from
the simulation method and output responses from the exergy analysis.

The first output responses are obtained by using the simulationmethod to calibrate
the model and are compared with the template case results. They are BMEP and
CApp. Also, CA10, CA50 and CA90 represent 10, 50 and 90% of the mass fraction
burned, the peak pressure inside the cylinder (Pmax ), and brake power. The primary
purpose in comparing the MFB responses is to determine whether it is possible to
predict CA50 c when CApp is used the combustion phasing parameter. Moreover,
a comparison of CA10 and CA90 is added to quantify deviations in the combustion
process between the model and the template case. The brake power and IMEPHP are
included to show how different definitions of the mechanical load parameter relate.

Additionally, the predicted pressure curves inside the cylinder, mass fraction
burned, and heat release rates, are compared to the template case. Each curve is
recorded between intake valve closing and exhaust valve opening, corresponding
to the interval between −110° CA ATDC and 130° CA ATDC at 1° CA intervals.
Then, the coefficient of determination R2 between the observed template case and
simulated datasets was calculated using Eq. (10.11). This coefficient is interpreted
as a measure of fit adequacy. The calculations in Eq. (10.11) will be performed to
the points corresponding to the in-cylinder pressure, mass fraction burned, and heat
release rate.

R2 =
[ ∑(

ytemp − ytemp
)
(ysim − ysim)

∑(
ytemp − ytemp

)2 ∑
(ysim − ysim)2

]2

(10.41)
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where:
ysim : point in the predicted curve;
yexp : point observed in the template case curve;
ysim : mean of all points in the predicted curve;
yexp: mean of all points observed in the template case curve.
In addition to the metrics, there are a set of output parameters from the simulation

model that are not intended for comparison between observed and predicted but are
used as input for the exergy analysis (Azevedo Neto 2013). These parameters are
functions of crank angle and are recorded for the entire engine operation cycle and
are listed as follows: Pressure, temperature, volume, mass, work per volume, net
work, wall heat flow corresponding to the cylinder piston, head, and wall, and mole
fraction of the species considered (O2, O, N2, N, H2, H, H2O, OH, CO2, CO, NO,
C8H16).

Finally, the output responses of interest in the exergy analysis are ExW , ExQ ,
Exe, and Exdest .

10.3.4 Case Study

To demonstrate the proposed workflow, it is applied to an example case available in
the AVL Boost template library. This refers to a 4-cylinder gasoline engine operating
in fuel rich conditions at 5000RPM. The stoichiometric air fuel ratio is 14.6,meaning
this case had an air excess ratio (λ) of 0.836. Table 10.6 shows the data of the engine
used in this example case.

The original template with all the default parameters will be referred to as the
base case. BMEP and combustion phasing are the only parameters used as input for
the auto-calibration method. For the base set, curves for in-cylinder pressure, mass
fraction burned, and heat release rate were obtained using the original base case with
data measured at 1° CA interval.

The proposed simulation approach was then applied to the base case. Thus, the
heat transfer and combustion model parameters were auto-calibrated using multi-
objective optimization for a desired CApp and BMEP. These objective functions
represent the phase of combustion and mechanical load, respectively. Consequently,
thismodelwith optimized parameterswill be referred to as the auto-calibratedmodel,
and its output responses were compared to those of the base case for validation. Once
validated, exergy analysis was applied to the auto-calibrated model to obtain deeper
insights into the engine operation and possible improvements. This increases the
potential capabilities of simulation in engine research.
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Table 10.6 Data of the
engine used in the case study

Parameter Description

Model name 4-cylinder gasoline engine
example

Engine Naturally aspirated, 4-cylinder
gasoline engine

Fuel Gasoline

Engine speed (RPM) 5000

BMEP (bar) 11.15

CApp (oATDC) 18.38

Air–fuel ratio 12.21

Bore (m) 0.086

Stroke (m) 0.086

Connecting rod length (m) 0.1435

Compression ratio (−) 10.5:1

IVO (°CA) 340

IVC (°CA) 610

EVO (°CA) 130

EVC (°CA) 390

10.4 Results and Discussion

This section will introduce and discuss the results corresponding to the validation of
the auto-calibration method, and to the exergy analysis applied to the validated case.
In order to validate the simulation approach, the aforementioned output responses
from the auto-calibrated simulationwere comparedwith the base case. Subsequently,
the following output responses were analyzed for the exergy analysis: ExW , ExQ ,
Exe, and Exdest .

10.4.1 Validation of the Auto-calibrated Model

Figure 10.3 shows a comparison between the in-cylinder pressure curves of the base
case and the auto-calibrated model corresponding to the example case. The auto-
calibrated pressure curve shows good correlation with that of the base case, with R2

higher than 0.99. Despite this, one can observe that the peak cylinder pressure of
the auto-calibrated model is slightly lower than the base case. This is seen clearly
in Table 10.7, that presents a comparison between the results for the base case and
those predicted with the model calibrated with optimization. A deviation below 2.6%
can be observed between the calibrated and the base case of BMEP, C App, and Pmax

using theWiebe combustion model. It is likely that the lower peak pressure is related
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Fig. 10.3 Simulated
cylinder pressure curves
corresponding to the
auto-calibrated model
(Optim) and the base case
(Base) for the example case
using Wiebe combustion
model and Bargende wall
heat transfer model
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Table 10.7 Comparison between simulated results for the base case and the auto-calibrated model

Case Parameter Base case Auto-calibrated
model

Relative
percentual
difference (%)

Relative actual
difference

Gasoline
Engine
Ethanol
5000 RPM
11.15 bar
Wiebe
Bargende

BMEP (bar) 11.15 10.87 2.52 0.28

IMEPHP (bar) 13.91 13.63 1.99 0.28

Brake power
(kW)

90.52 92.86 2.59 2.34

CApp (o) 18.38 18.75 2.01 0.37

Peak pressure
(Bar)

64.69 63.33 2.10 1.36

CA10 (°) 2.05 2.45 − 0.40

CA50 (°) 11.61 12.01 − 0.39

CA90 (°) 22.04 22.53 − 0.49

to the BMEP, as the deviation in CApp is too small in absolute terms to influence
peak pressure. The deviation in the objective functions BMEP and CApp can be
attributed to the relatively small number of generations and population size used in
this problem. Increasing these parameters might improve convergence and result in
better optimization performance but should be balanced out with computational cost
and time required for simulation.

Nevertheless, these errors denote minor differences in absolute values. Further-
more, it can be seen that CA50 falls within the 5 to 11° ATDC bounds expected for
conventional engines, but CApp is slightly above the expected values of the 9–16°
ATDC range (Caton 2014).

In addition, one can see that with an accurate friction model and representa-
tion of the gas exchange processes (ie. intake and exhaust), it is possible to use
BMEP or brake mechanical power as input parameters, instead of just I MEPH P ,
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as done in Ayad et al. (2021). Using I MEPHH P would require a priori knowl-
edge of the engine operation cycle, and additional instrumentation in experiments.
BMEP , on the other hand, can be more readily used in operating case definition
both experimentally and computationally.

However, it is important to note that the proper representation of the friction
model and gas exchange processes in this example case happened because they were
unchanged from those in the base case. This might not be possible in every case as
there are many factors that affect model accuracy and fidelity. This discussion is not
in the scope of this chapter, but more details can be found elsewhere (Ayad et al.
2021).

Finally, the results for combustion phasingmatchedwell to the base case, showing
better correlation than those found in Ayad et al. (2021) using the same method.
This is even more evident when examining the mass fraction burned curve shown in
Fig. 10.4, which shows R2 higher than 0.99. These improved results can be explained
by the accurate representation of the studied engine’s intake and exhaust processes.
This is not always possible, as was the case in Ayad et al. (2021), because the data
required for this representation was not available. This, in turn, can result in an
incorrect representation of the air and fuel quantities present in the cylinder or fuel
properties in the simulation. Thus, even if the pressure curves match well, the mass
fraction burned curves may not.

To further validate the auto-calibrated model, the net heat release rate curves are
compared and presented in Fig. 10.5. The curve shows good correlation between the
predicted model and base case with R2 higher than 0.99, but peak net heat release
rate was slightly underpredicted. This can be explained by the same reason as the
one given in relation to peak in-cylinder pressure. In any form, these results are
competitive with other approaches (Gutiérrez et al. 2020), if not better (Rocha 2016).

Fig. 10.4 Mass fraction
burned curves corresponding
to the auto-calibrated model
(Optim) and the base case
(Base) for the example case
using Wiebe combustion
model and Bargende wall
heat transfer model
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Fig. 10.5 Net rate of heat
release curves corresponding
to the auto-calibrated model
(Optim) and the base case
(Base) for the example case
using Wiebe combustion
model and Bargende wall
heat transfer model
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10.4.2 Exergy Analysis of the Auto-calibrated Model

Here, the results corresponding to the application of exergy analysis to the auto-
calibrated model are presented and discussed.

Figure 10.6 presents both the mass fraction burned and the terms of the exergy
balance versus crankshaft angle. This graph shows that prior to the combustion start,
the cylinder charge’s exergy increases due to the compression work being converted
into thermomechanical exergy. However, during the combustion and expansion
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Fig. 10.6 Terms of the exergy balance (J) versus crankshaft angle for the auto-calibrated model.
Mass fraction burned is plotted on the secondary axis
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phases, the chemical exergy of the air fuel mixture is converted into thermome-
chanical and chemical exergy of the burned gas mixture, and transferred via work,
via heat, and destroyed due to irreversibilities.

Since the exhaust gases exergy is lost to the atmosphere when the exhaust valve
opens, they represent available work that is wasted (Azevedo Neto 2013). In the
same graph, one can verify that the charge’s total exergy remains relatively high at
exhaust valve opening, due in part to its chemical and thermomechanical exergies.
The chemical exergy is still high because of the incomplete combustion associated
with fuel rich operation, meaning that there is unburned fuel, carbon monoxide and
other unburned hydrocarbons present in the exhaust gas mixture. The thermome-
chanical exergies, on the other hand, are associated with the high temperatures and
pressures at the opening of the exhaust valve.

The exergy destroyed due to irreversibilities, on the other hand, shows the contri-
bution of the mixing and combustion irreversibilities and cannot be identified by
using traditional first law analysis (Rakopoulos 1993). It is clear from the signifi-
cant increase in the exergy destruction term during the fuel burning period, that the
combustion process is the primary contributor to the destruction of exergy. It illus-
trates the importance of improving the combustion processes in order to potentially
recover some of the exergy that would have been otherwise destroyed, and convert
it to useful work. Such improvements must also consider other factors that cause
exergy destruction, such as the mixing process (Heywood 2018), or even the fuel
composition (Rakopoulos et al. 2008).

Figure 10.7 shows a Sankey diagram that illustrates how much of the ingoing
exergy is transferred due to work (ExW ), via heat transfer (ExQ), due to the exhaust
gases (Exe) and destroyed exergy due to irreversibilities (Exdest ) in the high-pressure
phase of the engine operating cycle.

The main purpose of an internal combustion engine is to convert the chemical
exergy of the fuel into shaft work, which is favored by higher compression ratios
(Lior and Rudy 1988). This parameter, however, is limited in spark ignition engines
due to detonation and knock, and altering it requires physical modifications to the
engine (Ravi et al. 2017). Similarly, turbocharging and supercharging are widely
recognized alternatives to recover some of the exergy contained in the exhaust gases
and convert it into ExW (Heywood 2018). Both are also knock limited and their
use must be carefully assessed for the purpose, operating conditions and fuel used.
Bottoming the internal combustion engine with other cycles to form combined cycles
presentsmultiple possibilities for further recoveryof exhaust gas exergy,whichwould
be wasted otherwise.

One can see from ExQ that only a small part of the ingoing exergy in this case
is transferred via heat transfer. This can, again, be due to the fuel rich operation
that decreases in-cylinder temperatures. This is also reflected in the high value of
Exdest that indicates howmuch of the ingoing exergy is destroyed by irreversibilities,
including those caused by the incomplete combustion and low in-cylinder temper-
atures. Operating slightly-lean and turbocharging might result in higher in-cylinder
temperatures and lower destruction of exergy due to irreversibilities. On the other
hand, operating with high excess air may also result in exergy destruction due to
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Fig. 10.7 Sankey diagram illustrating how the ingoing exergy is transferred due to work, via heat
transfer, via the exhaust gases, and destroyed due to irreversibilities in the high-pressure phase of
the engine operating cycle

mixing of the fuel–air combustion products with the excess air and low in-cylinder
temperatures (Heywood 2018). Furthermore, excess air operation is conducive to an
increase in ExW , while also decreasing Exe.

Therefore, operating with leaner mixtures might be quite beneficial from a second
law perspective. However, the narrow range for the lean operating limit of gasoline
and other conventional fuels, and risks of misfire and knock, are barriers to lean
operation. Finally, the supplementation of the main fuel with one that has beneficial
properties might also contribute to improving the exergy transfer in the engine. This
is the case with hydrogen addition.

Hydrogen as a fuel has higher second-law efficiency due to its greater compress-
ibility, more efficient combustion, and lower specific fuel consumption. However,
an engine powered only by hydrogen may have less brake work output than engines
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powered by gasoline (Nieminen and Dincer 2010). On the other hand, the greater
the amount of hydrogen added to fuel mixtures, the greater the engine’s potential for
carrying out work (Rakopoulos et al. 2008; Rakopoulos and Michos 2009) and the
efficiency of second law in spark ignition engines (Ozcan 2010; Sun et al. 2019).

Furthermore, hydrogen enrichment results in less production of irreversibilities
during combustion. This is because hydrogen combustion is a reaction between
two relatively simple molecules that synthesize a more complex one. On the other
hand, the combustion of other fuels is a reaction of decomposition of more complex
molecules into simpler ones (Rakopoulos et al. 2008). Hydrogen addition favors
lean operating regimes from the point of view of the second law. These benefits are
even more pronounced when the ignition timing is calibrated to the maximum brake
torque point (Ozcan 2010).

The proportion of fuel that is used during the expansion step to generate work
increases with hydrogen content due to the high burning rate of hydrogen. As a result,
the exergy in the exhaust gases decreases. On the other hand, the shorter hydrogen
quenching distance increases exergy transfer via heat transfer (Sun et al. 2019;Wang
et al. 2019). The use of turbocharging has a high potential for exergy recovery in
internal combustion engines operating on hydrogen (Wang et al. 2019). One last
beneficial property of hydrogen is that it extends the lean operating limit of other
fuels, and allows for leaner operation (Greenwood et al. 2014), overcoming some of
the concerns of using pure gasoline in that operation regime.

Thus, the combined turbocharged, lean operationwith hydrogen enrichmentmight
be a feasible approach to improving internal combustion engine performance from
the second law point of view.

10.5 Conclusion

Asimulation and exergy analysis workflow is presented that includes: (i) a simulation
method to calibrate the combustion and heat transfer model parameters, and (ii)
exergy analysis to obtain deeper insights into the working processes happening in-
cylinder in the engine. This workflowwas demonstrated by applying it to an example
case available in AVL Boost templates. The main conclusions drawn from the work
presented in this chapter are:

• results obtained using the simulation method proposed compared well with those
in the base case;

• agood representationof the frictionmodel and intake and exhaust processes allows
for freedom in determining the mechanical load parameter. Furthermore, it might
lead to better representation of cylinder charge and, consequently, better predicted
models. This accurate representation might not always be possible, however;

• inclusion of exergy analysis allows for additional insights and to further help guide
both engine development, as well as engine calibration; and
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• exergy analysis suggests that hydrogen enrichment, combined with turbocharging
and lean operation can improve operation of this gasoline engine.

This workflow can be a powerful aid in developing and optimally calibrating spark
ignition engines. The predictive simulation requires knowledge of parameters that
can be mapped in the electronic control unit, thus simplifying the modelling process.
This approach is flexible and has been shown here and elsewhere toworkwith a range
of engines, fuels and operating conditions, while still achieving good accuracy (Ayad
et al. 2021). The addition of exergy analysis to theworkflow facilitates greater insights
into sources of losses and possible enhancements and modifications. Consequently,
this framework both reduces the extent of experimental testing required and steers
further research.
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Chapter 11
Investigation on the Effect of Injection
Timings on Combustion, Performance
and Emissions of a Pure Methanol
Fuelled DISI Engine Through 1-D
Simulations

Vikas Kumar Sahu, Inderpal Singh, Atul Dhar, Parmod Kumar,
and Pravesh Chandra Shukla

Abstract The engine researchers and auto makers are putting out significant effort
to develop an alternative to petroleum fueled internal combustion (IC) engines for the
production of energy in the automotive. Various emerging technologies like electric
vehicles (EVs), fuel cells, hydrogen fueled engines etc. are being used as alterna-
tive option for IC engines. Biofuels utilization have shown advantages in terms of
minimummodification in the existing engine technologies. On the other hand, spark
ignition (SI) engine is being used for two-wheelers, lawn movers, aircraft engines,
pumping and electricity generating engines and it may be challenging to replace
these working engines in short time and it is expected that SI engine would continue
to serve as power generating unit for the coming couple of decades. Alcohols have
been treated as alternative fuel for internal combustion engines for a long time espe-
cially in SI engines by blending. However, alcohols have a lot of potential to be
utilized independently in SI engines. In the present study, a detailed modeling work
would be performed to investigate the effect of injection timings on the methanol
fueled direct injection (DI) SI engine through one dimensional (1-D) simulations.
This study suggested as the start of injection (SOI) situation retarded, the heat release
rate (HRR) curve shifted to the left. There is hardly any difference in NOx emission
depending on injection timing. With a −31° CA SOI at 3.5 kJ fuel energy content,
there is a significant quantity of HC observed due to lower fuel efficiency at much
advanced SOI conditions.
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Abbreviations

IC Internal combustion
SI Spark ignition
CFD Computational fluid dynamics
MVEM Mean value engine model
DI Direct injection
DoE Design of experiment
TDC Top dead center
SOI Start of injections
EVs Electric vehicles
IVC Inlet valve close
EVO Exhaust valve open
HRR Heat release rate
CPOA Cylinder pressure analysis mode
1-D One dimensional
EGR Exhaust gas recirculation
SPI Stochastic pre-ignition
HCCI Homogeneous charge compression ignition
URANS Unsteady reynolds averaged Navier–Stokes
0-D Zero dimensional
3-D Three dimensional
BSFC Break specific fuel consumption
SITurb Spark-ignition turbulent flame model
M + P Measured and predicted
SOC Start of combustion
CA2 The crank angle at which 2% of the total heat has released
CA90 The crank angle at which 90% of the total heat has released

11.1 Introduction

Gasoline-fueled spark ignition (SI) engines have been the finest option for mopeds
and scooters since their introduction. However, the scarcity of petroleum fuel in
future and concerns for dependency to petroleum rich countries compelled netizens
to consider alternatives of gasoline. Methanol is the most promising alternatives to
gasoline fuel in terms of efficiency, availability and renewability. Numerous engine
designs are being investigated, including traditional as well as new engine concepts.
Methanol has been used as fuel in engines for a long period of time. Their func-
tioning in a traditional engine is also reliant on a number of characteristics such as
injection timing, combustion duration and ignition delay period. Experimentation of
these parameters on conventional gasoline engines required lot of resources. Hence
simulation using software tools to predict the nature of combustion for alternative
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fuels before experimentation is the trend of the town now a days. Computational
fluid dynamics (CFD) has led to the reduction in the lead time as compared to
experimental work. CFD has become a vital tool in the field of engine research
and development. Accurate development of the physical models and combustion
kinetics has led to correct prediction of the parameters via simulations of internal
combustion (IC) engines using CFD. In order to obtain precise/accurate results,
understanding of the physical phenomenon, beforehand, as well as correct selec-
tion of the combustion models is essential. Complex combustion phenomenon in IC
engines also requires fine tuning of certain numerical model parameters due to inac-
cessibility of certain parameters while experimentation that are necessary in setting
up the one-dimensional (1-D) model.

Some of the previous works on modeling of engines and simulation have been
discussed to understand the prerequisite of these operations. Piano et al. (2016)
compared the results of engine experiments with non-predictive and predictive
combustion model of same engine in 1-D GT-POWER software. They used a four-
cylinder, common rail diesel engine, equipped with a variable geometry turbocharger
and short route exhaust gas recirculation (EGR) system to validate in-cylinder pres-
sure, heat release rate, NOx and soot emissions of multitoned combustion model
(Piano et al. 2016). Blumreiter et al. (2019) performed the simulations and suggested
that in-cylinder designmodifications, injection technique, and thermal barrier coating
would boost the efficiency of an alcohol-fueled engine. Phenomenological combus-
tion and emission models along with air path dynamics are developed by Uppalapati
et al. (2019) in GT-SUITE using several engine test points. Further, they analyzed the
design of experiments data generated using 1-D validated models and final calibra-
tion were again validated in engine test cell. They observed that, this process helped
in reducing error induced by engine aging, test cell variation and engine to engine
variations leading to better statistical models developed for calibration optimization
and development (Uppalapati et al. 2019). ByBellis et al. (2021) a numerical analysis
was conducted to examine the possible increase of thermal efficiency for ultra-lean
operations in SI engine at a constant speed and load with varying air/fuel ratio.
The commercial simulation software (GT-Power™) includes in-built templates that
simulate the engine’s internal-combustion, heat transmission, and emission levels.
Their assessments showed that ultra-lean conditions result in both improved thermal
efficiency and decreased NOx emissions, while increasingHC formation (Bellis et al.
2021). Splitter et al. (2017) analyses the uncertainty in the time of igniting of the
gasoline fuel in the presence of stochastic pre-ignition (SPI). Their results demon-
strated that increasing inlet temperature and backpressure both triggered rises in
pre-spark heat release and ignition sensitivity. Back pressure does, however, make
more of a difference. They discovered that there are basic difficulties related to fuel
ignition in highly-boosted downsized engines, which may lead to SPI (Splitter et al.
2017). By premixing, diluting, and adjusting the combustion timing, it is possible
to improve operating efficiency of SI engine. Svensson and Verhelst (2019) investi-
gated a multi-cylinder direct injection compression ignition (CI) engine simulation
in which methanol and gasoline were used. Methanol was shown to be on average
5.5%more efficient than gasoline, due to the reduced exhaust loss. They reported that
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as a result of methanol’s greater octane rating, the fuel injection can be completed
before the beginning of ignition resulting in partly premixed combustion (Svensson
and Verhelst 2019). Methanol has a greater oxygen content and combustion effi-
ciency than gasoline. Kang et al. (2018) developed a model of a methanol-gasoline
engine with a variable fuel capability, based on GT-Power software. The study found
that compared to the original engine, the flexible hybrid fuel engine decreased fuel
consumption from 3 to 10% (Kang et al. 2018). Methanol’s high evaporation energy
leads to low combustion temperature which results in low exhaust energy and the
wall heat losses. Negus et al. (2021) designed a four-cylinder, spark ignited, direct
injection passenger car engine model using 0/1-D methods in GT-POWER software
combined with FKFS user cylinder object. Their results showed that the replace-
ment of gasoline with methanol increased the efficiency by 8% at lower load and
by 25% at full load. Methanol allowed increase in compression ratio by 4 units and
still be operated with the optimal 50% mass fraction burned (mfb50%) of 8° CA
at all times due to high knock resistance (Negüs et al. 2021). Jandl et al. (2016)
set up a zero-dimensional (0-D) vaporization model to study the mixture formation
and cold start capability of ethanol, methanol, and 2-butanol blends with gasoline.
Their model was successfully able to calculate the vaporization behavior of different
mixtures based on the chemical composition and the single component properties
of fuels (Jandl et al. 2016). Methanol has a higher-octane number (102–107), which
helps to decrease knocking despite of increasing the compression ratio in engines.
Pucilowski et al. (2017) investigated the combustion behavior of methanol with
Unsteady Reynolds averaged Navier–Stokes (URANS) simulations. Their simula-
tions used a precise chemical kinetic mechanism and a well-stirred reactor method-
ology (Pucilowski et al. 2017). Zhang et al. (2016) constructed a semi-detailed chem-
ical reaction mechanism for simulating the combustion of acetone and alcohols with
diesel mixtures in a constant volume combustion chamber. They obtained reason-
able agreement between experimental and simulated data of ignition delay, cylinder
pressures, and heat release rates using shock tube and constant volume chamber
simulations (Zhang et al. 2016). Pelucchi et al. (2017) explored the essential impact
of chemical kinetics in the operability and efficiency maps of homogeneous charge
compression ignition (HCCI) engines fueled with n-butanol and n-pentanol. They
created a multi-zone kinetic model of the HCCI engine and simulated between inlet
valve close (IVC) and exhaust valve open (EVO). The “onion-skin”methodwas used
to design their multizone combustion chamber configuration (Pelucchi et al. 2017).
Based on data from engine tests, mean value engine model (MVEM) is the basis of
control design, which can predict engine dynamics with reasonable approximation
by ignoring the heat loss and sub-cycle events for advanced internal combustion
engines. Wu et al. (2011) worked on air path MVEM modeling method based on
the 1-D detail model for a turbocharged diesel engine. In the heat release process
is modelled by Tartakovsky et al. (2013), the velocity of fuel burning as a feature
of fuel composition and air excessiveness is taken into consideration for methanol
fuel. Based on the outcome of in-cylinder pressure data analysis Michos and Bikas
(2020) developed a multi-zone combustion assessment tool for homogeneous charge
SI engines using an analytically derived quasi-dimensionalmodel. Bozza et al. (2019)
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updated 0-DTurbulenceModel for SI Engines’ Tumble and Turbulence. Their results
of 0-D derived mean flow velocity, turbulence intensity, and tumble velocity have
excellent internal consistency with three dimensional (3-D) results. Hu et al. (2014)
ran a 1-Dmodel validation simulation of a substantially reduced SI engine, and scav-
enge valve timing including the lift was adjusted to achieve lowest break specific fuel
consumption (BSFC). In a study conducted by Vieira et al. (2014), the experimental
results of Baeta (2006) were compared to CFD simulations based on the parameters
of combustion (i.e. BSFC etc.) of Baeta (2006). They reported that the suggested
model performs well at matching the engine’s testing outcomes (Baeta 2006).

The aim of this chapter was optimization, validation and modeling of a one-
cylinder, four-stroke, direct injection spark ignition (DISI) engine to investigate the
effect of injection timings on the methanol fueled DISI engine through 1-D simu-
lations with the help of GT-SUITE software. Out of the available options of the
combustion models available, predictive combustion model namely, Spark-Ignition
Turbulent Flame model (SITurb). The predictive model is selected keeping in mind
the interest of the study. Since, present work revolves around the effect of various SOI
conditions which has direct or indirect impact on the burn rate, thus predictive model
is most appropriate choice. The utmost need of the predictive combustion models
is the requirement of the calibration to measured data to provide accurate results.
The model was firstly calibrated using the experimental data from the published
literature and four attributes (dilution effect multiplier, flame kernel growth multi-
plier, turbulent flame speed multiplier and Taylor length scale multiplier) optimized
using integrated design optimizer tool of GT-POWER to obtain single set of constant
values for all operating parameters. Further, to check the viability of the model the
simulation was run at varying fuel energy content for the three different SOI condi-
tions taken for the validation case. The results were compared and examined further
in relation to methanol combustion with similar conditions.

11.2 Model Development

Modeling of engine setup require complete understanding of predeveloped templates
in the software. In this chapter GT-SUITE software developed by Gamma Technolo-
gies have been utilized. GT-SUITE; a commercial simulation software is used for the
modelling. It comprises of theGT-POWER engine librarywhich is used as the engine
and vehicle simulation tool (GammaTechnologiesLLC 2020). The solution is based
on the 1-D fluid dynamics, solving the fluid flow and heat transfer for the engine
system. It comprises of certain specialized models which helps to model the entire
engine system accurately for analysis. Its predictive and non-predictive combustion
models can be used for the combustion modelling for the prediction of the burn rate
which is almost impossible to calculate while experimentation. Appropriate selec-
tion of the combustion model is needed as per simulation requirement. But for these
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Table 11.1 Engine
parameters (Li et al. 2019)

Scania D13 heavy-duty engine

Description Parameter values

Compression ratio 17.3:1

Displacement volume 2124 cm3

Bore 130 mm

Stroke 160 mm

Connecting rod 255 mm

Speed 1200 rpm

Intake valve closing (IVC) −141° CA TDC

Exhaust valve opening (EVO) 137° CA TDC

Number of nozzles 10

Nozzle hole diameter 0.175 mm

Distance between spark and injector 37 mm

models to do precise prediction of the parameters, beforehand, calibration and vali-
dation of the models is required. The numerical model developed is validated using
literature published data.

11.2.1 Engine Parameters, Assumptions and Boundary
Conditions

The study models a Scania D13 heavy-duty engine with only one cylinder fired. This
study is based, keeping inmind the high knock resistance tendencyofmethanol. Thus,
the compression ratio of 17.3 is used with direct injection and spark ignition fuel
strategy. Single injection with constant injection pressure throughout the injection
duration is used. The injector with 10 number of nozzle holes is used for the injection
of the methanol fuel. Other specifications of the engine are as specified in Table 11.1.

The initial and boundary conditions for the simulation are taken as cited in the
literature Li et al. (2019). The simulated pressure data is matched with the experi-
mental data reported in the literature (Li et al. 2019). Correct matching of the pres-
sure trace is required to consider the validation of the model for precise and accurate
measurement of the heat release rate (HRR), heat transfer and emissions.

11.2.2 Modeling Matrix

In this chapter, the measured and predicted combustion profiles were compared thor-
oughly for consistency checks. Then multipliers for the predicted combustion profile
was optimized. With these optimized multipliers the forward run simulations were



11 Investigation on the Effect of Injection Timings … 305

Table 11.2 Modeling matrix Parameter Value

(A) Validation modeling matrix

Fuel energy
content

3.5 kJ

Start of
injection

−27° CA TDC −29° CA TDC −31° CA TDC

(B) Test modeling matrix

Fuel energy
content

3.5 kJ 3.8 kJ 4.2 kJ

Start of
injection

−27, −29, and
−31° CA TDC

−27, −29, and
−31° CA TDC

−27, −29, and
−31° CA TDC

validated with respect to the measured data. Further, the same set of inputs were
applied to evaluate the effect of varying injection timing on combustion, perfor-
mance and emission parameters. For the same processmodelingmatrix of considered
variables are specified in Table 11.2.

11.2.3 Engine Model Preparation

Engine model consists of major components, their connections and references. This
model needs to filled by accurately measured parameters for more accurate predic-
tion. Here, engine model preparation was performed in two steps. First step consti-
tutes preparation of optimization model for closed volume analysis. Second model
was utilized for the validation and test simulations.

As shown in Fig. 11.1 optimization model comprises of fuel injector, engine
cylinder and engine crank train. This model applied cylinder pressure analysis mode
(CPOA) for the closed volume combustion chamber (IVC to EVO). This was used to
obtained the combustion multipliers for the methanol fuel in specified DISI engine.
The engine used in the study is amodified ScaniaD13 one-cylinder, four-stroke direct
injection spark ignition diesel engine taken from literature. Table 11.1 summarizes
the major parameters of the engine. In injector amount of mass injected, injection
timing, nozzle specifications and injection profile has been defined. Engine crank
train was prepared with the cylinder geometry and IVC. Further initial condition for
air inlet was defined, so that based on defined volumetric efficiency density of air
can be corelated. EVO was defined in the engine cylinder template.

In the optimization, engine cylinder initials (volumetric efficiency, residual and
exhaust gas recirculation, air trapping ratio and fuel trapping ratio) have been entered
(Venkateshmohan and Kumar 2015). SITurb, (a predictive combustion and emission
model for DISI engines) was used to simulate combustion, hence multipliers were
calculated for the SITurb approach. In the mathematical formulas below (Eqs. 11.1–
11.3), four multipliers employed for calibration in the ‘SITurb’ model was given
(Heywood 2018);
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Fig. 11.1 Optimization
model from GT SUITE
software

(fDillution) = 1 − 0.75 ∗ CDE(1 − (1 − 0.75 ∗ CDE ∗ Dillusion)7) (11.1)

ST = CT FSu
′

⎛
⎜⎝1 − 1

1 + CFKG

(
R f

Li

)2

⎞
⎟⎠ (11.2)

λ = CT LSLi√
Ret

(11.3)

Here;
Dilution = residual mass fraction in unburned zone
CDE = Dilution Effect Multiplier
CTFS = Turbulent Flame Speed Multiplier
CFKG = Flame Kernel Growth Multiplier
CTLS = Taylor Length Scale Multiplier
λ = Taylor microscale length
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ST = turbulent flame speed
u′ = turbulent intensity
Li = integral length scale
Ret = turbulent Reynolds number
The obtained value of fDillution, ST, and λ from above mentioned equation was

further used to calculate the entrained mass and burned mass inside the combustion
chamber. The Woshini model (which uses a formula that roughly emulates the tradi-
tional Woschni correlation without the swirl) was used to simulate in-cylinder heat
transfer. Formula for average gas velocity without swirl is mentioned in Eq. (11.4)
below (Woschni 1967);

w =
[
C1Sp + C2

VST1
P1V1

(P − P0)

]
(11.4)

Here; SP = Mean piston speed
P = Instantaneous cylinder pressure
C1 and C2 = Constant dependent at process
P1T1V1 = working fluid pressure, temperature and volume
P0 = Motored cylinder pressure at same crank angle as P
w = average gas velocity
VS = Swept volume
Emission components (CO, CO2 andHC)was calculated based on the equilibrium

of mole fractions as described by Olikara and Borman (1975). NOx component was
calculated from the extended zeldovich mechanism (Mitchell 1976; Nelson 1976).

Calculated burn rate for a thermodynamic cycle have been entered as an input
parameter for approximation of in-cylinder pressure and heat release rate. This engine
cylinder was set for reverse run at first step. In this, case setup was created for
obtaining the combustion profile for the reverse run, which was compared with the
measured combustion profile input given. Further passing the consistency checks of
reverse run the same model was run again with some modifications in the engine
cylinder (CPOA was changed to measured and predicted (M + P)). In this, case
setup was changed from combustion profile to the engine combustion multiplies for
obtaining the optimized value of those. A separate optimization module has been
created to run the iteration. The optimization will be run for 1021 cycles iteration
reaching a set of multipliers fit for using the parameters that have been specified in
advance. The obtained optimized multipliers for three SOIs have been validated in
the forward run model.

11.2.4 Test Model Preparation

The model validation tests were carried out for above mentioned three SOIs at a
speed of 1200 rpm with fuel energy content of 3.8 kJ. In this engine model as shown
in Fig. 11.2, the intake air pressure and temperature was considered as the atmo-
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Fig. 11.2 Test model from GT SUITE software

spheric environmental conditions in end environment template. This end environ-
ment template was connected to the inlet runner and then inlet port. Dimensions of
the inlet port and inlet runnerwas definedwith the initial air conditions. Lift array data
with respect to cam angle has been provided in the inlet valve. The engine cylinders
was connected to the injector and engine crank train as in the previous model. In the
cylinder heat transfer object, wall temperature was defined as previously. However,
the engine cylinder initials was replaced by air inlet conditions. Flow object was
defined as per the piston dimensions. and combustion object SITurb was defined
with optimized multiplier values. Using this technique, the cylinder’s shape, spark
and injection positions and timing, air turbulence and fuel characteristics, as well as
other combustion variables was considered to predict the combustion profile. This
model was used for validation, in which the burn rate parameters were not required
and forward simulation was applied by setting off the reverse run parameters. The
fuel is tracked as it is injected, evaporates, mixes with the surrounding gas, and burns
in thismodel. Thismodelmay be used tomonitor single ormany injection events, and
each injection event is described as an injection pulse that is recorded independently
of all other pulses. SITurb is more efficient in terms of both predicted accuracy and
runtime compared to nonpredictive and semi predictive SI module. Similar to the
intake valve, exhaust valve for cylinder was defined with its lift array. Further, the
engine combustion simulations were carried out on GT-SUITE software by means
of 1-D gas dynamics simulation code.

11.3 Methanol Fueled Direct Injection Spark Ignition (SI)
Engine 1-D Modelling

The initial and boundary conditions for the simulation are taken as cited in the
literature Pucilowski et al. (2017). The simulated pressure data is matched with the
experimental data reported in the literature (Pucilowski et al. 2017). Correctmatching
of the pressure trace is required to consider the validation of themodel for precise and
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Table 11.3 Comparison of
experimental and modelling
values for base case
simulation

Comparison of experimental and modelling values for base
case simulation

Parameter Experimental Simulation

Speed 1200 rpm 1200 rpm

Cylinder head temperature 390 K 390 K

Cylinder liner temperature 390 K 390 K

Piston temperature 420 K 420 K

Lambda 1.5 1.55

Intake air temperature 358 K 358 K

Intake air pressure 1 bar 1 bar

accurate measurement of HRR, heat transfer and emissions. To check the accuracy
of the model the pressure trace for three different SOI conditions is matched with
the experimental data reported at one fuel energy content i.e., constant mass of fuel
injected for all three SOI conditions. Small tuning of the parameters such as lambda
was done well within 3% range to exactly tune the volumetric efficiency and to pass
the consistency check for the reverse run simulation (CPOA). The spark timing and
injection pressure are used as cited in the literature with value of −2° CA TDC and
2000 bar, respectively. The boundary temperature conditions, and other parameters
tuned are shown in Table 11.3 with comparison to that reported in the literature.

11.3.1 Comparison of the In-Cylinder Pressure and HRR

Figure 11.3 shows the pressure trace along with the heat release rate obtained from
the forward run simulation after calibrating the combustion SITurb model. For the
calibration of the combustion model, the single optimized set of the multipliers
(dilution effect multiplier, flame kernel growth multiplier, turbulent flame speed

Fig. 11.3 Validation case
pressure and HRR vs crank
angle trace for 3.5 kJ fuel
energy content at different
SOI conditions
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multiplier and Taylor length scale multiplier as explained in the earlier sections
is obtained by running the integrated design optimizer tool of GT-POWER. The
optimized set of values for the attributes; dilution effect multiplier, flame kernel
growthmultiplier, turbulent flame speedmultiplier and Taylor length scale multiplier
are 0.7401, 2.8505, 0.7976 and 1.1782 respectively. The plot is shown in comparison
to the experimental results obtained in the Li et al. (2019). On comparison of the
model results under the fuelled conditions they show a good match with that of
the experimental results. Little deviation in the pressure value at the end of the
compression stroke observed for the simulated curve is due to little tuning in the
lambda value done as specified in the Table 11.4 to pass the consistency check of
reverse run simulation, to make zero the value of cumulative burn-rate during the
compression stroke to avoid inaccuracies. This was done due to some assumptions
taken in the model for certain unknown parameters during experiment run like air
trapping ratio and residual mass fraction. For the available fuel mass in the cylinder to
match the predicted fuel burned this cumulative error needs to be zero, therefore little
tuning to the value of lambda was done, but well within the range as specified in the
literature corresponding to the constant value of indicated mean effective pressure
of 8 bar used during experimentation. This pressure trace comparison is done for the
fuel energy content of value 3.5 kJ, kept constant, for all three SOI conditions. The
deviation in the peak pressure value for the all the SOI conditions is below 8%. With
best match got for the SOI condition of −29 and −31° CA TDC and all follow the
similar trend as that of the experimental data. These findings helped us to validate
the model and to further run the simulations at other different engine conditions.

11.3.2 Effect of Injection Timings

Similarly, keeping other parameters same the other set of simulations were run on
changing the fuel energy input content in the cylinder with one set being at 3.8 kJ
and other at 4.2 kJ and comparing the results with that of 3.5 kJ fuel energy content
for all three SOI conditions.

11.3.2.1 Effect of Injection Timing on In-Cylinder Pressure,
Temperature, and Heat Release Rate

Figure 11.4 shows the in-cylinder temperature along with the heat release rate for
all three cases of fuel energy content. The injection timing in swept from −31° to
−27° TDC. There is an increase in the pressure value with the increase in the fuel
content input in the cylinder. On comparing for one case, the pressure increases with
the retarding of the injection timing. The SOI condition of −31 shows the lower
pressure and correspondingly the heat release rate for all the cases with least value of
44.391 bar at −31° CA TDC injection timing. The maximum value of peak pressure
is found for the injection timing of−27° TDCwith the value of 81.433 bar for 4.2 kJ
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Fig. 11.4 Variation of pressure and heat release rate for different SOI conditions at a 3.5 kJ, b
3.8 kJ, c 4.2 kJ fuel energy input and d peak pressure value for the respective conditions

as the fuel energy input. The trend of the HRR curve can be seen to shift towards
left with retardation of the SOI condition. The reason behind the increase in the peak
in-cylinder pressure due to retarded SOI is due to late injection, methanol does not
get enough time for mixing and forming high stratified mixture near to the spark at
the time of ignition (Li et al. 2010), thus on combustion leading to higher pressure
values.

With advance injection, fuel gets higher time to mix with air and thus forming a
quite lean mixture at the time of ignition. Furthermore, since for the first case mass
of fuel injected was already on the lesser side and on advance injection or higher
mixing time, it got leaner at the time of ignition as well as uniformly distributed
leading to lower combustion efficiency and poor flame propagation. Thus, lower
peak in-cylinder pressure for SOI condition of −31° TDC (Li et al. 2010). Studies
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reveal that turbulent kinetic energy influences the flame propagation speed (Kim
et al. 2015). It was found that −31° TDC, showed lower TKE value as compared to
other SOI conditions, thus further giving inferences of lower fuel efficiency of this
SOI condition as compared others. There is improvement seen in the combustion
characteristics for higher fuel injected cases, for advanced −31° TDC SOI condition
as the fuel/air mixture does not remain too lean now during the time of ignition
i.e., there is a little stratified mixture near spark plug at time of ignition. This can
also be related to the fact that high fuel energy input keeping other parameters same
the fuel/air mixture now tends to move towards the stoichiometric mixture giving
better combustion. Thus, leading to higher peak in-cylinder pressure for advanced
SOI conditions as well as seen in Fig. 11.4b, c.

Peak pressure value for the SOI condition of −27° TDC is highest for all three
cases with the value of 58.516 bar, 72.837 bar and 81.433 bar, which is 24.13, 17.7
and 14.72% higher than its counterpart i.e., −31 SOI in the respective fuel content
condition. Peak pressure rise rate also shows similar trend as that of the peak pressure
and HRR as should be case. Figure 11.5a shows the variation of the peak pressure
rise rates for all the injection timing conditions. The highest value of 6.29 bar/degree
is found for the SOI condition of −27° TDC. The peak pressure rise rate data is
required for the analysis of the knock tendency at a particular SOI condition. Peak
pressure rise rate location and peak pressure location CAD moves towards the TDC
with retarding of the injection timing. Table 11.4 shows the location of the peak
pressure along with its value.

Figure 11.5b shows the variation of the peak in-cylinder temperature values at
different injection timings. The highest value of cylinder temperature is obtained for
SOI condition of −27° TDC with the value of 2083.42, 2200.61 and 2297.4 K for
respective fuel energy content. The reason behind it is the presence of high stratified
charge during the time of spark due to retardation of the injection timing thus sudden
combustion leading to high in-cylinder temperature.

Fig. 11.5 Effect of SOI condition at different fuel energy content on a peak pressure rise rate
(bar/deg) and b peak in-cylinder temperature (K)
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Table 11.4 Location of peak pressure CAD and along with its value

Fuel energy input Peak pressure (bar) Peak pressure location (CAD)

SOI: −27 SOI: −29 SOI: −31 SOI: −27 SOI: −29 SOI: −31

3.5 kJ 58.51665 54.828053 44.39126 16.699066 17.83517 19.552729

3.8 kJ 72.83795 69.735115 59.92228 13.844577 14.607818 16.040384

4.2 kJ 81.43321 78.71064 69.441956 12.131549 12.903793 14.768547

11.3.2.2 Effect of Injection Timing on Ignition Delay and Combustion
Duration

The start of combustion and end of combustion parameters are decided depending
upon the criteria setup for the mass fraction of fuel burned and might vary differently
with the study. Crank angle at which 2% of the total heat has released (CA2) is
taken as the start of combustion (SOC). With fixed spark timing of −2° CA, ignition
delay is calculated as the difference between the CA2 value and the spark timing.
End of combustion is taken at crank angle at which 90% of the heat has released
(CA90). Combustion duration, in this study is taken as the burn duration from 10 to
90% of the mass fraction burned. Figure 11.6a, b shows the ignition delay period
and the combustion duration at three different fuel energy input to cylinder when the
injection timing is swept from −31° CA to −27° CA.

SOC seems to occur earlier as the injection timing is swept from −31° CA to −
27° CA i.e., the SOC location tends to move towards to the TDC leading to decrease
in ignition delay period for injection timing of −27° CA. This difference in the
SOC location at lower fuel energy content is more prominent leading to higher
difference in the value of ignition delay period at lower fuel content than higher fuel
content. This extend of SOC towards TDC at higher fuel energy content is found
to be lower when injection timing is swept from −31° CA to −27° CA, leading
to marginal difference in ignition delay period for 4.2 kJ fuel energy content. This
further explains the increasing combustion duration as we advance the injection

Fig. 11.6 Effect of SOI condition at different fuel energy content on a ignition delay period and b
combustion duration
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timing. Lower ignition period at retarded SOI conditions leads to higher in-cylinder
temperature, further increasing the burning velocity (Li et al. 2016). Combustion
duration is in inverse relation with the in-cylinder temperature; therefore, we found
a decrease in combustion duration as we retard the injection timing. The difference
in combustion duration is lower at higher fuel content case since the fuel/air mixture
tends towards the stoichiometric mixture thus fuel distribution becomes better and
more homogeneous for early injection as well.

11.3.2.3 Effect of Injection Timing on Performance

Figure 11.7a shows the variation of the indicated thermal efficiency with changing
injection timings. There is no as such proper trend that the parameter follows with
the change of injection timing. The highest thermal efficiency is found for the −
27° CA for the fuel energy input of 3.5 kJ with value of 42.75%. The entire range
of thermal efficiency for all the cases is found in the range of 41–43% which is
good as compared to its counterpart diesel engine at this compression ratio. These
higher power output and efficiencies of methanol due to its high knock resistance
tendency helps for its usage in the high compression ratioDISI engines. Least thermal

Fig. 11.7 Effect of SOI condition at different fuel energy content on a indicated thermal efficiency,
b indicated specific fuel consumption, c exhaust temperature
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efficiency of 41.62% is found for the injection timing of −31° CA due to lesser area
under the P-θ curve for this case. Figure 11.7b, c shows the indicated specific fuel
consumption and exhaust/outlet temperature for all the cases. And it is well known
fact that higher the exhaust temperature lower is the thermal efficiency, thus it can
be seen that higher temperatures are found for −31° CA injection timing for all the
fuel input content. Hence, lower is its thermal efficiency. ISFC is found to be least
with the value of 422.16 g/kW-h for −27° CA for 3.5 kJ fuel energy content input.
The justification for the indicated thermal efficiency can be better understood based
on the energy distribution discussed in the later section. The heat transfer losses and
exhaust losses monitor the indicated thermal efficiency (Caton 2018).

11.3.2.4 Effect of Injection Timing on Emission

Figure 11.8a, b shows the HC and NOx emissions with the changing SOI conditions
for three different fuel energy input content. There is amarginal difference in theNOx

concentration with the change of injection timing for a particular case. But there is a
decrease in the NOx (ppm) concentration with the increase of the fuel energy input.
The reason behind this is as all other parameters are kept constant while changing
only the fuel energy input to cylinder making a leaner mixture at 3.5 kJ fuel content,
while 4.2 kJ makes a lesser lean air/fuel mixture. This tends to make the mixture
more towards the stoichiometric air/fuel ratio, leading to better combustion and lesser
emissions. The NOx concentration is highest for the 3.5 kJ fuel energy content lying
within the range of 1030–1035 ppm. Similarly, HC concentration too show marginal
difference as we swept the injection timing from −27° CA to −31° CA TDC for 3.8
and 4.2 kJ energy content. There is a drastic higher amount of HC concentration with
value of 6.55 ppm for the SOI condition of −31° CA as could be seen in Fig. 11.8a.
This is due to fact that at this condition the flame propagation is low and fuel mixture
is lean as well leading to low in-cylinder and thus making lower fuel efficiency. This
tends to this higher concentration of HC (ppm) at this condition.

Fig. 11.8 Effect of SOI condition at different fuel energy content on a NOx emissions, b HC
emissions (ppm)
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Fig. 11.9 Effect of SOI condition at different fuel energy content on a CO2 emissions, b CO
emissions (ppm)

There is not much difference in the value of these emissions as we retard the
injection timing as shown in Fig. 11.9. These emissions are the result of complete
combustion and will show a trend opposite to that of HC. The maximum value of
CO2 and CO emission is found for the SOI condition of -27° CA TDCwith the value
of 97,638 ppm and 5.83 ppm respectively.

11.3.2.5 Energy Distribution with Varying SOI Conditions
for Different Fuel Energy Input

Energy distribution comparison for all the SOI conditions under investigation for
three different fuel energy input is shown in Fig. 11.10. At lower fuel energy input
of 3.5 kJ, the exhaust losses overpower the heat transfer losses. Though the heat
transfer losses for the advanced SOI condition decreases gradually as compared
to early injection, but higher exhaust losses become dominant causing decreased
indicated thermal efficiency for −31° CA TDC. The least being for this case with
the value of 41.62% At higher fuel energy content of 4.2 kJ (Fig. 11.10c), there is
negligible difference in the losses either exhaust or heat transfer, hence corresponding
little variation in the indicated thermal efficiency. From all the plots in Fig. 11.10
whenever there is a decrease in the heat transfer loss there is corresponding increase
in the exhaust losses i.e., there is rather no conversion of it to work output. Thus,
building up scope for the waste heat recovery and after-treatment of exhaust waste
heat source.

11.4 Summary

1D numerical simulations supported by the experimental data have been carried out
on the high compression ratio DISI methanol fueled engine. The utmost requirement
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Fig. 11.10 Energy distribution with varying SOI condition a 3.5 kJ, b 3.8 kJ and c 4.2 kJ fuel
energy input

of the 1D model is to select the appropriate combustion model out of the available
options of non-predictive, semi-predictive and predictive based on the interest of
the study. Predictive combustion model was taken up for this study as model was
developed to study the effect of injection timing, since it has a significant or direct
influence on the burn rate. Thesemodels required calibration to themeasured data for
which the model was validated on taking up the experiment data from the published
literature to provide accurate results. Further, the investigation was taken up with
varying fuel energy content to find the viability of the model at more operating
parameters. The combustion characteristics of methanol fuel is found to be sensitive
to the injection timings. The study reveals that too much advanced injection duration
i.e., at −31° TDC leads to very lower flame propagation speed and thus lower in-
cylinder turbulence kinetic energy, which leads to quite lower in-cylinder pressure.
It was observed that HRR curve shifts to the left as the SOI condition retarded. The
reason behind which was, less time available for mixing of the fuel, resulting in
greater in-cylinder pressure and temperature. The maximum cylinder temperature
and pressure is achieved at −27° TDC owing to the existence of a highly stratified
charge at the moment of ignition, resulting in rapid combustion. The SOI condi-
tion of −31° TDC showed improvement in fuel efficiency at higher fuel energy
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input as the equivalence ratio tended towards the stoichiometric mixture leading to
higher stability. Not much variation in NOx emission is observed with the change
in injection time. Yet when the fuel energy input increases, the NOx (ppm) concen-
tration decreases because of the leaner mixture at 3.5 and 3.8 kJ fuel energy input,
while mixture closer to the stoichiometric at 4.2 kJ fuel energy content resulted in
improved combustion and reduced emissions. There is a much large amount of HC
with −31° CA SOI at 3.5 kJ fuel energy content, lesser homogeneous mixing due to
much leaner fuel/air mixture, resulting in a low in-cylinder pressure and low fuel effi-
ciency.With much advancement in the SOI condition, there exists prolonged ignition
delay, thus causing leaner fuel/air mixture to abnormal combustion, higher unburned
emissions. This phenomenon though show improvement when the fuel/air mixture
is taken closer to the stoichiometric mixture. It was our best attempt to model the
higher compression ratio engine with DISI mode of combustion for methanol as the
fuel. Since, the utmost requirement of the 1D combustion model is to calibrate it
with the existing measured data, due to limited experimental data existing till date,
there was some shortcoming left in its fully accurate calibration. Thus, exists a few
quantitative discrepancies but the consistent trend of in-cylinder pressure and HRR
in the validation results show reliability of numerical model for qualitative analysis.
Greater range of measured data available will further help in increasing the accuracy
as well as add better viability to the existing model for more operating range.

It is a worldwide urge for creation of simulation tools to accurately predict the
combustion, performance and emission of IC engines. However, with more than
hundred operating variables, inclusion of new techniques, addition of variety of
fuels and increasing complexity of ICE, prediction within acceptable accuracy limits
seems to be far from reach.
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Chapter 12
Automotive Exhaust Thermoelectric
Generator Unit Integrated to Exhaust
Noise Muffler: Heat Recovery and Noise
Attenuation Simulations

Sarthak Nag , Atul Dhar , and Arpan Gupta

Abstract This study aims at energy harvesting mufflers that utilize thermoelectric
generators (TEG) to convert waste heat from the engine exhaust into electricity
and simultaneously reduce engine noise. The recovered electricity can be used to
power the auxiliary units in the automobile and can effectively improve the overall
efficiency of the system. In this study, an automotive exhaust thermoelectric generator
(AETEG) unit is fabricated to extract the waste exhaust heat from the engine. To
further enhance the performance of AETEG unit, changes in the internal geometry of
the unit are proposed, and a systematic computational study is carried. Investigation
results indicate that transformations in the internal geometry enhance the heat transfer
rate due to lower flow stratification and induced turbulence. This shows increasing
potential for higher electricity generation. However, an increase in backpressure
due to flow obstruction remains a problem with increasing baffle count. The internal
geometrywith six baffles gave the best thermal performancewith backpressurewithin
acceptable limits for the studied cases. Additionally, that AETEG unit serves as a
noise muffler and attenuates the exhaust noise by 53 dBA.

Keywords Waste heat recovery · Thermoelectric generator · Automotive muffler ·
Sound attenuation

12.1 Introduction

The exponential growth in the human population in the last few hundred years,
coupled with a multi-fold increase in the global economy, has led to accelerated
environmental degradation. The increasing human population is stressing the earth’s
environment due to excessive global pollution, majorly due to transportation, power
plants, and industries (Mulla and Rabinal 2019; Birol 2016; Huang et al. 2017).
Moreover, due to the increasing energy demands to sustain the economic rise, the
demand for conventional fuels has gone up in recent times, which has pushed us
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towards the cliff of the global energy and environmental crisis (Smil 2017; Tripathi
et al. 2018). Renewable and cleaner energy has been in the limelight due to the
advances made in the past decade in terms of the economics involved (Karthick et al.
2019; Gu et al. 2019). Even though there is a strong need to shift to cleaner alternative
fuel to fulfil future energy demands, there is also a necessity to minimize heat losses
in the present and prospective future systems to increase the overall efficiency and
extractability in these systems. Waste heat is a by-product in any thermal process
which is dissipated unused in the environment. Despite having a lower exergy, waste
heat recovery, in recent years, has been in spot-light for the improvement it brings to
the system efficiency and the gains in terms of pollution reduction (Nag et al. 2018;
Shu et al. 2018; Muralidhar et al. 2018; Nour Eddine et al. 2018; Thacher et al. 2007;
Deng et al. 2013; Liu et al. 2016; Orr et al. 2016; Omer et al. 2020; Angeline et al.
2019).

Although internal combustion (IC) engines are much celebrated due to their high-
power output and spread throughout the transportation industry, they are not one of
the most efficient systems, and their overall efficiency is typically around 30%. A
typical IC engine only converts 25 to 30 percent of the available fuel energy into
useful work (Orr et al. 2016; Tripathi et al. 2017; Demir and Dincer 2017). Around
40% of fuel energy goes out unutilized through the tailpipe of the engine in the
form of heat in exhaust gases. Another 30% of the fuel energy passes to the coolant
through engine walls in the form of heat. Figure 12.1 shows the energy split diagram
in a typical engine (Nag et al. 2018). This points towards high potential of the waste
heat recovery from an automotive engine for improving the sustainability and overall
efficiency of the internal combustion engines.

Waste heat is low-grade energy, having low exergy, and thus requires an efficient
device for its conversion into useful energy.Broadly, exhaust heat recovery (EHR) can
be classified into two segments: (i) solid state-based EHR and (ii) fluid-based EHR
(Tripathi et al. 2017). The Carnot efficiency limits all the thermodynamic processes,
and despite the massive development in fluid-based devices, their upper limit will
always be less than the Carnot efficiency as it is based on the sensible heat input and
the space for the advancement is limited (Henry andPrasher 2014).On the other hand,
the solid-state energy conversion devices are independent systems having so moving
parts and thus no thermal limitations. Importantly, they can utilize a constant tempera-
ture input, which is very similar to the Carnot cycle (Henry and Prasher 2014). For the
solid-state, the employment of thermoelectric generator (TEG) modules to recover

Fig. 12.1 Energy split
diagram in a typical engine
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Fig. 12.2 Data of the
number of articles published
in the domain of automotive
thermoelectric generation.
The data is obtained by
searching for keywords
“automotive” and
“thermoelectric” on the Web
of Science portal on
19-June-2021

exhaust waste heat and convert it into useful electricity has gained an increased pace
in the past decade (Pang et al. 2018). Figure 12.2 shows the substantial increase in
the number of articles in the automotive thermoelectric domain published since year
2000, which justifies the interest in the TEG for recovering automotive exhaust heat.
Thermoelectric generation works on the principle of Seebeck effect which states that
when there is a temperature difference between two different conductors or semicon-
ductors, a potential difference is produced between them, which is proportional to the
difference in temperature.ATEGconsists of several thermocouples depending on the
size and capacity of the TEG module. A thermocouple is a small unit that is made of
P-type and N-type semiconductors. These thermocouples are then connected; elec-
trically in series and thermally in parallel, and placed between two highly thermally
conductive ceramic wafers to form a TEG (DiSalvo 1999; Soleimani et al. 2020).

The application of TEG to automobiles dates back to early 1900s when Leigh
Hale invented a thermo-electric based battery for motor vehicles (Hale 1913). Since
then, there has been continuous effort to improve both the efficiency of thermoelec-
tric materials as well as that of the heat exchanger. In 1976, Serksnis reported a TEG
unit utilizing exhaust gas as a heat source to replace the existing charging system
in vehicles and proposed a design for its development. The author also highlighted
high reliability and lower maintenance in their utilisation due to the absence of any
moving parts in the presence of high thermal loads (Serksnis 1976). Furthermore,
to replace the shaft driven alternators, Hi-Z Technology developed a 1 kW output
thermoelectric generator for class eight Diesel truck engines under U.S. Department
of Energy and California energy commission funding since 1992 (Bass et al. 1994).
It employs 72 TEG modules made of bismuth telluride (Bi2Te3). The power output
increased from 400 to 1068Wwith an improvement in the internal design of the heat
exchanger. In specific, their study highlighted the importance of internal geometry
optimization for extracting high power output. Many automotive organizations also
entered the domain of EHR with Nissan using a Si-Ge TEG modules (Crane et al.
2013). They were able to produce 36 W on a 3-L road vehicle at 60 kmph uphill
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drive. The design of the AETEG unit is most critical in improving their efficiencies
in actual deployment, and the general design issues in their development for auto-
motive applications, such as highly fluctuating flow and temperatures, a necessity
to increase the radiator capacity or selection of TEG material were highlighted by
Stabler (Stabler 2009). In 2009, BMW group expanded their efficient dynamics by
developing a TEG unit for their vehicles (Liebl et al. 2009). They reported a fuel
reduction of around 5–7%and power generation of 200Wat the speed of 135 kmph in
their prototype testing, which seems to highlight the potential of TEG deployment.
They also restated the importance of advancements in thermoelectric materials in
terms of economics and power generation for successful power generation. Espinosa
and co-workers took themodelling approach for thermoelectric generators applied to
the diesel automotive heat recovery (Espinosa et al. 2010). They found a strong corre-
lation between the generator architecture and the operating conditions of the engine.
They also highlighted the importance of a bypass line in the exhaust to save the ther-
moelectric materials from high temperatures at heavy loads. Saqr and co-workers
reviewed the potential replacement of alternator or assistance in charging the battery
unit by thermoelectric generation and presented various objectives and challenges to
define the future path (Saqr et al. 2008). The study concluded the importance of heat
exchanger geometry, material, insulation site, and cooling system for success of TEG
in automotive. Karri, Thacher and Helenbrook tested the deployment of TEG on two
cases: a sports utility vehicle and a stationary compressed natural gas-fuelled engine
generator set (Karri et al. 2011). They also used two differentmaterials for their study.
The quantum well thermoelectric material proved to be highly effective against the
Bi2Te3 material. The relative fuel savings using quantumwell material were 1.25 and
3% for sports utility vehicles and stationary generator engines. They also discussed
about the parasitic losses in their study, with power required to transport the TEG
unit being dominant in sports utility vehicle case. Su et al. made significant progress
in optimizing the AETEG unit by testing the modifications both experimentally and
using simulations. They also highlighted the importance of striking a balance between
heat recovery and acoustic attenuation for future studies. In 2014, researchers from
Wuhan University made a big leap and developed AETEG unit, which meets the
automotive electrical requirement with a power output of 944 W (Liu et al. 2015).
Their AETEG is called “four-TEG system” and is made from 240 thermocouples. It
showed the feasibility of the replacement of alternator with AETEG unit. To enhance
the heat transfer through modification in internal geometry, Lu et al. studied three
geometries: empty cavity, 1-inlet 2-outlet, and 2-inlet 2 outlet (Lu et al. 2013). They
measured it by supplying the hot cases through blower to mimic engine test condi-
tions. The heat transfer enhancement in 1-inlet 2-outlet was best for the studied
cases. Liu et al. also carried a similar study with fishbone-shaped heat exchangers
and chaos-shaped heat exchangers and found chaos-shaped to be better in terms of
heat transfer (Liu et al. 2014). Lee et al. designed a heat exchangerwhich incorporated
fins for enhanced heat transfer between TEGmodules and the exhaust gases (Lee and
Bae 2008). Hatami et al. used the multi-objective optimization-based approach and
proposed a cylindrical structure with radial fins for optimized thermal performance
(2015). However, the addition of components in the exhaust line increases exhaust
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backpressure and system complexity. The low figure of merit of thermoelectric mate-
rials translates into the lower efficiency of the AETEG unit (Vining 2009; Sharma
et al. 2014). Therefore, the consumption of additional power for cooling the AETEG
unit by a standalone system has been a problem and more often inconvenient. A
study by Kim et al. (2011) have suggested the integration of AETEG cooling with
the engine cooling loop. To integrate muffler with AETEG unit, Deng et al. studied
the acoustic attenuation of AETEG unit (Deng et al. 2016). The study identifies a
need for attention to the muffler-AETEG integrated systems for reducing the back-
pressure. Wang and co-workers used the dimpled surface instead of fins to reduce
the backpressure and reported a reduction of 20.57% in the AETEG unit (Wang et al.
2018). They also found a net power improvement bymassive 173% by using dimples
in their study. Pacheco et al. focused on the thermal control of the automotive TEG
units (2020). They embedded heat pipes in their TEG unit to spread the heat in the
longitudinal direction to avoid overheating in specific regions. They reported 5.4%
reduction in fuel consumption and extracted an average power of 532 W during a
driving cycle. Zhao et al. proposed an intermediate fluid thermoelectric generator
system to separate the exhaust line with the thermoelectric modules (Zhao et al.
2019). In their system, the temperature distribution across the modules was more
uniform due to the heat transfer being achieved using phase change of the interme-
diate fluid. He et al. modelled a multilayer thermoelectric generator and matched
their study with the heavy-duty diesel engine (2020). They studied the effects of key
parameters on the hot and cold sides and measured its performance under transient
cycle. Luo et al. also did a numerical and experimental study on the performance of
converging TEG unit where they modified the geometry of the system (2020). They
reported an even temperature distribution in their proposed design and verified the
same using experimental study.

Therefore, to study the effect of the addition of internal modifications on the
thermal performance, pressure drop, and exhaust noise attenuation, this work simul-
taneously analyses the thermal and acoustic noise attenuation performance of the
AETEGunit. Thiswork also includes experimental investigation formaximumpower
output at three tested loads. The addition of internal baffle structures enhances the
thermal performance of the AETEG unit. These inclusions of internal structures also
showed exhaust noise attenuation by multiple reflections of the noise wave inside
the AETEG cavity. The results show the promising potential of AETEG integrated
with mufflers for energy harvesting. Its implementation to the IC engine-powered
vehicles may lead to the component reduction in the exhaust line components and
potential alternator unit replacement.
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12.2 Methods and Procedures

12.2.1 Power Output and Voltage Measurements

The experimental setupwas designed to study the net potential of waste heat recovery
from engine exhaust.Moreover, the other important featurewas its implementation in
cooling the exhaust gases for exhaust gas recirculation (EGR) for limiting emissions
of oxides of nitrogen (NOx), which has been published elsewhere (Nag et al. 2019).
Figure 12.3 shows the schematic diagram of the experimental setup for exhaust heat
recovery. The AETEG unit was fabricated using an aluminium sheet of thickness
3 mm, which served as a medium of heat exchange between the exhaust and the TEG
modules. Iron and Brass are other potential contenders, but the primary reason for
choosing aluminium was its high thermal conductivity, thermal uniformity and the
economics involved for manufacturing. Iron has low thermal uniformity (Deng et al.
2013), and brass is quite expensive when compared with aluminium. The complete
setup was installed on the exhaust line of the test engine (make: Kirloskar; model:
TV1). The basic details of the test engine have been explained elsewhere (Nag et al.
2019). The load on the engine was varied using a transient dynamometer controlled
using a variable frequency drive (VFD).

To measure the exhaust inlet and outlet temperature, two p-type thermocouples
were installed at their respective positions (see Fig. 12.4a). For the energy recovery,
a total of 8 modules (make: Hi-Z, model: 14 V) were used. These TEG modules
were chosen as they are bismuth telluride (Bi2Te3) based and can operate at high
temperatures of 250 °C for continuous use and 400 °C for intermittent use. 2 parallel
arrays containing 4modules in series in each arraywere used for experimental studies
to maximize both current and voltage in the circuit. These TEGmodules were placed
on the aluminiumboxusing thermal grease tominimize the thermal contact resistance
(Fig. 4b).

Cooling of the cold side of TEGmodule is important tomaintain high-temperature
gradient for better output.Water, at room temperature (32 °C),was used as the coolant
fluid. A cooling platewith internal channels for the flowofwater was fabricated using

Fig. 12.3 Schematic diagram of the experimental setup for exhaust heat recovery



12 Automotive Exhaust Thermoelectric Generator … 329

Fig. 12.4 a AETEG placement on engine exhaust line; b TEG modules placed on AETEG unit; c
copper cooling plate

Table 12.1 Design
parameters for AETEG unit

Parameter Value

No. of modules used 8

Thermoelectric material Bismuth Telluride (Bi2Te3)

Area of each module 4.34 × 10–3 m2

Available area 0.55 m2

Material of AETEG unit Aluminium

Material of cooling plate Copper

Dimensions of AETEG unit 0.325 × 0.175 × 0.05 m

Dimensions of cooling plate 0.32 × 0.18 × 0.008 m

Ambient temperature 32 °C

Cooling water flow rate 1 lpm

Cooling water temperature R.T. (32 °C)

copper block (Fig. 12.4c). Copper was used to manufacturing the cooling plate due
to the requirement of very high thermal conductivity on the cooling side to maintain
a steady temperature gradient across the TEGmodule. The heat transport can further
be improved by inducing surface roughness to the channels or by depositing porous
material which may lead to the two-phase heat transport, but remain beyond the
scope of present study. Table 12.1 shows the design parameters of the AETEG unit.



330 S. Nag et al.

Fig. 12.5 Experimental setup of AETEG unit used for power production

A uniform load was placed on the AETEG unit to minimize the vibrations and
further reduce the thermal contact resistance. This additional load also helped to avoid
any TEG module displacement in the AETEG unit due to the excessive vibrations
at higher loads and lubrication caused by the thermal paste. Figure 12.5 shows the
complete experimental setup for the study. To examine and estimate the net power
output produced from the AETEG unit by recovering waste heat of the exhaust, a
basic electrical circuit was developed by deploying a 4-� resistor to dissipate the
power. The current was measured using an ammeter, from which the net voltage and
power were calculated.

With the aim to enhance the power output of the AETEG unit, the tempera-
ture on the interface of the TEG modules and aluminum surface of AETEG unit
was measured using the thermal imaging camera (make: TESTO, model: 875-2i) to
check its response to further internal modifications. After the successful power and
voltage measurements, the cooling plate and TEG modules were removed from the
aluminum AETEG unit, and the thermal imaging camera was used to measure the
interface temperatures. Black conducting tape was applied on the top surface of the
AETEG heat exchanger during the measurement to reduce the scope of error in the
measurement. Further, these measured temperature values also served the purpose of
tuning the heat transfer coefficient for the computational model. Figure 12.6 shows
the setup view while measuring interface temperatures.
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Fig. 12.6 Experimental
setup for interface
temperature measurements

12.2.2 Simulation Case Setups and Validations

12.2.2.1 Simulation Model for Thermal Studies

The details of the studied geometry are given in Table 12.1. The simulations were
performed using a CFD simulation package Star CCM. The k-epsilon turbulence
model was used to compute the fluid flow and heat exchange rate. The exhaust gas
was modelled as ideal gas with a density of 1.249 kg/m3 (The Automotive Research
Association of India 2010). No-slip boundary conditions were given to the walls of
the aluminium AETEG unit. The flow velocity at the inlet was calculated and kept at
4.85 m/s. The model setup and the boundary conditions are given in Table 12.2. The
inlet temperature boundary conditionswere given as per recorded from thermocouple
1 installed at the entry of exhaust gases. Tomodel the convection from the interface to
the surrounding environment, the heat transfer coefficient (htc) was tuned iteratively
for load 100% with the help of the experimentally measured temperatures from the
infrared thermometry. On tuning the model, the value of htc was 7.9 W/m2 K for
100% load, and for convenience, was assumed to be the same for all the other tested
loads. The closeness of the mean temperature and the temperature variation along
the central line justify the consideration of 7.9 W/m2 K for all tested loads.

Table 12.3 shows the variation for average temperatures between our experimental
results and the simulation results. The computational model tends to over-predict the
mean temperature; however, the maximum deviation is only 4.14%. The deviation
was higher at lower loads, but the model performed well at high loads. Figure 12.7
shows the variation of the temperature at the central line of the AETEG unit.
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Table 12.2 Simulation
conditions and models

Conditions Model

Model state 3-dimensional, steady state

Flow type Segregated flow (subsonic)

Equation of state Ideal gas (ρ = 1.249 kg/m3)

Energy Segregated fluid temperature

Equation of motion Reynolds averaged Navier stokes

Turbulence model k-epsilon

Boundary conditions Velocity inlet (4.85 m/s)
Pressure outlet (1 atm)
No-slip wall
Convection (h = 7.9 W/mK)

Table 12.3 Comparison of
experimental findings and the
simulation results

Case Average temperature (°C) % deviation

Experimental Simulations

Load 25% 98.2 102.269 −4.14

Load 50% 121.6 124.721 −2.56

Load 75% 145.9 147.862 −1.34

Load 100% 179.1 180.434 −0.74

Fig. 12.7 a Central line
where temperatures are
measured for validation; and
b variation of temperature at
central line for both
experimental findings and
simulation results

After tuning the computational model for the baffle-less geometry, the variations
in the internal geometryweremade to quantify the enhanced heat transfer. Figure 12.8
shows the different internal geometries for the simulation. The number of baffles was
varied in three steps: 3, 4, and 6. The limiting case was chosen as 6 baffles because
increasing the number of baffles beyond 6 increased the back pressure beyond 1 kPa,
which was considered as the upper limit for the present study.
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Fig. 12.8 Internal geometries for computational study a no baffles; b 3 baffles; c 4 baffles and d 6
baffles

12.2.2.2 Simulation Model to Study Acoustic Attenuation

Present day automobiles have dedicated muffler to reduce exhaust noise (Nag et al.
2017). The governments have set different norms and standards for the maximum
allowable noise from an automobile. Moreover, excess noise from the automobile
has severe health problems and can cause nausea, tiredness, and headache after long
travels.

To study the acoustic advantage of the proposed geometries, Pressure acoustic
analysis was carried out using the finite element approach. The dynamics of sound
propagation is governed by (12.1).

∇ ·
(

−∇ p

ρ

)
−

(ω

c

)2 p

ρ
= 0 (12.1)

where p is the acoustic wave pressure, ρ is the density of medium, c is the speed of
sound, and ω is the angular frequency.

Transmission loss (TL), an important parameter to determine the performance of
a muffler, is the ratio of incoming acoustic energy to outgoing acoustic energy. The
TL is given by (12.2).

TL = 10 log10
win

wout
(12.2)

where,win = ∫ po2

2ρcdA andwout = ∫ |p|2
2ρc dA are the incoming acoustic energy at inlet

side and outgoing acoustic energy at the outlet side, respectively.
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Fig. 12.9 a Peak voltage and maximum power at different loads; and b total exhaust heat and %
conversion to electricity at different loads

12.3 Results and Discussions

12.3.1 Power and Voltage Output

Figure 12.9a shows the peak voltage and maximum power output for the setup. A
maximum power output of 18.83 W was obtained at a load of 75%. For the same
load, the peak voltage was 8.63 V. As the temperature of the exhaust increases, the
net power increases due to the increase in available heat. Figure 12.9b shows the
available exhaust heat and % conversion of waste heat into power. The conversion
percentage of 1.05% was obtained at 75% engine load while using only one face of
the AETEG unit for the installation of thermoelectric modules due to the availability
of the limited number of modules. 4 modules connected in series were connected
in parallel configuration to another set of 4 modules connected in series. The power
out and conversion efficiency can be further improved by covering all the faces of
AETEG. Moreover, the use of power conditioning circuit and matched loads would
also enhance the peak output from the AETEG unit. With the improvement in the
thermal operating range of the TEG modules, the amount of heat recovery can be
further increased.

12.3.2 Simulation Results for Enhanced Heat Transfer

Figure 12.10 shows the temperature contours on the interface of the AETEG unit at
100% load condition. The increase in the number of baffles has tremendous impact
on the interface temperature. The baffle-less geometry has an average temperature of
180 °C, whereas the geometry with 6 baffles has an average temperature of 238 °C.
The increase of 58 °C can nearly double the power output of the AETEG unit. But
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Fig. 12.10 Temperature
contours for different
internal geometries at 100%
load condition a no baffles; b
3 baffles; c 4 baffles; and d 6
baffles

this increase in interface temperature is directly coupled with the increases in back
pressure.

Table 12.4 shows the back pressure with varying internal geometry. The back
pressure increased from 10.88 Pa for baffle-less geometry to 350 Pa for 6-baffle
geometry. Increasing back pressure has adverse effects like an increase in pumping
work and cylinder scavenging problems. The existing engines already have various
exhaust components like diesel particulate filters, silencers, catalytic converters, etc.,
hence increasing the back pressure for AETEG unit beyond 1 kPa will have adverse
effects on the engine performance (Mayer 2004).

Table 12.4 Back pressure for
different internal geometries

Geometry Back pressure (Pa)

No baffles 10.88

3 Baffles 32.81

4 Baffles 81.99

6 Baffles 349.85
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Fig. 12.11 Velocity
magnitude for different
internal geometries at 100%
load condition. a No baffles;
b 3 baffles; c 4 baffles; and d
6 baffles

Figure 12.11 shows the velocity profile on the central plane for the proposed
AETEG units at 100% load condition. The inlet velocity calculated from the experi-
mentswas 4.85m/s and served as an initial condition. The inclusion of baffles induces
high turbulent flows, thus increasing the heat transfer coefficient.

12.3.3 Simulation Studies for Enhanced Acoustic
Attenuation

Figure 12.12a shows the transmission loss (TL) for the different proposed geometries.
The geometry with no internal baffles showed a very poor TL characteristic for all
frequencies. This was mainly due to no reflection inside the geometry because of
the absence of baffles or other reflecting geometries. The average transmission loss
for this case was only 1.93 dBA. However, as the number of baffles increased, a
high acoustic gain was observed. The average TL was 15.59, 27.55, and 53.81 dBA
for 3, 4 and 6 baffles, respectively (see Fig. 12.12b). Another important finding
was the frequency region for which high TL was observed. The geometries with
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Fig. 12.12 a Transmission loss for different proposed geometries. Inset shows the transmission
loss at frequencies less than 1000 Hz, and b averaged transmission loss for the frequency range of
500 to 2000 Hz

baffles showed very high TL for frequencies greater than 1 kHz, but the TL for lower
frequencies was quite less.

12.4 Summary

The experimental investigation for the net power recovered from the engine exhaust
gases using TEG modules was carried out with the aim to power auxiliary units of
the automobile. Presently, the focus is to improve and optimize the thermal designs
and the functionality of the systems for automotive applications. In our study, the
maximum power and voltage achieved during the experiments were 18.83 W and
8.63 V. Therefore, due to low power and voltage output, an internal modification
to the aluminum AETEG unit was proposed, and simulations were carried out
implementing baffles to enhance the heat transfer. Increasing the number of baffles
increases the heat transfer to the interface to a greater extent. A net increase of 58 °C
in the mean interface temperature was observed with increasing the baffle number
to 6. However, if the number of baffles is increased above 6, the backpressure in
the exhaust line goes above 1 kPa, which is not recommended for present day auto-
mobile exhaust lines. The acoustic advantage of the AETEG geometry was also
studied computationally, and it was found that the sound attenuation increases with
the increasing number of baffles due to reoccurring reflections within the volume.
The mean TL for the geometry with 6 baffles was over 50 dBA, while that for baffles
less geometry was under 2 dBA.

In the present scenario, the conversion efficiency of TEG materials is low and
can be inconvenient due to the additional power requirement for cooling of the
TEG modules. This hinders the application of AETEG in the automotive industry.
However, this adversity is due to the low figure of merit of thermoelectric materials
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and the ongoing aggressive research and development of high figure of merit ther-
moelectric materials can soon provide the solution to this intrinsic problem. Further,
to reduce the excessive power usage for cooling the AETEG system, integration of
the engine coolant loop with the AETEG coolant is another solution.
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Chapter 13
Diesel Engine Waste Heat Recovery
Schemes for Improved Fuel Economy
and Reduced Emissions: Simulation
Results

Subha Mondal and Sudipta De

Abstract Diesel engines are widely used for road and marine transports. Stationary
diesel engines are also used for off-grid supply of electricity for households or to
run the auxiliary equipment such as pump, compressor, etc. A significant portion
of the thermal energy input to diesel engines is ultimately rejected as waste heat.
Exhaust flue gas from marine diesel engines are at about 300 °C. On the other
hand, jacket cooling water and scavenging air cooling water are available at below
100 °C. Available waste heat from road transport system may be utilized to produce
cooling/heating effect for conditioning of the cabin environment. Thewaste heat may
also be used in turbo chargers for a higher power density. In marine applications,
the waste heat may drive a bottoming power cycle to supply the auxiliary power.
Waste heat available form a stationary diesel power plant can even be used to run a
cogeneration/polygeneration unit satisfying some of the localized energy needs. In
the present chapter, simulation results of possible schemes and effects of waste heat
recovery from diesel engines have been explored. Finally, generalized principles for
the simulation of diesel engine waste heat recovery have been discussed.

Keywords Engine waste heat · Fuel economy · Cogeneration · Bottoming cycle ·
Simulation studies
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EG Exhaust gas
GWP Global warming potential
HDDE Heavy duty diesel engine
HT High-temperature
JCW Jacket cooling water
LO Lubricating oil
LT Low-temperature
ORC Organic Rankine cycle
PT Power turbine
PH Pre-heater
R Regenerator
SACW Scavenging air cooling water
TEG Thermo electric generator

13.1 Introduction

Diesel engine is an important device for modern transport systems. Diesel engines
are widely used for road transport and marine transport. Diesel is also used as fuel
in agricultural vehicles. Beside these, a diesel generator is an efficient option for off-
grid small capacity secondary energy generation. In industrial sectors, diesel engines
often supply the power for auxiliary equipment (such as pump, compressor etc.).

It should be noted that the share of liquid fuels in the electricity production sector
is not significant. However, the transportation sector is the major end user of liquid
fuels. International Energy Outlook (IEO), 2016 (IEO 2016) Projected about a 36
quadrillion Btu increment in the liquid fuel based energy input in the transportations
between the years 2012 and 2040. Between these two specified years, out of all
considered liquid fuels, the largest share may be for diesel (about 13 quadrillion
Btu) (IEO 2016). It was also reported by IEO, 2016 (IEO 2016) that in the year
2040, diesel would generate close to 50 quadrillion Btu of primary energy for the
transportation sector.

Emission from internal combustion (IC) engines is an issue of great concern.
An IC engine produces NOX, SOX, particulate matter (PM), CO and CO2 simul-
taneously. In the year 2010, the road transport sector (mainly heavy duty diesel
engines) had been responsible for 14% of the total global greenhouse gas emission
(Lion et al. 2017). On the other hand, in 2014 the marine transport sector had been
the contributor of close to 3% of the annual global CO2 emission (Balcombe et al.
2019). According to 2015 Paris agreement global temperature rise by the year 2100
should be kept well below 2 °C beyond the pre-industrial levels (Gao et al. 2017).
To achieve this target global CO2 emission should be reduced substantially. Thus,
in 2016 the US government adopted a regulation with a target of 25% reduction in
fuel consumption of heavy duty diesel engine (HDDE) by 2027, considering 2018 as
the baseline year (EPA, NHTSA, DOT 2016). International Maritime Organization
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(IMO) implemented Energy Efficiency Design Index (EEDI) and Ship Energy effi-
ciency Management Plan (SEEMP) to control the emission from the marine ships
(Ouyang et al. 2021).

In the current energy scenario, reducing automobile emissions has become a
subject of interest of the researchers. Many of the recent studies indicated that using
biodiesel would ensure improved emission qualities of diesel engines. Ettefaghi et al.
(Ettefaghi et al. 2018) showed that using amixture of diesel, bio-diesel, biodegradable
nanoparticles and water as the engine fuel would reduce the brake specific fuel
consumption, emissions of NOX and unburned hydrocarbons, simultaneously. Dueso
et al. (Dueso et al. 2018) experimentally showed that the sunflower-based biodiesel
with and without bio-oil derived antioxidant additive would improve the emission
measures of a diesel engine. Prakash et al. (Prakash et al. 2018) reported that the
replacing of diesel by a mixture of bio-ethanol, diesel and castor oil would reduce
the NO emission from 8.17 to 6.11 g/kWh.

Improving the energy-efficiency is also an effective way to decrease the fuel
consumption and associated emissions from IC engines. Traditional IC engines can
convert close to 40%of the thermal energy input through fuel into useful power. Thus,
a considerable part of the primary energy input in IC engines is rejected with the
exiting flue gas, jacket cooling water and scavenging air cooling water. This wasted
energy may be partly converted into some useful energy utilities to enhance the
overall energy utilization efficiency of the engine leading to greater fuel economy. It
should be noted that the thermal energies carried away by different outgoing streams
of an engine significantly differ in both quantity and quality. The nature of available
waste heat also varies widely with the varying engine loads. Varying engine types
also affect the temperature of the available waste heat. The temperature of the exhaust
gas of a truck diesel engine is usually close to 500 °C. However, for a marine diesel
engine, the exhaust gas temperature becomes close to 300 °C due to larger bore
size and lower operating speed. Produced energy utilities by the waste heat recovery
schemes integrated to the road / marine transport system are to be consumed by
the vehicle itself. Thus, it is very challenging to implement a waste heat recovery
schemes in an IC engine in the transport sector.

In the present chapter, possible diesel engine waste heat recovery schemes and
their effects based on outputs of a few simulation studies will be explored.

13.2 Possible Waste Heats from Diesel Engines

Available waste heat from any source can be classified in three different categories
(Forman et al. 2016). Heat available at or above 300 °C is considered as the high
temperaturewaste heat andheat available at below100 °C is termedas the low temper-
ature waste heat. Heat available between these two temperature limits is medium
temperature waste heat. Based on a few of the previously reported studies, tempera-
tures of different waste heat streams exiting diesel engines are summarized in Table
13.1 (Ouyang et al. 2021; Liu et al. 2019; Wang et al. 2020; Boodaghi et al. 2021;
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Table 13.1 Temperature of different waste heat stream exiting the diesel engine

Engine type Researchers Waste heat stream Temperature range
(°C)

Heavy duty diesel
engine without turbo
charger (for road
transport)

Liu et al. (2019) Exhaust flue gas 517.3

Jacket cooling
water

84

Wang et al. (2020) Exhaust flue gas 389.7

Jacket cooling
water

85

Boodaghi et al. (2021) Exhaust gas 530

Marine diesel engine
with turbo charger

Song et al. (2015) Exhaust flue gas 300

Jacket cooling
water

90

Yang (2016) Exhaust flue gas 290

Jacket cooling
water

90

Scavenging air
cooling water

76

Ouyang et al. (2021) Exhaust flue gas 285–326.3

Song et al. 2015; Yang 2016). It is observed from Table 13.1 that a diesel engine
rejects high / medium temperature heat and low temperature heat simultaneously.
Most of the heavy-duty diesel engines (HDDE) are four-stroke engines and usually
produce exhaust gas at or above 350 °C. However, the exhaust gas temperature of
HDDE with a turbocharger remains below 330 °C as shown in Table 13.1. For the
marine application a two-stroke diesel engine is preferred due to its greater Power to
weight ratio. The temperature of the exiting flue gas of a turbocharged marine diesel
engine remains below 330 °C. Scavenging air cooling water exiting the marine diesel
engine below 80 °C can be treated as a low temperature waste heat source. Temper-
atures of the jacket cooling water of most of the diesel engines vary between 80
and 90 °C. It is worth mentioning that, though temperatures of the jacket cooling
water/scavenging air cooling water are not appreciably high, the heat associated with
these streams may be useful due to their larger flow rates. It should be noted further
that due to the presence of SO2 in the exhaust flue gas of diesel engines, it cannot be
cooled below the acid dew point temperature in the heat recovery device. The mass
flow rates and temperatures of the diesel engine waste heat-carrying streams greatly
depend on the rated output power and percentage of engine loads.
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13.3 Generalized Principles of Diesel Engine Waste Heat
Recovery Simulation

Before implementing the diesel engine waste heat recovery practically, possible
advantages and drawbacks of the scheme are to be explored by simulating the waste
heat recovery scheme. The simulation study should try to assess the thermodynamic
and the economic feasibility simultaneously. Generalized principles of simulating a
diesel engine waste heat utilization scheme are summarized as follows:

1. Different waste heat sources from a diesel engine are to be identified.
2. Possible utility outputs are to be selected based on the available end-users. For

example, in the marine waste heat recovery system, all the produced utility
outputs are to be consumed by the ship itself. Thus, the power, refrigeration
effects, desalinated water may be some possible utility outputs for a marine
diesel engine waste heat driven energy system, considering the ship itself as the
end-user. Nature of the selected utility outputs also depends on the quality and
quantity of available waste heat.

3. Possible technologies are to be identified to produce the selected utility outputs.
Working fluids for the identified technologies should be less flammable, non-
toxic and commercially available. They also should have lower global warming
potential, zero ozone depletion potential.

4. Energy and exergy assessment are to be conducted to assess the technolog-
ical feasibility. While conducting the energy and exergy analyses, losses across
different components are to be taken into consideration by assigning either a
specific efficiency or a loss coefficient to each of the components involved in the
waste heat recovery. The efficiency and loss coefficient values may be assigned
based on previously published literature or past experiences.

5. If the results of energy and exergy efficiencies are satisfactory, an economic
analysis is to be conducted. During this economic analysis, bare module costs
(BMC) of all equipment of the waste heat recovery scheme are to be estimated.
To do this, equipment cost correlations proposed by Turton et al. (2009) may be
used. Total establishment cost will be sumof theBMCs of individual equipment.

6. Based on annual fuel savings and reduced greenhouse gas emission, the payback
period can also be calculated.

7. If the payback period estimated by the simulation is within a desirable limit, the
experimental trial run may be recommended.

13.4 Technologies for the Diesel Engine Waste Heat
Utilization

Increasing the power density by running a turbocharger is one of the conventional
methods to recover a part of the exhaust gas waste heat in a diesel engine. Operating
a thermodynamic cycle by the waste heat carried by the different exiting streams is



346 S. Mondal and S. De

another possible pathway to recover the diesel engine waste heat. Possible schemes
for recovering the diesel engine waste heat can be summarized as follows:

13.4.1 Recovery of Waste Heat by Turbocompounding

In a turbocharged engine air is compressed before entering into the engine. Exhaust
gas exiting the engine can be utilized to run a turbine supplying the power required
to run the compressor. Both the turbine and the compressor are mounted on the same
shaft. In a turbo charged engine, for a specified swept volume a larger mass of air
enters into the combustion chamber. Increased fuel economy and a greater power
density are two positive outcomes of the turbo charging.

In the turbocompound engine, the exhaust gas exiting the turbo charger is fed to a
power turbine (PT) to produce an additional power output. The power turbine either
may be mechanically coupled to the crankshaft of the engine or can be coupled
directly to a generator producing electricity (Aghaali and Ångström 2015). Two
possible simplified layouts of turbocompound diesel engines are shown in Fig. 13.1a,
b respectively.

It is worth noting that incorporation of the turbocompounding in a diesel engine
generates a back pressure in the exhaust manifold. This may affect the expelling
process of burnt gases from the combustion chamber (Aghaali and Ångström 2015).
The power consumed by the burnt gas expelling process from the combustion
chamber in a turbocompound engine is somehow higher than that of the conventional
engine.

A turbocompounding engine substantially improves the fuel economy, especially
for the vehicle operating at a higher load over an extended period of time. The
achievable overall efficiency of a modern marine ship with turbocompounding can
be more than 50% (Hiereth and Prenninger 2007). In the year 1991, Scania had
been the company that first implemented turbocompounding commercially in the

Fig. 13.1 a Turbo compounding with PT coupled to the crank shaft and b turbo compounding with
PT coupled to the generator
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6 cylinder 11 l DTC 1101 Diesel engine. This yielded 1–3% improvement in fuel
economy at high load operating condition (Hiereth and Prenninger 2007). In the
year 2009, the Bowman Power group introduced a turbocompounding system with
a power turbine coupled to a permanent magnet type electric alternator (Ismail et al.
2012).

Some of the recently reported simulation study on turbocompounding of diesel
engines and associated outputs are summarized as follows:

Zhao et al. (2016) simulated a model for the turbocompounded diesel engine to
evaluate the effects of varying turbine efficiency, engine speed, exhaust gas temper-
ature and pressure ratio on energy recovery, pumping loss and fuel saving. The
simulated model was mostly based on the principles of thermodynamics. However,
some empirical relations were also used in the modeling to estimate the engine fric-
tion losses and indicated thermal efficiency. According to the output of the simula-
tion, turbine efficiency, exhaust gas temperature and generated back pressure greatly
affected the fuel economy of the turbo compounded engine. On the other hand,
varying engine speed did not havemuch influence on the fuel saving obtained through
the turbo compounding.

Weerasinghe et al. (2010) conducted a simulation to make a comparison between
turbocompounding and steam Rankine cycle. 2nd law efficiency and fuel savings
were considered as the performance parameters of the simulation. The simulation
was done using MATLAB based QSS tool box. According to the produced output,
a steam Rankine cycle saves higher fuel compared to a turbo compounded engine.
However, the use of a secondary fluid in the Rankine cycle would lead to a greater
complexity.

Jye et al. (2013) evaluated the influence of the turbocompounding on a turbo-
charged diesel engine. To do so, they conducted simulation by the AVL BOOST
module. The AVL BOOST is a code for one-dimensional simulation of the engine.
During the simulation, conservation equations for mass, momentum and energy
were solved along the mean path-line of the flow. According to the analyses made,
mechanical turbocompounding with a bypass system would increase engine power
by 1.2% and reduce the brake-specific fuel consumption (BSFC) by 1.9%. It was also
concluded that the extra power produced by the turbo compounding was sufficient
to satisfy the auxiliary power demand of the engine.

Finally, turbocompounding is a mature technology and would ensure an improved
fuel economy for higher load applications over longer time period in the upcoming
decades.

13.4.2 Waste Heat Recovery by Running a Thermodynamic
Cycle

As discussed in Sect. 13.2, exhaust flue gas, jacket cooling water and scavenging air
cooling water (For two-stroke engines only) are the streams carrying away most of
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the rejected heat from diesel engines. Many of the researchers suggested utilizing
the waste heat carried by different streams to run a bottoming energy system.

The most preferred option with recovered waste heat is to produce some power
output through a suitable power cycle. Thus, many researchers suggested the Organic
Rankine cycle (ORC) and Transcritical CO2 power cycle as the possible bottoming
energy system to recover the wasted primary energy of the diesel engine. The vapour
absorption refrigeration cycle and heat driven ejector refrigeration cycle are capable
of producing cooling effects from the waste thermal energy of a diesel engine. The
type of the bottoming energy system coupled to a diesel engine greatly depends
on its end-users. For a stationary diesel engine, the output utilities of the waste
heat recovery scheme can partially cater to some of the energy needs of the nearby
locality. The generated power by the bottoming power cycle may be transmitted to
the crankshaft of the HDDE for improving the fuel economy of a moving vehicle.
Sometimes, this output powermay be partly consumed by the compressor of a vapour
compression refrigeration/heat pump system conditioning the cabin environment. An
ejector refrigeration cycle or an absorption refrigeration cycle can also be operated
using engine waste heat to condition the cabin environment of a HDDE. In marine
application, a power cycle or combined cycle can be operated using the engine waste
heat to satisfy the auxiliary energy needs of the marine ship.

Recently different layouts of diesel engine waste heat driven thermodynamic
cycles were presented by various researches. The waste heat recovery potentials
of these cycles were evaluated through some simulation studies. While conducting
majority of the simulations, it was commonly assumed that:

• steady state operating conditions were applicable
• Frictional pressure losses were negligible
• Ambient operating condition was not varying
• All heat losses except the outflow of exhaust gas and coolant were negligible
• Isentropic efficiencies of turbo expanders would be between 0.7 and 0.9
• Isentropic efficiencies of pump and compressor would be between 0.7 and 0.85
• Mixing losses were negligible.

While simulating a thermodynamic cycle, properties of the working fluids at
different state points are to be evaluated. This was usually done in most of the
studies by using some standard software such as REFPROP (Lemmon et al. 2018),
EES (Engineering equation solver) etc.

Some of the layouts of recently proposed thermodynamic cycles for the utilization
of diesel engine waste heat and major outcomes of associated simulation studies can
be summarized as follows:

ORCs for diesel engine waste heat utilization
A waste-heat recovery scheme to be introduced in a moving vehicle should be
compact and light weight. Thus, the most simplified ORC layout is preferred for
recovering the waste heat of the HDDE involved in road transport. This simplified
layout of the ORC consists of a turbine; a condenser/cooler, a pump and a heat
recovery unit (HRU), as presented in Fig. 13.2. In this layout, the exhaust gas exiting
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Fig. 13.2 Basic ORC as bottoming energy system of a HDDE

the turbocharger enters into the heat recovery unit. In the HRU, the organic fluid is
heated up to the inlet temperature of the turbine by using the rejected heat of the
exhaust gas.

The simplified layout presented in Fig. 13.2 may be modified to improve the
overall performance. Yu et al. (2013) proposed a subcritical ORC layout to recover
the waste heat from the exhaust gas and the jacket cooling water of a six cylinder
diesel engine. The diesel engine was used to drive a generator set. The simplified
layout of the heat recovery scheme proposed by Yu et al. (2013) is presented in
Fig. 13.3. It is appearing from Fig. 13.3 that heat of the diesel engine exhaust gas
was partly recovered in the thermal oil circuit. Heat rejected by the thermal oil circuit
was utilized for heating the organic fluid to turbine inlet state. The heat of the jacket
cooling water was used for preheating the working fluid entering into the oil working
fluid heat exchanger. R245fa was considered as the working fluid of the ORC. Based
on results of the simulated model, they reported that the use of the bottoming ORC
in a diesel engine would ensure close to 6.1% improvement in thermal efficiency.

Yang (2016) proposed a transcritical ORC producing the secondary energy from
the waste heat of a large marine ship. The proposed ORC recovered heat of the
scavenging air cooling water (SACW), lubricating oil (LO), jacket cooling water
(JCW) and exhaust gas (EG) simultaneously. The arrangement of the ORC proposed
by Yang is depicted in Fig. 13.4 in a simplified manner. The layout consisted of
three pre-heaters and an exhaust gas heat recovery unit (EGHRU) for recovering the
wasted thermal energy. The organic working fluid exiting the pump was divided into
two streams. One fluid stream was heated by the lubricating oil in the pre-heater
A. The heated stream coming out of the pre-heater was mixed with the 2nd stream.
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Fig. 13.3 Bottoming ORC of the DE used in a generator set (Yu et al. 2013)

Fig. 13.4 Bottoming ORC for MDE waste heat recovery proposed by Yang (2016)
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Finally, total mass of the organic fluid entered into the pre-heater B. In pre-heater B,
the total mass of the organic fluid was heated to a few degrees by the low grade heat
of the scavenging air cooling water. The organic working fluid was heated further
by the jacket cooling water in the pre-heater C. The working fluid mass exiting
the pre-heater C was heated to turbine inlet state by the engine exhaust gas in the
exhaust gas heat recovery unit. Yang (2016) simulated the operation of the waste heat
driven transcritical ORC using six different working fluids (namely R134a, R152a,
R236fa, R290, R1234yf and R1234ze). Output power, thermal efficiency, levelized
electricity cost and payback period had been considered as performance parameters
in this simulation study. It was reported that the cycle yielded the lowest levelized
energy cost while using R236fa as the working fluid. The associated payback period
had been close to 3.02 years (Yang 2016).

Diesel engine waste heat recovery through CO2 based power cycles
CO2 is an inert, non-toxic and environment friendly working fluid. Thus, in many of
the recent study, CO2 had been considered as the working fluid in thermodynamic
cycles (Song et al. 2012; Mondal and De 2015; Sahana et al. 2021). The compact
design of the CO2 turbo-machinery is also an added advantage of the CO2-based
power cycle (Hosseinpour et al. 2021). White et al. (White et al. 2021) pointed out
that the CO2-based power cycles would have a significant contribution to the future
energy sector if the issues related to the designing of CO2 turbo-machinery and heat
exchangers are resolved. Compact structure of the CO2 based power cycle makes it
suitable for the engine waste heat recovery in a vehicle.

A simplified arrangement of the supercritical CO2 power cycle recovering the
diesel engine waste heat simulated by Song et al. (2018) is presented in Fig. 13.5. It is
appeared from Fig. 13.5 that the system consisted of two pre-heaters, one regenerator
and one exhaust gas heat recovery unit to serve the purpose of waste heat recovery.
In the low temperature (LT) pre-heater, the CO2 mass exiting the compressor was
heated by the jacket cooling water. Heat of the flue gas exiting the exhaust gas heat
recovery unit was used to heat CO2 stream further in the high temperature (HT)
pre-heater. The CO2 stream coming out of the HT pre-heater, after being heated
by the exhaust CO2 stream exiting the turbine, entered into the exhaust gas heat
recovery unit (EGHRU). In the EGHRU, CO2 was heated up to the turbine inlet state
using the rejected heat of the hot flue gas. It was concluded that by incorporating the
engine waste heat driven supercritical CO2 power cycle, engine power output could
be improved by 6.9% (Song et al. 2018).

Pan et al. (2020) modified the conventional recompression CO2 power cycle to
recover the waste heat carried by the exhaust gas of the diesel engine driving a
container ship. The layout of the waste heat utilization scheme proposed by Pan
et al. (2020) is presented in Fig. 13.6. The system consisted of two turbines, two
compressors (i.e. the Main compressor and re-compressor), two regenerators (i.e.
the LT regenerator and HT regenerator), an exhaust gas heat recovery unit (EGHRU)
and aCO2 cooler. Low temperatureCO2 mass exiting theLT regeneratorwas split into
two streams. One streamwas pressurized to the heat recovery pressure by the recom-
pression compressor (RC). Another stream, after being cooled in the CO2 cooler,
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Fig. 13.5 Layout of the supercritical CO2 power cycle for the DE waste heat utilization simulated
by Song et al. (2018)

entered into the main compressor (MC). The main compressor also pressurized the
CO2 mass to the heat recovery pressure. The CO2 stream exiting the MC was heated
to some extent in the LT regenerator using the heat rejected by the low pressure CO2

stream exiting the HT regenerator. After this, the two CO2 streams (i.e. the main
CO2 stream and recompression CO2 stream) were mixed and the total CO2 mass
was further heated up in the HT regenerator by the heat of the high temperature CO2

stream exiting the turbine. The total mass of CO2 exiting HT regenerator was heated
by the hot engine exhaust gas in the EGHRU. The CO2 mass exiting the EGHRU had
been split into two streams to drive two separate turbines. A portion of the yielded
turbine power was expensed to operate the MC and the RC. The remaining part
was converted into electricity. Pan et al. (2020) showed through a simulation that by



13 Diesel Engine Waste Heat Recovery Schemes for Improved … 353

Fig. 13.6 Recompression CO2 power cycle for the utilization of the diesel engine waste heat
simulated by Pan et al. (2020)

implementing the proposed waste heat recovery scheme; about 1.01% reduction in
auxiliary fuel consumption would be possible.

Maximizing the waste heat recovery in a diesel engine is a challenging task due
to significant differences in mass flow rates and temperatures of different waste heat
carrying streams of the diesel engine. Often a substantial part of the available low
gradewaste heat of a diesel engine remains unutilized during the waste heat recovery.
Mondal et al. (2020) proposed the cascading between transcritical CO2 power cycle
and transcritical organic Rankine cycle to address this issue in a large marine diesel
engine. R290, R600 and R1233zd (E) had been bottoming cycle working fluids of
the cascading system due to their lower GWPs. The arrangement of the proposed
cascading system is depicted in Fig. 13.7. The proposed systemconsisted of three pre-
heaters (PH), one flue gas-CO2 heat recovery unit (FG-CO2HRU), one CO2-organic
fluid heat recovery unit (CO2-OF HRU), two turbines and two coolers/condensers.
CO2 and organic fluid streams were pre-heated using the heat of the scavenging air
cooling water in the pre-heaters A and C, respectively. Supercritical CO2 exiting the
pre-heater A was further heated by the heat of jacket cooling water and exhaust gas
in the pre-heater B and exhaust gas CO2 heat recovery unit (FG-CO2 HRU). CO2 was
heated closer to the entering temperature of the flue gas to maximize thermal effi-
ciency. Thus, from the energy conservation of the FG-CO2 HRU, the CO2 mass flow
rate was estimated. The organic fluid exiting the pre-heater C was heated by the hot
CO2 stream coming out of the turbine in the CO2-OF HRU. At a higher CO2 turbine
inlet pressure (i.e., >13 MPa), the heat of the jacket cooling water was sufficient to
pre-heat the CO2 stream from the pump exit state to the FG-CO2 HRU inlet state.
Hence, for a higher CO2 turbine inlet pressure, the Pre-heater A was removed and
the system consisted of only two pre-heaters. Usually, a CO2 power cycle should be
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Fig. 13.7 CO2 –organic fluid cascading power cycle for the utilization of the marine diesel engine
waste heat simulated by Mondal et al. (2020)

operated with a higher turbine inlet pressure to ensure an acceptable power output.
Controlling leakage of CO2 at a very high turbine inlet pressure is a challenging
task. A model was simulated to evaluate the thermo-economic performance of the
cascading system. According to the outputs of the simulated model, the proposed
cascading system yielded appreciably higher power output at a reasonably lower
pressure at the inlet of the CO2 turbine. The produced secondary energy of the waste
heat driven cascading system was sufficient to satisfy the auxiliary power needs of
the marine ship. According to the estimated output by the simulation, the marine
waste heat driven CO2-organic cascading system would ensure 8–9.5% fuel saving
annually.

Diesel engine waste heat utilization through combined cycles
Many of the researchers suggested recovering the diesel enginewaste heat by running
a combined power and refrigeration cycle. Some of such cycles can be presented as
follows:
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Fig. 13.8 Integration of CO2 power and refrigeration cycle for preserving food in a moving vehicle
proposed by Liang et al. (2020)

Liang et al. (2020) suggested the use of an engine waste heat driven CO2 based
combined power refrigeration cycle instead of a bulky absorption refrigeration cycle
for preserving the food carried by a high way truck. The system was basically a
combination of the supercritical CO2 power cycle and transcritical CO2 refrigeration
cycle. Figure 13.8 is depicting the proposed scheme of Liang et al. (2020). It is
appeared from Fig. 13.8 that engine waste heat was utilized to run a supercritical
CO2 power cycle. In the simulated model the power produced in the CO2 turbine
was used to run the compressors of both the power and refrigeration cycles.

Recently Yu et al. (2020) simulated the operation of a CO2 based combined
power refrigeration cycle recovering the diesel engine waste heat. The layout of
a similar cycle is presented in Fig. 13.9. The system consisted of an exhaust gas
heat recovery unit (EGHRU), one turbine, two compressors, two regenerators, one
cooler, one evaporator, one subcooler and one throttle valve. In the proposed layout,
the CO2 mass exiting the CO2 cooler was split-up into two streams. One stream was
pressurized to heat recovery pressure by a high pressure (HP) compressor. The other
stream entered into the throttling device after undergoing a subcooling process. The
stream after undergoing a throttling process entered into the evaporator to produce
some refrigeration effects. The CO2 stream exiting the evaporator after being heated
in the subcooler was pressurized to CO2 cooler pressure in the low pressure (LP)
compressor. The CO2 stream exiting the HP compressor entered into the exhaust gas
heat recovery unit (EGHRU) after being heated in two regenerators. In the EGHRU,
the CO2 mass was heated to the turbine inlet state by the exhaust gas of the diesel



356 S. Mondal and S. De

Fig. 13.9 Layout of the CO2 based combined power refrigeration cycle for diesel engine waste
heat recovery simulated by Yu et al. (2020)

engine. The exitingCO2 stream from the turbinewas cooled to some extent in the high
temperature regenerator (HTR). Then this stream was mixed with the CO2 stream
exiting the LP compressor. After this mixing, the total mass of CO2 was directed
through the low temperature regenerator (LTR) as the high temperature fluid. For
the proposed scheme of waste heat recovery, the average energy production cost was
found to be 9.28 $/GJ.

Xia et al. (2016) integrated a supercritical CO2 power cycle, an organic Rankine
cycle (ORC) and a heat driven ejector refrigeration cycle to produce power and
cooling effect simultaneously. Isobutane had been considered as the working fluid in
both the ORC and ejector refrigeration cycle. The layout of the proposed combined
cycle had been similar to that of the presented in Fig. 13.10. The diesel engine
exhaust gas had been used in the two heat recovery units (i.e., The EGCO2 HRU
and EGOFHRU) to heat the supercritical CO2 stream and subcritical organic fluid
stream, respectively. The heated supercritical CO2 was expanded through the turbine
for producing a certain output power. The heated organic working fluid (OF) stream
acted as the motive stream of the ejector to entrain the dry saturated organic fluid
vapour exiting the evaporator of a refrigeration cycle. The total mass of the organic
working fluid exiting the ejector was cooled in the organic fluid condenser. The mass
of the organic fluid exiting the condenser was divided into two streams. One stream
was pressurized by a pump up to the EGOFHRU pressure. The other stream after
undergoing a throttling process entered into the refrigerator evaporator. In the ORC,
the heat of the jacket coolingwaterwas used to heat theOF stream to a two phase state
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Fig. 13.10 Integration among Supercritical CO2 power cycle, ORC and Ejector refrigeration cycle
for MDE waste heat utilization (Xia et al. 2016)

from the pump exit condition. The two phase OF entered into a vapour separator. The
saturated liquid leaving the vapour separator entered into the CO2OF heat recovery
unit (CO2OF HRU). In the CO2OF HRU, the OF was heated to a superheated vapour
state by the exhaust CO2 stream coming out of the turbine. The saturated OF vapour
from the vapour separator was mixed with the superheated OF vapour exiting the
CO2OF HRU. After the mixing, the total OF mass was expanded through the OF
turbine to produce some power output. For the optimized combined cycle simulated
by Xia et al. (2016) the average cost rate per unit exergy had been found to be 65.53
$/MW h.
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Fig. 13.11 Thermo electric generator (TEG) to recover the diesel engine (DE) waste heat

13.4.3 Thermoelectric Generator to Recover the Waste Heat
of Diesel Engine

A thermoelectric generator (TEG) is capable of converting heat directly into elec-
tricity. It is basically the outcome of the Seebeck effect observed in some specific
pair of materials. The Selection of a thermoelectric material greatly depends on the
operating temperature. For less than 150 °C, usually, Bi2Te3 is used as the material
of TEG. Lead telluride (PbTe) is suitable for the high-temperature heat recovery as
its melting temperature is about 1190 K. Silicon-Germanium alloys can also be used
as the material of TEG exposed to a higher temperature (Jouhara et al. 2021).

Though the thermoelectric conversion efficiency varies in the range of 3–5%
(LeBlanc 2014), it may be preferred in engine waste heat recovery application due to
its compactness and emission free operations. However, the unavailability of suitable
thermoelectric materials at a reasonable cost is a bottle neck in the path of commer-
cialization of the TEG technology. A possible layout to recover the diesel engine
waste heat using a TEG module is represented in Fig. 13.11.

Some of the recently reported simulation studies on TEG technology recovering
the diesel engine waste heat and associated outputs are also summarized in the
following section:

Kumar et al. (2013) developed a numerical model simulating the process of
secondary energy production through thermo-electric conversion of the engine waste
heat. The simulated model could used to estimate the overall heat transfer rate, elec-
trical power output and associated pressure drop for specified exhaust inlet condition
and volume of the TEG. To ensure the accuracy of the calculation, the TEG was
discretized along the path of the exhaust gas flow by applying the finite volume
method. The output of the model was also validated against the experimental results.

Hsiao et al. (2010) developed a one dimensional resistance model to simulate
the operation of a TEG embedded either on the exhaust pipe or on the radiator.
The simulation results were verified against the experimental outputs. The study
was conducted for the HZ-2 and TGM-127 thermoelectric modules. According to



13 Diesel Engine Waste Heat Recovery Schemes for Improved … 359

the output of the simulation, the maximum output power density could be obtained
with the HZ-2 thermoelectric module. For this HZ-2 module, 51.13 MW/cm2 power
density was achievable for close to 290 °C temperatures difference between the hot
and cold junctions. It was also concluded that a better output could be obtained by
embedding the TEG on the exhaust pipe compared to the output obtained with the
TEG embedded on the radiator.

Fernández-Yáñez et al. (2018) reported that during the recovery of waste heat
from the engine operating at a low power point, the performance of the TEG would
be superior compared to that of an electric turbo generator. However, at higher power
mode operation of the engine, an electric turbo generator would outperform the TEG.

He et al. (2020) applied the finite volume method to simulate the operation of
a multi-layer thermo electric generator (TEG) recovering the diesel engine waste
heat. In this simulation study, TEP1-1264-3.4 developed by Thermonamic Co., Ltd.
was used as the thermoelectric module. It was revealed during the simulation study
that the output of the TEG improved with increasing the engine load. However, the
effect of varying engine speed on the TEG output was insignificant. According to this
study, the thermoelectric conversion efficiencywould depend on the engine operating
condition and its value would be between 1.41 and 4.12%.

Eddine et al. (2019) proposed a dynamic model to evaluate the performance of a
TEG recovering the diesel engine waste heat. The produced electricity of the TEG
was utilized to charge a 12 V battery. Bismuth Telluride was considered as material
of the TEG during the simulation. It was observed that the TEG was capable of
delivering maximum 42 W of electricity.

13.5 Emission Reduction Through Diesel Engine Waste
Heat Utilization

Partial conversion of the waste heat of a diesel engine into power enhances the
overall efficiency. This will reduce the engine size for same power and associated fuel
consumption. Reduced fuel consumption reduces emission too. However, available
waste heat from any engine depends on its rated capacity. An engine of reduced
capacity releases lesser waste heat that affects the output of the waste heat recovery
scheme. Thus, to estimate the fuel saving and associated emission reduction, an
iterativemethod suggested byMondal et al. (2020) is to be implemented. The iterative
method applied to estimate the fuel saving and associated emission reduction due to
the waste heat recovery in a large marine ship is presented in Fig. 13.12. According
to the model presented in Fig. 13.12, if the output power of the waste heat recovery
scheme is more than the auxiliary power needed for the ship, the additional power
is fed to the propeller shaft. While implementing the model, the engine should be
assumed to be operated at a specified mean speed or load.

It is worthy to mention that most of the reported studies on diesel engine waste
heat utilization did not present much data on emission reduction. However, some of
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Fig. 13.12 Steps of calculating annual reduction of greenhouse gas emission due to the marine
diesel engine waste heat recovery



13 Diesel Engine Waste Heat Recovery Schemes for Improved … 361

Fig. 13.13 Annual
reduction in greenhouse gas
emission for various
bottoming cycle working
fluids of the cascading waste
heat recovery system of
Mondal et al. (2020)

the studies presented results related to annual fuel savings. Thus, using the reported
values of annual fuel savings (or annual power production), annual reduction of
greenhouse gas emission can be estimated by applying the iterativemethod presented
in Fig. 13.12. For example, Mondal et al. (2020) reported that their proposed waste
heat recovery scheme would produce output power in the range of 5.90–6.97 MW.
They assumed that 0.167 kg/kWh fuel was consumed by the marine diesel engine. If
the above iterative method is applied to the power output data presented by Mondal
et al. (2020), the annual reduction of green house gas emissionwill fall in the range of
3420–4040 tonnes ofCO2-equiv/annumaspresented inFig. 13.13. In this calculation,
the annual operating hours of the marine ship is 7200 h. The emission factor of diesel
is taken as 0.482 kg of CO2-equiv/kg of fuel (Dones et al. 2004).

Yang (2016) reported that a marine diesel engine waste heat driven transcritical
organic Rankine cycle with R152a would avoid 7810 tonnes of CO2 emission annu-
ally. Annually avoidable CO2 emission for various working fluids of marine diesel
engine waste heat driven transcritical ORCS based on the study of Yang (2016) are
summarized in Fig. 13.14.

13.6 Conclusion

Diesel engines are widely used prime movers for generating the secondary energies
(i.e., both mechanical power and electricity). However, the emission from a diesel
engine is an issue of great concern. As the efficiency of the diesel engine is close
to 40%, it produces a substantial amount of waste heat. The waste heat carried by
different outgoing streams of a diesel engine may be utilized to produce some of
the energy utilities. In this chapter possible technologies of recovering the diesel
engine waste heat are summarized based on simulation study conducted by various
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Fig. 13.14 Annual CO2
emission reduction using
marine diesel engine waste
heat driven transcritical ORC
with different organic fluids
(Yang 2016)

researchers. Turbo compounding, thermodynamic power cycles, combined power
refrigeration cycle, thermoelectric generator are some of such technologies. It is
evident from the outputs of models simulated by various researchers that imple-
menting waste heat recovery in the diesel engine would be helpful in reducing the
engine fuel consumption and associated emission. Finally, the diesel engine waste
heat recovery is having a great potential of becoming a future sustainable energy
option in the current phase of energy transition. However, prototype development
and experimental run based on previously conducted simulation study are necessary
to commercially implement the diesel engine waste heat recovery.
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