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Preface

This bookpresents the result of the 2nd InternationalWorkshop “NewApproaches for
Multidimensional Signal Processing-NAMSP 2021” which was carried out online,
during July 8–10, 2021, at the Technical University of Sofia, Bulgaria. The part of
the authors are the team members of the bilateral Bulgarian-Indian project KP-06-
India-04 “Contemporary Approaches for Processing and Analysis of Multidimen-
sional Signals in Telecommunications” between Technical University of Sofia and
Deenbandhu Chhotu RamUniversity of Science and Technology, Murthal, Haryana,
India. The workshop was supported by the Bulgarian National Science Fund (BNSF)
and the Ministry of Education and Science of Bulgaria. Co-organizers of NAMSP
2021 are Interscience Research Network (IRNet) International Academy Commu-
nication Center, China; and Interscience Institute of Management and Technology-
Bhubaneswar, India. In the workshop, the participated authors were from India,
Bulgaria, China, Egypt, USA, and Bangladesh. The main objective in the presented
publications is the creation and implementation of ideas, aimed at new approaches
in the development of the intelligent processing and analysis of multidimensional
signals in various application areas. The advance of the contemporary computer
systems for processing, analysis, and recognition of patterns and situations opens
new abilities beneficial to practice. As a result is got a synergic combination of
various theoretical investigations and approaches.

The aim of this book is to present the latest achievements of the authors in the
processing and analysis of multidimensional signals and the related applications to
a wide range of readers: IT specialists, engineers, physicians, Ph.D. students, and
other specialists.

The book comprises 27 chapters, divided into the following 4 mean directions.
The Part IMultidimensional Signal Processing includes the Chaps. 1–8:

• ObjectMotionDetection inVideo by Fusion of RPCA andNMFDecompositions;
• Masked Face Detection using Artificial Intelligent Techniques;
• Hierarchical TensorDecomposition troughAdaptiveBranched InverseDifference

Pyramid;

ix



x Preface

• Multimodal Technique for Human Authentication using Fusion of Palm and
Dorsal Hand Veins;

• SIFT-based Feature Matching Algorithm for Cartoon Plagiarism Detection;
• Image Recognition-Based Evaluation Index of Ship Navigation Risk in Bridge

Area;
• Equalization of Directional Multidimensional Histograms of Matrix and Tensor

Images;
• Small Object Detection of Remote Sensing Images Based on Residual Branch of

Feature Fusion.

The Part II Deep Learning in Multidimensional Neural Networks includes the
Chaps. 9–15:

• Meta-Learning With Logistic Regression for Multi-Classification;
• Measurement for Blade Edge Based on Machine Vision;
• Deep Learning 3D Convolutional Neural Networks for Predicting Alzheimer’s

Disease;
• Dense Optical Flow and Residual Network-Based Human Activity Recognition;
• Density Calculation of Pseudo-breast MRI Based on Adversarial Generative

Network;
• Machine Learning enabled Edge Computing: A Survey and Research Challenges;
• Application of Deep Learning in Maize Image Segmentation.

The Part III Applications of Multidimensional Signal Processing includes the
Chaps. 16–21:

• Identifying People Wearing Masks in a 3D-Scene;
• Contrast Enhancement and Noise Removal FromMedical Images Using a Hybrid

Technique;
• Application of Computer Image Recognition Technology in Ship Monitoring

Direction;
• Application of Remote Network Technology in Engine Room Communication of

the Ship;
• Pi Test for Signal Complexity;
• A Method of Respiratory Monitoring based on Knowledge Graph.

The Part IV New Approaches in Communications and Computer Technologies
includes the Chaps. 22–27:

• Communication Technology-Based Optimization of Ship Remote Control Data
Management Platform;

• A Cognitive Radio Adaptive Communication Platform;
• Billing System and 5G Network Slicing Service;
• Location models for public healthcare facilities in India;
• Natural Language Query for Power Grid Information Model;
• Time Power Law Mapping of Signal Complexity Measure.



Preface xi

The book will be useful both for young researchers and students in higher educa-
tion institutions who study the problems of multidimensional signal processing, as
well as for experts working in this field.

Sofia, Bulgaria
Kobe, Japan
October 2021

Roumen Kountchev
Rumen Mironov

Kazumi Nakamatsu
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Chapter 1
Masked Face Detection Using Artificial
Intelligent Techniques

Ehsan Nasiri, Mariofanna Milanova, and Ardalan Nasiri

Abstract Nowadays, wearing a face mask is a vital routine in life, but threats are
increasing in public due to the advantage of wearing face masks. Existing works do
not perfectly detect the human face and also not possible to apply for different faces
detection. To overwhelm this issue, in this paper we proposed real-time face mask
detection. The proposed work consists of six steps: video acquisition and keyframes
selection, data augmentation, facial parts segmentation, pixel-based feature extrac-
tion, Bag of Visual Words (BoVW) generation, and face mask detection. In the
first step, a set of keyframes are selected using the histogram of gradient (HoG)
algorithm. Secondly, data augmentation is involved with three steps as color normal-
ization, illumination correction (parameterized CLAHE), and pose normalization
(Angular Affine Transformation). In the third step, facial parts are segmented using
the clustering approach i.e., ExpectationMaximizationwithGaussianMixtureModel
(EM-GMM), in which facial regions are segmented into Eyes, Nose, Mouth, Chin,
and Forehead. Then, CapsNet based Feature Extraction is performed using CapsNet
approach, which performance is higher and lightweight model than the Yolo Tiny V2
and Yolo Tiny V3, and extracted features are constructed into Codebook by Hassanat
Similarity with K-Nearest neighbor (H-Mwith KNN) algorithm. Formask detection,
L2 distance function is used. Experiments conducted using Python IDLE 3.8 for the
proposed model and also previous works as GMM with Deep learning (GMM +
DL), Convolutional Neural Network (CNN) with VGGF, Yolo Tiny V2, and Yolo
Tiny V3 in terms of various performance metrics.

E. Nasiri · M. Milanova (B)
University of Arkansas at Little Rock, Little Rock, AR, USA
e-mail: mgmilanova@ualr.edu

A. Nasiri
University of Arkansas at Fayetteville, Fayetteville, AR, USA
e-mail: exnasiri@ualr.edu

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
R. Kountchev et al. (eds.), New Approaches for Multidimensional Signal Processing,
Smart Innovation, Systems and Technologies 270,
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1.1 Introduction

In recent years, masked face detection is a widely researched topic that gives several
applications. Face detection from disguised/occluded/any other partially covered
faces is a little difficult. Today, everyone wears a mask due to the spread of the
COVID-19 pandemic [1–3]. The current state-of-the-art works in this field are
designed by deep learning approaches. The crucial attributes that must be a matter
for masked face detection can be as follows:

i. Faces Type, need to know Ellipse or Circle
ii. Eyes Location, Mark Eye Centers
iii. Face Orientation, including Left, Left Front, Right, and Right Front
iv. OcclusionDegree, need toDefineFourRegions (Eye, Forehead, andEyebrows)

[4–6].

Figure 1.1 illustrates the challenges of classifying face-masked persons under the
COVID-19 period [7, 8]. Recognizing masked faces and facial images taken from
various sources such as video cameras, smartphones, CCTV surveillance cameras.
From these sources, datasets are generated [9–11]. Among the several facial regions,
the periocular region is one of the significant parts since it’s uncovered by medical
masks.Hence, it is expected to have poor image quality [12–14]. To address this issue,
data augmentation like preprocessing is adopted. The core problem in masked face
recognition is caused by the desired attributes of the publicly available real-world
datasets which are listed as follows:

Fig. 1.1 Face Mask Detection Challenges. a Rotated faces, b foggy environment, c un masked
faces, d crowd area, e fully covered faces and f blurred faces
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i. Insufficient face images to recognize properly;
ii. Most faces have uniform features. In such cases, it’s difficult;
iii. Variations in pixel intensity, illumination, occlusion in the captured facial

images;
iv. Segmentation of unmasked regions is probably extracted by clustering algo-

rithms;
v. Deep learning with less complexity is required, which reduces the training

time.

Wearing face masks helps to slow the spread of this virus and easy to detect the
faceswho are notwearing the facemasks.At the same time, crime rates are increasing
these days due to the people wearing masks [15]. Hence, masked face detection
is important today to avoid criminal offenses. Currently, a very small number of
research works have been focused on this area which results in a lot of limitations.
However, masked face recognition suffers from more factors challenged in routines,
such as pose variations, illuminations, and uneven intensity distribution [16]. The
performance of masked face recognition directly rests on the number of variations
observed in the image. Ongoing research issues in this face detection are described
as follows:

• Pose Variation: One of the major challenges in face mask detection is pose vari-
ation since it directly degrades the performance of image recognition. This is
since images with frontal pose only cover maximum information of the face. The
images with pose variations cannot be able to cover maximum information of
the face that tends to reduce the detection rate. Therefore, pose normalization is
required before entering the mask detection process.

• Illumination: The face image may be captured from different illumination condi-
tions such as indoor, outdoor, etc. It has been observed thatmodification in lighting
conditions induces different shading and shadows on the face image. This may
deteriorate some of the features in the face image which results in too bright or too
dark parts in images. This variation causes a low detection rate, hence illumination
influence must be reduced in preprocessing of face mask detection [17, 18].

Therefore, in this paper, we pay great attention to understand key features for
covered and uncovered face, i.e., face contour, periocular, nose, mouth, and chin,
and so on. Thus, our foremost objective is to design an efficient data augmentation-
based masked face detecting model, which is robust under erratic conditions such
as illumination, pose changes, pixel intensity distribution. This paper has further
objectives as follows:

i. To mitigate the discrepancies in the masked face databases such as lighting
conditions, pose variations, and illumination.

ii. To minimize the masked face detection time while processing the masked face
image by considering significant regions to the lightweight object detection
model.

iii. To improve the recognition rate of the masked face detection using a novel
deep learning algorithm that recognizes the face accurately.
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1.2 Related Work

Skin texture analysis and illumination conditions are evaluated in [19] for robust face
recognition. This paper handles soft and hard shadows and retains color channels
and identity details. The presented illumination processing pipeline activates the
chromaticity intrinsic image (CII) which highlights the variations of illumination.
This paper achieves intrinsic face extraction processing and color tones of the face
are recovered by removing shadows. Illumination conditions are different, which
must be adaptively changed for each image.

Authors in [20] propose face mask detection by using a new texture feature
descriptor, i.e., completed local ternary count (CLTC), which adds threshold value
to address the noise issue. This feature descriptor is further improved by using a fast
local Laplacian filter in the preprocessing stage. Therefore, the feature descriptor is
called FLL-CLTC. Then, texture features are classified using theK-Nearest Neighbor
(K-NN) algorithm. A face recognition task is evaluated for different kinds of datasets
for JAFFE, Georgia Tech, Caltech, ORL and YALE face imaging datasets. Due to
the variety of face mask images, the optimum threshold value is required. K-NN-
based face recognition does not give accurate face recognition results since it finds
probability values only.

The deep learning approach is proposed in [21], which considers a large volume
of data. The input data is a video, in which is processed inter or intra difference
between Pose, Occlusion, Scene, Blur, Video Quality, Illumination, etc. The surveil-
lance videos and multiple-shot videos can be processed, even if they are of low
quality. Multi-Scale Single Shot Face Detectors efficiently localize faces in videos.
In this work, three datasets are applied such as multiple biometric grand challenges
(MBGC), face and ocular challenge series (FOCS), IARPAJanus surveillance videos,
and benchmark b for multi-shot videos. It takes a long time for handling longer
videos and also very huge temporal dependencies must be evaluated in frames before
recognizing the faces.

Edge computing-assisted face detection model is presented in [22]. This paper
addressed the deep neural network issues such as latency and satisfies the higher
accuracy. In this paper, input video is processed using a lightweight neural network,
which is performed over edge nodes. In edge nodes, three lightweight NN models
are implemented such as O-Net, R-Net, and P-Net for bounding boxes-based face
detection. From the cloud server, videos are fetched that are transmitted from surveil-
lance cameras. Video processing is managed in either edge node or cloud-based on
the distance between the user and systems. However, human faces are different in
color, texture, and shape, which must be analyzed differently. This paper lacks to
identify these issues. Authors in [23] have proposed a patch-based attention genera-
tive adversarial network for face recognition which is shortly referred to as PA-GAN.
This model aggregates raw surveillance frames features into a single model for mini-
mizing the computational cost andmaximizing the recognition accuracy. InPA-GAN,
an enhanced Center Loss Function was proposed which integrates abundant unla-
beled surveillance faces. Experiments validated for two kinds of datasets such as
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QMUL-SurvFace Dataset and IJB-A dataset which demonstrates the efficiency of
the proposed PA-GANmodel. The PA-GANmodel reduces the size of feature space
by analyzing the interclass and intraclass distance. With this operation, operation
time is reduced two times than the previous works.

Awarning system is presented in [24], analyzing the suspicious faces fromsecurity
video cameras. However, earlier security systems determine the suspicious people
after the crime occurs. To eliminate it, an early warning system is initiated in this
paper, and for training video frames are used convolutional neural networks (CNN).
Checkpoint surveillance dataset is used in this paper, inwhich criminal information is
extracted and stored. For face recognition, the threshold was dynamically adjusted in
CNN. CNN is an initial deep learningmodel that does not accurately capture in-depth
information of human faces. In particular, CNN does not consider face orientation,
position, and poor performance in the max-pool layer.

In [25] authors addressed the problem of multi-faces trajectory in a single video.
This is a complex problem and currently emerging issue to be addressed in COVID-
19 pandemic situations, since most people wear masks. To address this problem,
incremental learning algorithm with Euclidean distance-based greedy algorithm for
recognition accuracy improvement is used. For features extraction, a local binary
pattern histogram (LBPH)was usedwhich extracts facial features from facial images.
Euclidean distance is sensitive to noise and produces huge distortions when time-
series data is processed. This is only suited for linear videos since it only aligns linear
points.

Race recognition is implemented [26] using deep convolutional neural networks.
The proposed architecture for race identification consists of three components: an
information collector, face detection and pre-processor, and race recognition compo-
nent. To train and test the dataset images, deep convolutional neural networks are
applied. Finally, the race dataset was categorized into multiple Chinese, Japanese,
and Brazilian based on their facial feature’s variation. The overall D-CNN accu-
racy reached 90%. Bounding box detection is a very crucial issue in D-CNN, which
must be detected for accurate detection. However, D-CNN is hard to train for high-
dimensional data and also takes more time for training. It is a poor understanding of
background objects.

1.3 Problem Statement

MaskedFace detection accuracy is a crucial element that still suffers from the absence
of primary tasks. Certain most important challenges are given below.

• Lack of Data Augmentation—Data augmentation is required before masked face
detection. For example, pose normalization is one of the significant steps in data
augmentation since head poses may be variant for humans. Pose normalization
results in a front face that covers most face regions. Similarly, it requires other
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data augmentation tasks such as color normalization and illumination correction.
Existing works failed to perform these tasks.

• Skin Texture Analysis Nonexistence—Human skin textures must be unique to
one another. It has unique lines, pores, and spots appearance. In masked faces,
we can’t analyze skin texture, but it’s possible to extract partial face images when
it’s covered.

• Absence of Accurate Loss Function – In literature, CNN is a widely used deep
learning algorithm formasked face detection. In particular, a softmax loss is higher
in CNN and also it suffers from inter and intra class separation problems.

The specific problems that are considered in this paper are as follows: Authors
in [27] have presented face detection in partially covered faces. Hybrid CNN and
VGGF algorithms are presented for feature extraction and matching. For training
and validation, masked faces, occluded faces, zoomed-out faces, and disguised faces
are focused. The most several problems in partially covered face recognition are as
follows:

• If the face image is rotated and oriented, CNN-based classifiers have obtained
poor performance. That is to say, the Position and Orientation of a given input
image are ignored in max-pooling layers of CNN algorithm. This information is
highly needed for feature extraction. Hence, it has less accuracy in classification.

• SVM is slower in processing which tends to cause higher processing time, espe-
cially has higher training time hence this is not applicable for real-time face
recognition systems. Furthermore, parameter tuning, and kernel selection must
be optimum.

• Softmax loss does not have discriminant power for class separation (Inter and
Intra Classes) which does not suit deep face recognition.

• Head poses are different in the dataset, which is not sufficient to mask face
recognition. And skin texture was not analyzed which reduces the recognition
accuracy.

Human skin is varied [28] for masked and unmasked images and also regions.
Hence, color conversion is implemented to predict the color values of the input
image. For the surveillance videos, two-color spaces are used including RGB and
YCbCr. However, skin patch presence detection merely does not give accurate face
recognition.

• Skin texture analysis must turn out the unique lines, spots, appearance. When
focusing on skin patches utilizing color tones, it produces poor performance.

• Head pose variations cause changes in face appearance which greatly impact
classification results.

• Accurate segmentation is required here for covered and uncovered face detection.

Most of the works in face mask detection have used Yolo, CNN algorithms [29].
In Yolo, a wide variety of algorithms that are Yolo Tiny V2, V3 are used. Though, it
has several issues as:
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• Yolo’s previous versions have several limitations such as (1) The limitation of
grid cells since it is hard to detect; (2) It has a lower ability for bounding box
detection, which does not optimally change according to human pose.

• This work is greatly affected by artificial factors such as pixel intensity,
illumination, and variance in head poses.

In masked faces, the periocular region has played a significant role, which gives
the accurate recognition result [30]. Texture features only do not increase accuracy in
the periocular region. Dual-streamCNN increases complexity for extracting features
and fusion and also long training time is needed in this combined work.

Further, the local binary-coded pattern does not work well when in lightning
conditions and is also less robust under disguised and partially covered faces. It
produces long histograms which slow down the recognition speed, particularly for
large training databases.

1.4 Methodology

Architecture Overview

Our proposed work overthrows problems which occur in masked face detection.
Our framework is composed of four sequential processes: Data Augmentation,
Unmask Region Segmentation, and Horizontal Slicing, Multi-Feature Extraction,
and Classification. Figure 1.2 illustrates the overall proposed model.

A detailed description for the proposed work is given as follows,

Face Masked Dataset

Feature Extraction (ArcFace based CapsNet)

DigitCapsPrimary Caps
Fully 

Connected Conv_layer

Forehead
Eyebrows

Left eye 
Right eye 

Class 
Caps

A
rcFace L

oss

Input Image

Data Augmentation

Color Normalization
RGB Normalize

Pose Normalization

Angular Affine 
Transformation

Illumination Correction

Parameterized 
CLAHE

Unmask Region Segmentation and 
Horizontal Slicing 

Segmentation

EM -GMM

Curve Generation

Left eyeForehead Eye brow Right eye

Kernel ELM for Classification

Features from 
Forehead

Features from 
Eyebrows

Features from 
Left Eye

Features from 
Right Eye

Face Recognized or Not 

Fig. 1.2 System architecture
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1.4.1 Data Augmentation

Our data augmentation step contains three processes that are color normalization,
illumination correction, and pose normalization.

i. Color normalization

In the color normalization step, the pixel intensity distribution is performed which
results normalized for R, G, and B channels.

RGB is a color model that consists of three-color components as RED, GREEN,
andBLUE. It is represented as additive primitives and the color combination function
is derived by follows,

ςp = Rpi + Gpj + Bpk (1.1)

From the above equation, RGB color values are combined into the single-color
value and this combined value plays a vital role in feature extraction for accurate
mask face detection results.

ii. Illumination Correction

We adopt Parameterized Contrast Limited Adaptive Histogram Equalization
(CLAHE) algorithm for illumination normalization that removes illumination in
each input image.

The proposed Parameterized CLAHE model uses the luminance and contrast
parameters adaptively for each frame. The Gamma correction method is used to
establish the dark areas of the given image. It improves the whole luminance of
the given image block. A dynamic range of gamma correction for each block is
represented as follows:

β = p

dr
(1 + τ

gmax
R

+ α

100
(

σ

Av + c
)) (1.2)

Here, p demonstrates the number of pixels in each block, dr means dynamic range
of this block; τ and α represent the stable parameters that are used to control the
weight of dynamic range and entropies. σ is mentioned as the standard deviation of
the block, Av points out the mean value, and c is the small value to avoid division by
0. R is the dynamic value of luminance for a whole image. gmax means the maximum
pixel value of the image. The gamma corrections are introduced to adjust the contrast
value based on the current luminance value.

iii. Pose Normalization

Image databases contain different poses in an image, hence without performing
proper pose normalization tends to have low accuracy in classification. Pose normal-
ization was carried out using the Angular Affine Transformation algorithm. We
initially estimate the pose angle of a given image using Angle (Yaw, Pitch, and
Roll). Then, an estimated angle is provided to the Affine Transformation to get a
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frontal view of the given image. Image cropping is performed after completion of
pose normalization to maintain the same size for all input images.

1.4.2 Unmask Region Segmentation and Horizontal Slicing

Unmasked face regions segmentation and horizontal striping are introduced to
segment facial images. Here, the clustering-based segmentation is performed using
the Expectation–Maximization based Gaussian Mixture Model (EM-GMM) algo-
rithm. With EM-GMM, a curve is generated. Each time a new curve is generated. It
overwhelms the problems of the fuzzy c means algorithm while segmenting facial
parts. This way of segmentation tends to ease the process of classification.

InEM-basedGMM, similar pixel values are gathered and thenwe integrate the two
clustering approaches such as EM and GMM. In GMM, Gaussian mixture represents
the linear superposition of Gaussians which are as follows,

p(x) =
K∑

k=1

πkM (x|μk,�k) (1.3)

Here K is the total number of Gaussians, k is the mixing coefficient and weightage
for each Gaussian distribution. In this work, EM’s purpose is to perform the iterative
optimization which is performed locally. In the clustering technique, two processes
are considered as,

• Expectation: For the input parameters set, we compute the latent variable expected
values;

• Maximization: According to the latent variables, the values of parameters are
updated.

In the GMM algorithm, likelihood function maximization is a significant part in
which mean, and covariance components are measured. EM-GMM based clustering
procedure is as follows:

i. Initialize the mean, covariance, and mixing components μj, �j, and πj

respectively, and then compute the initial log-likelihood value.
ii. Implement the estimation step in which we calculate the tasks using the current

metrics as follows.

γj(x) = πkM (x|μk,�k)∑K
k=1 πjM (x|μj,�j)

(1.4)

Then perform the maximization step in which compute the current parameters as
follows:
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Fig. 1.3 EM-GMM algorithm

μj =
∑N

n=1 γj(xn)xn∑N
n=1 γj(xn)

(1.5)

�j =
∑N

n=1 γj(xn)
(
xn − μj

)(
xn − μj

)T
∑N

n=1 γj(xn)
(1.6)

πj = 1

n

N∑

n=1

γj(xn) (1.7)

iii. Next, compute the Log-Likelihood:

lnp(X |μ,�, π) =
N∑

n=1

ln

{
K∑

k=1

πkM (xn|μk,�k)

}
(1.8)

iv. Segments of face parts are implemented using a similar set of clusters.
Figure 1.3 demonstrates the performance clustering for EM-based GMM
clustering.

1.4.3 CapsNet Based Multi-Feature Extraction

Our feature extraction process extracts three types of features from the image to
improve the classification performance and hence it’s called multi-feature extraction.
Here, features are extracted from four regions that are forehead, left eye, right eye,
and eyebrows. For this purpose, we proposeCapsuleNetwork to extract features from
the given segmented parts. The prime advantage of the Capsule network over CNN
is its robustness in extracting the position and orientation information of the given
image which is required to classify the masked image accurately. Loss computed
by using ArcFace (Additive Angular Margin Loss). Figure 1.4 illustrates Feature
Extraction Architecture.

High-level features

i. Motion (Any Feature or Object Changes over a Time);
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Fig. 1.4 Feature extraction architecture

ii. Spatial (Position, Angle, Orientation).

Low-level features

i. Color (Color Channel Values − HSV);
ii. Shape (Facial Parts Shape Values);
iii. Texture (Skin Surface and Appearance Type).

The extracted features are listed below,

• Mean: It is represented as the pixel intensity distribution in the whole region.

Mi = 1

n

n∑

j=1

Pij (1.9)

• Variance: It is determined how each pixel can be varied from the center or
neighboring pixels.

�i =

√√√√√

⎛

⎝1

n

n∑

j=1

(
Pij − µi

)2
⎞

⎠ (1.10)

• Skewness: It represents the symmetry measure for the given face image, and it
defines when the pixel values occur at the regular interval.

SWi =

√√√√√

⎛

⎝1

n

n∑

j=1

(
Pij − µi

)3
⎞

⎠ (1.11)

• Area: It is calculated by the sum of pixels in the specific region, which are
multiplied by the pixel’s resolution.

A = I(x, y) × 
A (1.12)

• Aspect Ratio: It is calculated by the length and width of the frame.
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AR = Le

We
(1.13)

• Roundness: It is calculated by the similarity of the frame in the circular shape.

RD = 4πA

L
(1.14)

• Perimeter: It is defined as the structural property of the list of coordinates and
also the sum of distance from each coordinate x and y.

PR =
√

(Xi − Xi−1)
2 − (Yi − Yi−1)

2 (1.15)

• Circularity: It is calculated by the largest pixels in each scene of frame region.

CR = 4πA

Q2
(1.16)

where 
A is the area of one pixel in the shape of pi(x, y), XI and YI is the ith pixel
coordinates; A is the object area, and L is the object region boundary length.

• Uniformity: It is computed by the uniformity in histogram intensities. This can
be formulated as follows:

U =
∑l−1

i=0
H2(RI) (1.17)

• Mean: It is the average intensity value computed for the number of pixels in the
region:

μ =
∑l−1

i=0
pi × H(pI) (1.18)

• Standard Variance: This is the second-moment average value computed from
the number of pixels.

σ =
∑l−1

i=0
(pi − µ)3 × H(pI) (1.19)

Texture features are defined as the surface or appearance measurement for a given
object, and it predicts the intensity, edges, and direction of pixels. Some of the texture
features are described in the following.

• Energy: It is defined as the sum of square values of the pixels, which is also known
as Uniformity or angular second moment. In mathematically, it is expressed as
follows.
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Ep =
∑

i

∑

j

p2(i, j) (1.20)

• Correlation: This measures the color values dependency between the neighboring
pixels.

Cp =
∑

i

∑

j

p(i, j)logp(i, j) (1.21)

• Contrast: The intensity contrast is measured between the current and neighboring
pixel values. It is computed by follows,

CTp =
∑

i

∑

j

(i − j)2p(i, j) (1.22)

• Homogeneity: It is inversely proportional to the contrast value, and it represents
the equivalent distribution of pixels over the region.

Hp =
∑

i

∑

j

p(i, j)

1 + |i − j| (1.23)

Capsule Network

A Capsule Neural Network is a machine learning system that is a type of artificial
neural network that can be used to better model hierarchical relationships. Capsule
Networks do not forward individual neuron activations from one layer to the next
layer, but instead, each capsule represents a small nested neural network that outputs
a whole vector. The total length of a capsule’s output vector encodes the probability
that a certain feature has been detected. The direction of the vector lengths helps to
represent the state of the detected feature (e.g., location, pose, scale). When a feature
moves across the image, the length of the vector should stay the same as the feature
will be detected, but the vector’s direction will change.

Structure of Capsule Network

A capsule sj then does not forward its output vector Yj blindly to every capsule in
the next layer. Instead, a capsule predicts the output of all capsules in the next layer
given its output vector Yj and the respective coupling coefficient cij and forwards its
output only to that capsule whose predicted output results in the largest vector. This
“next-layer output prediction” capsule sj ensures that it selects the most appropriate
capsule for a given higher-level feature. Depending on the resulting next-layer output
vector, the coupling coefficient cij be updated. Each capsule’s state sj is calculated
as the weighted sum of the matrix multiplication of output/prediction vectors of the
capsules from the lower layer with the coupling coefficient cij between sj and the
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respective lower level capsule si.

Y j =
∑∞

i

(
Cijûi|j, ûij = WijUi

)
(1.24)

Capsules in the first capsule layer of a capsule network calculate their activation
based on the input from the previous convolution layer. In this case, no coupling
coefficient cij exists.

As the capsule’s output vector indicates the probability of having detected a certain
feature, capsule sj output vector Yj is “squashed”, so that long vectors sum up to 1
max and short vectors are close to zero.

Yj = ||Sj||2
1 + ||Sj||2

Sj

||Sj|| (1.25)

The coupling coefficients cij define the “activation routing” between a capsule
and all potential parent capsules in the next layer and sum to 1. The softmax-like
calculation ensures that the most likely “parent” capsule gets the “most” of capsule
sj’s output.

Cij = e(bij)∑
me(bij)

(1.26)

By following the presented calculations, the routingpreferences between capsules,
and the prediction of next layer activations, Capsule Network claim to address the
CNN limitations listed above, especiallymodeling stronger feature relationships than
CNN could represent which is a very strong tool to boost image segmentation.

Instance Normalization

In this step, the contrast of the image is improved, and content of low-level
features is preserved such as textures and strokes. However, instance normalization
is represented as follows,

Yncij = Xncij − μnc√
σ 2
nc+ ∈ (1.27)

μnc = 1

hw

w∑

l=1

h∑

m=1

XNCLM (1.28)

σ 2
nc = 1

hw

w∑

l=1

h∑

m=1

(XNCLM − μNC)2 (1.29)

where, Xncij represents the ncij (the layer feature map), i and j are the spatial dimen-
sions, c is the channel feature, n represent the nth image in the batch. ∈ is the small
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integer number that is involved to eliminate more number of computations. μnc is
the mean value of feature image in the i the image and σ 2

nc is the variance value of
the feature image in the ith image.

1.4.4 BoVW Model

For extracted features, BoVW is implemented which constructs visual words dictio-
nary and reduces feature space by clustering similar features using HS with KNN
algorithm. KNN is a nearest neighbor prediction algorithm that can find the adjacent
neighbor based on the high probability value. For visual words generation and code-
book generation, in this paper, we presented KNN algorithm. In KNN, the distance
between one feature to another is computed. The traditional KNN uses Euclidean
distance that produces more noise. And it does not produce low-distance precision. It
must be trained properly to eliminate the noise and low precision issues. Therefore,
in this paper, we selected the most adopted distance formula in KNN i.e., Hassanat
distance. It provides better performance in codebook generation.

Algorithm for HM-KNN 

Input: Set of features 
1. Begin 
2. State the feature vector sets for a training set 
3. For each frame feature set do 
4. Visual words generation……

(a). Initialize //  = Small integer value  
(b). Compute the distance between and 
(c). Choose in close to 
(d). Assign the most similar class close to the distance to 

5. Compute the class label for all frames of features 
6. End for   

Output: Assign the class label for all frames in a video 

Algorithm description is as follows: the training set of videos is denoted as ts
and the class label for each input frame FI is stored in the database. Then, Hassanat
similarity function is used to assign the exact class of the input frame. Based on
that, the nearest visual words are constructed into a single group. The HM distance
function is calculated as follows,

HD(X ,Y ) =
N∑

i=1

D(Xi,Yi) (1.30)

WhereD(X ,Y ) =
{

1 − 1+Min(Xi,Yi)
Max(Xi,Yi)

,Min(Xi,Yi) ≥ 0

1 − 1+Min(Xi,Yi)+|Min(Xi,Yi)|
Max(Xi,Yi)+|Min(Xi,Yi)| Min(Xi,Yi) < 0

(1.31)

D(X ,Y ) is bounded by 0 and 1.
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Fig. 1.5 HM- KNN result

In BoVW model, facial features fi(1, . . .N ) are constructed into a set of local
keypoint descriptors as f pi = {

pi,1, pi,2, pi,3, . . . , p1,m
}
. Thus, the BoVW model is

defined as follows:

BoVW : Rd → [1,N ] (1.32)

Pi,j → BoVW (pi,j) (1.33)

where, pi,jεRd is a mapping descriptor that was used to produce an integer index.
HM-KNN result is visualized in Fig. 1.5.

Finally, the masked face is detected (wears a mask or not) by computing the
distance using L2 distance function. We fetch the weights from masked values of the
testing image and the trained image from HS-KNN. For similarity computation to
classify the testing label L2 distance (D) is used:

D =
√∑k

x=1

(
VCtxi − VCtxj

)2
(1.34)

where, x = {1, 2, 3 . . . .k}, and [[VC]]_t—visual codebook of image.
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1.4.5 Kernel ELM for Classification

The classification is a significant process in the masked face detection of the given
extracted features. In this, a kernel-based extreme learningmachine (ELM) algorithm
is used to classify it. Based on the given input, the proposed kernel-ELM classifies
the masked face or not. To optimize the performance of Kernel-based ELM, SMO
algorithm is used. Based on the given input, the proposed classification algorithm
classifies the masked faces person. The classification of the face and non-face region
is carried out in the hidden node using the output weight W.FL(x) = ∑L

n=1 αnμn(X )

whereα_n denotes the outputweight of the nth hidden node. J(x) = [jn(X ), .., jL(X )]
is the hidden layer output of ELM. Given N the video frame, the hidden layer output
matrix J of ELM is given as,

J =
⎡

⎢⎣
j(X1)

...

j(XN )

⎤

⎥⎦ =
⎡

⎢⎣
G(p1, q1,X1) · · · G(pL, qL,XL)

...
. . .

...

G(p1, q1,XN ) · · · G(pL, qL,XN )

⎤

⎥⎦ (1.35)

where TM is the training matrix:

TM =
⎡

⎢⎣
r1
...

rN

⎤

⎥⎦ (1.36)

The objective of ELM is to minimize,

||α||γ1
a

+ C||Jα − R||γ2
b

(1.37)

where γ 1, γ 2 > 0, a, b = 0, 12, 1, 2, . . . ,+∞.

1.5 Experimental Results and Discussion

In this section, we discuss the experimental and environmental settings for
the proposed model implementation. Firstly, environment settings are presented.
Secondly, a comparative study with the brief analysis of the proposed work with the
existing works is presented for various performance metrics as segmentation accu-
racy, classification accuracy, precision, recall, f-score, ROCcurve, and computational
time. Finally, the results and discussion are given which highlights the novelty and
significance of the proposed model.
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1.5.1 Environment Settings

For implementation, the proposed model uses the Python IDLE 3.8 environment.
The implementation settings involved in both hardware and software configuration
are illustrated in Table 1.1. Table 1.2 describes the list of algorithms used in the
proposed model and the choice of parameters and the values of each parameter are
illustrated.

Figure 1.6 describes the main file executed in Python.
Dataset consists of 5000 images for 525 persons with masks and 90,000 images

for the same 525 persons without wearing medical masks.
After environment configuration, initially, we load the dataset into the system

for processing masked face detection. Our proposed work has the following
processes Key Frame Selection, Data Augmentation, Face Regions Segmentation

Table 1.1 Environment
settings

Hardware settings Processor 3.00 GHz

CPU Dual core

RAM 4 GB

Hard disk 1 TB

Software settings OS Windows 10
(64bit)

Python IDLE 3.8

Library used
(a) imutil
(b) argparse
(c) numpy
(d) dlib
(e) cmake
(f) pip
(g) opencv-python
(h) wheel
(i) pillow
(j) matplotlib
(k) scipy
(l) tensorflow
(m) keras
(n) pygad
(o) resource
(p) sklearn
(q) scikit-image
(r) elm
(s) nano-python
(t) yolo-v4
(u) image-slicer

0.5.3
1.4.0
1.19.2
19.21.0
3.18.2. post1
20.2.3
4.4.0.44
0.35.1
7.20
3.3.2-cp38
1.5.2-cp38
2.3.1-cp38
2.4.3
2.8.1
0.2.1
0.0
0.17.2
0.1.3
2.0.1
0.5
2.1.1

Command used Pip install
package_name
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Table 1.2 Algorithm settings KNN Number of neighbors 10–100,000

Distance metric Hassanat

CapsNet Epochs 120

Batch size 8

Learning rate 2.5e−4

Fix up True

Learning policy Cosine

ELM Number of neurons 5 (input), hidden
(10…150), output (1)

Activation function Tangent sigmoid

Learning rule The ELM of SLFN

Sum squared error 0.0001

SMO Number of iterations 10–1000

Functions used 10–15

Mask (98.25%) 
Deidra

No Mask 
(98.47%) Deidra

No Mask 
(98.89%) Leena

No Mask 
(98.78%) Leena

(a)                 (b)                    (c)                      (d)

Fig. 1.6 a and c are the masked faces, b and d are the non-masked faces

and Horizontal Slicing, CapsNet based Multi-Feature Extraction & Masked Face
Detection.

1.5.2 Dataset Description

To conduct experiments for masked face recognition, we use the “Real-time Masked
Face Recognition Dataset”, which is shortly referred to as RMFRD. This is a massive
real-world dataset.
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1.5.3 Comparative Study

In this section, we describe the performance of the proposed model with comparison
to the GMM + DL [31], CNN with VGGF [32], Yolo Tiny V2, and Yolo Tiny V3.
Further, the performance metrics are listed as follows.

1.5.3.1 Segmentation Accuracy

Thismetric evaluates the segmentation performance for different facial parts segmen-
tation. For instance, pixel-wise segmentation produces higher accuracy than region-
based accuracy. Ground truth is marked in the training stage and pixel values are
computed in the validation stage and similarity is computed for segmentation of face
regions. Figures 1.7 and 1.8 represent the performance of segmentation accuracy
with respect to the cluster scale. We compare the segmentation accuracy for face
mask detection.

As a result of histogram analysis of the image to determine the similar pixels
using dynamic threshold with EM-GMM model, the proposed work obtained peak

Fig. 1.7 Segmentation
accuracy versus cluster scale
for masked faces
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Fig. 1.8 Segmentation
accuracy versus cluster scale
for non-masked faces
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Table 1.3 Segmentation
accuracy

Methods Segmentation accuracy

Masked face Unmasked face

GMM + DL 0.61% ± 0.05% 0.62% ± 0.04%

CNN + VGGF 0.71% ± 0.02% 0.72% ± 0.03%

Yolo Tiny V2 0.84% ± 0.03% 0.85% ± 0.04%

Yolo Tiny V3 0.92% ± 0.02% 0.921% ± 0.1%

CapsNet 0.95% ± 0.2% 0.95% ± 0.2%

segmentation accuracy. In previous works, many details (edge, boundary pixels)
get omitted and threshold errors occur. Further, segments obtained in the proposed
model are stable, and detected boundaries are distinct. In GMM, the global value
of threshold is not good at all the conditions where the frame consists of different
actionable characteristics. Hence, we propose an adaptive approach that can change
the threshold value dynamically for various frames and different sets of faces. In
this, the algorithm considers semantic-based pixel grouping, and based on semantic
values pixels of small portions are groped and computed the threshold value for that
portion.

Further, by dynamic curve generation by the EM-GMM, we obtained higher
performance. To summarize that the proposed work achieved 0.97% ± 0.02% and
0.98% ± 0.01% for masked and unmasked face detection, respectively. Table 1.3
shows the performance achievement for segmentation accuracy.

1.5.3.2 Classification Accuracy

Classification accuracy is a significant metric that is most suitable for denoting the
classified result. It is computed by four terms as True Positive (TP), False Positive
(FP), True Negative (TN), and False Negative (FN) and accuracy is computed by
follows.

Accuracy = TP + TN

TP + TN + FP + FN
× 100% (1.38)

The evaluation of accuracy for both face mask and non-face mask images is not
relevant. When compared to non-masked faces, masked face detection is a critical
task, and improving the accuracy level for masked faces shows greater achievement
of the presented model. In this study, we can expect higher classification accuracy
owing to the CapsNet model, and also segmentation is performed accurately. The
graphical plots of classification accuracy can be seen in Figs. 1.9 and 1.10 for masked
and unmasked face detection.

For each image, nearly 1020 features are extracted and KNN with HS function is
applied to construct theBoVWmodel,which produces higher classification accuracy.
Under this, very few faces are incorrectly classified. Through dynamic thresholding,
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Fig. 1.9 Classification
accuracy versus iteration
count for masked faces
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Fig. 1.10 Classification
accuracy versus iteration
count for non-masked faces
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lightweight object detection models and ignorance of redundant features increase
the classification accuracy. The highest classification accuracy is achieved by the
proposed model at the 95% ± 0.2% and 96.2% ± 0.5% for masked face detection
and non-masked face detection. However, training large volumes of input samples
requires high computational cost and considers either region or boundary-based clas-
sification; lack of pixel-based feature extraction causes lower classification accuracy.
Similarly, SVM classifiers do not perform well when the image contains more noise.
In this case, target classes overlap with each other. Yolo V2 and V3 are adapted for
large sizes of objects and classification requires high computations. Table 1.4 depicts

Table 1.4 Classification
accuracy

Methods Classification accuracy (%)

Masked face Unmasked face

GMM + DL 61% ± 0.05% 62% ± 0.04%

CNN + VGGF 71% ± 0.02% 72.6% ± 0.03%

Yolo Tiny V2 84% ± 0.03% 85.5% ± 0.04%

Yolo Tiny V3 92% ± 0.02% 92.5% ± 0.1%

CapsNet 95% ± 0.2% 96.2% ± 0.5%



1 Masked Face Detection Using Artificial Intelligent Techniques 25

the performance of classification accuracy for various metrics.

1.5.3.3 Precision

In this metric, the performance of accurately classified face masks and non-masks is
measured. It is computed by

Precision = TP

TP + FP
× 100% (1.39)

The results illustrated in Figs. 1.11 and 1.12 confirm that the superiority of the
proposed model increases the accuracy for the iteration count as compared with the
GMM + DL, CNN + VGGF, Yolo Tiny V2, and Yolo Tiny V3. The search strategy
of SMO in face mask recognition is maintained by the utilization of kernels with
ELM information. The connection between the CapsNet with ArcFace softmax loss
function increases precision and decreases the false positives. As compared to the
previous works, the proposed CapsNet model is better than ∼30%, ∼15%, ∼10%,

Fig. 1.11 Precision versus
iteration count for masked
faces
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Fig. 1.12 Precision versus
iteration count for
non-masked faces
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Table 1.5 Precision Methods Precision (%)

Masked face Unmasked face

GMM + DL 60% ± 0.05% 62% ± 0.04%

CNN + VGGF 71% ± 0.02% 72.6% ± 0.03%

Yolo Tiny V2 84% ± 0.03% 85.5% ± 0.04%

Yolo Tiny V3 92% ± 0.02% 92.5% ± 0.1%

CapsNet 95% ± 0.2% 96.2% ± 0.5%

Fig. 1.13 Recall versus
iteration count for masked
faces
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∼8%, forGMM+DL,CNN+VGGF,YoloTinyV2, andYoloTinyV3, respectively.
One of the vital advantages of the CapsNet model is in real-time working on any
disguised images. In this model, more parameters are learned in the training period,
which results in highperformanceondetecting the disguised images at any resolution.
Further, data augmentation step gives increased accuracy in segmentation, face mask
detection and thus it results better.

Overall results of the methods proposed and the existing works for precision
are discussed in Table 1.5. It infers that the proposed CapsNet classifier provides
higher precision values of 95% and 96.2% for masked and unmasked face images,
respectively. Figure 1.13 describes the performance of the precision.

1.5.3.4 Recall

The recall is the proportion of positive cases that are determined accurately. In other
words, it is the fraction of relevant images that are successfully determined. It is
additionally referred to as a true positive. The recall is computed by the following
function:
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Fig. 1.14 Recall versus
iteration count for
non-masked faces
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Table 1.6 Recall Methods Recall (%)

Masked face Unmasked face

GMM + DL 59.6% ± 0.05% 61.5% ± 0.04%

CNN + VGGF 69.8% ± 0.02% 71.5% ± 0.03%

Yolo Tiny V2 84% ± 0.03% 83.5% ± 0.04%

Yolo Tiny V3 91.5% ± 0.02% 92% ± 0.1%

CapsNet 94.5% ± 0.2% 95.9% ± 0.5%

Recall = No of true positive

No of relevant pattern
(or)

TP

TP + FN
(1.40)

The performance of recall is illustrated in Fig. 1.14 for masked and unmasked face
images. To compare the results of the CapsNet model, we implemented the proposed
model for Yolo Tiny V2 and Yolo Tiny V3. After the comparison, it is proved that
CapsNet produces better recall values than the proposed model. In other approaches
such as CNN + VGGF, GMM with DL achieved performance due to the use of
color, and texture features, and also to the facial landmarks are integrated to provide
a good improvement in recall results. When compared with previous methods and
algorithms, the proposed work fully addresses illumination variation, race issues,
low/high-resolution images, noise, pose in just one shot, scale, and sharp, which are
not able to predict in the training stage of the previous works and thus CapsNet model
achieved better detection results (can see in Table 1.6).

1.5.3.5 F-Measure

It is the measure of precision and recalls value combination and it is also known as
F1-measure and F-score. In particular, it is the mean value of precision and recall. It
is denoted as follows,
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F − measure = 2 × Precision × Recall

Precision + Recall
(1.41)

= 2 × TP

(2 × TP + FP + FN )
(1.42)

The performance of the F-measure is illustrated in Figs. 1.15 and 1.16. The
CapsNet model consists of the whole procedure that performs better in data augmen-
tation, feature extraction, codebook construction, and classification of masked and
unmasked faces. Poses are determined in more than one shot of a video that can
easily determine and correlate the human faces in an accurate manner.

Table 1.7 discusses the overall results of the proposed methods and previous
methods (GMM + DL, CNN with VGGF, Yolo Tiny V2, and Yolo Tiny V3).
Among the existing methods, the CapsNet model gives higher F-measure results.
HoG features in color, texture features, and shape features improve F-measure, and
also data augmentation steps increase F-measure than the previous works.

Fig. 1.15 F-measure versus
iteration count for masked
faces
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Fig. 1.16 F-measure versus
iteration count for
non-masked faces
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Table 1.7 F-measure Methods F-measure (%)

Masked face Unmasked face

GMM + DL 60.2% ± 0.05% 62.3% ± 0.04%

CNN + VGGF 71.2% ± 0.02% 72% ± 0.03%

Yolo Tiny V2 84.5% ± 0.03% 84.2% ± 0.04%

Yolo Tiny V3 92.2% ± 0.02% 92.5% ± 0.1%

CapsNet 95.2% ± 0.2% 96.7% ± 0.5%

1.5.3.6 ROC Curve

A Receiver Operating Curve (ROC) is a graph that is used for system organization
and visualization. It is a distinct option that is used for recall and precision curves.
ROC curves are normally used in medical diagnosis decision-making and current
years it is used for COVID-19 detection in more.

The graphical representation displays the transition between false positive rate
(FPR) and true positive rate (TPR). The TPR denotes correctly classified or total
positive values and plotted in the Y-axis and FPR denotes incorrectly classified or
total negative values plotted over the x-axis. The points plotted over the top left of
ROC have high TPR and low FPR represents the smart classification. Similarly, the
TPR of the proposed classifier is very high and the previous method has produced
very little TPR. Figure 1.17 describes the performance of the ROC curve.

1.5.3.7 Computational Time

It is the sum of time taken to process the inputs for specific processes to reach the
expected outcome. Previous methods consume more timing for training and testing,
which results in a very high sum of time taken to process the image. We found that
the CapsNet model produces the highest accuracy, precision, recall, and F-measure
in more consistent computation time. The number of layers in CapsNet is very less
and sequential operations do not produce high processing and computational time.
Figures 1.18 and 1.19 represent the computational time for the number of iterations.

Table 1.8 denotes the performance of computational time for processing sequential
operations. CapsNet model is an ultra-low light face detector that performs speed in
providinghigh accuracy. For sequential operations implementation,CapsNet requires
O(1) amount of time and also complexity per layer takes O(n).

1.5.3.8 Confusion Matrix

It is the matrix to deal with the face mask detection evaluation that revolved with the
ground truth results with the obtained results. The ROC curve reveals the correlation
between the TPR and FPR and differentiates the face and non-face classes in the



30 E. Nasiri et al.

Fig. 1.17 ROC curve. a CapsNet (Masked Face), bCapsNet (Non-masked Face), c CNN+VGGF
(Masked Face) and d CNN + VGGF (Non-masked Face)

Fig. 1.18 Computational
time versus iteration count
for masked faces
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dataset. In other words, confusion matrix C is a square matrix where C(ij) denotes
the number of faces that are known in the Dataset i (True Label) and predicted to be
in group j (Predicted Label).

Figures 1.20 and 1.21 represent the performance of the confusion matrix for
predicted and true labels to the masked and unmasked face detection.
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Fig. 1.19 Computational
time versus iteration count
for non-masked faces
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Table 1.8 Computation time
(Seconds)

Methods Computation time

Masked face Unmasked face

GMM + DL 0.9 62.3

CNN + VGGF 0.84 72

Yolo Tiny V2 0.78 84.2

Yolo Tiny V3 0.65 92.5

CapsNet 0.4 96.7

Fig. 1.20 Confusion matrix
for masked faces detection

Above figures show that the proposed model has higher accuracy in binary
classification. It reaches up to 98.2% of the prediction rate in classification.
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Fig. 1.21 Confusion matrix for un-masked faces detection

1.5.4 Novelty & Significance Analysis

The novelty and significance of the proposed work are listed as follows:

i. The highlights of the proposed work are listed as follows:
ii. We presented a Kernel-based ELM algorithm, which improves mask detection

accuracy by greater than 4% of SVM since its, learning is better and also speeds
fast.

iii. Arcface based CapsNet is proposed which uses additive marginal loss, which
performance is higher when performing deep face recognition

iv. Multiple features are extracted such as color tones, texture, and shape for
detection of masked faces.

v. Illumination and non-uniform pixel intensity are the most important artifacts
that are removed completely in the data augmentation stage.

1.6 Conclusion

In this paper, the CapsNet objection model is used for face mask detection. For that,
data augmentation, feature extraction, codebook generation, facemask detection.We
evaluated the performance of theCapsNetmodel according to the accuracy, precision,
recall, f-measure, and computational time on the Dataset. In this paper, we explore
the issues of disguised images such as illumination variation, noise, scale, pose in
a single frame, and more patches variation. Based on the research gaps, algorithm
comparison, and multi-views of performance are analyzed for the proposed and
previous methods. The desired face detection model has higher results in terms of
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accuracy and precision in less computational time. This is a very interesting part
of the proposed work and also, we think that due to algorithm selection, processes
considered and more facial features of different views of human frontal faces in any
angular degrees improve the performance of face mask detection.
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Chapter 2
Object Motion Detection in Video
by Fusion of RPCA and NMF
Decompositions

Ivo Draganov and Rumen Mironov

Abstract In this paper two new schemes are proposed for fusion of the results from
video decomposition by Robust Principal Component Analysis and Non-negative
Matrix Factorization with the aim of detecting moving objects over stationary back-
ground. The schemes use the logical OR and AND operators on a pixel basis over
the binary outputs of the base decomposition algorithms. Experimental results from
testing with videos, containing natural scenes with humans and vehicles, reveal the
applicability of both schemes with higher Detection Rate for the OR operator and
considerably higher Precision for the AND operator. The latter gets the highest F-
measure of 0.8168 and is considered applicable in various systemswhere higher relia-
bility is sought. Execution times for all tested implementations are practical, although
allowing further optimization, which renders the proposed algorithms applicable in
a wide set of applications.

2.1 Introduction

Detection of moving objects in video has important role in numerous applications,
such as security surveillance, traffic control, automation of industrial processes and in
a lot of other areas. The Robust Principal Component Analysis (RPCA) and the Non-
negative Matrix Factorization (NMF) have been two of the most popular approaches
for decomposing a noisy input, where lots of factors, such as unpredictable change
of the scene illumination, camera sensor noise, artifacts from video compression and
others contribute to the complexity of locating a moving object over the background.

Javed et al. [1] introduce regularization of spatial and temporal nature to the sparse
component from RPCA decomposition of video. Thus, they achieve a decrease in
the effect of the mutual dependence among some of the elements in the sparse matrix
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from the input one.GraphLaplacians are the tool,which allows for the complete algo-
rithm to take place. It has been shown that algorithm of this type could be executed
in real-time. Another challenging factor into detecting moving objects in video is
the irregularity of the movement. For that challenge to be solved, Cao et al. [2]
propose the total variation regularized RPCA, which comes also as a solution to the
problem of dynamic background. Spatial continuity of the foreground and temporal
continuity, observable for lingering objects, are the two properties, embedded into
this solution. The Lagrangian multiplier with augmentation lays in the foundation of
the solver, where the minimization process happens due to the alternating direction
method. Aiming to solve the same problem, Javed et al. [3] rely on various manifold
regularizations, processing the sparse component and looking for local and global
stationaries. Spectral graph structure, based on Laplacian regularization, along with
superpixel formations help into getting the appropriate representations. Li et al. [4]
undertake another strategy of getting slowly moving objects over complex back-
grounds properly detected, entitled Segmentation and Saliency constrained RPCA
(SSC-RPCA). They use superpixels, formed by analyzing the priors of the spatial and
temporal continuity. Further segmentation is performed by clustering superpixels to
subregions and finally merging some of them based on continuity of content. Graph
regularization is applied in [5] for application of the online spatiotemporal RPCA
over RGB-D videos. In that study, some of the aims are limiting the effect of color
saturation for both foreground and background pixels, as well as solving the problem
of restructuring of multiway video to matrices and speeding up the whole process to
real-time execution.

NMF is another major approach, widely used for moving object detection in
videos. Chen et al. [6] look at the problem with ever growing amounts of video,
generated by surveillance systems, especially those operated over clouds, and the
need for robust detection ofmoving objects at various scenarios.Anewmodel, related
to the sparse level and the low-rank matrix representation of videos, employing
contextual regularization, is being proposed. The moving objects themselves are
treated as contiguous outliers, while the background’s model is rebuilt in a dedicated
fashion, further added to a dictionary for later use in other, similar videos. NMF
has been also used with other techniques, such as fusing it with vector similarity
analysis [7]. This approach relies on the background reconstruction based on the
continuity of the image sequences from the video. Later on, similarity between new
candidate from an object pixels and already modeled backgrounds is found and
decision is being taken about the affiliation of the current area of interest. Kernel
density estimation supports the execution of this algorithm in acceptable periods of
time. Detection of objects in video, performing non-salient movements is primary
objective of the study, described in [8]. The assumption is that the background could
be modeled in a subspace of low dimensions. The robust matrix completion turns out
to be the effective solution in this case, employing the Frank-Wolfe optimizer and the
Fast Principal Component Pursuit (FPCP), which is also known to be efficient as a
combination with NMF. The resulting algorithm is computationally effective, while
detection rate is 10% higher than other base implementations. The negative influence
of shadows on the detection rate of moving objects in video has been addressed in
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various implementations. Yang et al. [9] use the NMF and its variant of Block-NMF
(BNMF), together with selection of key points, to better spot the areas with cast
shadows.

All methods, described above, rely on a single type of decomposition of the video,
either RPCA or NMF, most often with a combination of additional extension of the
objective function, minimizing the difference between the input and representing
low-rank and sparse matrices, as well as other techniques. In this study, the main
aim is to combine two base decomposition—one of RPCA type and one of NMF
with simple logical operators on a pixel level over segmented videos after background
subtraction,without significant increase of computational complexity or losing detec-
tion accuracy. In Sect. 2.2, description of the 4 basic decompositions, employed in
this research is given and 2.2 new schemes for fusion of segmented video frames,
followed by experimental results in Sect. 2.3 and discussion in Sect. 2.4. Section 2.5
represents a brief conclusion on the most important qualities of the newly presented
implementations.

2.2 Algorithms Description

2.2.1 Robust Principal Component Analysis Semi-Soft Go
Decomposition

The Robust Principal Component Analysis Semi-Soft Go Decomposition (RPCA
SSGoDec) [10] is useful into accomplishing the task of background subtraction in
videos, represented as 3-dimensional entities. It starts from the idea of getting low-
rank L and sparse S parts, as matrices, of the input video X , which could be defined
as 3rd order tensor, where the following error should be minimized [10]:

min
L,S

‖X − L − S‖2F , rank(L) ≤ r, card(S) ≤ k, (2.1)

where F indicates the Frobenius type of a norm; r—the upper bound of the rank of
L and k—the upper bound of the cardinality of S. The operators rank(.) gives the
rank of an element and card(.)—its cardinality. The general form of the optimization
problem (2.1) could be divided into 2 parts, which could be solved subsequently,
according to [10]:

∣
∣
∣
∣
∣
∣

Lt = arg min
rank(L)≤r

‖X − L − St−1‖2F
St = arg min

card(S)≤k
‖X − Lt − S‖2F

. (2.2)

Both updates Lt and St could be found according to [10]:
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∣
∣
∣
∣

Lt = ∑r
i=1 λiU iV T

i , svd(X − St−1) = U ∧ V T

ST = P�(X − Lt ),� : ∣
∣(X − LT )i, j∈�

∣
∣ �= 0and ≥ ∣

∣(X − Lt )i, j∈�

∣
∣, |�| ≤ k,

(2.3)

where λi is the i-th singular value in descending order of magnitude, U and V—the
components from Singular Value Decomposition (SVD) ofX , PΩ—projection ofX
to a set Ω. Since SVD requires considerable time, rising with the dimensions of X ,
it is preferred to use bilateral random projections (BRP) in order to accomplish the
GoDec. The update of L, then, comes to Lt = Y1(A2

TY1)
−1Y2

T [10].
If amatrixX that is known to have low rank, corresponding to rank(X )≤ r, it could

be completed precisely from an entity of input values Y = PΩ (X ). Optimization,
according to the following procedure, could lead to the solution of the problem [10]:

min
X,Z

‖Y − X − Z‖2F , rank(X ) ≤ r, supp(Z) = �, (2.4)

where Z is the result of solving P�(X ). The GoDec algorithm is fully applicable
to solve (2.4), following proper substitution of the included sets and processed
arguments.

2.2.2 Robust Principal Component Analysis Lagrangian
Stable Principal Component Pursuit
with Quasi-Newton

The Robust Principal Component Analysis Lagrangian Stable Principal Component
Pursuit with Quasi-Newton (RPCA Lag-SPCP-QN) method [11] is a variational
approach, offering capabilities for processing videos, related to segmentation in
particular, when they are represented as complete 3D sets, comprising of all the
frames, gathered over time. SPCP treats a noisy input Y, a matrix as an instance of
dimensions mxn over R, so it looks for optimum solution to the problem [11]:

min
L,S

‖|L|‖∗ + λsum‖S‖1, given‖L + S − Y‖F ≤ ε, (2.5)

where the 1-norm of S is ‖S‖1 = ∑

i, j

∣
∣si, j

∣
∣ and the nuclear norm of L is ‖|L|‖∗ =

∑

iσi (L), σ—the singular values of L, ordered in a vector. The parameter λsum plays
a role of balancing between the influence of L and S in the process of optimization,
while ε takes care of unpredictable deviations within the input data by limiting the
whole optimization procedure. Developing further the task in the form of practical
solution Aravkin et al. [11] propose the so-called max-SPCP:
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min
L,S

max(‖|L|‖∗, λmax‖S‖1), given‖L + S − Y‖F ≤ ε. (2.6)

This optimization procedure is thought to be computationally more efficient than
(2.5), inwhichλmax has the same influence asλsum in (2.5). There are few formulations
of this problem, namelyflippingwithin theSPCPmax andSPCPsum and theLagrangian
form, given respectively by [11]:

min
L,S

1

2
‖L + S − Y‖2F , givenmax(‖|L|‖∗, λmax‖S‖1) ≤ τmax , (2.7)

min
L,S

1

2
‖L + S − Y‖2F , given‖|L|‖∗ + λsum‖S‖1 ≤ τsum, (2.8)

min
L,S

λL‖|L|‖∗ + λS‖S‖1 + 1

2
‖L + S − Y‖2F . (2.9)

Quai-Newtonmethods are applicable into solving the problems from above, given
the representation for a gradient as [11]:

∇ f (X ) =
(∇L f (X )

∇S f (X )

)

= AT

(

r(X )

r(X )

)

, rk ≡ r(Xk). (2.10)

It has been shown that this approach leads to faster implementation of the SPCPmax

and it is competitive to other solutions for the RPCA problem [11].

2.2.3 Manhattan Non-negative Matrix Factorization

The Manhattan Non-negative Matrix Factorization (ManhNMF) is a technique for
finding the low-rank and sparse matrices, representing a non-negative matrix X ,
according to [12]:

min
W≥0,H≥0

f (W , H) = ‖X − W T H‖M , (2.11)

where ||.||M represents the norm with the use of Manhattan distance, W and H—
non-negative low-rank matrices, acting as factors during the approximation of X .
Iterative approach could be applied here as well, similar to that from Sect. 2.2.1,
where either W or H is being fixed while the other is derived at iteration t + 1 from
[12]:

H t+1 = argminH≥0‖X − W T
t H‖M , (2.12)

W t+1 = argminW≥0‖X T − HT
t W‖M . (2.13)
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The process continues until the following condition is satisfied [12]:

| f (W t , H t ) − f (W t+1, H t+1)| < ξ, (2.14)

where the stop parameter, known also as precision reaches preliminary set value,
lower than 1. Rank approximation could be employed in order to simplify the
procedure of finding the final solution, according to [12]:

min
H(l, j)≥0

‖Z( j) − W T
(l)H (l. j)‖1 = ∣

∣W (l,1)H (l. j) − Z(1, j)

∣
∣ + . . .

+ ∣
∣W (l,m)H (l. j) − Z(m, j)

∣
∣ � ζ(l. j)

(

H (l, j)
)

, (2.15)

where ζ represents linear functions, following in multiple segments, which in turn
leads to the possibility to transform (2.15) into [12]:

ζ(l, j)(x) =

⎧

⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(

−W(l,is1)
− · · · − W(l,isq )

)

x + Z(is1 , j)
+ · · · + Z(isq , j),x ≤ ps1

(

W(l,is1)
− · · · − W(l,isq )

)

x − Z(is1 , j)
+ · · · + Z(isq , j), ps1 ≤ x ≤ ps2

(

W(l,is1)
+ · · · − W(l,isq )

)

x − Z(is1 , j)
− · · · + Z(isq , j), psq−1 ≤ x ≤ psq

(

W(l,is1)
+ · · · + W(l,isq )

)

x − Z(is1 , j)
− · · · − Z(isq , j), psq ≤ x

(2.16)

and thus gives the opportunity for finding the final solution to the optimization
problem. It is done on a row basis over H with the following stopping criterion
[12]:

| f (W , Hk+1) − f (W , Hk)| ≤ ε, (2.17)

where ε is another, prescaled, precision, again smaller than 1.

2.2.4 Incremental Non-negative Matrix Factorization

The Incremental Non-negative Matrix Factorization (iNMF) is another type of
decomposition, successfully applied to the problem of background modeling and
subtraction in video analysis [13].W from (2.11) is also called mixing matrix and let
it be of nxr real valued elements, while H, also known as encoding matrix, let be of
dimensions rxm, again all real numbers. The approximation, which the factorization
process leads to, could be represented as [13]:

X ≈ WH, (2.18)
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and in contrast toManhNMF, let here the second order norm is used as a cost function,
which will provide the error from approximating the input matrix [13]:

F = ‖X − WH‖2 =
n

∑

i=1

m
∑

j=1

(

Xi j − (WH)i j
)2

, (2.19)

where the current position of an element from the input matrix is denoted by the i-th
row and the j-th column.

One possible solution to the problem, described by (2.19), is the use of
multiplicative updates [13]:

Ht+1
aj = Ht

aj

(

W t TX
)

aj
(

W t T W tH t
)

aj

,Wt+1
ia = Wt

ia

(

VH t+1T
)

ia
(

W tH t+1H t+1T
)

ia

, (2.20)

where r is the rank of the decomposition; t—the number of the current iteration; a
= 1, 2, …, r; i = 1, 2, …, n; and j = 1, 2, …, m.

If n frames from a video are being used for background modeling and C is the
covariancematrix of size nxn, then among the eigenvectorsmatrixW, the eigenvalues
matrix � and C, the following relation holds [13]:

CW = W�. (2.21)

Typically, only r < n columns fromW play a role into the consecutive calculations,
since they correspond to the highest eigenvalues. The model of the background
is represented by a data vector v′, which relates to the factorization parameters
according to h = WT(v′ − μ) [13]. In the last equation, h is a column from the
encoding matrix and μ is a mean vector. The foreground objects, mainly of interest
to this study, are derived from finding the approximation error, given by F = |v′ −
Wh + μ| [13].

2.2.5 Fusion Schemes

Two schemes are proposed and tested within this study for fusion of the resulting
segmentation results in the form of binary frames. The first one includes logical OR
operation over corresponding pixels by spatial and temporal position (Algorithm 1).
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// Algorithm 1 – Fusion OR
function out.avi = FusionOR (in.avi) { 
  int i, j, n, P, Q, N; 
  out1.avi = Decompose_by_RPCA(); 
  out2.avi = Decompose_by_NMF();   
     i = 1; j = 1; n = 1;
     out.avi = out1.avi || out2.avi; 
     do {
        if (out.avi(i,j,n) >= 1)  
          out.avi(i,j,n) = 1;
        } while ((i <= P)&&(j <= Q)&&(n <= N)); }

In Algorithm 1 i, j and n represent the spatial coordinates of every pixel over the
horizontals and verticals, and the consecutive number of frame, respectively. The
input video in.avi is comprised of N number of frames, as well as the output video
out.avi. The dimensions of frames are P by Q pixels. In a similar fashion the logical
AND operator could be applied in order to get the second fusion scheme, shown as
Algorithm 2 below.

Since the OR operator corresponds to union of the binary sets within the output
fames, it is expected expansion of the boundaries of detected objects to happen,
which will lead to higher detection rate, but also to higher level of the false positives.
Contrary, the AND operator, corresponding to intersection, will lead to limiting the
area of detected objects, less false detections, more precise location of emphasized
moving areas, which in turn will generate higher precision of the detection process.
Probability of increasing the number of false negatives in this case is higher.

     do { 
        if (out.avi(i,j,n) >= 1)  
          out.avi(i,j,n) = 1;
        } while ((i <= P)&&(j <= Q)&&(n <= N)); }

// Algorithm 2 – Fusion AND
function out.avi = FusionAND (in.avi) { 
  int i, j, n, P, Q, N; 
  out1.avi = Decompose_by_RPCA(); 
  out2.avi = Decompose_by_NMF();
     i = 1; j = 1; n = 1;
     out.avi = out1.avi && out2.avi; 

2.3 Experimental Results

The experimental setup includes the following hardware platform—a desktop
computer with Intel Core i5-3450 CPU, having 4 cores, working in hyper threading
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mode on a 3.1GHz frequency, 12GBofRAMand2TB7200 rpmHDD.The software
environment is supported by 64-bit Linux Ubuntu 14.04 LTS operating system, over
which the Matlab R2016A simulation application is running and the base functions
for decomposing the input videos are obtained from the LRS library [14]. The test
video set is comprised of 6 videos with the following parameters: non-compressed
RGB representation in AVI format with resolution, equal to 352 × 288 pixels, bit-
depth of 8 bpp/component, frame rate of 10 frames/second. They are part of the
LASIESTA test set [15]with the followingnaming convention: I_IL_01 (300 frames),
O_CL_01 (250 frames), I_OC_2 (300 frames), I_SI_01 (220 frames),O_RA_02 (370
frames), O_SU_02 (400 frames). The O_CL_01 video contains recording of a car,
which turns around into an underpass, while all the other 5 videos contain single
or multiple persons, walking in closed or open environment, in some cases with
changing illumination or along with the presence of shadows at natural sunlight.

The accuracy of the tested algorithms is evaluated by 3 parameters on a pixel
basis: Detection Rate (DR), defined as the ratio of the correctly detected pixels as
part of moving foreground objects to the sum of the same number and the number
of correctly classified background pixels; Precision—the ratio of correctly detected
pixels from foreground objects to the sum of themwith the incorrectly detected pixels
as part of objects but in reality, being part of the background; F-measure—double the
product of Precision andDetection Rate over the sum of them. All of them are shown
in Fig. 2.1. Processing Time (PT ) reveals the execution time of the various tested
decompositions per a pixel (sec/px), and together with the input–output operations
for each case—the Full Time (FT ), again in sec/px, is being measured.

The average (AV) and standard deviation (DEV) values of all accuracy related
parameters—DR for Detection Rate (DRAV and DRDEV), PREC for Precision
(PRECAV and PRECDEV), and F—for F-measure (FAV and FDEV) are presented
in Fig. 2.1.

The average processing and full time (PT and FT) could be seen from Fig. 2.2.

Fig. 2.1 Detection rate, precision and F-measure for all tested algorithms
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Fig. 2.2 Processing and full
times for the 4 base
decompositions

Visual comparison of the segmentation results for a single frame from the 17th
second of the video O_CL_01 is given in Fig. 2.3.

2.4 Discussion

The most accurate algorithm in terms of DR is ManhNMF with 0.8522, followed by
theRPCASSGoDecwith 0.8516 (Fig. 2.1). TheRPCALag-SPCP-QNhas extremely
low detection capability and its DR is just 0.0575, while iNMF is significantly accu-
rate with 0.8393. These results are supported by the visual inspection of processed
videos—in Fig. 2.3d, almost none of the pixels are marked as part of a moving object
and the car is completely missing from the binary output, a product from RPCA Lag-
SPCP-QN. Portions of the windows and the roof of the vehicle are missing in the
resulting image from iNMF (Fig. 2.3f) and at the same moment these false nega-
tives are smaller in number in Fig. 2.3e—corresponding to ManhNMF. The most
of the surface of the moving object is preserved in Fig. 2.3c, a result from RPCA
SSGoDec, but in contrast to all other 3 cases vast amount of false positives could
be seen – closely positioned vehicles, which are stationary, portions from the nearby
parking lot and other non-moving areas. This observation is in agreement with the
lower Precision for that algorithm—0.4958. Only the iNMF has lower Precision of
0.4101. Obviously, the filtering abilities for these two algorithms need to be further
enhanced. As an integral measure, embedding both the DR and Precision, the F-
measure is highest for the ManhNMF—0.8087, followed by the RPCA SSGoDec
with 0.7129. This is the main motivation to select these two algorithms for further
fusion with the logical OR and AND operators in order to get additionally refined
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Fig. 2.3 Object detection in a single frame by: a original, b ground truth, c RPCA SSGoDec, d
RPCA Lag-SPCP-QN, e NMF ManhNMF, f NMF iNMF, g Fusion OR, h Fusion AND

segmentation results of processing the videos. Although iNMF appears to be fastest
with around 0.96 × 10–7 s/px, the selected two algorithms for fusion have moderate
execution times of around 20 × 10–7 s/px, which is tolerable in terms of practical
applications, and it is worth noting the considerably higher processing time of RPCA
Lag-SPCP-QN of around 88 × 10–7 s/px. Full processing times on a pixel basis are
close to the processing times, given the considerable amount of input data (the total
amount of number of pixels), which makes the effect of reading and writing values
to external drives dispersed as cumulative effect for the whole processing cycle.

The fusion of RPCASSGoDec andManhNMFby the logical OR operator leads to
higher DR than any of the base decompositions—0.8687. The logical AND leads to
DR of 0.8434, very close to the modestly performing iNMF. The benefit of using the
AND is hidden behind the Precision it gets—0.6792—highest in comparison to any
of the other segmentation techniques and as Fig. 2.3h reveals the false positives are
extremely diminished in comparison to Fig. 2.3g, where the result from the logical
OR fusion leads to vast incorrectly detected zones, although the moving car itself is
almost entirely segmented as one object. It is alsoworth noting that occluding objects,
such as the lamppost, and the edge of the parking lot overpass, are correctlymarked as
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Table 2.1 Segmentation
accuracy comparison

Method F-measure

Fusion OR 0.7089

Fusion AND 0.8168

RPCA PCP, [16] 0.7500

part of the background, nevertheless of their smaller width. That is a good indication
of the selectivity of the tested algorithms, including thosewith the fusion process. The
prevailing value for the F-measure of 0.8168 is observed for the AND fusion, while
for the OR operation it is only 0.7089—lower than any of the 4 base algorithms.
In terms of confidence and reliability, especially in the case of applications with
high liability, e.g. security surveillance, monitoring critical industrial processes and
others, it would be preferable to use the AND fusion between RPCA SSGoDec and
ManhNMF algorithms. If an explicit aim is posed to get false negatives as low as
possible, without considering the false positives, then the logical OR operator will
be the obvious selection. Processing times for applying these logical operators are
0.64 × 10–7 s/px for the OR and 0.44 × 10–7 s/px—for the AND, which is not
negligible in comparison with the time needed for decomposing the videos by the
base algorithms.

Comparison between the proposed Fusion OR and Fusion AND with another
implementation, based on RPCA Principal Component Pursuit (PCP) [16], is given
in Table 2.1. Although close to RPCA PCP with regard to the F-measure, Fusion OR
has lower overall performance with around 0.0411. Fusion AND is more accurate
in both the detection rate and suppressing false positives than RPCA PCP, which is
seen from the higher F-measure of around 0.0668. Despite the observed differences,
both the Fusion OR and Fusion AND are considered applicable, depending on the
particular scenario of their use, e.g. getting the maximum possible detected objects
in the first case or getting minimal false positives in the second case.

2.5 Conclusion

In this paper two schemes are proposed for pixel based fusion of segmented videos
by the RPCA and NMF decompositions with background subtraction. The logical
OR operator in the first scheme leads to higher detection rate of moving objects in
the video and in the same time to higher level of false positives. The logical AND
operator limits the boundaries of detected objects, yielding higher precision of the
segmentation process, but also increase the false negatives. As base decomposition
algorithms the RPCA SSGoDec, Lag-SPCP-QN, ManhNMF and iNMF are tested
of which most efficient turns out to be the RPCA SSGoDec and the ManhNMF.
Processing times are small enough for the overall decomposition scheme to be prac-
tically implemented over proper hardware for particular applications, such as road
traffic control, security surveillance and many others.
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Chapter 3
Hierarchical Decomposition
of Third-Order Tensor Through
Adaptive Branched Inverse Difference
Pyramid Based on 3D-WHT

Roumen Kountchev and Roumiana Kountcheva

Abstract New approach is presented for adaptive decomposition of large-size
tensors in the spectrum domain, based on the Three-Dimensional Adaptive Branched
Inverse Difference Pyramid (3D-ABIDP). For this, the processed third-order tensor
is divided into cubical sub-tensors of size 2n and then each sub-tensor is transformed
through 3D Inverse Difference Pyramid (3D-IDP) of n hierarchical levels, based on
the 3D Walsh-Hadamard Transform (3D-WHT). The spectrum coefficients of same
spatial frequency, calculated in the same hierarchical level of all pyramids, build new
sub-tensors whose size is reduced 2n times, compared to that of the initial tensor. In
the next level, each new tensor is divided again into cubical sub-tensors of size 2n,
which are transformed into n-level 3D-IDP/WHT. The coefficients of same spatial
frequency build new sub-tensors of size 22n times smaller than that of the initial
tensor, and the processing continues in a similar way. The division of each sub-
tensor stops when the so obtained new sub-tensors have at least one dimension equal
to 2, or when all their coefficients are equal to zero. In this case, the initial tensor
is represented as a tree-like graph, and the length and the number of its branches
depend on the tensor contents. In general, this graph is an incomplete branched tree,
whose low-information branches (i.e. the branches, whose coefficients are equal or
close to zero), are cut-off. The offered method for hierarchical tensor decomposi-
tion has lower computational complexity, compared to well-known orthogonal 3D
decompositions: Discrete Fourier Transform, Discrete Cosine Transform, Discrete
Wavelet Transform, Contourlet Discrete Transform, etc. The presented decompo-
sition is based on the use of 3D-WHT with frequency-ordered transform matrices,
which enhances the concentration of the tensor energy into small number of coef-
ficients and in result are defined faster than the branches, suitable to be retained.
These qualities of the new decomposition open many possibilities for its practical
application.
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3.1 Introduction

Tensor decompositions became recently the object of numerous research works
[1]. The main kinds of the tensor decompositions could be divided into two basic
groups: statistical and deterministic. In the group of the statistical methods for
tensor decomposition are various multilinear extensions of the matrix-SVD, called
Multilinear SVD (MSVD), or generalizations of the SVD matrix for higher-order
tensors, called Higher-Order SVD (HOSVD) [2–4]. In [5] is offered a version of
HOSVD, namely the multi-way tensor SVD. Such are also the famous methods:
CANDECOMP/PARAFAC or Canonical Polyadic Decomposition (CPD) where the
tensor is represented as a sum of rank-one tensors; the Tucker Decomposition (TD)
[3]; the Tensor Train Decomposition (TTD) [6]; the Kruskal decomposition, etc.
The statistical methods are implemented through applying various algorithms for
calculation of the tensors eigen vectors, which have relatively high computational
complexity. The tensor decomposition components are usually calculated by using
iterative methods whose iterations stop, when the predefined accuracy is achieved.
Such are: the tensor power iteration; the QR-factorization followed by the House-
holder transforms (or the Gram-Schmidt process), the Givens rotations; the Jacobi
method; the Higher-Order Eigenvalue Decomposition (HOEVD); the SVD calcula-
tion based on its relation to PCA, etc. The tensor decomposition based on the use
of iterative SVD methods needs significant number of computational operations. To
overcome the problem, various hierarchical methods are already developed, based
on the Hierarchical Tucker Decomposition (HTD) [7], the Sequentially Truncated
HOSVD(ST-HOSVD) [8], the SequentialUnfoldingSVD (SUSVD) [9] andCompo-
sitional Hierarchical Tensor Factorization [10]. To same group also belongs the non-
iterative Hierarchical SVD algorithm for tensor decomposition offered in [11]. It has
lower computational complexity and is based on SVD for elementary tensor of size
2 × 2 × 2.

In the group of the deterministic tensor decomposition methods are the pyramidal
3D transforms: the 3DDiscreteWavelet Transform (3D-DWT) [12], the 3DCurvelet
and the 3D Contourlet Discrete Transform (3D-CDT) [13, 14] and the 3D Shearlet
Discrete Transform (SDT) [15]. The methods from the first group overcome these
from the second in respect of the decomposition components’ decorrelation degree,
but these in the second group have much lower Computational Complexity (CC).
The deterministic methods for tensor decomposition are usually executed by using
various kinds of 3D orthogonal transforms. In publications [12, 14] are proposed
algorithms for cubical decomposition based on the 3D separable discrete transforms:
the 3D Discrete Fourier Transform (3D-DFT), the 3D Discrete Hartley Transform
(3D-DHT), the 3D Discrete Cosine Transform (3D-DCT), etc.; the algorithm for
hierarchical third-order tensor decomposition with low CC, based on the multi-level
3D Inverse Difference Pyramid (3D-IDP) and the 3D Walsh-Hadamard Transform
(3D-WHT), presented in [16, 17]. The last-mentioned decomposition is not able to
ensure sufficient decorrelation degree for its elements in the high hierarchical levels
for high number of levels, i.e., for tensors of large size.
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In this work is generalized the 3D-IDP tensor decomposition, called 3D Adaptive
Branched IDP (3D-ABIDP). It is aimed at the achievement of high efficiency in the
decomposition of large-size tensors (for example, sequences of 4K images) without
significant increase of its CC.

3.2 Hierarchical Tensor Decomposition Through 3D
Adaptive Branched IDP

The building unit in the offered decomposition is the n-level 3D-IDP, based on
the 3D-WHT. The 3D-IDP/WHT pyramid is explained through an example for the
hierarchical decomposition of the tensor X of size 8 × 8 × 8, for n = 3.

3.2.1 Hierarchical Decomposition for a Tensor of Size 8 × 8
× 8, Through 3D-IDP/WHT

The tensor X with elements x(i, j, k) and of size 8 × 8 × 8 could be represented
through the 3-level 3D-IDP based on the Truncated 3D-WHT (3D-TWHT) for levels
p = 0, 1, 2, as shown in Fig. 3.1.

In this case, the decomposed tensor X is presented as a sum of three tensors,
X̃ , Ẽ0,E1, each of size 8 × 8 × 8 [15]:

X = X̃ + Ẽ0 + E1 (3.1)

where:

X̃ = (1/83)
1∑

u=0

1∑

v=0

1∑

l=0
s(u,v,l)Wu,v,l is the tensor which is the first approximation

of the input tensor;
E0 = X − X̃—the difference tensor, which represents the error of the first

approximation;

Ẽ0 =
8⋃

t=1
Ẽt
0—tensor, which is the first approximation of the tensor E0, after

uniting the sub-tensors Ẽt
0 each of size 4 × 4 × 4, for t = 1, 2, …, 8. All they are

obtained through dividing the difference sub-tensor E0 into 8 sub-tensors. Here, each
tensor Ẽt

0 is defined by the relation:

Ẽt
0 = (

1
/
43

) 1∑

u=0

1∑

v=0

1∑

l=0

st0(u,v,l)W
t
u,v,l for t = 1, 2, . . . 8 (3.2)
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Fig. 3.1 3D-IDP for a tensor X of size 8 × 8 × 8

Here st0(u,v, l) are the coefficients of the direct 3D-WHT, applied on the elements
of the tensor Ẽt

0.

E1 =
8⋃

t=1

Et
1. (3.3)

where

Et
1 = Et

0 − Ẽt
0 for t = 1, 2, . . . 82 (3.4)

In the relations above, Wu,v,l is the basic tensor with frequency (u, v, l), which
could be represented as the outer product of the vectors �wu , �wv, �wl :

Wu,v,l = �wu ◦ �wv ◦ �wl . (3.5)

Here the vectors �wu , �wv, �wl , which represent the tensorWu,v,l, are defined by the
relations below (Fig. 3.2):
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Fig. 3.2 Examples for the
basic tensorsWu,v,l of size 4
× 4 × 4

�wu = [(−1)

2∑

r=0
qr(0)ur

, (−1)

2∑

r=0
qr(1)ur

, ..., (−1)

2∑

r=0
qr(7)ur ]T; (3.6)

�wv = [(−1)

2∑

r=0
qr(0)vr

, (−1)

2∑

r=0
qr(1)vr

, ..., (−1)

2∑

r=0
qr(7)vr ]T; (3.7)

�wl = [(−1)

21∑

r=0
qr(0)lr

, (−1)

2∑

r=0
qr(1)lr

, ..., (−1)

2∑

r=0
qr(7)lr ]T. (3.8)

The size of the basic tensors Wu,v,l in Eq. (3.5) is 8 × 8 × 8, and of tensors
Wt

u,v,l in Eq. (3.2) when t = 1, 2, …, 8, it is 4 × 4 × 4, respectively. The 3D-WHT
coefficients in levels p = 0, 1, 2 of 3D-IDP/WHT are defined by the relations:

s(u,v,l) =
7∑

i=0

7∑

j=0

7∑

k=0

x(i,j,k)wal(i,u, 8)wal(j,v, 8)wal(k,l, 8) for p = 0; (3.9)

stp(u,v,l) =
23 - p−1∑

i=0

23−p−1∑

j=0

23 - p−1∑

k=0

ẽtp(i,j,k)wal(i,u,2
3 - p)wal(j,v,23 - p)wal(k,l,23 - p)

(3.10)

for t = 1, 2, …, 8p+1 and p = 1, 2,
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where ẽtp(i,j,k) are the elements of the sub-tensors Ẽt
0. The Walsh-Hadamard (WH)

functions which correspond to the frequency-ordered transform WH matrices, are
defined in accordance with the relations:

wal(i,u, 8)wal(j,v,8)wal(k, l,8) = (−1)

2∑

r=0
[qr(i)ur+qr(j)vr+qr(k)lr]

, (3.11)

where

i =
2∑

r=0
ir2r, u =

2∑

r=0
ur2r; j =

2∑

r=0
jr2

r, v =
2∑

r=0
vr2r; k =

2∑

r=0
kr2r, l =

2∑

r=0
lr2r;

q0(i) = i2, q1(i) = i2 ⊕ i1, q2(i) = i1 ⊕ i0;
q0(j) = j2, q1(j) = j2 ⊕ j1, q2(j) = j1 ⊕ j0;
q0(k) = k2, q1(k) = k2 ⊕ k1, q2(k) = k1 ⊕ k0.
In result of the 3-level 3D-IDP/WHT transform, the tensor X is represented as

an inverse pyramid in the spectral domain. In the lowest pyramid level (p = 0), it is
represented by the spectrum tensor S̃ of size 2 × 2 × 2; in the next level (p = 1)—by
the spectrum tensor S̃0 of size 4× 4× 4, and in the last level (p= 2)—by the spectrum
tensor S1, of size 8 × 8 × 8. The tensors S̃ and S̃0 are the spectrum approximations

of tensors X̃ and Ẽ0 =
8⋃

t=1
Ẽt
0, and the tensor S1 is the spectrum transform of the

tensor E1. The elements of the spectrum tensors are the coefficients s(u,v, l) and
stp(u,v,l), calculated in accordance with Eqs. (3.9) and (3.10). Each spectrum tensor

S̃ , S̃0, S1 is of size 2 × 2 × 2, 22 × 22 × 22, and 23 × 23 × 23 respectively.
In the general case, the number of coefficients in the levels p = 1, 2, …, n −1 of

the n-level 3D-IDP/WHT could be reduced on the basis of the next relation [16, 17]:

s1p(0, 0, 0) = −
8∑

t=2

stp(0, 0, 0) for t − 1, 2, . . . 8p+1. (3.12)

Then, the number of the retained coefficients for the pyramid shown in Fig. 3.1
in the level p = 1 is 56, and in the level p = 2 it is 448, respectively. The so obtained
pyramid with reduced coefficients s1p(0,0,0) is called 3D Reduced IDP/WHT (3D-
RIDP/WHT) [16]. The number of operations, O (additions and multiplications),
needed for the calculation, is defined by the relation [17]:

O3D−RIDP/WHT(n) ≈ 8n × 2.5n. (3.13)

The detailed comparison of theCCof 3D-RIDP/WHTwith these of the orthogonal
3D transforms DFT, DCT, DWT and CDT, given in [17], proves its lower value. For
the same value of n, the CC of 3D-FFT is minimum and is defined by the relation
O3D−FFT(n) = 8n × 7.5 n. Hence, the CC of 3D-RIDP/WHT is three times lower
than that of 3D-FFT.
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3.2.2 Hierarchical Decomposition of a Tensor of Size M × N
× P Through 3D Adaptive Branched IDP

The principle of the hierarchical decomposition of a 3D tensor of size M × N × P
through branched IDP is shown in Fig. 3.3 for the case, when M = N = P = 16, and
the 3D-IDP is built for sub-tensors of size 8 × 8 × 8 (n = 3). For the building of
the 3D branched spectrum pyramid (3D-BIDP) should be defined the way used to
calculate its branches. The process is illustrated for the tensor X of size 16 × 16 ×
16. This tensor is divided into 8 sub-tensors of size 8× 8× 8, and each is represented
as a 3D-IDP pyramid of n = 3 levels. In the initial level (p = 0) of each pyramid are
calculated 8 spectral coefficients with frequencies (0, 0, 0) to (1, 1, 1), whose basic
functions are shown in Fig. 3.2. From the group of coefficients of same frequency
(u, v, l) for u, v, l = 0, 1, are created 8 tensors of size 2 × 2 × 2.

In Fig. 3.4 is shown the graph of the full tree for the level p = 0 in all 3D-IDP,
which represents the tensor of size 16 × 16 × 16. This graph corresponds to the
hierarchical tensor decomposition, shown in Fig. 3.3. From the tree branches 1, ..., 8,
which correspond to sub-tensors of size 8× 8× 8, are obtained 64 branches (tensors),
each of size 2 × 2 × 2. Then, the total number of branches of the full 3D-BIDP tree
for the level p = 0 is S0 = 64 × 8; for the level p = 1 it is S1 = 64 × 82; and for the
level p = 2, it is S2 = 64 × 83. Then, the total number of the branches in the full tree
is:

NB = 64(8 + 82 + 83) = 37376. (3.14)

Fig. 3.3 Hierarchical decomposition for a tensor of size 16 × 16 × 16 through 3D branched IDP,
based on the spectral coefficients in IDP level p = 0, using sub-tensors of size 8 × 8 × 8
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Fig. 3.4 The 3D-BIDP graph of the full tree-like representation for a tensor of size 16 × 16 × 16

In the general case, for a tensor of size M × N × P, divided into sub-tensors
of size 2n × 2n × 2n, the number of the branches of the full tree in the level k of

the hierarchical tensor decomposition, taking into account the sum S =
n∑

k=1
8k =

(8/7)(8n − 1), is:

NBk = ⌊
2−knM

⌋⌊
2−knN

⌋⌊
2−knP

⌋ × 8 × S ≈ (
82

/
7
)⌊
MNP × 8−nk

⌋
(8n − 1)

(3.15)

for k= 1, 2,…, s; s—the number of the levels in the branched tensor decomposition.
Hence, the number of branches in the full tree for a tensor of size M × N × P

built on the basis of the s-level 3D-BIDP taking into account that
s∑

k=1
8−kn = 1−8−sn

8n−1 ,

is defined by the relation:

NB =
s∑

k=1

NBk =
s∑

k=1

⌊
MNP × 8−kn

⌋ × 8 × S ≈ [(82/7)(1 − 8−sn)]MNP

(3.16)
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For example, for M = N = P = 16 and n = s = 3, from Eq. (3.16) it follows that
for the full tree NB ≈ 37,449.

The branches of the full tree which could be cut-off, should satisfy at least one of
the following requirements:

• to correspond to spectral coefficients equal to zero;
• the modules of the spectral coefficients in a given branch must be smaller than a

predefined threshold value;
• the coefficients in a given branch should correspond to the spatial frequencies

in which is concentrated the energy of the noise, contained in the decomposed
tensor.

After applying the above criteria, the number of tree branches could be signifi-
cantly reduced. The further reduction depends on the requirements imposed by the
tensor decomposition application.

3.3 Algorithm for Third-Order Tensor Decomposition
Through 3D ABIDP/WHT

The main steps of the 3D-ABIDP/WHT algorithm for tensor decomposition, are:
Start: input tensor X of size M × N × P, with non-negative elements x(i,j,k)

and defined thresholds for decomposition branches truncation in accordance with
coefficients energy and signal-to-noise relation.

Step 1. Divide the tensor X into sub-tensors Xk of size 2n × 2n × 2n, for k = 1,
2, …, K1.

(K1 = �MNP/8n�—total number of the sub-tensors, Xk );
Step 2. Transform each sub-tensor Xk into the corresponding n-level 3D-

IDP/WHT pyramid which comprises a sequence of spectral sub-tensors, as follows:

– in the level p = 0—the sub-tensor S̃k of size 2 × 2 × 2, which comprises 8
coefficients sk(u, v, l), for u, v, l = 0, 1;

– in the level p = 1—the sub-tensor S̃0,k of size 22 × 22 × 22, which comprises 64
coefficients st0,k(u,v, l), for u, v, l = 0, 1 and t = 1, 2, …, 8;

– in the level p = n-1—the sub-tensor Sn−2,k of size 2n × 2n × 2n, which comprises
8n coefficients stn - 2,k(u,v, l) for u, v, l = 0,1 and t = 1, 2, …, 8n−1;

Step 3. Unite coefficients of same frequency (u, v, l) from each level p = 0, 1,
…, n − 1 from all pyramids into corresponding spectrum sub-tensors Sk(1) of size
�M /2n� × �N/2n� × �P/2n�, for k = 1, 2, …, K1;

Step 4. Transform each sub-tensor Sk(1) into the corresponding n-level 3D-
IDP/WHT pyramid comprising a sequence of spectral sub-tensors in levels p =
0, 1, …, n − 1, in accordance with Step 2;
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Step5.Unite the coefficients of same frequency (u, v, l) from level p of all pyramids
for the corresponding spectral sub-tensors Sk(2) of size

⌊
M /22n

⌋ × ⌊
N/22n

⌋ ×⌊
P/22n

⌋
, for k = 1, 2, …, K2 = ⌊

MNP/82n
⌋
;

Step 6. Divide the sub-tensor Sk(m) which corresponds to a certain branch m,
into sub-tensors Sk(m + 1) of size

⌊
M /2(m+1)n

⌋ × ⌊
N/2(m+1)n

⌋ × ⌊
P/2(m+1)n

⌋
for

k = 1, 2, …, Km+1 = ⌊
MNP/8(m+1)n

⌋
;

Step 7. Stop the dividing of sub-tensors Sk(m+ 1) and cut-off the corresponding
decomposition branches for the cases, when at least one of the following 4 conditions
is satisfied:

– at least one of their dimensions is equal to 2;
– they are built of spectral coefficients, equal to zero;
– they are built of spectral coefficients, whose modules are lower than a predefined

threshold value;
– they are built of coefficients with spectral frequencies, in which is concentrated

the main part of the noise energy, in correspondence with the accepted statistical
model for their distribution (respectively—the value of the relation signal/noise).

Step 8. Go to step 8 after the division of all decomposition branches is finished.
Else, each branch corresponding to the sub-tensor Sk(m+ 1) which does not satisfy
at least one of the conditions from Step 7, is not cut-off and for it are executed
sequentially steps 1–5 by analogy with the processing of the input tensor, X;

Step 9. End.
As a result of the execution of the algorithm, presented above, is obtained a

truncated tensor decomposition in the spectrum domain of 3D-WHT, from which
the input tensor X could be restored with a predefined accuracy. The number of the
3D-AIDP/WHT levels is chosen in the range 2–4 depending on the data, contained
in the input tensor (for example, a video sequence, a group of multispectral images,
X-ray images, etc.). The so described algorithm could be also applied in the cases
when instead of 3D-WHT is used some other famous deterministic 3D transform,
for example, DCT, DST, DHT, etc.

3.4 Analysis of 3D ABIDP/WHT Properties

The main objective at which the 3D-ABIDP is aimed, is to enhance the efficiency
of the use of the correlation between tensor elements, so that to achieve maximum
energy concentration into minimum number of spectrum coefficients. The branched
tree-like decomposition based on the 3D-ABIDP/WHT, differs from 3D-IDP/WHT
in the following:

• it ensures better decomposition efficiency for tensors of large size, due to the low
CC of 3D-RIDP/WHT pyramid for small number of levels (n = 2/4), used to
transform each sub-tensor (decomposition branch);
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• it ensures higher energy concentration in the spectrum sub-tensors of reduced size
(branches of the tree-like structure), built by the spectrum coefficients of same
spatial frequency (u, v, l).

The properties of 3D-ABIDP/WHT depend on the configuration of the truncated
tree, which represents the input tensor. The number of the cut-off tree branches grows
together with the energy concentration in the retained branches (respectively—the
retained spectrum coefficients). The energy concentration is highest in the group of
retained spectrum coefficients with spatial frequency (0, 0, 0) in level p = 0 of each
3D-IDP/WHT which represent the corresponding sub-tensor. The sub-tensors built
of such coefficients, are copies of the input tensor (the root of the tree), but their size
is reduced.

The use of the new 3D-WHT decomposition with frequency-ordered transform
matrices leads to additional concentration of the tensor energy into small number
of spectrum coefficients in the initial levels of each inverse pyramid. The degree
of the tensor energy concentration in selected spectrum coefficients depends on the
correlation between its elements.

One important property of the non-negative tensor decomposition through adap-
tive 3D-BIDP/WHT, is the low computational complexity. The detailed analysis
given in [17] proves that the CC of 3D-RIDP/WHT (which is the basic building unit
of the branched adaptive pyramidal decomposition) is lower than that of the famous
3D orthogonal transforms: DFT, DHT, DCT, DWT, CDT and SDT.

TheCCof 3D-BIDP/WHT is defined by the product of the CC for 3D-RIDP/WHT
in accordance with Eq. (3.13), and the number of the branches in the full tree-like
structure from Eq. (3.16), i.e.:

O3D−BIDP/WHT(n) ≈ 8n × 2.5n × NB = 8n × 22.8 n × MNP. (3.17)

The value of O3D−BIDP/WHT for the case when the 3D-BIDP/WHT is based on the
3D-RIDP/WHT (whose CC is the lowest, compared to the famous deterministic 3D
orthogonal transforms), is minimum too.

The adaptation of 3D-ABIDP/WHT toward the values of the tensor elements and
the reduction of the part of the coefficients of the basic 3D-RIDP/WHT permits
significant reduction of the branches in the tree-like structure after the “truncation”.
In result is achieved lower CC of the decomposition, compared to that of the full
tree, defined by Eq. (3.17).

3.5 Conclusions

In this work is offered a new approach for adaptive hierarchical decomposition of
third-order tensors in the spectrum area of 3D-WHT, which has higher efficiency in
respect of the tensor energy concentration into a small number of spectrum coeffi-
cients, and together with this, ensures lowCC. These advantages of the offered tensor
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decomposition open many possibilities for its application in various areas, such as:
compression of sequences of correlated images, improvement of their quality through
filtration and contrast enhancement, analysis and pattern recognition, accelerated
search in databases of tensor images, analysis of multidimensional tensor signals,
etc.

The future development of the offered decomposition is aimed at the investigation
of the possibilities for its application in the statistical orthogonal transforms (the
tensor KLT, and SVD), and also, in the neural networks with deep learning, for the
optimization of the tree-like structure truncation.

Acknowledgements This work was supported by the National Science Fund of Bulgaria: Project
No. KP-06-H27/16 “Development of efficient methods and algorithms for tensor-based processing
and analysis of multidimensional images with application in interdisciplinary areas”.
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Chapter 4
Multimodal Technique for Human
Authentication Using Fusion of Palm
and Dorsal Hand Veins

Mona A. Ahmed, Mohamed Roushdy, and Abdel-Badeeh M. Salem

Abstract Multimodal biometric systems have been widely used to achieve high
recognition accuracy. This paper presents a new multimodal biometric system using
an intelligent technique to authenticate human by fusion of palm and dorsal hand
veins pattern. We developed an image analysis technique to extract region of interest
(ROI) from palm and dorsal hand veins image. After extracting ROI we design a
sequence of preprocessing steps to improve palm and dorsal hand veins images
using Homomorphic, Median filter, Wiener filter and Contrast Limited Adaptive
Histogram Equalization (CLAHE) to enhance vein image. Our smart technique is
based on the following intelligent algorithms, namely; principal component analysis
(PCA) algorithm for feature extraction andk-NearestNeighbors (K-NN) classifier for
matching operation. The database chosen was the CASIA Multi-Spectral Palmprint
Image Database V1.0 and Bosphorus Hand Vein Database. The achieved result for
the fusion of both biometric traits was Correct Recognition Rate (CRR) is 97.6%
with FAlse Reject Rate (FRR) 2.4%.

4.1 Introduction

Recently, authentication is considered the most important objective to be satisfied
whether it is physicalworld or the internet of things (IoT)world.Different approaches
and techniques exist to authenticate the user such as passwords, smart cards, and
pins. Modern approaches to authentication include biometrics like voice, finger
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prints, retina, iris, facial expressions, signatures, face and vein patterns. Among all
the authentication techniques present, biometrics is considered as the most reliable
authenticator since they are unique to every individual and hard to get [1].

Biometric authentication is a process of identifying a person using physiological
or behavioral features. Physiological features are Iris, DNA, hand, finger print and
face behavioral features are voice, signature, password, keystroke, etc. Among all
the authentication techniques present, biometrics is considered as the most reliable
authenticator since they are unique to every individual andhard to get. The technology
of Vein Patterns (VP) as a type of biometric authentication was first intended in
1992.VP is the network of blood carriers below a person’s skin layers. VP structure
distinct and distinguishable patterns across various people and they remain the same
irrespective of age. The patterns of blood veins are unique to each person, even
among twins. There are internal and external biometric systems. External include
face, iris, finger print based systems. Palm vein, finger vein, dorsal veins structure
the internal biometric frameworks. Veins are intra-skin elements, consequently this
feature makes the frameworks exceptionally secure, and they are not influenced
by state of the external skin [2]. Generally, biometric system works in two modes
namely: (i) verification mode in which biometrics can be used to verify a person’s
identity and (ii) identification mode in which biometrics can be used to determine a
person’s identity, even without that individual’s information [3].

Hand vein technology works by identifying the vein patterns (palm, dorsal hand
and finger veins) in an individual’s hand. When a user’s hand is held over a scanner,
a near-infrared light maps the location of the veins. The red blood cells present
in the veins absorb the rays and show up on the map as black lines, whereas the
remaining hand structure shows up as white. This vein pattern is then verified against
a preregistered pattern to authenticate the individual [4].

Biometric authentication can be classified into unimodal and multimodal
biometric systems. Unimodal systems that use single biometric trait for recognition
purposes; and suffers several practical problems like non-universality, noisy sensor
data, intra-class variation, restricted degree of freedom, unacceptable error rate,
failure-to-enroll and spoof attacks. So, the performance of single biometric system
needs to be improved. The techniques of multimodal biometric system can offer
a feasible method to solve the problems coming from unimodal biometric system.
Multimodal biometric system makes use of different biometric traits simultaneously
to authenticate a person’s identity. Robustness and high security of authentication
can be achieved by using the multimodal biometric systems [5].

The rest of the paper is organized as follows. Section 4.2 presents a comprehensive
analysis for the multimodal recognition techniques and systems. We presented an
overview of various levels of fusion in multimodal biometrics systems in Sect. 4.3.
We briefly explain our methodology of the fusion of palm and hand vein system in
Sect. 4.4. Section 4.5 presents the explanation of the process of biometric system.
The discussion of results is introduced in Sect. 4.8. Finally; conclusions and future
work are presented in Sect. 4.9.
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4.2 Analysis of Multimodals Recognition Techniques
and Systems

There aremany researches in the last years in the field ofmultimodal biometric recog-
nition system. The table below combines the most researches and compares prepro-
cessing, feature extraction, matching methods, database size and the recognition
percentage (Table 4.1).

From the analysis of the above research, it can report the following important
results.

1. Most of the models have a very high rate of acceptability (accept to use) in
hand (palm, dorsal hand and finger) and the low rate be in possession of the iris
model. Hand veins have high level of accuracy and security because it prevented
inside the body so there is no influence by state of the external skin. Hand veins
are the best model to use because of high rate of acceptability, accuracy and
security.

2. There are many algorithms used in researches based on the model used and
the quality of images such as Gabor filter, LBP, median filter, PCA and SIFT
algorithms. The most algorithms used in pattern veins are PCA, LBP and SIFT
because they generate a vector of features that represent the highest detailed
variant information.

3. There are many algorithms used in researches based on the model used and
features extracted from images such as Euclidean distance, SVM, Hamming
Distance, Naive Bayes andK-NN classifier. Themost algorithms used in pattern
veins are K-NN and Euclidean distance classifier. K-NN classifier works better
because it performs much better if all of the data have the same scale, works
well with a small number of input variables and when the number of inputs
is very large, makes no assumptions about the functional form of the problem
being solved, calculation time is very small and it has high accuracy.

4. There are various levels of fusion feature, score and decision level. Fusion at
feature extraction level is most effective and hardest to perform simultaneously
because features collected from various identifiers must be independent and in
same measurement scale which would represent an identity in more discrim-
inating feature space. Matching score level fusion is preferred as it is easy to
obtain and combine matching scores of different biometrics but it is more of
complexity. The complexity that comes frommatching scores cannot be used or
combined directly; because these scores are from different modalities and based
on different scaling methods. Score normalization is required, by converting the
scores into common similar domain or scale. Decision level fusion is very easy
to implement and has high accuracy but it needs more time than other levels of
fusion.

5. Only few multimodal databases are available publicly. BANCA and XM2VTS
include face and voice biometrics. BIOMET which includes face, voice, finger-
print, hand and signature. BIOSEC includes fingerprint, face, iris and voice.
SDUMLAHMT is a homologous database which includes face images from 7
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Table 4.1 Analysis of multimodal recognition techniques

Ref No Modalities
fused

Method of
feature
extraction

Method of
matching

Fusion
levels

Database
size

Recognition
percentage

[4] Palm vein +
dorsal hand
vein

Proposed
filter

Euclidean
distance

Feature
level

2400
images
250
images

High FMR

[5] Finger vein +
fingerprint

Gabor filters Hamming
distance

score level 6264
images

98.78%

[6] Face + iris LBP
Dauman’s

LBPH
Hamming
distance

Decision
level

400
images
200
images

77%

[7] Palm veins +
hand
geometry

proposed
algorithm
HOG

SVM Feature
level

7200
images

98.7%

[8] Finger vein +
finger print

SMR Weighted
sum rule

score level 1500
images

99.22%

[9] Finger vein +
hand vein

MLBP IGMF score level 3916
images
4846
images

98%

[10] Palm print +
fingerprint

Gabor filters Euclidean
distance

Feature
level

250
images

87%

[11] Palm print +
palm vein

Gabor filter Euclidean
distance

Feature
level

28 images 100%

[12] Hand Vein +
hand
geometry

median
filter

Euclidean
distance

Score level 300
images

99.94%

[13] Palm Print +
palm vein

Wavelet
packet tree

K-NN
Naive
Bayes

Feature
level

2400
images

95.95%

[14] Finger vein +
iris

Current
tracking
point

Hamming
distance

score level 120
images
140
images

92.40%

[15] face + finger
veins

PCA and
LDA

Euclidean
distance

score level 210
images
105
images

91.4%

[16] face +
fingerprint

Gabor filter PCA Feature
level

400
images
136
images

98.11%

(continued)
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Table 4.1 (continued)

Ref No Modalities
fused

Method of
feature
extraction

Method of
matching

Fusion
levels

Database
size

Recognition
percentage

[17] Iris + finger
vein

SIFT SVM
SIFT

Score level 756
images
756
images

98%

angles, finger print images, gait videos, iris images. But these databases have
some limitations. Homologous multi-biometrics dataset should be complete
(contains all the biometrics for large population) for future research testing and
multi-biometric system evaluation.

6. Percentage of recognition in multi-biometric systems that contain one or more
trait veins has higher rate compared with other multi-biometric systems because
of advantages of veins model accuracy and security.

4.3 Intelligent Fusion Levels and Techniques in Biometric
Systems

H. S. Ali and M. I. Abdalla [18] have presented an overview of multimodal biomet-
rics and have proposed various levels of fusion, various possible scenarios, the
different modes of operation, integration strategies and design issues. The fusion
levels proposed for multimodal systems are shown in Fig. 4.1 and described below.

A. Fusion at the Feature Extraction Level

The data obtained from each sensor is used to compute a feature vector. As the
features extracted from one biometric trait are independent of those extracted from
the other, it is reasonable to concatenate the two vectors into a single new vector.
The primary benefit of feature level fusion is the detection of correlated feature

Fig. 4.1 Fusion levels in multimodal biometric system
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values generated by different feature extraction algorithms and improved recognition
accuracy. The new vector has a higher dimension and represents the identity of the
person in a different hyperspace. Eliciting this feature set typically requires the use
of dimensionality reduction/selection methods and, therefore, feature level fusion
assumes the availability of a large number of training data.

B. Fusion at the Matching Score Level

Feature vectors are created independently for each sensor and are then compared to
the enrollment templates which are stored separately for each biometric trait. Each
system provides a matching sore indicating the proximity of the feature vector with
the template vector. These individual scores are finally combined into a total score
(using maximum rule, minimum rule, sum rule, etc.) which is passed to the decision
module to assert the veracity of the claimed identity. Score level fusion is often used
because matcher scores are frequently available from each vendor matcher system
and, when multiple scores are fused, the resulting performance may be evaluated in
the same manner as a single biometric system. The matching scores of the individual
matchersmaynot be homogeneous. For example, onematchermayoutput a similarity
measure while another may output a dissimilarity measure. Further, the scores of
individual matchers need not be on the numerical scale. For these reasons, score
normalization is essential to transform the scores of the individual matchers into
a common domain before combining them. Common theoretical frameworks for
combining classifiers using sum rule, maximum and minimum rules are analyzed,
and have observed that sum rule outperforms other classifiers combination schemes.

C. Fusion at the Decision Level

A separate identification decision is made for each biometric trait. These decisions
are then combined into a final vote. The fusion process is performed by a combination
algorithm such as AND, OR, etc. Also a majority voting scheme can be used to make
the final decision.

4.4 Proposed Methodology

In our study, we present a proposed intelligent paradigm to authenticate personal
based on fusion of palm and dorsal hand veins. This paradigm is used to enhance the
accuracy of vein authentication. Figure 4.2 shows the methodology of the authenti-
cation model using fusion of palm and dorsal hand veins biometrics. The proposed
multimodal biometric system consists of several different submodules, each of them
providing its own functionality. There are two sensor modules for palm and dorsal
hand veins acquisition, which capture the biometric data. In the feature extraction
modules, the acquired data is processed to extract a set of features. In the matcher
modules, the extracted features are compared against the stored templates, providing
a matching score. These last modules encapsulate the decision-making modules,
which can operate either in verification or identification mode. Moreover, there is
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Fig. 4.2 The methodology of the authentication model using palm and hand veins biometrics

the system database module, which stores the biometric templates of the enrolled
users.

4.5 Process of Biometric System

In this section we describe the recognition process of palm and hand veins char-
acteristics. The process of biometric system involves: image acquisition, extract
ROI, preprocessing, feature extraction, matching, decision of each trait and fusion
decision.

4.5.1 Image Acquisition System

(A) Palm Veins Database

The experiment reported in this paper for the palm vein authentication is CASIA
Multi-Spectral Palmprint ImageDatabase V1.0 (CASIA database) [19]. This CASIA
database has been acquired using a contactless imaging device and has images from
100users. Six imageswere acquired fromeachuser and these imageswere acquired in
two different data acquisition sessions (three images in each session)with aminimum
interval of one month. Since our work is focused on palm vein identification and the
vascular details are typically observed in the NIR illumination, only the images that
were acquired under 850 and 950 nmwavelength illuminations fromCASIAdatabase
were utilized in the following experiments.
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(B) Dorsal Hand Veins Database

The experiments reported in this paper for the hand vein authentication of the
Bosphorus Hand Vein Database [20] is designed for research on biometry based
dorsal vein patterns of the hand. The hand vein data is captured using NIR
imaging innovation with a monochrome NIR CCD camera (WAT-902H2 ULTI-
MATE) equipped with an infrared lens. The back of the hand is illuminated by
two IR light sources. The images have 300 × 240 pixel size with a gray-scale reso-
lution of 8-bit. Every subject experienced four imaging sessions that comprised of
the left hand under normal condition (N), after having carried a bag weighing 3 kg
for one minute (B), after having squeezed an elastic ball repetitively for one minute
(A), after having cooled the hand by holding an ice pack on the surface of the back of
the hand (I). We used the images taken under normal conditions (N: Normal). There
are overall 600 images of 100 subjects distributed as: Three right-hand images and
three left-hand images subject under normal conditions (N).

4.5.2 Extract ROI

(A) ROI of Palm Veins

To detect ROI we used morphological operations to extract useful structural infor-
mation from palm veins images. Morphological operations are applied on binary
images and affect the form, structure or shape of an object. They are used in pre or
post processing (filtering, thinning, and pruning) or used for smoothing, edge detec-
tion or extraction of other features.Morphological operations offer a variety of image
transformation to eliminate dark (bright) regions from binary images. The two prin-
cipal morphological operations are dilation and erosion [21]. Dilation allows objects
to expand, thus potentially filling in small holes and connecting disjoint objects.
Erosion shrinks objects by etching away (eroding) their boundaries. These opera-
tions can be customized for an application by the proper selection of the structuring
element, which determines exactly how the objects will be dilated or eroded [22].
The proposed algorithm of ROI extraction of hand vein image includes 5 tasks, as
shown in Fig. 4.3.

1. Convert image to binary
2. Estimates the area of the palm in binary image then applies a 201*201 square

mask that could perfectly cover the whole region of palm.
3. After then apply the dilatation filter again to get one point that is the middle

point of the hand.
4. Then apply the erosion filter on the same square mask, this time to get exact

square placed at same point where the region of interest is placed in actual image
5. Then find xmin, ymin, length, andwidth of this square to crop ROI from original

image.

(B) ROI of Dorsal Hand Veins
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Fig. 4.3 The steps to detect ROI of palm veins

Fig. 4.4 The steps to detect ROI of dorsal hand veins

To detect ROI we used canny edge detector (CED) to extract useful structural
information from hand veins images. The edge detection is an important process in
many of the image processing algorithms. Significant property of the edge detection
is the detection of the specific edges along with the great orientation of the object
in the image [23]. The proposed algorithm of ROI extraction of hand vein image
includes 5 tasks, as shown in Fig. 4.4.

1. Convert image to binary.
2. Boundaries from the binary image are detected by canny operator.
3. Valleys of hand between index and middle fingers and between little and ring

fingers are detected.
4. A geometrical technique is investigated to draw the line connecting the two key

points determined in the previous step and the line perpendicular to it.
5. A sub-image is detected and extracted as the ROI of hand vein image.

4.5.3 Image Preprocessing

(A) Preprocessing of Palm Veins



72 M. A. Ahmed et al.

Homomorphic filtering is a generalized technique for image enhancement and/or
correction. It simultaneously normalizes the brightness across an image and increases
contrast. Homomorphic filter is a nonlinear enhancement method. Homomorphic
filter simultaneously normalizes the brightness across an image and increases
contrast. The function of homomorphic filter is likely to decrease the low frequency
and increase the high frequency. In general, an image can be regarded as a two-
dimensional function of the form I(x, y), whose value at spatial coordinates (x, y) is
a positive scalar quantity whose physical meaning is determined by the source of the
image. The Homomorphic filtering can be summarized in steps show following:

1. An image I (x, y) can be expressed as the product of illumination and reflectance
components:

I (x, y) = L(x, y)R(x, y) (4.1)

where L(x, y) and R(x, y) stand for the illumination and reflectance components.

2. Because the Fourier transform of the product of two functions is not separable,
we define

Z(x, y) = ln I (x, y) = ln L(x, y) + ln R(x, y) (4.2)

Or

Z (u, v) = F{Z(x, y)}, I (u, v) = F{I (x, y)}, R (u, v) = F{R(x, y)} (4.3)

where F{.} is the operator for the 2D discrete Fourier transform.

3. Doing the Fourier transform, as

S(u, v) = H(u, v)Z(u, v)

= H (u, v) I (u, v) + H (u, v) R (u, v) (4.4)

where H is a high-pass filter given by:

H(u, v) = 1

1 +
[[

D0
D(u,v)

]]2n (4.5)

where D0 is the cutoff amplitude in wavelet domain, n is the order of filter and D(u,
v) is the amplitude at location (u, v):

D(u, v) =
√(

u + M

2

)2

+
(
v + N

2

)2

(4.6)
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where M * N is the size of image.

4. Taking inverse Fourier transform of S (u, v) brings the result back into natural
log domain

S(x, y) = F−1{S(u, v)}

{H(u, v)I(u, v) } + F−1{H(u, v)R(u, v)} (4.7)

5. So the output image can be expressed by the function [24]

g(x, y) = antilog[S(x, y)] = es(s(x, y)) (4.8)

Figure 4.5 shows the result of applied algorithm (a) the original image (b) the
result of extract region of interest (ROI) then (c) the result of applied preprocessing
step to enhance the image quality.

(B) Preprocessing of Dorsal Hand Veins

In this process, a number of preprocessing techniques are typically required for the
purpose of reducing the effect of noise and enhancing the targeted hand veins. The
proposed algorithm of preprocessing hand vein image includes the following steps
done as shown in Fig. 4.6.

1. The median filter 5 * 5 is applied to the original hand vein image for denoising.

Fig. 4.5 Illustration of image enhancement: a the original image, b extraction of ROI, c extraction
of palm vein pattern

Fig. 4.6 The steps of preprocessing of dorsal hand veins
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2. 2DWiener filter “Gaussian white noise” 3 * 3 is applied to remove the effect of
high-level frequency noise.

3. Applied Contrast Limited Adaptive Histogram Equalization (CLAHE) filter to
enhance hand vein image.

4.5.4 Feature Extraction

Feature extraction plays an important role in palm vein recognition because the
performance of feature matching is greatly influenced by its output. We use prin-
cipal component analysis (PCA) algorithm to extract features from image [25]. This
algorithm is used for extracting features from palm vein images. PCA is applied to
generate a vector of features that represent the highest detailed variant information.
Amatching process is then applied to find the best match from the database to recog-
nize and authenticate the person. It is one of the most widely implemented tools
for dimensionality reduction or data exploration used in a variety of scientific and
engineering disciplines. It transforms a number of possibly correlated variables into
a smaller number of new variables, known as principal components. Since a digital
image can be regarded as a two—or more—dimensional function of pixel values
and represented as a 2D or 3D data array, PCA can be performed on such an m × n
matrix [26].

The algorithm

1. Assume data matrix is B of size m × n. Compute mean µi for each dimension.
2. Subtract the mean from each column to get A
3. Compute covariance matrix C of size n × n which C= AT A
4. Calculate the eigenvalues and eigenvectors (E, V) of the covariance matrix C
5. Project the data step by step onto the principal components v→

1 ,v→
2 ,……, etc.

6. Select n eigenvectors that correspond to the largest n eigenvalues to be the new
basis.

4.6 Matching

In our technique, we use the K-NN classifier. The nearest neighbor classifier works
depending on a simple nonparametric decision. Every query image Iq is inspected
depending on the distance of its features from the features of other images in the
database. The nearest neighbor is the image which has the minimum distance from
the query image in the feature space. The distance between two features can be
computed depending on one of the distance functions such as city block distance d1,
and Euclidean distance d2 or cosine distance dcos [27].

d1(x, y) =
N∑
i=1

|xi − yi | (4.9)
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d2(x, y) =
√√√√

N∑
v→
1 ,v→

2 i=1

∣∣(xi − yi )
2
∣∣ (4.10)

dcos(x, y) = 1 −
−→x .

−→y
|x |.|y| (4.11)

K nearest neighbor algorithm utilizes K nearest samples to the query image. Every
one of these samples belongs to a known class Ci. The query image Iq is arranged to
the class CM which has the most of events among the K samples. The presentation
of the K-NN classifiers is highly related to value of the k, the number of the samples
and their topological distribution over the feature space.

4.7 Fusion Decision

The proposed multimodal biometric system relies on two different modules: the
module for Palm veins and the module for dorsal hand veins authentication. The
fusion methodology adopted at the decision level is a post-classification method, and
it follows the AND rule; i.e., it is sufficient that all biometric traits are recognized as
genuine to lead to a positive final decision. This serial matching approach gives the
possibility of acquiring all the traits to determine if a user is genuine or an impostor.
From a numeric value (generally normalized between 0 and 1) that represents the
confidence of the matching, each decision module is given two possible different
outputs {YES,NO}, depending on the comparison of that valuewith some predefined
thresholds that divide the interval [0, 1]. A decision module outputs the YES value
if the obtained score is the interval [1] and the user is recognized as one of the
enrolled users (in identification mode) or their claimed identity has been confirmed
(in verification mode). The output value NO is produced if the obtained score is one
of intervals [0, 1] or [1, 0] or [0, 0] and the user is rejected as if they were impostors.

4.8 Results and Discussion

In this section we describe the result of each system independently and the result
of fusion of two traits. Palm and dorsal hand vein recognition includes training and
recognition phases. In training phase, features of the training samples are calculated
and stored in a database template. In the recognition phase, features of the input
vein are determined and then matched by using K-NNmatching classifier. After this,
these features are compared with the stored template to obtain the recognition result.
We do our experiment by dividing the database to 5 Cases as Table 4.2 shows.

By applying the PCA algorithm with K-NN (Euclidean distance) the results are
100, 98.5 and 100% for all training cases in palm, dorsal hand veins and fusion
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Table 4.2 Database for 5 cases

Case No Training Testing

1 One image for every person (100
images)

Five images for every person (500
images)

2 Two images for every person (200
images)

Four images for every person (400
images)

3 Three images for every person (300
images)

Three images for every person (300
images)

4 Four images for every person (400
images)

Two images for every person (200
images)

5 Five images for every person (500
images)

One image for every person (100
images)

Table 4.3 The testing results
for each case

Case No CRR

Palm Dorsal hand Fusion palm + dorsal hand

1 94 89 96.5

2 94 90 96.6

3 95 92 97.8

4 96 92 98.3

5 97 93 99

of palm and dorsal hand veins. Testing results of every case are shown in Table
4.3 and Fig. 4.7. We have two potential results, the first result is where the user is
unauthorized which means that his/her template is not found in the database, and
the other result is the user is authorized, i.e. a template similar to his/her is found in
the database. The experimental results show that the results of Correct Recognition
Rate (CRR) are 95.20, 91.2 and 97.6% with False Rejected Rate (FRR) 2.4%. Based
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on this experiment, it was suggested that recognition based on authentication by
fusing the palm and dorsal hand veins performs better than conventional recognition
technique. Hence this method can be successfully used for recognition.

4.9 Conclusion and Future Work

In this paper, we have developed a new practical and intelligent technique for
biometric recognition based on fusion of palm and dorsal hand veins. The tech-
nique consists of the following steps: Image acquisition, determining the region of
interest and preprocessing, extracting the finger vein pattern features and recogni-
tion. We proposed an original method based on the principal component analysis
(PCA) algorithm to extract features and using K-NN (Euclidean distance) matching
classifier in matching. In addition, this smart technique has many advantages and
characteristics of flexibility of the former approaches; such as it can overcome the
problem of rotation and shift, accurate, simple, practical and fast. In this paper, a
complete biometric system based fusion of palm and dorsal hand veins has been
developed. We proposed an original method based on the PCA algorithm to extract
features and using K-NN classifier in matching. The experimental results show that
the result of recognition CRR is 97.6%. Hence this method can be successfully used
for recognition. The vein pattern identification can proceed in a perfect way using
the method proposed in this paper which is accurate, simple, practical and fast.

In our opinion, this developed improvement increases the usefulness and usability
of this efficient technique, especially as regards its application in all security tasks
and domains. Futureworkmay involve applying additional/ alternative pattern recog-
nition algorithms or turning it into a multimodal system where other additional
biometrics traits are considered andmaking the systemmore invariant to illumination
conditions.
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Chapter 5
SIFT Based Feature Matching Algorithm
for Cartoon Plagiarism Detection

Dongxing Li, Jiazheng Gong, and De Li

Abstract The rise of digital technology has injected new vitality into the develop-
ment of the animation industry. However, the problem of copyright infringement of
cartoon images has also become a major obstacle to its development. The theoretical
defects of the current law, the concealment of infringement forms, and the low cost
of infringement are the main reasons for this dilemma. With the rapid development
of Internet information and digital image processing technology, the use, acquisi-
tion, transmission and exchange of image information has become more and more
convenient. Large-scale digital images will appear on the Internet and in human life
all the time. This topic intends to study the extraction process and matching process
based on SIFT feature descriptors, and analyze the advantages and problems of the
algorithm at the same time, and finally to propose an improvement method for the
lack of color information in the SIFT algorithm. Applying the image grayscale algo-
rithm to the first step of the SIFT algorithm, the image is first converted from the
RGB color space to the HSV color space, then is calculated the chromaticity differ-
ence between adjacent pixels, and finally is performed the chromaticity difference
iterative optimization to obtain the final grayscale image.

5.1 Related Knowledge Introduction

5.1.1 Overview of Image Classification

The basic concept of image classification is to use a computer to divide the image
into its corresponding semantic categories based on the content contained in the
image. This classification technology can automatically understand the content of
the image to a certain extent, transform the digital image into a conceptual model that
people can understand, and is an important way to automatically extract the semantic
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content of the image. Image classification is an intersecting research direction applied
to multiple fields, including computer vision, image processing, machine learning
algorithms, and data mining [1].

The image features represent the essential attributes or original features of the
image. Every image has its corresponding characteristics, such as brightness, shape,
edge, color or texture. These features are all natural features that can be directly
felt by vision, and some image features can be obtained only through measurement
calculation or conversion, such as feature histograms and spectra. The basis of image
classification lies in the extraction and representation of image features [2]. The
basic task of feature extraction and selection is to select the feature with the best
classification effect as the classification feature. The selected feature should have the
following characteristics: first, it can completely express the semantic information of
the image, and secondly, it should have a certain degree of stability and robustness to
interference factors such as noise. Therefore, the selection of features is very critical.
Improper feature selection will cause inaccurate classification and even result in
failure to classify.

5.1.2 SIFT Algorithm Overview

Over the years, Lowe et al. proposed the classic SIFT algorithm. This method is
used to extract local features of an image. The local features include the following
characteristics: high stability, high adaptability, strong distinguishability, and strong
resistance to attack [3]. The characteristics of the above SIFT guarantee the effect of
this local feature on image classification.

The process of SIFT descriptor formation mainly includes the following five
steps: Color-to-grayscale conversion; Scale-space extreme point detection; Key point
localization;Key pointOrientation assignment andKey point descriptor. The key step
is to use this local feature point to describe the information of its surrounding area,
which can reduce the impact of key points on viewing angle, rotation, lighting, etc.
By assigning the orientation of the key points, we have been able to get the main
orientation of the key point. Then we rotate the area to the main direction within
a certain radius with the key point as the center, so that the key point has rotation
invariance (Fig. 5.1).

5.1.3 Limitations of the SIFT Algorithm

Although the SIFT algorithm is resistant to scale, rotation, and brightness transfor-
mation and has high robustness, it has many limitations.

(1) To simplify the computation of the SIFT algorithm, the first step is to convert
the input color image into a grayscale image [4]. Such conversion will cause
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Fig. 5.1 Key point description diagram

the color information in the color image to be lost. At the same time, there
are different colors in the image but corresponding to grayscale. Regions with
the same degree value cannot be distinguished, and feature points cannot be
extracted from them.Therefore, the correctmatching ratewill also decrease [5].
The SIFT feature calculationmethod has certain shortcomings. The description
part in SIFT is based on gray gradient, single description of image features,
statistical feature local area information on a scale, and the feature points
detected by SIFT still have some redundancy.

(2) The SIFT algorithm has very few correct matches for two images with a large
difference in viewing angle, that is, its anti-affine transformation performance
is not very good.

5.2 Improved SIFT Image Matching Algorithm

Moments, histograms, and SIFT algorithms can all get color descriptors, and which
generation method to use needs to be determined according to specific applica-
tion scenarios. The distribution of the local luminosity information and the color
space information of the image can be reflected by the color moment, and the color
histogram does not contain the color space information of the image [6]. The SIFT
color descriptor loses the local luminosity information of the image, and only contains
the local spatial information. The SIFT color feature point descriptor is generated in
each color space through the SIFT algorithm. The generation process is the same as
that of the SIFT gray feature point descriptor. Therefore, it is completely invariant
to image rotation and scale transformation. But for color images, lighting changes
have a great impact on them. After adding color information, the SIFT algorithm can
no longer avoid the impact of lighting changes on the matching results. In order to
improve the precision of the SIFT algorithm for matching color images and make
the extracted color feature point descriptors have complete color invariance, the
SIFT algorithm based on color information has been developed. J Li in the image
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Fig. 5.2 HSV color space
model

matching algorithm, explained that the PCA-SIFT algorithm uses principal compo-
nent analysis [7, 8] for the feature descriptors in the image; this algorithm can play
the role of dimensionality reduction and reduce the amount of computation, which
can significantly improve matching efficiency [9].

5.2.1 Color SIFT Descriptor Method

HSV-SIFT: Bosch et al. proposed a method of extracting color SIFT descriptors
in HSV space: similar to extracting SIFT feature points in gray space, they are
extracted from the three channels of H, S, andV inHSV color space 128-dimensional
descriptor, and then connect these three 128-dimensional descriptors to form a 3 ×
128-dimensional color descriptor. Bosch A et al. proposed that scene classification
by pLSA can greatly improve the matching accuracy [10]. The method of extracting
SIFT feature points in each channel is consistent with the method of extracting SIFT
in grayscale images. Song X et al. proposed an affine transformation between image
space and color space for invariant local descriptors [11]. The experimental results
prove that the invariance of the SIFT descriptor inherited by the color descriptor can
only be partially invariant to the brightness, and it can only produce better results
when the brightness changes slightly (Fig. 5.2).

5.2.2 Overall Process

The main idea of the SIFT algorithm is to transform matching between images into
matching between feature vectors. The following diagram shows the flow chart of
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Fig. 5.3 Image matching flowchart

the SIFT feature matching algorithm. SIFT feature matching algorithm is mainly
divided into two parts: the extraction of SIFT feature points, and then the matching
of the extracted feature points. The detailed flowcharts of these two parts will be
introduced below (Fig. 5.3).

5.3 Experimental Results and Analysis

In response to the lack of color information of color images in the SIFT algo-
rithm, which results in the inability to extract feature points in certain areas and the
low correct matching rate, we propose a SIFT image matching algorithm based on
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Fig. 5.4 Experimental original image. Feature points extracted from the original image separated
by color channels:

image grayscale, color information and exposure information SIFT image matching
method. In order to be able to verify the superiority of the proposed algorithm,
we compare the improved algorithm with the original algorithm from feature point
extraction and correct matching rate.

5.3.1 Experiment

See Figs. 5.4, 5.5, 5.6 and 5.7.
The matching effect of the traditional SIFT algorithm.
SIFT matching after bringing in the color descriptor, and the feature points of

similar parts.

5.3.2 Experimental Screenshot Analysis

The images used in the experiments are all from the images of cartoons that are
debated to be plagiarized on the Internet and the images of similar cartoons inter-
cepted by ourselves, as well as some pictures of landscape photos taken under
different angles on the Internet, and each image is matched with its similar image
separately. To verify the effectiveness of the algorithm, different kinds of image data
were selected for experimental comparison, and a total of 180 groups of different
types of images were experimented. The experimental images had 250 * 200 pixels
and 250 * 280 pixels, and the size of each image ranged from 20 to 100 KB, and
the initial color space was all RBG color images. In this paper, experiments were
conducted using SIFT, RGB-SIFT and HSV-SIFT, and a comparison experiment was
conducted using PCA-SIFT and DSP-SIFT (Tables 5.1 and 5.2).
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Fig. 5.5 Feature points extracted by SIFT after separating color channels

Fig. 5.6 SIFT image matching

5.4 Conclusion

This article focuses on the study of the SIFT-based image matching algorithm, and
analyzes the advantages anddisadvantages of theSIFTalgorithm.Aiming at the prob-
lems of SIFT, corresponding improvement strategies are proposed, and throughmany
experiments, the improved algorithm is compared with the original SIFT algorithm,
and the result is that the improved algorithm is more superior. This paper proposes an
improved method for the lack of color information in the SIFT algorithm: the SIFT
image matching algorithm based on image gray-scale and the SIFT image matching
algorithm based on color information. The improved method is simulated and imple-
mented, and compared and analyzed with the original algorithm. The experimental
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Fig. 5.7 Improved SIFT image matching

Table 5.1 Comparison of the matching performance of different image algorithms

Algorithm SIFT RGB-SIFT HSV-SIFT

Average matching accuracy of general images (%) 83.51 90.21 93.41

Average matching accuracy between animation images (%) 21.27 17.25 35.81

Average matching time (s) 1.75 3.43 4.16

Table 5.2 Comparison of the matching performance of different image algorithms

Algorithm PCA-SIFT DSP-SIFT HSV-SIFT

Average matching accuracy of general images (%) 78.65 85.33 93.41

Average matching accuracy between animation images
(%)

19.36 21.23 35.81

Average matching time (s) 1.21 2.69 4.16

results show that the performance of the improved algorithm is improved compared
to the original algorithm.

In view of the current development trend and hot issues of image processing
technology, the matching speed of the algorithm can be improved on the basis of
improving the matching accuracy of the algorithm in the future. The difference
between genuine comics and pirated comics is too large, and the feature extraction
algorithm is difficult to match images with too large differences. This is one of the
contents to be studied in this article.
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Chapter 6
Image Recognition Technology Based
Evaluation Index of Ship Navigation Risk
in Bridge Area

Dawei Chen, Renqiang Wang, Yongqian Yang, and Jingdong Li

Abstract China has a vast territory, numerous inland river systems, with abun-
dant water transport resources. More and more ships are traveling in inland water-
ways. Therefore, the risk of ship accidents in inland waterways is increasing year
by year. This paper mainly studies the research and application of the navigation
safety risk evaluation index system in bridge area based on image recognition tech-
nology. The convolutional neural network based detection model for inland river
ships is proposed. Firstly, several common target detection algorithms are compared
and analyzed in this paper, and a single-stage target detection algorithm with the
best performance is selected, which is combined with the target detection algorithm
according to the navigable environment characteristics of the bridge area.On the basis
of ship track prediction, this paper studies the quantification of collision, grounding,
hitting reef and collision risk and establishes the ship collision risk evaluation model.

6.1 Introduction

The volume of inland river transportation is increasing, and the density of traffic
flow is getting higher and higher. Inland waterway is increasingly busy at the same
time, waterway traffic safety problems are becoming more and more prominent.
Especially with the erection of a large number of Bridges in the area of ship heading
safety problems gradually appeared and aroused the attention of all walks of life.
In recent years, the country has stepped up efforts to build infrastructure, including
roads, and the number of Bridges across major inland rivers such as the Yangtze
has been increasing. On the one hand, the construction and opening of the bridge
have provided great convenience for land transportation, convenient people’s life and
promoted the regional economic development. On the other hand, the bridge affects
the navigable environment of the bridge area to some extent, which Narrows the
original waterway, and also affects the flow velocity and flow direction of the bridge
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area to varying degrees, thus leading to the occurrence of a variety of accidents [1].
On the one hand, it is of great practical significance to study the navigation safety
assurance technology of ships in bridge area. On the other hand, the emergence of
new technologies has also created new conditions for research in this field.

In terms of the navigation safety of ships in bridge areas, domestic and foreign
scholars’ researches on the navigation safety of Bridges mainly focus on the ship-
to-bridge collision mechanics research, ship-to-bridge collision accident research,
bridge pier anti-collision device research, bridge navigation safety management
mechanism research, ship-to-bridge collision monitoring technology research, ship-
to-bridge collision risk assessment research, and so on. Owczarzak processes the
real-time bridge scene video collected by computer vision technology to extract the
dynamicmotion parameters of ships, so as to realize themonitoring and earlywarning
of ship-to-bridge collision [2]. Zaman puts forward the concept of comprehensive
security assessment (Formal Safety Assessment, FSA) combined with fuzzy theory
to evaluate traffic safety in bridge waters [3].

Based on the convolutional neural network and the monitoring video of inland
waterway, this paper conducts an in-depth study on the identification and detection
tasks of passing ships in the video surveillance. The main influencing factors of ship
navigation are clarified, and the main characteristics of ship traffic flow in bridge
area are analyzed. According to the related early warning theory, the navigation risk
assessment model of ships in bridge area is designed.

6.2 Risk Assessment of Ship Navigation in Bridge Area
Based on Image Recognition Technology

6.2.1 Ship Target Monitoring Based on Convolutional Neural
Network

At present, the target detection algorithm has two branches: single-stage target
detection algorithm and two-stage target detection algorithm based on region
suggestion.

(1) Two-stage Target Detection Algorithm

The idea of the two-stage target detection algorithm is to search the region of interest
(ROI) in the input image, send the ROI into the subsequent classification network to
complete the ROI classification, and at the same time to complete the fine tuning of
the ROI coordinates, so it is also called the detection algorithm based on the region
suggestion. The two-stage target detection algorithm is formed into ROI, and then the
ROI is classified and fine-tuned, so the detection accuracy is higher, but it consumes
more computation time and the detection speed is slower, and the representative
algorithm is Faster R-CNN target detection algorithm [4].
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Selective Search (SS) algorithm is used to generate ROI in R-CNN and FAST
R-CNN, which has a large amount of computation and cannot complete end-to-
end training. Therefore, RPN network is used to replace SS algorithm to generate
ROI in Faster R-CNN. RPN network further clarifies the output results of feature
extraction layer, and generates 9 prediction boxes with different scales and length-
to-width ratios at each position of the feature map, and each prediction box carries
its own category information and coordinate information [5]. Through the category
information, the effective prediction box is selected and combined with the pre-
arranged anchor points. The coordinate information of the prediction box is used
to fine-tune the coordinate information of the anchor points, and the final ROI is
obtained.

After the ROI is obtained, it is sent to the ROI pooling layer together with the
featuremap obtained from the feature extraction layer for ROI pooling operation, and
the result is sent to the subsequent FAST R-CNN network to complete the detection
and recognition of the target.

(2) Single-stage Target Detection Algorithm

The idea of single-stage target detection algorithm is to divide the whole input image
into several regions, and directly regression and classification of the position of the
boundary box of the image in the region,which is called the detection algorithmbased
on regression. The single-stage target detection algorithm eliminates the regional
suggestion link in the two-stage target detection algorithm, so the calculation speed
is faster than that of the two-stage target detection algorithm, and it can carry out real-
time detection better [6]. YOLO algorithm and SSD algorithm are the representative
algorithms of single-stage target detection.

YOLO algorithm is a typical single-stage target detection algorithm, which
directly uses the idea of regression to solve the position, size, and category of the
target bounding box. Therefore, the detection speed of YOLO algorithm is faster
than the two-stage target detection algorithm [7].

InYOLOalgorithm, the input image is divided into s∗s size of the same area, each
area is responsible for the prediction center in fall within the area of the object, in each
region to generate two boxes, regression prediction frame’s size, at the same time
category forecast box, and then through the maximum mechanism to filter forecast
box and produce the final target detection.

The work done in this paper is the ship target detection and recognition based
on inland river surveillance video, so as to improve the accuracy as far as possible
under the condition of meeting the real-time requirements. The accuracy and real-
time performance of the above target detection algorithms are compared in PASCAL
data set. As shown in Table 6.1, the Faster R-CNN algorithm has a high detec-
tion accuracy, but its real-time performance is poor due to the need to generate the
suggested region. Single-stage target detection algorithm has high real-time perfor-
mance, and compared with YOLO algorithm, SSD algorithm draws on the idea of
anchor points and has higher accuracy.According to the task requirements, it is neces-
sary to ensure the real-time performance first, so the single-stage target detection
algorithm is selected in this paper for subsequent research.
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Table 6.1 Target detection
algorithm performance

Target detection algorithm mAP (%) FPS

Faster R-CNN 73.2 7

YOLO 65.9 21

SSD300 76.5 45

6.2.2 Risk Assessment of Ship Navigation in Bridge Area

In fact, track prediction is to predict the future position of ships. The paper discusses
and quantifies the possible dangers in the navigation process of ships in the future. In
this paper, four types of accidents including collision, grounding, reef, and contact
loss are studied, which can be classified as collision between ships and obstacles,
that is, when ships collide with objects such as piers, lights, and reefs, they can
be considered as collision with obstacles with zero speed, while when two ships
collide, they can be considered collision with obstacles with non-zero speed. For
the determination of ship collision risk, the more common method is to measure the
collision risk.

Collision Risk Index (CRI) is a measure of the likelihood of Collision between
ships. The risk of ship collision can provide basis for crew to take collision avoidance
measures [8]. Specifically, when the collision risk value is too large, it indicates that
the possibility of collision is high, so the crew should be vigilant,make quick response
and take timely measures to avoid collision. When the collision risk is very small,
it means that the ship is basically in the safe navigation zone in the future and can
maintain the current navigation state. In this sense, collision risk is suitable for early
warning judgment of ship navigation risk.

There are three main models [9] commonly used for mathematical calculation
of ship collision risk: weighting method, fuzzy mathematical method, and artificial
neural network method. In view of the fact that ship pilots mainly rely on the real-
time to distance of the closest point of approach (DCPA) and time to the closest point
of approach (TCPA) of the target ship in the practice of collision avoidance at sea.
The weighting method fully takes into account the real-time DCPA and TCPA of the
target ship, and the calculation model of this method is simple. For this reason, this
article uses the first method for calculation, and its mathematical expression [10] is:

ρ = (a · SDCPA)
2 + (b · tTCP A)

2 (6.1)

In the above formula, SDCPA represents the safety meeting and distance, tTCP A

represents the nearest meeting and time. a and b are revision coefficients.SDCPA and
tTCP A adopt their own unit measurement without considering the dimension, so the
size of the result cannot fully reflect the risk degree of ship collision.
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6.3 Assessment of Ship Collision Hazard

Artificial neural network approach simulates human brain behavior and function by
connecting artificial neurons. This approach incorporates more indicators into the
model. In practice, the minimum encounter distance, minimum encounter time and
whether the incoming ship is on the port side or starboard side are generally adopted.
The reliability of the method depends on the rationality of the model. If the collision
risk model established is not suitable, the results will lack credibility.

In this paper, two factors, space collision risk and time collision risk, are taken into
account when considering collision risk of ships. However, the concepts and related
models of DCPA, TCPA, spatial collision risk, and temporal collision risk are mostly
used in the wide water area. Inland waterways are relatively narrow and navigation
areas for ships are limited. Therefore, certain adjustments are needed when these
concepts are applied to inland waterways.

6.4 Risk Assessment of Collisions in Bridge Areas

6.4.1 Space Collision Risk

In terms of the risk of space collision, the minimum safety distance between the ship
and the navigational obstacle is assumed to be D, and D represents the minimum
encounter distance obtained from the predicted point. Then the risk of space collision
is expressed as:

ρd = D − d

D
(6.2)

When D ≤ d, ρd = 0, that is, the ship is safe. Among them, the minimum safe
distance D is obtained through the investigation of the crew.

In order to determine the parameter D in the model, the empirical value of D is
obtained by conducting a questionnaire survey among the crew of ships that often
pass through. Due to the obvious difference between the upstream and downstream
navigation of the ship, the investigation is carried out, respectively, for the different
upstream and downstream conditions and obstacles.

As shown in Figs. 6.1 and 6.2, the median value of each section was taken
according to the above survey results, and then weighted calculation was carried
out. As a result, the safe distance between up-links and navigation marks is 21.63 m
(take 22 m), the safe distance between down-links and navigation marks is 28.52 m
(take 29 m), the safe distance between up-links and bridge pier is 27.15 m (take
28 m), and the safe distance between down-links and bridge pier is 34.75 m (take
35 m).
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Fig. 6.2 The nearest safe distance from the pier lateral to the ship

6.4.2 Time Collision Risk

In terms of time collision risk, suppose that the time required for the ship to turn 90°
is t, and the minimum encounter time is T, then the time collision risk is expressed
as:

ρt = t

T
(6.3)

when T ≤ t, Pt = 1, that is, the time for the ship to adjust the course is quite urgent.
The time required for most ships to turn 90° 1.5–3 min, where t is 3 min.
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6.4.3 Model of Comprehensive Evaluation Indicators

By integrating the air collision risk and time collision risk, the collision risk of the
ship can be expressed as:

ρ = ρd · ρt · k (6.4)

where, k is the accident type qualifying parameter, and its value can be 0 or 1. For
collision and contact loss accidents, k = 1; For stranding and reef accidents, it is
necessary to judge whether they are stranded or struck according to the depth of the
shoal and reef, the current water level and the draft of the ship. If they are, then k =
1, otherwise k = 0.

6.5 Conclusions

The research objective of this paper is to solve the practical problems faced byChina’s
inland river bridge area. Through image recognition technology, a set of bridge
navigation risk assessment model is established to avoid bridge accidents caused by
high elevation, grounding, yaw, etc. Based on the analysis of the advantages and
disadvantages of the two-stage target detection algorithm and the single-stage target
detection algorithm in the ship target detection, a single-stage target detection with
a convolutional neural network as the image recognition technology that combines
the DCPA and TCPA weighted risk model is selected algorithm. In our future work
we intend to integrate the space collision risk and time collision risk to establish a
comprehensive collision risk evaluation indexmodel for ship navigation in the bridge
area.
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Chapter 7
Equalization of Directional
Multidimensional Histograms of Matrix
and Tensor Images

Roumiana Kountcheva and Roumen Kountchev

Abstract New approaches are proposed for the equalization of directional multi-
dimensional histograms of 2D-matrix and 3D-tensor images, obtained from CTI or
MRI sequences, video, etc. Such equalization opens new possibilities for quality
improvement of the tensor images in a selected direction of the 3D space. The direc-
tional contrast enhancement is of high importance for example, for the detection of
objects oriented in the same direction. In the paper the algorithms for the calculation
of the multidimensional directional histograms of 2D and 3D images are defined: in
the first case, in the 4 directions of the 2Dplane, and in the second—in 13 directions of
the 3D space. The conditions for the directional equalization 2D and 3D histograms
are defined, on the basis of which is enhanced the contrast of the processed images.
In the paper are also defined the criteria for the evaluation of contrast enhancement
in 3D images. The new method is illustrated through a digital example. The future
application areas of the proposed approach are in the processing of underground
images, 3D medical and dental images, etc. In the future the method will be aimed
at the double transform of the grey levels of neighboring triples of voxels in corre-
spondence with the selected approximation 3D model of the directional histogram,
the local directional equalization of monochrome images, etc.

7.1 Introduction

In the last years, many methods for analysis of sequences of images of various kinds
(medical, seismic,multispectral, etc.)were presented in large number of publications.
Significant number of research works is already known and aimed at the contrast
enhancement of matrix and tensor images. The tensor representation of these images
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permits the three-dimensional (3D) Gray Level Co-occurrence Matrix (3D-GLCM)
to be calculated in 13 independent spatial directions, for each of which to be extracted
the features of Haralick, LBP descriptors, or CNN, used for texture and 3D objects
classification [1–9]. The obtained results show that compared to the two-dimensional,
the 3D-GLCM offers much more possibilities for deeper analysis of tensor images
of various kinds. In [10] is offered a method for color image enhancement through
3D histogram equalization, in result of which is achieved simultaneous histogram
extension in 3 directions: R, G, B. In [11], the color 3D histogram is used as a tool to
achieve exact coincidence between histograms of a couple of images. Methods and
algorithms for contrast enhancement of 3D images are presented in papers [12–14].
In [12] is offered new 3D adaptive histogram equalization method for improving
the contrast of medical images. This method is a 3D generalization of the famous
algorithm CLAHE [13]. In accordance with CLAHE, the tensor image is divided
into 3D blocks, and for each is calculated the 1D histogram; then on it is applied
the CLAHE algorithm. To avoid inter-block distortions, three-linear interpolation
is used. However, in this case the 3D histogram of each block is not used, which
represents to highest degree the correlation between its voxels. In [14] is offered a
method which is a multidimensional extension of CLAHE (MCLAHE). It could be
used for 3D, and for 4D (3D + time) tensor images as well. Unlike the approach
given in [12], in MCLAHE is first executed multidimensional padding and after that
the tensor is divided into blocks. For these blocks is applied CLAHE, followed by
multilinear interpolation between the sides of the nearest-neighbor blocks. Similar
to the approach from [12], in MCLAHE is used equalization of the 1D histogram of
each block of the tensor image.

The main objective of this work is to present new method for equalization of 3D
images, which is based on the use of 3D-GLCM calculated in 13 spatial directions.
First, here is analyzed the equalization of matrix (2D) images, based on the 2D-
GLCM, and then follows the directional equalization of tensor (3D) images.

7.2 Equalization of the Directional 2D Histograms
of the Matrix Image

7.2.1 Definition of the Directional 2D Histograms

The processing ofmatrix images through equalization of their brightness histograms,
aimed at their contrast enhancement, could be generalized for the case of the 2D
histogram equalization. Let the original image be halftone of size N × N pixels. The
image is represented as the matrix [B] with elements b(i, j) for i, j = 0, 1, 2, …, N
− 1 and b = 0, 1, 2, …, L − 1 (L—the number of grey levels). The 2D histogram
h(u, v) of the monochrome image, also known as 2D co-occurrence matrix [h(u, v)],
represents the frequency of appearance of the grey levels for each couple of pixels
b(i, j) and b(q, w) placed at a distance d:
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Fig. 7.1 Positioning of the
closest 8 neighbor pixels for
the pixel b(i, j) of the 2D
image, for the case of
orthogonal discretization
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d [(i, j), (q, w)] = |i − q| + |j − w| for i, j, q, w = 0, 1, 2, ..,N − 1. (7.1)

Depending on the spatial position of the couple of pixels b(i, j) and b(q, w), the
corresponding directional 2D histograms of the image could be defined.

In particular, if the pixels b(i, j) and b(q, w) are neighbors, the distance between
them in horizontal and vertical direction is d = 1, and for both diagonals, it is d = √

2,
respectively.

In correspondence with Fig. 7.1, the mutual position of a couple of pixels could
be defined in one of the ways, shown below:

• horizontal positioning of the pixels: b(i − 1, j), b(i, j) or b(i, j), b(i + 1, j), where
the corresponding 2D histogram is defined by the relation:

hx(u, v) = Nx(u, v)/Nx, (7.2)

whereNx(u, v) is the number of the couples of neighbor pixels in horizontal direction;
the grey level of the first pixel is u, and of the second it is v, for u, v = 0, 1, …, L −
1; Nx = 2N(N − 1)—total number of the couples of neighbor pixels in horizontal
direction;

• vertical positioning of the pixels: b(i, j − 1), b(i, j) or b(i, j), b(i, j + 1). Their 2D
histogram is defined as:

hy(u, v) = Ny(u, v)/Ny, (7.3)

where Ny(u, v) is the number of the couples of neighbors in vertical direction; the
level of the first is u, and of the second it is v, for u, v = 0, 1, …, L − 1. Ny= 2N(N
− 1)—total number of the couples of neighbor pixels in vertical direction;

• diagonal positioning of the couple of pixels: b(i + 1, j − 1), b(i, j); b(i, j), b(i −
1, j + 1); b(i − 1, j − 1), b(i, j); b(i, j), b(i + 1, j + 1). Their 2D histograms for
both diagonals (right and left) with orientation π /4 or 5π /4 and 3π /4 or 7π /4,
respectively, are defined by the relation:
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hdi (u, v) = Ndi (u, v)/Ndi for i = 3, 4, (7.4)

where Ndi (u, v) is the number of the couples of neighbor pixels for the diagonal i;
the level of the first is u, and of the second it is v, for u, v = 0, 1, …, L − 1; Ndi is the
number of the couples of neighbor pixels for the diagonal i.

7.2.2 Equalization of the 2D Histogram of the Matrix Image

The histogram equalization is a basic approach in image contrast enhancement. To
apply suchoperation on the selected directional 2Dhistogramh(m,n) of the processed
image, the condition for the equality of the volume of h(m, n) for a couple of pixels
with levels (u, v), and the volume of the equalized 2D histogram h(u, v)= 1/L2 of the
so obtained image for the corresponding couple of pixels, with levels (r, s) should
be satisfied:

r∑

m=0

s∑

n=0

1

L2
= (r + 1)(s + 1)

L2
=

u∑

m=0

v∑

n=0

h(m, n) for r, s, u, v = 0, 1, 2, ..,L − 1.

(7.5)

In this case, u and v are the grey levels of the couple of neighbor pixels in the
original image, and r and s—the levels calculated for the corresponding pixels after
the 2D equalization.

Equation (7.5) could be represented here in the following way:

(r + 1)(s + 1) = L2H (u, v)for u, v = 0, 1, 2, ..,L − 1, (7.6)

whereH (u, v) = ∑u
m=0

∑v
n=0 h(m, n) is the cumulative 2D histogram of the original

image. For each couple of values (u, v) is defined the one with the smallest values
(r, s), for which is executed the relation, obtained from Eq. (7.6):

(r + 1)(s + 1) − L2H (u, v) ≥ 0. (7.7)

To define the unknown r and s in the above relation could be used an additional
requirement for the achievement ofmaximumcontrast in the processedmatrix image.
If we assume that A(u, v) = L2H(u, v), is obtained the following system of equations
for r and s:

||(r + 1)(s + 1) − A(u, v)|| = min, (7.8)

|r − s| = max. (7.9)

The solution of this system of equations gives the values of r and s.
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Depending on the selected kind of the directional 2D histogram hx(u, v), hy(u, v)
or hd(u, v), after the execution of the operation in accordance with Eqs. (7.8), (7.9), it
is equalized in horizontal, vertical or diagonal (left or right) direction, respectively.

The choice of the direction of the directional 2D histogram equalization could be
based on one of the following criteria:

• detection of the maximum contrast pixel coefficient (CPC) for each of the 4
images obtained after equalization in each direction, compared to that of the
original image.

The coefficient CPC for the image of size N × N is defined by the relation:

CPC = 1/(N 2)

N∑

i=1

N∑

j=1

{
(1/8)

1∑

m=−1

1∑

n=−1

|b(i, j) − b(i + m, j + n)|
}

(7.10)

where b(i, j) is the central pixel in the window of size 3 × 3 pixels. The term in
the braces represents the local contrast of the pixel b(i, j) in the window.

• calculation of the maximum variance σ 2
t0 of the directional histogram ht0(m, n),

depending on its direction, t0:

σ 2
t0 = 1

L2

L−1∑

m=0

L−1∑

n=0

[ht0(m, n) − μt0 ]2 = max for t0 = 1, 2, 3, 4. (7.11)

The parameter t0 defines one of the 4 possible directions in which the variance of
the corresponding 2D histogram is maximum. The parameter μt0 is the mean value
of the histogram ht0(m, n), defined by the relation:

μt0 = 1

L2

L−1∑

m=0

L−1∑

n=0

ht0(m, n) (7.12)

To accelerate the calculation of the cumulative histogram H(u, v) for u, v, = 0, 1,
2, …, L − 1, in the consecutive processing of the matrix elements [h(u, v)] row by
row from left to right and from top to bottom, the following 2D recursive relation
could be applied:

H (u, v) = h(u, v) + H (u − 1, v) + H (u, v − 1) − H (u − 1, v − 1). (7.13)

This relation does not refer the elements H(u, v), placed on the first row and the
first column of the matrix [H(u, v)], of size L × L.

The advantages of the method for directional 2D equalization, presented above,
are that it permits:

• equalization of the 2D histogram in the cases when its irregularity is mostly in
the 3D area;

• equalization of the 2D histogram in 4 directions of the image;
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• consecutive recursive equalization of the 2D histograms in the 4 directions
(horizontal, vertical, left diagonal and right diagonal).

The presented method for directional 2D equalization of grayscale images could
be also generalized for color R, G, B images. In this case is necessary the color
components R, G, B to be transformed in advance into Y, Cr, Cb (or into the KLT
components L1, L2, L3) and after that on the first component (Y, or L1) to be applied
the 2D equalization. As a result, after the inverse color transform of the components
Y, Cr, Cb (respectively, L1, L2, L3) into R, G, B the restored color image is obtained,
whose contrast is enhanced.

The method could be also used for the image 2D histogram modification through
double transform of the grey levels of the neighbor couples of pixels in accordance
with the pre-selected approximation 2Dmodel of the histogram, through division and
equalization of selected parts of the original histogram, etc. With this, the possible
application areas of the presented contrasting method are expanded.

7.3 Equalization of the Directional 3D Histograms
of the Tensor Image

7.3.1 Definition of the Directional 3D Histograms

By analogy with Eqs. (7.2)–(7.4), each tensor image could be defined as directional
3D histograms with various orientation. For the case when in the 3D image space a
triad of pixels are neighbors and are placed on a same straight line, then the distance
between the neighbor voxels in each direction x, y, z, is d = 1, and in the directions
of the diagonals it is d = √

2 or
√
3, respectively.

The mutual position of the three neighbor voxels on a same straight line is defined
in one of the 13 ways, shown on Fig. 7.2:

• horizontally positioned three of voxels b(i + 1, j, k), b(i, j, k), b(i − 1, j, k), when
the corresponding 3D histogram is defined by the relation:

hx(u, v, p) = Nx(u, v, p)/Nx, (7.14)

whereNx(u, v, p) is the number of the triads of neighbor voxels in horizontal direction
in the tensor 3D image of size N × N × N. Besides, the first voxel is with grey level
u, the second—with level v, and the third—with level p, for u, v, p = 0, 1,.., L − 1;

Nx = 6N2(N − 2)—total number of the triads of neighbor voxels in horizontal
direction;

• vertically positioned three of voxels b(i, j − 1, k), b(i, j, k), b(i, j + 1, k). Their
3D histogram is defined by the relation:
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Fig. 7.2 Spatial position of
the closest 24 neighbor
voxels towards the voxel b(i,
j, k) of the 3D-tensor image,
for the case when orthogonal
discretization is used

i+1,j-1,k+1

i,j-1,k

i,j+1,k

i+1,j,ki-1,j,k

i,j,k+1

i,j,k-1

i,j+1,k+1

i,j+1,k-1

i+1,j+1,k+1

i,j-1,k-1i-1,j-1,k-1

i+1,j+1,k-1

i+1,j-1,k-1

i-1,j-1,k+1 i,j-1,k+1

i-1,j+1,k+1

i-1,j+1,k-1

i-1,j+1,k

i-1,j-1,k i+1,j-1,k

i+1,j+1,k

i+1,j,k-1

i+1,j,k+1i-1,j,k+1

i-1,j,k-1
i,j,k

hy(u, v, p) = Ny(u, v, p)/Ny, (7.15)

where Ny(u, v, p) is the number of the triads of neighbor voxels in vertical direction.
Here the first voxel is with greylevel u, the second—with level v, and the third—with
level p, for u, v, p = 0, 1,.., L − 1; Ny = 6N2(N − 2)-total number of the triads of
neighbor voxels in horizontal direction;

• laterally positioned three of voxels (in direction z) b(i, j, k + 1), b(i, j, k), b(i, j, k
− 1). Their 3D histogram is defined by the relation:

hz(u, v, p) = Nz(u, v, p)/Nz, (7.16)

where Nz(u, v, p) is the number of the triads of neighbor voxels in direction z. In this
case, the first voxel is with greylevel u, the second—with level v, and the third—with
level p, for u, v, p = 0, 1,.., L − 1; Nz = 6N2(N − 2)—the number of the triads of
neighbor voxels in direction z.

• triads of neighbor voxels positioned along one of the diagonals and presented as
a three-component vector di for i = 1, 2,.., 10—one vector for each one of the 10
diagonals shown on Fig. 7.2 with black lines:

d1—b(i + 1, j − 1, k + 1), b(i, j, k), b(i − 1, j + 1, k − 1);
d2—b(i, j − 1, k + 1), b(i, j, k), b(i, j + 1, k − 1);
d3—b(i − 1, j − 1, k), b(i, j, k), b(i + 1, j + 1, k);
d4—b(i − 1, j − 1, k − 1), b(i, j, k), b(i + 1, j + 1, k + 1);
d5—b(i − 1, j − 1, k + 1), b(i, j, k), b(i + 1, j + 1, k − 1);
d6—b(i, j − 1, k − 1), b(i, j, k), b(i, j + 1, k + 1);
d7—b(i + 1, j − 1, k), b(i, j, k), b(i − 1, j + 1, k);
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d8—b(i − 1, j, k + 1), b(i, j, k), b(i + 1, j, k − 1);
d9—b(i + 1, j, k + 1), b(i, j, k), b(i − 1, j, k − 1);
d10—b(i + 1, j − 1, k − 1), b(i, j, k), b(i − 1, j + 1, k + 1).

The corresponding directional 3D histograms are 13 in total, respectively: 3,
corresponding to axes x, y, z, and 10 which follow the diagonals. They are defined
by the relations below:

hs(u, v, p) = Ns(u, v, p)/Ns for s = 1, 2, .., 13. (7.17)

where Ns is the number of the triads of neighbor voxels in direction s.

7.3.2 Equalization of the 3D Histograms of the Tensor Image

Themethods for 2D equalization could be generalized for global and local directional
equalization of 3D images, for 3D contrast limited adaptive histogram equalization
(CLAHE), and for double histogram transform in correspondence with the selected
3D directional histogram.

To equalize the directional 3D histogram of the image, presented as a third-order
tensor, it should satisfy the condition, similar to that from Eq. (7.5):

(r + 1)(s + 1)(t + 1)

L3
=

u∑

m=0

v∑

n=0

p∑

l=0

h(m, n, l)

for r, s, t, u, v, p = 0, 1, 2, ..,L − 1, (7.18)

where u, v, p are the grey levels of arbitrary chosen triad of neighbor voxels from the
original image, and r, s, t are the corresponding levels for the same triad, from the
processed image, obtained after 3D equalization.

From Eq. (7.18) it follows that each three of voxels from the original image with
grey levels u, v, p are transformed into corresponding three of voxels with grey levels
r, s, t. These voxels could be represented as a vector of 3 components, defined by the
relation:

(r + 1)(s + 1)(t + 1) = L3H (u, v, p), (7.19)

where H (u, v, p) = ∑u
m=0

∑v
n=0

∑p
l=0 h(m, n, l) is the cumulative 3D histogram of

the original image. From each triad from the original image with values (u, v, p) the
smallest set of values (r, s, t) is searched, for which is satisfied the relation:

(r + 1)(s + 1)(t + 1) − L3H (u, v, p) ≥ 0 (7.20)
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To define the unknown r, s, t in the relation above, the additional requirement
for maximum contrast of the transformed tensor image could be used. If assumed
that L3H(u, v, p) = A(u, v, p), the system of equations with unknown values r, s, t is
obtained:

|(r + 1)(s + 1)(t + 1) − A(u, v, p)| = min; (7.21)

dif1 = |r − s| = max ∨dif2 = |r − t| = max ∨dif3 = |s − t| = max; (7.22)

dk(α, β)|max = 1fork = 1, 2, 3 and α, β = r, s, t. (7.23)

In Eq. (7.22), dif k for k = 1, 2, 3 is the maximum of the module for the difference
between the couple of pixels with levels of grey (r, s), (r, t) and (s, t), respectively. In
Eq. (7.23), dk(α, β)|max is the distance between a couple of pixels with grey levels
α and β, whose difference is the maximum value. The solution of the system of
Eqs. (7.21)–(7.23) permits to calculate the values of r, s, t.

Depending on the orientation of the selected 3D directional histogram hs(u, v, p)
for s = 1, 2, .., 12, and after applying the transform from Eq. (7.18), it is equalized
in the corresponding direction.

The choice of the kind of the directional histogram, which is used for the
equalization, could be done on the basis of the following criteria:

• through calculation of the maximum contrast pixel coefficient (CPC) for each of
the obtained through directional equalization 13 output images, after comparison
with the original. The CPC for an image of size N × N × N is defined by the
relation:

CPC = (1/N3)

N∑

i=1

N∑

j=1

N∑

k=1

⎧
⎨

⎩(1/24)
1∑

m=−1

1∑

n=−1

1∑

r=−1

|b(i, j, k) − b(i + m, j + n, k + r)|
⎫
⎬

⎭

(7.24)

where b(i, j) is the central voxel in a window of size 3× 3× 3 voxels. The relation
in the braces defines the local contrast of the voxel b(i, j) in the window.

• through definition of the maximum variance of the histogram, depending on the
chosen direction:

σ 2
t0 = 1

L3

L−1∑

m=0

L−1∑

n=0

L−1∑

l=0

[ht0(m, n, l) − μt0 ]2 = max for t0 = 1, 2, .., 13. (7.25)

The parameter t0 defines one of the 13 possible directions, where the corre-
sponding directional 2D histogram has maximum variance, and the parameter
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μt0 = 1

L3

L−1∑

m=0

L−1∑

n=0

L−1∑

l=0

ht0(m, n, l) (7.26)

is the mean value of the directional histogram ht0(u, v, l).
To enhance the calculation of the cumulative histogram in accordance with

Eq. (7.25) 3D recursion could be used in accordance with the rule [10]:

H (u, v, p) = h(u, v, p) + H (u − 1, v − 1, p − 1) + H (u − 1, v, p)

+ H (u, v − 1, p) + H (u, v, p − 1) − H (u − 1, v − 1, p)

− H (u − 1, v, p − 1) − H (u, v − 1, p − 1) (7.27)

The advantages of the new method presented in this work are in the opportunities
which it offers:

• equalization of the directional 3D histogram for the cases when its irregularity is
revealed mainly in the 3D area;

• ability to equalize the directional 3D histogram in 13 directions;
• ability to perform recursive equalization of the directional 3D histograms in the

13 possible directions consecutively.

The presented method for directional 3D equalization of halftone tensor images
could be generalized also for color R, G, B tensor images, in the way, similar to that
used for matrix color images. The method could also be used for the modification
of the 3D histogram of the original image by setting an approximation 3D model
of the directional histogram; dividing of the original histogram and equalization of
its parts, etc. Besides, the method could be used for the equalization of the global
directional histograms, as well as for the local histograms, calculated for a sliding
3D window placed around each voxel of the tensor image.

7.4 Example for the Equalization of the Directional
Histogram of the Tensor Image

Let the 3D image be represented as a third-order tensor of size 3 × 3 × 3 (for N =
3) and voxels b(i, j, k), which have 4 levels of grey, L = 4. On Fig. 7.3 one example
distribution of the grey levels on the voxels of the 3D image is shown. For this image
the following directional 3D histograms are calculated:

• 3D histograms for the triads of pixels placed in horizontal/vertical direction,
calculated in accordance with the relation:

hx/y(u, v, p) = Nx/y(u, v, p)/54 for u, v, p = 0, 1, 2, . . . , 7andNx/y = 54.
(7.28)
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Fig. 7.3 Example for a 3D
image of size 3 × 3 × 3 and
4 grey levels (L = 4)
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Each of the so calculated 3D histograms is represented as the tensor hx/y of size 4
× 4 × 4, shown on Fig. 7.4. The digital values of the 3D non-normalized histograms
Nx/Ny, calculated in accordance with Eq. (7.23), are given in Tables 7.1, 7.2, 7.3, 7.4
for each grey level p = 0, 1, 2, 3, respectively. On the basis of the data from these
tables and Eqs. (7.16)–(7.18) the histograms Hx/Hy of the image from Fig. 7.3 are
equalized. The cumulative histogram of the tensor image is defined by the relation:

Fig. 7.4 3D histogram h(u,
v, p) of the triads of voxels
for the example from Fig. 7.3
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Table 7.1 3D-Nx/Ny for p = 0

↓v/u → 0 1 2 3

0 0/0 0/0 0/0 0/0

1 0/0 0/0 0/1 1/0

2 0/0 1/1 0/0 0/1

3 0/0 0/0 0/0 0/0

Table 7.2 3D-Nx/Ny for p = 1

↓v/u → 0 1 2 3

0 0/0 1/1 0/0 0/0

1 1/0 0/0 0/0 0/0

2 0/0 0/0 0/1 0/1

3 0/1 0/0 0/0 1/1

Table 7.3 3D-Nx/Ny for p = 2

↓v/u → 0 1 2 3

0 0/0 0/0 0/0 0/0

1 0/0 0/0 1/0 1/1

2 0/0 0/0 0/0 0/0

3 0/0 0/0 0/0 0/0

Table 7.4 3D-Nx/Ny for p = 3

↓v/u → 0 1 2 3

0 0/0 0/0 1/0 0/0

1 0/0 0/0 0/0 0/0

2 0/0 0/0 1/0 0/0

3 0/0 0/0 0/0 0/0

H (u, v, p) = (1/54)
u∑

m=0

v∑

n=0

p∑

l=0

N (m, n, l) for u, v, p = 0, 1, 2, 3. (7.29)

The digital values of the 3D cumulative histograms Hx/Hy calculated in accor-
dance with Eq. (7.20), are given in Tables 7.5, 7.6, 7.7, 7.8 for each value of p = 0,
1, 2, 3. To calculate the equalized 3D image is used the following relation:

(r + 1)(s + 1)(t + 1) − 64H (u, v, p) ≥ 0 for r, s, t, u, v, p = 0, 1, 2, 3. (7.30)
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Table 7.5 3D-54Hx/Hy for p = 0

↓v/u → 0 1 2 3

0 0/0 0/0 0/0 0/0

1 0/0 0/0 0/1 1/1

2 1/1 2/2 2/2 2/3

3 2/3 2/3 2/3 2/3

Table 7.6 3D-54Hx/Hy for p = 1

↓v/u → 0 1 2 3

0 2/3 3/4 3/4 3/4

1 4/4 4/4 4/4 4/4

2 4/4 4/4 4/5 4/6

3 4/7 4/7 4/7 5/8

Table 7.7 3D-54Hx/Hy for p = 2

↓v/u → 0 1 2 3

0 5/8 5/8 5/8 5/8

1 5/8 5/8 6/8 7/9

2 7/9 7/9 7/9 7/9

3 7/9 7/9 7/9 7/9

Table 7.8 3D-54Hx/Hy for p = 3

↓v/u → 0 1 2 3

0 7/9 7/9 8/9 8/9

1 8/9 8/9 8/9 8/9

2 8/9 8/9 9/9 9/9

3 9/9 9/9 9/9 9/9

On the basis of the data in Tables 7.5, 7.6, 7.7, 7.8 and by using Eq. (7.30) the 3D
histograms in directions x, y, z are equalized. For each triad of values (u, v, p) the
smallest (r, s, t) is searched, which satisfies Eq. (7.30).

For example,

• for the horizontally directed vector with components u = 3, v = 3, p = 1, shown
on Fig. 7.3, from Eq. (7.29) it follows that 64Hx(3, 3, 1) ≈ 6. In this case (r +
1)(s + 1)(t + 1) − 6 ≥ 0, which is satisfied for the triads with minimum values
r = 3, s = 1, t = 0 and r = 3, s = 0, t = 1. However, taking into account Eqs.
(7.22) and (7.23), the final solution is obtained: r = 3, s = 0, t = 1.



110 R. Kountcheva and R. Kountchev

3

0 3

0

2

0

05

1

2

1

1

1

0

0

3

13

0 1

0

302

01

1

i
j

k 0

3

3

0 3

1

1

1

15

2

2

0

1

1

1

0

2

23

3 1

0

322

01

2

i
j

k 3

3

(a) (b)

Fig. 7.5 Result of the equalization in horizontal direction

• for the horizontally directed vector with components u = 2, v = 0, p = 3 shown
on Fig. 7.3 follows that 64Hx(2, 0, 3) ≈ 9. Then (r + 1)(s + 1)(t + 1) − 9 ≥ 0
for r = 2, s = 0, t = 3.

By analogy are calculated the 3 components of the remaining 7 horizontally
directed vectors. The result of the directional 3D equalization in horizontal direction
for the 9 three-component vectors which compose the transformed tensor, is shown
on Fig. 7.5. For the evaluation of the mean change of the contrast in the result image
from Fig. 7.5 compared to the original from Fig. 7.3, could be used the criterion
below:

� = (1/N 3)

2∑

i=0

2∑

j=0

2∑

k=0

|b0(i, j, k) − b1(i, j, k)| (7.31)

Here b0(i, j, k) and b1(i, j, k) are the voxels of the 3D images before and after the
equalization. For the example images from Figs. 7.3 and 7.5 and Eq. (7.31) it follows
that � = 18/27 = 0.66, i.e., the mean change of the contrast is about 66%.

7.5 Conclusions

In this work, new approaches are proposed for the equalization of directional multidi-
mensional histograms. This equalization opens new possibilities for quality improve-
ment of tensor images in the selected direction of the 3D space. The algorithms used
for the calculation of the directional 3D histograms are presented, which could be
used for the global and local equalization of the corresponding tensor images.Also, in
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thiswork the criteria are offered for the evaluation of the 3D images contrast enhance-
ment and the possible new applications are shown through double transform of the
grey levels for each triad of voxels in correspondence with the pre-selected approx-
imation model of the 3D directional histogram; the quality improvement of color
tensor images; the local adaptive equalization 3D-CLAHE based on the 3D-GLCM,
etc.
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Chapter 8
Small Object Detection of Remote
Sensing Images Based on Residual
Branch of Feature Fusion

Xiaoling Feng

Abstract In recent years, the detection of remote sensing images has been developed
widely, and small objects have been paidmore andmore attention. The existing small
object detection methods fuse the multi-scale features of different layers directly
when using the feature pyramid network. However, due to the decrease of chan-
nels in feature fusion, the top-level feature of pyramid will lose information of the
object, which is disadvantageous to detect small object ion. In order to fuse multi-
scale features more effectively, we propose an object detection method based on
the residual branch of feature fusion (RBFF), which is specially used to detect small
objects. Our approach improves the network structure of the feature pyramid.We also
recalculated the weights to reduce the semantic gap in feature fusion. In addition, we
also introduce sub-pixel convolution to reconstruct the low-frequency information
of the feature map accurately, to obtain the feature map with more information. The
experimental results show that our method has a good effect.

8.1 Introduction

With the advance of deep learning, object detection can be divided into two groups:
two-stage detectors and one-stage detectors. Two-stage detectors such as [1, 2] first
generate some RoIs in the first stage and make an object classification and RoI-wise
bounding box regression next. One-stage detectors, e.g., YOLO [3] and SSD [4], do
not generate theRoIs and directly detect objects.Owing to extreme imbalance of fore-
ground–background class, the performance of two-stage detectors is usually better
than one-stage detectors. Anchor-free detectors are used to address this problem,
such as [2, 5, 6]. It alternatively transforms object detection into a points detection
problem to avoid complex computations of anchors and run faster.

To recognize and locate objects in remote sensing images more effectively, the
research of remote sensors detection is urgent. In recent years, the research on object
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detection is mostly based on Convolution Neural Network (CNN). For example,
Region-based Convolutional Neural Networks [7] (R-CNN), known as a pioneering
method, first generated region proposals using selective search and then refined
them by extracting regional features from a convolution network. A region proposal
network and an end-to-end trainable detector have been proposed to improve perfor-
mance, which is named Faster R-CNN [8]. The Feature Pyramid Networks [9] (FPN)
constructed a feature pyramid and predicted different objects at different pyramid
feature maps by the scales of the region proposal. RetinaNet [10] chose a feature
pyramid network likely FPN as its backbone and introduced a new focal loss to
alleviate the imbalance between easy and hard examples. In aerial images, however,
since the objects are mostly very small, these methods do not have good results in
detecting them. This presents us with great challenges.

In recent years, manymethods based on feature pyramid have been proposed. This
is because FPN can combine low-level high-resolution information with higher-
level strong semantic information, and simultaneously predict at different levels
using lower-level features and higher-level features. As a result, targets in remote
sensing images are not too small to be ignored by the detectors. Mou et al. [11]
proposed a method to establish a feature pyramid network at all scales with strong
semantic feature maps, which use a top-down pathway and horizontal connection.
The feature map of different layers was responsible for detecting objects of different
sizes. A dense feature pyramid network (DFPN) has been proposed by Yang et al.
[12] to achieve automatic detection of ships: each feature map was closely linked
and combined by concatenation.

With the improvement of the above methods, the ability of FPN network to recog-
nize small objects has been improved, but some problems still exist. FPN proposes
different features at each layer of the image pyramids, and then makes corresponding
predictions. The shallow networks in the feature pyramid are more concerned with
details and location information, while the upper layers focus more on semantics,
which helps locate objects. First, featuremaps of higher levels contributed to enhance
the semantic information of lower levels. Second, the topmost convolution layer
losses some information due to a few feature channels and is not compatible with
other feature levels since it only has single-scale context information. So, the feature
map on the top layer is very important to detect. To improve this shortcoming, we
propose a method to enrich the top-level feature information. We use a five-layer
feature pyramid network (C1−C5), and our method uses residual branch to get a new
convolution layer C6. Residual branch is used to indoctrinate the original branches
with different spatial background information. Generation of a new convolution layer
C6 is used to alleviate the loss of information due to reduced channel convergence.

In addition to the above method, we also introduce super-resolution (SR) tech-
nology to enrich some detailed information of feature maps. Image super-resolution
refers to make recovery in images or image sequences from low-resolution (LR) to
high-resolution (HR). In general, the higher the resolution of an image themore detail
and information it contains. However, the resolution is not the same as the pixel size.
For example, an image that is multiplied by five by an interpolation does not tell you
howmuch detail it contains. Image super-resolution is concerned with recovering the
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Fig. 8.1 The figure is an example of the SR technique, a is the ground truth, b is the low-resolution
image, and c is the recovered high-resolution image

missing details in the image, that is high-frequency information. Figure 8.1 shows
an example of SR technology, where a is the clear image, b is an image that needs to
be restored to high resolution, and c is the result of the restoration. As you can see
from the image, the restored image with SR contains more details and information.
We use sub-pixel convolution to enrich the detail in the case of high-level details so
that C5 has more information. We hope this method can reduce the information loss
and improve the performance of generated feature pyramids.

In order to realize the above method, we first improve the network structure of the
traditional feature pyramid and propose a module to add a convolution layer before
multi-scale feature fusion. The module also recalculates the fusion weight to fuse the
extracted multi-scale feature layers more effectively. Finally, we introduce sub-pixel
convolution to improve the semantic richness of the feature map to reduce the loss
of detail.

8.2 Methods

Previous methods cannot solve the problem of incompatibility between high-level
featuremap and other level featuremap.We propose a newRBFF network consisting
of residual branches and sub-pixel convolution which is to detect small objects in
aerial images. Figure 8.2 shows the framework of our method. The module we
designed performs several operations on the tensor in order to fuse feature maps
more efficiently. In addition, we use the sub-pixel convolution to enrich the high-
frequency information of the feature map. Our method is described in detail below.

Fig. 8.2 The figure shows the RBFF network architecture
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Our method adds a residual branch to generate a new feature map C6 and recalculate
weights. These features are then fused with recalculated weights. The ACARmodule
consists of the anchor classification branch and the anchor regression branch. Then
we sent the anchor box and input feature maps into the deformable convolution [6]
to extract aligned features. Finally, the active rotating filter [13] (ARF) is used to
extract invariant directional features and produce the final detection results.

8.2.1 Sub-pixel Convolution

Most remote sensing images are very large. For example, the size of images in the
DOTA dataset is about 4000 × 4000, and small objects like vehicles have very little
information in the image. In addition, when the image is extracted by the feature
pyramid network, there is less detail left, making it impossible to fully identify small
objects in the image. The appearance of image super-resolution technology solves
this problem.

In general, both I LR and I H R can have C color channels, thus they are represented
as real-valued tensors of size rH× rW×C and rH× rW×C, respectively. There is a
way to realize image super resolution is convolution that uses fractional stride of 1

r in
the LR space. But this way will increase the computational cost because that process
happens in the HR space. So, we use a convolution with stride of 1

r in LR space
filters Wa of size ka with weight spacing 1

r , which do not active all Wa convolution.
And we do not need to activate weights and do not need to calculate the weights

which are between pixels. The activated pattern has activated at most � ka
r �2 weights.

These patterns are activated periodically throughout the convolution, relying on the
different sub-pixel positions: mod (a, r), mod (b, r) where a, b is the coordinates of
output pixel in HR space. In this paper, we use a more effective way called sub-pixel
convolution to achieve the above process when mod (ka, r ) = 0:

USR = t K
(
ULR

) = V B(SK × t K−1
(
ULR

) + cK ) (8.1)

where VB is a periodic shuffle operator that ranges the elements of the H×W×C ·r2
tensor again into a tensor of the size r H×rW×C . This operation canmathematically
be described as follows:

PS(T )x, y, c = T�x/r�,�y/r�, c · r · mod(y, r) + c · mod(x, r) (8.2)
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Fig. 8.3 The diagram shows the detailed structure of the residual branch that we propose. First of
all, the topmost feature map has to go through three scales of adaptive pooling. Then the feature is
amplified by sub-pixel convolution and then horizontally concatenated

8.2.2 Residual Branches

In the feature pyramid network, the top-down feature fusion process in the pyramids
loses information at the top level due to fewer channels. To this end, we use a ratio-
invariant adaptive pooling on the topmost layer of the feature pyramid to produce
feature pyramid with different scales (a1×S, a2×S, ., an×S) of multiple contextual
features. To avoid the aliasing effects caused by interpolation, we have set three
different scales to fit these contextual functions rather than simply summarizing
them. Next sub-pixel convolution is used to scale up to the scale of S for subsequent
fusion. Each context feature then independently passes through a 1× 1 convolution
layer, to reduce the channel dimension to 256 of the feature maps. Finally, in order
to construct a feature pyramid, we use a 3× 3 convolution layer at each feature map,
as shown in Fig. 8.3.

8.3 Methods

8.3.1 Data Set

Our experiments were running primarily on the DOTA [14] dataset, which contains
2,806 aerial images of approximately 4000 × 4000 in size and 188,282 instances.
And the dataset has 15 categories: plane (PL), ship (SH), storage tank (ST), baseball
diamond (BD), tennis court (TC), basketball court (BC), ground track field (GTF),
harbor (HA), bridge (BR), large vehicle (LV), small vehicle (SV), helicopter (HC),
roundabout (RA), soccer ball field (SBF), and swimming pool (SP). It is marked as a
quadrilateral with an arbitrary shape and orientation determined by four points rather
than a traditional horizontal box. Specifically, first mark an initial point (x1, y1) and
then mark 2, 3, and 4 in clockwise order. The initial point is usually selected at the
head of the object. If it is an object such as a port with no obvious visual shape,
choose the upper-left corner as the first point, as shown in Fig. 8.4.
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Fig. 8.4 The figure shows
how the dataset labels are
defined

Function of Loss. The loss function of our method consists of two parts. The loss
function is defined as follows:

L = 1

NR

(
∑

i

Lc
(
cRi , l∗i

) +
∑

i

1l∗i ≥1Lr
(
x R
i , g∗

i

)
)

+ λ

NM

(
∑

i

Lc
(
cFi , l∗i

) +
∑

i

1l∗i ≥1lr
(
x F
i , g∗

i

)
)

, (8.3)

where λ is a loss balance parameter, 1 is an indicator function, NR and NM are the
numbers of positive samples in the ACAR and ARF, respectively, i is the index of a
sample in a minibatch. cRi and x R

i are the predicted category and refined locations of
the anchor i in ACAR. cFi and x F

i are the predicted object category and locations of
the bounding box in ARF. l∗i and g

∗
i are the ground-truth category and locations of the

anchor i. The Focal loss [10] and smooth L1 loss are adopted as the classification loss
LC and the regression loss LR, respectively. The hyperparameters of Focal loss Lc
are set to α = 0.25 and γ = 2.0. We use the same training procedure as in Detectron
[15].

8.3.2 Ablation Study

Residual Branches. In our approach, the network is enhanced by changing its struc-
ture and adding a new branch. To comparewith anothermethod, we use ResNet-50 as
the backbone of the two methods. S2A-Net [16] was chosen for comparison with our
method. The result of using and not using residual branch are shown in Table 8.1. We
use S2A-Net to represent the S2A-Net method and RBFF to show our method. Our
method provides better detection results for small objects on the DOTA validation
dataset.

Sub-pixel convolution. To test the impact of adding sub-pixel convolution on
improving the accuracy of small target detection, we work on two tests with our



8 Small Object Detection of Remote Sensing Images Based … 119

Table 8.1 Experimental results with different networks

Network PL BR SV LV SH TC BC ST

S2A-Net 89.64 47.01 66.87 83.26 88.41 90.69 63.09 87.39

RBFF 89.74 47.42 67.91 83.34 88.72 90.72 65.26 88.21

Table 8.2 Comparison of the results of the experiment

Network PL BR SV LV SH TC BC ST

S2A-Net 89.64 47.01 66.87 83.26 88.41 90.69 63.09 87.39

RBFF 89.89 47.42 69.85 83.49 88.82 90.69 65.62 88.29

network, one using sub-pixel convolution and the other not. Here we use sub-pixel to
denote the network using sub-pixel convolution and S2A-Net to denote the method
we did not use. The result of adding sub-pixel convolution or not is shown in Table
8.2. The table shows that the use of sub-pixel convolution has a positive impact on
the detection of small objects in general.

8.3.3 Comparison of Experimental Results

The RBFF method was compared with other popular methods in the DOTA dataset.
The results of the experiment are shown in Table 8.3. In contrast to many previous
works [13, 17] was designed to detect large scale targets, our experimental results
presented in the table show detection results for nine types of objects which is aimed
at evaluating the small objects. The mAP in the last row of the table is also the

Table 8.3 Comparison with other methods on DOTA dataset. FFA-3(M) implies the use of the
multi-stage detector of FFA-3 for experiments

Method Back PL GTF SV LV SH TC ST SBF HA mAP

RetinaNet
[10]

R101 88.82 65.72 67.11 55.82 72.77 90.55 76.30 54.19 63.71 70.05

FFA-3
[18]

R101 88.80 57.90 63.60 75.90 79.60 90.80 82.90 54.30 66.90 71.49

FFA-3(M)
[18]

R101 89.60 58.90 67.20 76.50 81.40 90.01 83.40 55.70 73.20 75.11

R3Det
[19]

R101 89.54 62.52 70.84 74.29 77.54 90.80 83.54 61.97 65.44 75.12

S2A-Net
[16]

R101 89.64 74.13 66.87 83.26 88.41 90.69 87.39 73.53 73.58 80.83

RBFF R50 90.05 67.30 67.83 83.33 88.62 90.61 87.64 70.07 73.34 79.87

RBFF R101 89.91 75.82 70.49 82.99 88.50 90.73 87.92 74.65 75.25 81.81
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average of the detection of these 9 types of objects. From the result, it is clear that
our method outperforms some previous detection methods. With the default input
size, e.g., 1024 × 1024, RBFF can run at 399 ms per image on the RTX2080. A
single-scale test can run at 66 ms per image. Finally, some visualization of detection
results can be seen in Figs. 8.5 and 8.6.

Fig. 8.5 The figure shows visualization results of our method. In the figure, the four pictures on the
left are detection results of the S2A-Net, and the four pictures on the right are the detection results
of our method. Significantly more objects are identified in the red boxes in the four pictures on the
right than on the left

Fig. 8.6 This figure shows part of detection results obtained by our method
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8.4 Conclusion

In this paper, a novel method for remote sensing detection has been proposed based
on the feature pyramid network. Our method uses the residual branch to improve the
network structure and reduce the feature loss that occurs during feature fusion. The
features are then scaled by sub-pixel convolution. Our method uses the focal loss
to better rebalance the variant scales of the bounding box. Multi-scale testing can
significantly improve detection performance. Our RBFF was trained using ResNet-
50-FPN and ResNet-101-FPN, both achieved good performance on DOTA dataset. I
hope that our approach will be useful in the field of remote sensing object detection
or data statistics.
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Chapter 9
Meta-learning with Logistic Regression
for Multi-classification

Wenfeng Wang, Jingjing Zhang, and Bin Hu

Abstract The current classifiers and basic learners for few-shot meta-learning is
based on distance rules and a series of linear classifiers, such as ridge regression,
and linear support vector machine. This study introduces a nonlinear basic learner-
logistic regression to improve meta-learning through fast convergence in learning
downstream tasks and obtaining the global optimal solution. The Woodbury identity
is utilized to express our advantages in a small number of samples. This helps to
reduce the consumption in the process of matrix operation. The prototype network
and residual network are employed as embedding models. The performance on data
sets CIFAR-FS, FC100 and MiniImagenet demonstrate the competitiveness of our
method.

9.1 Introduction

Meta-learning has been widely used in various fields [1]. Particularly, the model-
agnostic meta-learning can be combined into unsupervised learning, few-shot
learning and reinforcement learning [2]. These learning systems can adopt tasks
to train and test and achieve the objective of meta-learning that minimize the gener-
alization error loss [3–5]. The goal of meta-learning is to learn a function through
a set of learning algorithms, as model-agnostic meta-learning which is widely used
recently [6]. Maximum likelihood estimation is a method for us to find the maximum
value of the log-likelihood function to form an unconstrained optimization problem.
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In this paper, we also use the way of task training and we mainly focus on the
maximum likelihood estimation of our model [3–5]. We mainly use it to update
parameters, so that our objective function can find its global optimal solution, which
can greatly reduce the training time of themodel and themodel achieve better training
effect within the allowable range. And we adopt residuals network as our embedding
model [7, 8].

The goal of the present study is to achieve the stability of the algorithm, minimize
the training error in the training process, and at the same time achieve good general-
ization ability through test. For the parameter trajectories of logistic regression, we
mainly form an unconstraint convex optimization problem, it is unlike SVM which
adapts a constraint convex optimization problem [4].We can use iterative reweighted
least square method (IRLS) to get the solver of model [5].

9.2 Proposed Method

9.2.1 Problem Formulation

We have mainly undertaken the experiment on two data set—CIFAR-FS and FC100
and experiment on three forms of K ways N shot (5-way-5-shot, 5-way-1-shot, 5-
way-2-shot) for classification. On the one hand, our method is mainly divided into
two stages. One is the basic learner stage, which is mainly about learning how to
calculate the value of wi completed by logistic regression differentiation. As shown
in Fig. 9.1,wi are the weights of the linear classifier. The second is the meta-learning
stage, which needs to improve the learning ability through back propagation error.

Wemainly usemeta-learning for few-shot learning gradient-basedmethods, using
gradient descent methods to adapt new tasks [9, 10]. Meta-learning enables a few
steps of gradient descent to obtain good parameters in parameter space. In logistic
regression, the maximum likelihood estimation can be transformed into a minimum
unconstrained optimization problem [11]. Meanwhile, logical regression has closed
solution like ridge regression [5].Ourmethod requires a large amount of computation,
which requires GPU to calculate the gradient and the solution of the model. As
shown in the following Fig. 9.1, we have depicted the overview of our method; it
illustrates 1-way 3-shot classification tasks and we adapt logistic regression method
as our classifier. The embedding features of the training samples can be learned and
obtaining the corresponding weights and testing examples are same. A task is a tuple
for fewshot. Finally, the errors are minimized by the meta-learner.

We have traced back to the previous work of the meta-learning framework,
explored the convex base learner again, and proposed the base learner [12] of logistic
regression. And we compare it with other convex base learners, such as linear SVM
and ridge regression.

According to the twocomponents of the previousmeta-learning algorithm, namely
the base learner and the meta-learner [12], meta-learning is learning to learn, and it
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is a good way to improve learning skills [13]. The goal of meta-learning is to make
the base learning algorithm adapt well to new episodes.

Given a data set S = {xi , yi }ni=1, which includes a meta-training set and a meta-
test set, the meta-training set and a meta-test set also include a training set and
a test set, but we named it support set and query set. The support set is used for
training, and the query set is used for testing so that they construct a task for training.
In this paper, there are a group of tasks that is used as a meta-training set I =
{(Dtrain

i , Dtest
i )}Ii=1, D

train
i ∩ Dtest

i = ∅. The embedded model is parameterized
mainly through ∅ that mainly uses the support set of the meta-training set. Given J
tasks for meta-test J = {(Dtrain

i , Dtest
i )}Jj=1. As we have shown that Fig. 9.2 explains

the partition process of data set. The data set is mainly composed of two parts, one
is the test set, the other is the training set. At the same time, the test and training set
includes support set and query set.

In this paper, the base learner is to estimate the parameter θ of f (x; θ), here we
use the method of university function approximation [14] y = f (x; θ), and base
learner B is used to achieve better generalization ability. We write it as:

θ = B(
Dtrain; ∅

) = argmin
θ
Lbase

(
Dtrain; θ, ∅

) + R(θ) (9.1)

where Lbase is the loss function which is computed by the base learner, such as
the negative log-likelihood function. As we all know, R(θ) is a regularization of a
function which plays a great important to generalize the loss [15]. As with most
meta-learning methods, we regard the training program as episodes, so each episode
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can be regarded as a small sample classification problem. Usually, the classification
of small samples adopts the classificationmethod of K-way and n-shot [16]. Here, we
need to consider the values of K and N. Generally, N = {1, . . . , n}. In the above, we
have described the tasks, a task (or episode) �i = (Dtrain

i , Dtest
i ). Simultaneously,

Dtrain
i ∩ Dtest

i = ∅ and Dval
i also disjoint with them.

9.2.2 Efficient Logistic Regression Convex Optimization

The base learner is mainly based on the principle of logistic regression, which is an
unconstrained optimization problem. Therefore, we need to discuss the first-order
and second-order optimality condition [17, 18], and we first give the unconstrained
optimization problem:

θ = B(
Dtrain; ∅

) = argmin −
N∑

i=1

lnp(Yi |Xi , w1, . . . , wM) + λ

2
wTw (9.2)

where λ is the regularization and Dtrain = {(xn, yn)}, Yi is the labels of dataset,
θ = {wk}Kk=1. Because our objective function is differentiable and convex and there
is the quality that if the objective function is continuously differentiable, a practical
optimality judgment condition can be obtained by virtue of the property of continuous
differentiable function.

Theorem 9.1 (The necessary condition of first order) If x∗ is the local optimal
solution of the unconstrained optimization problem [19], then ∇ f (x∗) = 0.

Theorem 9.2 (The sufficient condition of second order) When you suppose that
point x∗ is the local optimal solution of the unconstrained optimization problem,
and if f(x) is continuously differentiable for second order in the neighborhood of
point x∗, then

∇ f
(
x∗) = 0 and ∇2 f

(
x∗) > 0 (9.3)

where ∇2 f (x∗) represents Hessian matrix is positive defined, then x∗ is a strictly
local optimal solution of f(x).

Nowwe consider the logistic regression multi-class classification problem. Given
data have a total of M classes, and each sample xi corresponds to a vector (or one-hot
label) yi = [yi1, . . . , yiM ]T of M dimension. Each element of yi is 0 or 1: If xi
belongs to m-th class, then yim = 1, and all other elements are 0. The multinomial
logistic regression model uses the following soft-max function as the sample x of
the conditional probability belongs to the m class [20].
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p(ym = 1|x) = exp(wT
mx)∑M

j=1 exp((w
T
j x))

(9.4)

where w1, . . . ., wM are the parameters of our model.
We use the following distribution:

p(ym = 1|x) = σ
(
wT

mx
) = exp(wT

mx)

1 + ∑M−1
j=1 exp(wT

j x)
,m = 1, . . . , M − 1 (9.5)

p(yM = 1|x) = 1 − σ
(
wT

mx
) = 1

1 + ∑M−1
j=1 exp(wT

j x)
(9.6)

The likelihood function of a single sample is:

p(Yi |Xi , w1, . . . , wM) =
M∏

m=1

p(yim = 1|xi )yim (9.7)

Therefore, the likelihood function for the meta-training set is:

p(Yi |Xi , w1, . . . , wM) =
N∏

i=1

M∏

m=1

p(yim = 1|xi )yim (9.8)

And we can get the log-likelihood function:

lnp(Yi |Xi , w1, . . . , wM) =
N∑

i=1

M∑

m=1

yimlnp(yim = 1|xi ) (9.9)

Newton’s-Method and Solving Unconstrained Optimization Problems

Newton’s method is a descent method. The difference between Newton’s method
and gradient descent method lies in the choice of descent direction [21, 22]. For
unconstrained optimization problem:

min f (x) (9.10)

Assuming that f is a convex function and second-order differentiable (the domain
is an open set), then the second-order Taylor approximation of f(x) near x is:

f
∧

(x + v) = f (x) + g(x)T v + 1

2
vT H(x)v (9.11)
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where g(x) = ∇ f (x) is a gradient, H(x) = ∇2 f (x) is a Hessian matrix. Must
be noted that the above is only a quadratic approximation, not a complete Taylor
expansion.

If x is regarded as a constant, then the above expression is a quadratic function of
v, minimized with respect to v, making the gradient zero:

g + Hv = 0 → v = −H−1g (9.12)

It is the Newton step. Since H is positive definite, its inverse is also positive
definite,

gT�xnt = −gH−1g (9.13)

Unless g=0,�xnt is the descent direction.When f is a quadratic function, x+�xnt
is its minimum point; As f approaches quadratic, x + �xnt is a good estimate of its
minimum point [23]; Since f is quadratic differentiable, the quadratic approximation
is very accurate around the minimum value, and x + �xnt is a good estimate of the
minimum point [24]. The steps of Newton’s method are similar to those of gradient
descent, except that the direction of descent is �xnt = −H−1g.

There’s an objective function (9.2). We should judge whether our goal function
is positive definite or not. So let’s calculate the gradient:

λw +
N∑

i=1

−yi xi exp(−yiwT xi )

1 + exp(−yiwT xi )
= λw +

N∑

i=1

−yi xi [1 − σ(yiw
T x)] (9.14)

gk = λwk +
N∑

i=1

−yi xik[1 − σ(yiw
T xi )] (9.15)

where wl is the lth element of w, and xik is the kth element of sample xi , σ(yiwT x)
is sigmoid function. To calculate the Hessian matrix, we need:

∂σ(yiwT xi )

∂wl
= exp

(−yiwT xi
)

[
1 + exp

(−yiwT xi
)]2 (yi xil) = σ

(
yiw

T xi
)[1 − yiw

T xi ](yi xil)
(9.16)

Let’s calculate the elements in k row of the Hessian matrix, k, l= 0, 1…, K.When
k �= l,

Hkl = ∂gk
∂wl

=
N∑

i=1

yi xil
σ
(
yiwT xi

)

∂wl

=
N∑

i=1

σ
(
yiw

T xi
)[1 − σ

(
yiw

T xi
)
(yi xil)(yi xil)]
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=
N∑

i=1

σ
(
wT xi

)[1 − σ
(
wT xi

)]xil xik (9.17)

When k = l,

Hkl = ∂gk
∂wl

= λ +
N∑

i=1

N∑

i=1

σ
(
wT xi

)[1 − σ
(
wT xi

)]xil xik (9.18)

Noting the matrix X = [x1, x2, . . . , xN ], Aii = σ
(
wT xi

)[
1 − σ

(
wT xi

)]
, the

Hessian matrix of (9.2) is

H = λI +
N∑

i=1

σ
(
yiw

T xi
)[
1 − σ

(
yiw

T xi
)]
xi x

T
i = λI +

N∑

i=1

Aii xi x
T
i = λI + X AXT

(9.19)

where A is a diagonal matrix of order N, whose elements in i row and i column are
Aii , Aii > 0.

BecauseuT Hu = λuT u+(XT u)T A
(
XT u

)
> 0,∀u �= 0, soH is positive definite,

function (9.2) is a convex function, problem min − ∑N
i=1 ln[1 + exp(−yiwT xi )] +

λ
2w

Tw for unconstrained convex optimization problem.

9.2.3 Approach to the Objective of Meta-learning

When we want to solve unconstrained optimization problems [25], before we do
that, we must determine this is a convex optimization problem. The convex function
is determined by the Hessian matrix of the objective function Lbase, for which the
Hessian matrix H = ∂2θ(w)

∂w∂wT is positive defined.

θ = B(
Dtrain; ∅

) = argmin
θ
Lbase

(
Dtrain; θ, ∅

) + R(θ)

= argmin −
N∑

i=1

lnp(Yi |Xi , w1, . . . , wM) + λ

2
wTw (9.20)

We can confirm that the Hessian matrix of our objective function satisfies the
condition of the theorem.

And in order to obtain a closed solution, we must consider using an iterative
method to solve it. In there we adopt iteratively reweighted least squares (IRLS)
method to optimize the problem, the following iteration [26]:

wi = wi−1 − H−1g (9.21)
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H is theHessianmatrix of objective function. The number ofNewton steps related
to the Hessian matrix can be obtained by the second-order Taylor approximation of
the objective function. Among them, the ith iteration updates the parameters

Hi = λI + X AXT , gi = λw − X At (9.22)

ti = yi [1−σ(yiwT xi)]
Ai

, A = σ
(
wT X

)[
1 − σ

(
wT X

)]
, σ is the sigmoid function, gi is

the gradient. So the formula can be obtained by substituting (9.22) into (9.21) that
we can compute:

wi = (X AXT + λI )−1X Az (9.23)

where

z = (
XTwi−1 + t

)
(9.24)

zi = XTwi−1 + ti−1 = XTwi−1 + yi [1 − σ
(
yiwT xi

)]
Ai

(9.25)

Ai = σ
(
wT xi

)[
1 − σ

(
wT xi

)]
(9.26)

min−∑N
i=1 lnp(Yi |Xi , w1, . . . , wM) also called the cross-entropy error function

of logistic regression multi-classification [27].
Although there are many options for measuring losses, here we use a negative log-

likelihood function to measure losses, which are same as in the paper of prototype
network [28, 29]. The negative log-likelihood function can measure the performance
of the meta-test sample, and we think it is very effective way to adopt this function.

Lmeta
(
Dtest ; θ, ∅, α

) =
∑

(x,y)∈Dtest

[−αwi f∅(x) + log
∑

k

exp(αw j f∅(x))]

(9.27)

where θ = B(
Dtrain; ∅

) = {w j }Kj=1 and α is a parameter which can be learned from
the process.

9.3 Results and Discussions

In this paper, we mainly use Resnet and prototypical networks as our embed-
ding model. When experiment on the CIFAR and FC100 data set, the network
architecture: R64-MP-DB(0.9,1)-R160-MP-DB(0.9,1)-R320-MP-DB(0.9,2)-R640-
MP-DB(0.9,2). We initially set the learning rate to 0.1 and change to 0.006 at epoch
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Table 9.1 Comparison of other algorithms on CIFAE-FS and FC100. Average few-shot classifica-
tion accuracies (%) which on the backbone Resnet12. ‘R2D2’ and Ridge stand for ridge regression
but for two different forms. ‘LR’ stands for the logistic regression

CIFAR-FS FC100

Model Backbone 1-shot (%) 5-shot (%) 1-shot (%) 2-shot (%)

R2D2 Resnet12 55.52 71.81 31.18 36.91

Ridge Resnet12 55.19 71.56 31.24 37.03

SVM Resnet12 55.53 71.33 31.35 37.41

LR Resnet12 55.60 71.91 31.14 36.78

20. The use of such parameters here is in full compliance with the criteria of gradient
descent. We referred to the corresponding parameter settings in the Meta-learning
of different- able convex optimization [2]. In order to make full use of the device’s
availability and available memory space, we tried to set epochs as 20 for many times,
which was a wise choice because the GPU often needed to carry out a lot of calcu-
lations in the case of many tasks, which would cost a lot of time. The minibatch
consists of 8 episodes and every epoch consists of 1000 episodes. And Table 9.1
shows the result of our method and make a comparison to other base learners.

As shown in Table 9.1, LR as our base learner can achieve better performance
and be more stable when we use CIFAR-FS data set. As shown in Figs. 9.3 and9.4,
we compare four base learners with the same k-way n-shot(5-way 1-shot; 5-way
2-shot; 5-way 5-shot) on CIFAR-FS data set and FC100 data set, MiniImagent data
set, it depicts our method can stably get the results. But when we use data set FC100,
we find that SVM method will be more efficient to test tasks. In this way, although
logistic regression method in FC100 data set doesn’t get enough good results but it
can confirm that it can be stable for classification. At the same time, it also reflects the
authenticity of experiments, the whole operation process is you don’t know FC100
data gathering in the effect of the LR algorithm accuracy is lower than the other.
It is believed that LR meta-learning has better stability than the other three kinds
of algorithms, so it can be as our further exploration work, we can explore that the
logistic regression meta-learning algorithm better adapts to all of the downstream
tasks. However, when we use MiniImagenet data set to achieve our method, the base
learner of SVM becomes the lowest of accuracy in Table 9.2. And LR as the base
learner will get 62.48% accuracy with 5-way 5-shot. As shown in Table 9.1, the
more samples there are, the higher the accuracy will be. 5-shot means there gives
five samples, and 2-shot means there gives only two samples. Therefore, these two
samples and five samples will be more accurate than one sample; either a 5-way
10-shot or a 5-way 15-shot (Table 9.2).
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Fig. 9.3 Comparison for
four base learners with the
same k-way n-shot on
CIFAR-FS data set

9.4 Conclusion

In this paper, we mainly show that the performance of logistic regression as the base
learner and compare it to other base learners. Our method principally considers the
unconstrained optimization problem, and the closed-form solution can be obtained
through the iterative method. Moreover, experiments have been carried out on all
three data sets, which are fully reflected in the figure above. Finally, we make the
conclusion that logistic regression method can stably run than other base learners
when there are less epochs as you can see in Figs. 9.3, 9.4, and 9.5. And we just
adopt 3 ways to experiment with our convex base learner, it can be seen, our method
performs well in CIFAR-FS. At the running level, we further save the time to run
our process, because data set is great and the process will be long and complex. It is
also an effective way to classification as a base learner after embedding features.
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Fig. 9.4 Comparison for
four base learners with the
same k-way n-shot on FC100
data set

Table 9.2 Comparison of
other algorithms on
MiniImagenet dataset.
Average few-shot
classification accuracies (%)
which on the backbone
64-64-64-64. ‘R2D2’ and
Ridge stand for ridge
regression but for two
different forms. ‘LR’ stands
for the logistic regression

MiniImagenet

Model Backbone 5-way 5-shot (%)

R2D2 64-64-64-64 62.38

Ridge 64-64-64-64 62.18

SVM 64-64-64-64 60.59

LR 64-64-64-64 62.48
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Fig. 9.5 Comparison for
four base learners with the
same 5-way 5-shot on
MiniImagenet data set
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Chapter 10
Measurement for Blade Edge Based
on Machine Vision

Ke Zhang, Yunwen Zhu, Wenfeng Wang, and Jingjing Zhang

Abstract In view of problems that measurements of grinding blade edge mainly
depend on manual detection, which is difficult to detect and has low measuring
efficiency, a measurement method based on machine vision is designed. Through
series of processing of blade edge image with software, the measurement results
are displayed in real time, and the dynamic real-time monitoring of the grinding
quality of blade is realized. Through the test, the system can successfully realize the
measurement of blade edge size with high efficiency and accuracy, and realize the
measurement automation, which has great application value.

10.1 Introduction

10.1.1 Advantage of Machine Vision on Blade

With the rapid development of machine vision technology, visual size measurements
are applied to more and more manufacturing industry [1–3]. In the traditional blade
manufacturing industry, blade detection has the following disadvantages: (1) The
blade width inspection is at low efficiency; (2) The blade is very narrow with a
certain angle, Generally, the traditional measuring tools, such as caliper, are not
convenient to operate the measurement; (3) Cannot measure the blade width and
grinding surface quality dynamically, in real time. According to the above problems,
this experiment has designed a set of machine vision with the following advantages:
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Fig. 10.1 Fine grinding
edge drawing

(1) Onsite dynamic inspection, the size beyond the tolerance range can be imme-
diately detected and correct the sand wheel position; (2) Non-contact measurement,
camera lens with high precision, measurement accuracy is higher; (3) The grinding
surface quality can be intuitively seen in the screen. This experiment mainly has
the following equipment: size measuring projector and visual measuring device
(Fig. 10.1).

10.1.2 Noise and Denoising

In our life, noise is a factor that hinders people’s sensory organs from understanding
the received source information. There are also various factors in the image that
prevent people from accepting their own information, that is, the familiar image
noise. Noise is a very important factor affecting the quality of digital images. Its
source is mainly in the process of image acquisition and transmission. In the process
of image acquisition, the performance of camera or imaging sensor will be affected
by many factors, such as external environmental conditions, sensor element quality
and so on. Image noise will affect our reception of information expressed in images,
which is ourmost intuitive understanding. In addition, image noisewill also affect the
scientific research and various applications of image recognition processing, such
as face recognition, character recognition, flower recognition, target recognition,
unmanned driving technology and other research and applications based on computer
vision [4–6].

Image denoising technology is a kind of image restoration technology, which is
a classic problem in the field of image processing. Up to now, scientists have put
forward many different types of denoising methods [7–9], such as methods based on
probability theory and methods based on statistical theory. Methods based on partial
differential equations, linear and nonlinear filtering methods, frequency spectrum
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analysis, multi-resolution analysis and so on. Therefore, this paper mainly studies
the non-local mean filtering denoising algorithm.

10.2 Research Method

Specific Research Steps of This Topic

Sampling 30 pcs blades to measure the real width of blade (see Fig. 10.2).
Below pictures show 30 pcs blade samples’ real dimensions (Fig. 10.3).

10.2.1 The Selection of Camera, Lens, Lighting, Computer
and Hardware Parts

According to the needs of the experimental system, below items were chosen to set
up the system.

High-speed industrial camera:
Camera selection mainly depends on the chip.

At present, the mainstream chip manufacturers in the market are Sony semicon-
ductor and onsime semiconductor. The chips produced by these two companies are
trustworthy, but onsime is out of stock in China. Sony can guarantee normal delivery.
The camera brand is Hikvision which is the first brand in China’s domestic industrial

Fig. 10.2 Measuring fine grinding edge by projector
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Fig. 10.3 Width of fine grinding edge measured by projector

camera market share. Hikvision is the best choice for cost performance at present.
The selected Sony imx264 chip is a CMOS, global chip, which can collect pictures
during movement and ensure that the images are not deformed. 5 million pixels can
ensure that we not only have higher accuracy, but also have a larger field of vision
and can be compatible with more products.
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Fig. 10.3 (continued)

Resolution Ratio: 2448 × 2048;
Pixel Dimension: 3.45 μm × 3.45 μm;
Max.Frame Rate: 24.1 fps;
Dynamic Range: 72dB;
Signal Noise Ratio: 40.2 dB;
Gain: 0~20 dB;
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Exposure Time: Min. Exposure mode: 1~14 μs; Normal Exposure mode: 15
μs~10 sec;

High-precision telecentric lens:
The resolution of the lens we selected matches the pixel size of the camera.

The selected lens needs to have good definition and depth of field to ensure that
there will be no difference in the collected images when the product shakes slightly
duringmovement. The lens manufacturer is Italian opto, an internationally renowned
industrial telecentric lens manufacturer. After comparing and testing the products of
several manufacturers, the current lens is finally selected.

Apocenter Altitude: 0.06°;
Maximum Distortion: 0.20%;
Depth of Focus: 2.3 mm;
CTF @ 35 lp/mm >58%;
Working F value: 12.

Light source:

A light source with good condensing property to ensure that the features we need
can be accurately reflected.

Lighting illuminance: 25,000~50,000 lx;

Vision system:

The accuracy of dimensionmeasurement is required to be 0.02mm/20μm.The actual
size of a pixel is 3.45 μm. After magnifying by the lens, each pixel can represent
about 5.5 μm, this means the accuracy can meet the requirements.

Accuracy: 0.0055 mm/pixel;

Speed: 100 mm/s;

Acceptable edge Tolerance: ± 0.02 mm.

Select an appropriate calibration method to complete the calibration of the camera.
Set a suitable image processing process; optimize the efficiency of image

processing, eliminate the influence of image noise on edge extraction, quickly and
accurately measure the dimension of the edge.

10.2.2 Principle of Non-local Mean Filtering Algorithm

We say that noise is an obstacle to people’s acceptance of image information and
a stumbling block to computer vision research [10]. For example, in the process
of shooting a video, the camera we use will be affected by light, and the shooting
picture will also be affected by various large and small objects in the environment. In
the process of transmission, the image quality will also decrease, and some random,
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discrete and isolated pixels will appear in the image due to factors such as channel
transmission error. Therefore, it is difficult to avoid noise in the image, which will
adversely affect people’s image information reception, subsequent image processing
and image visual effects.

Image denoising has been a classic problem in the field of image processing. In this
part, we can divide image denoisingmethods into transform domain-based denoising
methods and spatial domain-based denoising methods. The development status and
existing problems of these two methods are discussed, respectively. On the basis
of analyzing noise and signal characteristics, researchers have proposed a series of
noise reduction algorithms in spatial domain and transform domain. Spatial domain
denoising algorithm is to smooth pixels in the image directly to remove noise. Mean
filtering, median filtering and Wiener filtering are all traditional filtering denoising
algorithms. Transform domain denoising algorithm is to transform the image matrix
into another space which is easier to identify. Then, the features of this space are used
to denoise the image. Traditional denoising algorithms based on transform domain
mainly include wavelet transform, Fourier transform and sparse representation of
over-complete dictionary,which is amethod based onmulti-scale geometric analysis.

Mean filtering algorithm is one of the most typical linear filtering algorithms. In
the image space, the gray value of the original image is replaced by the average value
of adjacent pixels, so as to smooth the image and achieve the effect of image noise
reduction. The mean filtering algorithm is simple to implement and fast to run. The
algorithm is widely used in industry, but because only the neighborhood average is
used to restore pixel values, it is difficult to distinguish the noisy parts of the image
from the edge details, and all pixel values will be smoothed by the neighborhood
average. If the neighborhood is large, the filtered image will be more blurred and the
edge information will be lost. That’s why we often see that the edge of an image will
become very blurred after the average filtering and denoising.

However, the non-local mean filtering algorithm has excellent denoising effect, so
we first analyze its principle [11]. In fact, every pixel in the image is related, and they
are not isolated. Each pixel and its surrounding pixels constitute the geometric struc-
ture in the image. Considering the complex spatia interrelationships in images, Pixel-
centered window neighborhood, that is, image block, can well reflect the structural
characteristics of pixels. The set of a group of image blocks compared by each pixel
can be regarded as the complete representation of the image. Generally speaking,
the image is self-similar, that is to say, the pixels at different positions in the image
usually have strong correlation. Just like texture image, this is a typical example. In
a small window randomly taken out of the image, the natural image usually contains
various redundant or redundant additional information, and many similar window
structures can be found in this image. Enough repetitive structures are also included
in the natural image. For example, there are a large number of similar pixels in the
flat area of the image, and pixels on the same line or curve boundary also have similar
neighborhood patterns. This conclusion is obviously correct for the windows with
close spatial distance in the image, and this is the assumption of local regularity.
Therefore, if the image slice which can describe the structural features of the image
is used to measure the similarity between pixels, it will be more accurate than the
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measurement of a single pixel, so it can better protect the structural information of our
image. Efros and Leung [12] were the first to notice that images have this character-
istic. They make use of the similarity between image slices for texture synthesis and
fill the small holes in the image. The algorithm looks for pixels similar to those to be
processed in a large area of the image. Buades et al. [13] proposed a non-local mean
filtering denoising algorithm in 2005. The concept of non-local filtering is intro-
duced for the first time. A denoising method based on transform domain filtering
and a local smoothing method based on structural similarity are adopted to remove
noise. The main purpose of these methods is to restore the main geometric structure
of the image. These methods are all based on the regular assumption of the orig-
inal image. Because noise and the fine structure and detail information of the image
have very similar characteristics at the same time, they can smoothly define the fine
structure and detail information of the image. Only then can we effectively protect
the structural information of the image and achieve the most advanced and excellent
denoising effect at present. Non-local mean filtering image denoising algorithm is
an important improvement to the traditional neighborhood filtering method. Firstly,
the algorithm breaks through the limitation that neighborhood filtering is only used
for local filtering. Self-similarity of images is considered. Because the distance of
similar pixels in spatial position is not necessarily very close, the periodic image is
one kind, so it is more advantageous to find similar pixels in a larger range. Secondly,
similar pixels are defined as pixels with the same neighborhood pattern; compared
with the similarity obtained only by using the information of a single pixel. It is more
reliable and stable to express the characteristics of pixels by using the information
in the window with fixed size around the pixels.

For a given pixel point i, an image block is an area with a size of n*n centered
on i. For two image blocks in the neighborhood, the Gaussian weighted Euclidean
distance between the pixels is used to calculate the similarity between pixel i and the
pixel j. After the image is blocked, the distance between two pixels becomes smaller
and the weight given by pixel point j becomes greater during accumulative recovery.
The specific calculation of the non-local mean filtering algorithm is as follows:

∧
f (i) =

∑
i, jw(i, j) f ( j)
∑

i, jw(i, j)
(10.1)

w(i, j) = exp(−d(i, j)

h2
) (10.2)

d(i, j) = ∣
∣
∣
∣N (i) − N ( j)

∣
∣
∣
∣2
2,α (10.3)

where α is the standard deviation of Gaussian kernel function, and convolution
processing of image block with Gaussian kernel can reduce the influence of noise
on distance calculation and highlight the role of image block center in pixels. d
represents the weighted Euclidean distance between two image blocks; h is a filter
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parameter for controlling the smoothness. But this method will make the algorithm
too complex, so the search window will usually be reduced to a certain size.

Grayscale image

In the process of image acquisition and transmission, it will be polluted by noise,
which is not conducive to image processing and analysis. The median filter operator
and Gaussian filter operator are used to eliminate the salt and pepper noise and
Gaussian noise of the considered part.

Art region feature extraction

In order to obtain the features of the part and separate the part area from the back-
ground area, it is necessary to segment the considered part. The image segmentation
adopts the threshold segmentation method. The threshold segmentation is divided
into different levels according to the gray range of image pixels, and the part area is
extracted by setting the gray threshold.

Image area confirmation

In order to measure parts quickly and efficiently and ensure the measurement
accuracy, it is necessary to affine transform the collected part image to the hori-
zontal position. Affine transformation mainly includes translation transformation
and rotation transformation. The translation transformation makes all pixels of the
image move horizontally and vertically according to the required offset; the rotation
transformation makes the image rotate a certain angle around a certain point.

Image edge extraction

In order to ensure the accuracy of part measurement results, it is necessary to obtain
the sub-pixel data of part image, that is, the edge of part image. Edge is a very
important feature of an image. The pixels around the imagewhose gray value changes
are the points on the image edge, that is, the areawith the largest gray value derivative.
Edge detection is a process of extracting edge and line features with large spatial
gradient of gray value in the image by calculating the derivative of gray value change.

Line fitting

The clutch operator is called, the feature histogram is used, and the feature range of
width is used to eliminate the aperture edge, and only the outer contour of the part
is retained. If one edge of the part is extracted, the contour of the part needs to be
divided into straight line segments.

10.2.3 Results From Machine Vision System

30 pcs blade samples measured by projector are measured by machine vision system
again, below are shown the results (Fig. 10.4).
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Fig. 10.4 Measuring results graphic
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10.2.4 Result Analysis

Below distribution curve and trend graphic, respectively, show those results’ position
and trend of those 30 pcs blades measured by two different system-projector and
machine vision system (Fig. 10.5). The results from machine vision system closely
follow the results from the projector, most of deflections are within 0.02 mm, which
is acceptable in real manufacturing process.

Fig. 10.5 Measuring result analysis
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10.3 Conclusions

Based on above experiment’s result and analysis, the designedmachine vision system
is able tomeasure correctly blade edgewidth, this system not onlymeasures the blade
edge dimension, but also canmonitor the quality of grinding surface, which is needed
for manufacturer as well. From above analysis graphic (Fig. 10.5), the blade edge
width change between 0.2 and 0.4 mm, that means the blade width is not stable in
production, manufacturer needs an equipment to monitor real production situation
timely, and our research helps to solve this problem. We will continue to optimize
algorithms, aiming to reduce equipment costs by improving design, combining with
PLC control system, and finally realize an automatic blade grinder.
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Chapter 11
Deep Learning 3D Convolutional Neural
Networks for Predicting Alzheimer’s
Disease (ALD)

Sarah A. Soliman, El-Sayed A. El-Dahshan, and Abdel-Badeeh M. Salem

Abstract Deep learning is a power machine learning algorithm in classification
while extracting high-level features. This paper is proposed to predict Alzheimer’s
disease (AlD) with a deep 3D convolutional neural network (3D-CNN), which can
learn generic features capturing AlD biomarkers, classify Alzheimer’s brain from
normal healthy brain based on Magnetic Resonance Imaging (MRI) scans of the
brain. In this work, we successfully classifiedMRI data of Alzheimer’s subjects from
normal controls using the Alzheimer’s disease Neuroimaging Initiative (ADNI) data
set using 3,013 scans where the accuracy for training data reached 96.5% and for
test data reached 80.6%. This experiment suggests us the shift- and scale-invariant
features extracted by 3D-CNN followed by deep learning classification which is the
most powerful method to distinguish clinical data from healthy data in MRI. This
approach also enables us to expand our methodology to predict more complicated
systems.

11.1 Introduction

11.1.1 Alzheimer’s Disease

Alzheimer’s disease (AlD) is a neurological, chronic, and progressive brain disease
that causes memory loss, reduced cognitive capacity, and inability to execute basic
tasks [1]. The annual number of new cases of Alzheimer’s disease is expected to
double by 2050, according to the statistics [2]. Consequently, it is crucial to diagnose
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people with Alzheimer’s disease in an early stage. This will be beneficial. This will
aid in determining its progression and attempting various clinical treatments in order
to improve a patient’s quality of life.

Alzheimer’s disease causes a significant loss in the hippocampal regionof the brain
compared to a healthy person, as well as a reduction in the cerebral cortex and an
enlargement of the brain’s ventricles. Memory, planning, thinking, and judgment are
all processes performed by these regions [3]. The amplitude of alterations in distinct
parts of the brain is determined by the phases of illness progression. The volume
loss of the hippocampus region and cerebral cortex, as well as the enlargement of
the ventricles, can be detected by Magnetic Resonance Imaging (MRI).

Differentiating between Mild Cognitive Impairment (MCI), Alzheimer’s disease
(AD), and Normal control (CN) has become one of the most challenging for
doctors. Medical imaging technology, including neuroimaging approaches, can be
exploited to solve such challenges. Magnetic Resonance Imaging (MRI) [4], Func-
tional Magnetic Resonance Imaging (fMRI), FDG-Positron Emission Tomography
(PET) [5], and Computer Tomography (CT) play an energetic role in determining
the anatomical and functional changes in the brain. MRI is the best biomarker to
analyze structural changes caused by Alzheimer’s disease.

11.1.2 Deep Learning

Deep learning is a pioneering field of machine learning inspired by the human brain.
This methodology was developed using complicated algorithms that describe high-
level properties and extract those abstractions from data using a similar but more
intricate neural network design. The “neocortex,” which is a portion of the cerebral
cortex that deals with sight and hearing in animals, is identified by neuroscientists to
process sensory information by propagating them through a complicated hierarchy
over time [6]. That was the driving force behind the development of deep machine
learning, which focuses on computational models for information representation that
are analogous to those of the neocortex [7–9].

3D Convolutional Neural Networks are specially built on the basis of the explicit
assumption that raw data are two-dimensional (images) enabling us to encode those
properties and also to decrease the amount of hyperparameters [10]. The 3D-CNN
topology uses spatial structures to minimize the number of parameters which must
be learned and thus develops upon general feed-forward back-propagation training.

3D-CNNs transform the input data from the input layer through all connected
layers into a set of class scores given by the output layer [11]. There are many vari-
ations of the 3D-CNN architecture, but they are based on the pattern of layers, as
demonstrated in Fig. 11.1. The input layer accepts three-dimensional input generally
in the form spatially of the size (width× height) of the image and has a depth repre-
senting the color channels [12]. A typical 3D-CNN architecture generally comprises
alternate layers of convolution and pooling followed by one or more fully connected
layers at the end. In some cases, the fully connected layer is replaced with global
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Fig. 11.1 3D convolutional neural network architecture

average pooling layer. In addition to different mapping functions, different regula-
tory units such as batch normalization and dropout are also incorporated to optimize
3D-CNNperformance [13]. The arrangement of 3D-CNNcomponents plays a funda-
mental role in designing newarchitectures and thus achieving enhanced performance.
The following table will discuss briefly the role of these components in a 3D-CNN
architecture (Table 11.1).

Activation function [13, 14] serves as a decision function and helps in learning
a complex pattern. Selection of an appropriate activation function can accelerate
the learning process. Activation function for a convolved feature map is defined in
Eq. 11.1

cT k
i = ga(cF

k
i ) (11.1)

In the above equation, cFk
i is an output of a convolution, which is assigned to

activation function ga that adds non-linearity and returns a transformed output cT k
i

for lth layer.
These layers find a number of features in the images and progressively construct

higher-order features. This corresponds directly to the ongoing theme in deep
learning by which features are automatically learned as opposed to traditionally
hand-engineered. Finally, we have the classification layers in which we have one
or more fully connected layers to take the higher-order features and produce class
probabilities or scores. These layers are fully connected to all of the neurons in the
previous layer, as their name implies. The output of these layers produces typically a
two-dimensional output of the dimensions [b× N], where b is the number of exam-
ples in the mini-batch and N is the number of classes we’re interested in scoring
[13–15].
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11.2 Methods

The main purpose of this study is to develop a 3D-CNN model able to discriminate
AD fromMCI and NC and to build a CAD system and study its performance. In this
work, we intended to develop an effective classification system for AD by using the
3D Convolutional Neural Network (3D-CNN).

Classification of Alzheimer’s disease images and normal, healthy images required
several steps, from preprocessing to recognition (see Fig. 11.2). Three main compo-
nents formed this recognition pipeline: (a) data acquisition; (b) preprocessing; and
(c) classification, respectively. First, the dataset was obtained from ADNI (will
discuss in the next section). Two different methodswere used in preprocessing phase:
reshaping and 3D-scaling. After preprocessing phase, the 3D-CNN-based architec-
ture receiving images in its input layer was trained and tested (validated) using 70%
and 30% of the dataset, respectively.

11.2.1 Data Acquisition

We used the structural brain MRI scans from the ADNI dataset [14]. The ADNI
was launched in 2003 as a public–private partnership, led by Principal Investigator
Michael W. Weiner, MD. The primary goal of ADNI has been to test whether
serial MRI, positron emission tomography, other biological markers, and clinical
and neuropsychological assessment can be combined to measure the progression of
MCI and early AD. For up-to-date information, see WWW.ADNI-INFO.ORG. A
total of 3,013 subjects (955 patients with probable AD, 835 patients with MCI, and
1,223 healthy controls) were considered in this study (Table 11.2). Standard 3 T
baseline T1-weighted images were included from the ADNI dataset.

Fig. 11.2 The methodology of the proposed work

http://WWW.ADNI-INFO.ORG
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Table 11.1 3D-CNN architecture layers

3D-CNN architecture Description

Convolution layer Convolutional layers are considered the core building blocks of CNN
architectures. Convolutional layers transform the input data by using a
patch of locally connecting neurons from the previous layer. The layer
will compute a dot product between the region of the neurons in the
input layer and the weights to which they are locally connected in the
output layer [14]

Pooling layer Pooling layers [13, 14] provide an approach to downsampling feature
maps by summarizing the presence of features on patches of the feature
map. Pooling layers reduce the dimensions of the data by combing the
outputs of neurons clusters at one layer into a single neuron in the next
layer. The pooling layer uses the max operation to resize the input data
spatially (width, height). This operation is referred to as max pooling

Flatten layer Flattening involves transforming the entire pooled feature map matrix
into a single column which is then fed to the neural network for
processing

Fully connected layer Is mostly used at the end of the network for classification purpose.
Unlike pooling and convolution, it is a global operation. It takes input
from feature extraction stages and globally analyses output of all the
preceding layers [13]

Table 11.2 Demographic clinical features of AD and MCI patients and healthy controls from the
ADNI dataset

Modality Total subj Group Subj Female Mean of age SD Male Mean of age SD

MRI 3,013 HC 1,223 615 77.866 4.4 608 78.022 5.5

MCI 835 381 75.246 7.5 454 76.807 7.8

AD 955 441 74.860 7.8 514 76.759 7.3

Abbreviations: AD = Alzheimer’s disease, HC = healthy controls, MCI = Mild Cognitive
Impairment, SD = Standard Deviation

11.2.2 Image Preprocessing

The preprocessed MRI data included were loaded into memory using a similar
approach to any other format, but the data was used as a Numpy Array, hence the
usage of the library Numpy and OpenCV for the manipulation of the used images
such as resizing and reshaping, and then the data is loaded to the variables and split
into train and test and validation for each of the images and the labels, image size
is 96 × 96 each of 62 channels as the third dimension of the image of total 2,109
subjects for training (130,758 images) and 435 for validation (26,970 images) and
469 for testing (29,078 images) these are assigned to the appropriate variables in the
memory, then fed to the training process of our model, with number of epoch = 55,
base learning rate = 0.01 and batch size of 16 per batch, the training process was
done on Google Collaboratory servers to insure that the hardware is sufficient for
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the training process; 70% of the data was assigned for the training and validation
processes while 30% is for the testing process and the results for 25 epoch gave us
91% of training accuracy, 71% of validation accuracy, and 70.70% of total accuracy
(testing accuracy), but after increasing the epoch number to the 55 epochs, training
accuracy reached to 96.6%, 79% for validation, and 80.60% of total accuracy (testing
accuracy).

11.2.3 Classification Using 3D-CNN

Our proposed model is a deep convolutional neural network that was written and
evaluated in Python 3 using both tensor flow and Keras [16] packages as shown in
Fig. 11.3. The model has several layers performing four basic operations: convolu-
tion, max pooling, flatten, and dense. The layers in the model follow a particular
connection pattern known as dense connectivity, where each layer is connected to
every other layer. For final classification, there is a softmax layer with three different
output classes: Normal Control (CN), Mild Cognitive Impairment (MCI), and AD.

The input layer size is (96 × 96 × 62 × 1) saved from the data processing step.
First, a (3× 3× 3) 3D-convolution layer with ReLU activation function was used to
create 162 feature maps. This was followed by (2× 2 × 2) maximum pooling. This
process was repeated with two (3 × 3 × 3) 3D-convolution layers with kernel size
128, 256 consequentially and the ReLU activation function and another max pooling
layer. After that, there are two (3 × 3 × 3) 3D-convolutional layers with kernel size
324, (2 × 2 × 2) max pooling, and (3 × 3 × 3) 3D-convolutional layer with 512
kernel size and (2 × 2 × 2) max pooling. The last 162 feature maps were attended
and were fully connected to neural nodes. This was tracked by flatten layer which is
responsible for transforming the data into a one-dimensional array for inputting it to
the dense layer to feed the output of the pervious layer to all its neurons. Finally, a
layer with softmax activation was employed to yield probabilities for each zone. For
this CNN, the maximum probability in this vector was used to determine the class of
the image (See Table 11.3). We trained the proposed model on 62 images for each
patient.

The 3D-CNN was trained using 70% of the collected data and was tested using
30% of the data. This translated into using data from seven tags in each zone for
training, and three tags in each zone for testing. The loss functionwas set tominimize
the categorical cross-entropy using the Adadelta optimizer [17]. The training was
performed with a batch size of 25 and 55 epochs.

11.2.4 Performance Evaluation

In this work, we consider the following performance measures: Precision, Recall, F1
score, and Accuracy to measure the performance. True positives (TP), true negatives
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Fig. 11.3 Block diagram of
proposed Alzheimer’s
disease diagnosis framework
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Table 11.3 Detailed parameters of the designed model

Layer (type) Output shape Parameters (sum of weights and
biases)

conv3d (conv3D) (None,94,94,60,96) 2688

max_pooling3d
(MaxPooling3D)

(None,47,47,30,96) 0

conv3d_1 (conv3D) (None,45,45,28,128) 331,904

conv3d _2 (conv3D) (None,43,43,26,256) 884,992

max_pooling3d _1
(MaxPooling3D)

(None,21,21,13,256) 0

conv3d_3 (conv3D) (None,19,19,11,324) 2,239,812

conv3d _4 (conv3D) (None,17,17,0,324) 2,834,676

max_pooling3d _2
(MaxPooling3D)

(None,8,8,4,324) 0

conv3d _5 (conv3D) (None,6,6,2,512) 4,479,488

max_pooling3d _3
(MaxPooling3D)

(None,3,3,1,512) 0

flatten (Flatten) (None,4608) 0

dense (Dense) (None,1000) 4,609,000

Dense_1 (Dense) (None,1000) 1,001,000

dense _2 (Dense) (None,3) 3003

(TN), false positive (FP), and false negative (FN) are used to calculate accuracy and
F1 score. The calculations are as follows:

• Precision also called positive predictive value (PPV), or probability of correct
positive prediction. It is given by the following formula [17]

precision = T P

T P + FP
(11.2)

• Recall also called sensitivity (SN) which refers to the ability of identifying the
AD patients. It is given by the following formula [17]

Recall = T P

T P + FN
(11.3)

• F1 score is a measure of test’s accuracy that considers both the precision and
recall of the test to compute the score. It is given by the formula [17]

F1score = 2T P

2T P + FP + FN
(11.4)
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• Accuracy (ACC), which is the probability of both correct positive and negative
predictions.

Accuracy = T P + T N

T P + T N + FP + FN
(11.5)

where the parameters TP, FP, TN, and FN are defined as follows:

– True positive (TP): the patient has the AD and the classification result is positive
(AD).

– False positive (FP): the patient is normal and the classification result is positive.
– True negative (TN): the patient is normal and the classification result is negative

(Normal).
– False negative (FN): the patient has the AD but the test is negative.

11.3 Experimental Results

Performance of the 3D-CNN was validated and tested on patients and controls,
with three classifications: HC, MCI, and AD. For each classification, the CNN was
evaluated on ADNI dataset. Each classification included three steps as shown in
Fig. 11.4: (i) training, (ii) validation, and (iii) testing. We describe the performance
of our model in confusion matrixes. Confusion matrix is shown in Fig. 11.4. In
confusion matrix, each column represents the instances in a predicted class, and
each row represents the instances in the actual class. Values on the matrix diagonal
indicate correct prediction, and the values outside the matrix diagonal show incorrect
prediction. A summary of the experimental results is given in Table 11.4.We obtained
an average accuracy of 80%. A classification accuracy of 92% was achieved for the
CN, 80%was achieved forMCI, andADachieved an accuracy of 69%.To improve the
performance of our classifier, we used adadelta optimizer in order to adapt learning
rates based on a moving window of gradient updates, instead of accumulating all
past gradients [18].

Fig. 11.4 Confusion matrix
based on the proposed model
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Table 11.4 Performance of the proposed model on ADNI dataset

Precision Recall F1-score Accuracy Support

0.78 0.92 0.84 0.92 159

0.76 0.80 0.78 0.80 157

0.91 0.70 0.79 0.69 153

Fig. 11.5 The categorical
cross-entropy loss is shown
for the 3D-convolutional
neural network training as a
function of the epoch number

The 3D-CNN training process took approximately 666 s per epoch for a total of
nine hours on Google collapse (25.5 Gigabytes RAM, GPU is NVIDIA tesla k80,
and 2VCPU @ 2.2GHZ). The training and validation losses are shown in Fig. 11.5.

First, the network was trained using 25 epochs and the training accuracy reached
to 91%. After that, the network was trained with 55 epochs and the accuracy achieved
97.8%. It is clear that overfitting is not an issue for the CNN, since both the training
and validation losses follow the same decreasing curve. This is further supported by
the fact that the testing set had the exact same loss when it was evaluated after the
CNN was trained. The network only took 666 s to train on Google collapse, and
yielded extraordinary results even after epoch-24 93% accuracy. Figure 11.6 shows
the accuracy of some samples of each epoch.

11.4 Conclusion and Future Work

We presented deep learning-based classifiers of MRI data to distinguish brains
affected by Alzheimer’s disease from normal healthy brains in older adults. Convo-
lutional neural network architecture was used to extract scale- and shift-invariant
low- to high-level characteristics from a large amount of whole-brain data, resulting
in a highly accurate and repeatable predictive model. Our proposed network can be
very positive for diagnosingAlzheimer’s disease in early-stage. Though the proposed
model has been tested only on Alzheimer’s disease dataset, we believe it can be used
successfully for other classification problems of medical domain. In future, we aim
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Fig. 11.6 Accuracy of some
samples of epochs

to build CNN model based on multimodal data and use segmentation algorithms to
reach better results.
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Chapter 12
Dense Optical Flow and Residual
Network-Based Human Activity
Recognition

Negar Sultana, Danastan Tasaouf Mridula, Zahid Sheikh, Fariha Iffath,
and Md Shopon

Abstract Nowadays Human activity recognition takes a fascinating part in mis-
cellaneous fields of computer vision like medical care, video surveillance, human-
computer interface. Recently optical flow were shown to be an efficient feature for
action recognition and attained state-of-the-art accuracy on different datasets. In this
work, we have taken a deeper look at the combination of action recognition and opti-
cal flow. This paper proposes a novel human activity recognition technique based
on the 3D dense optical flow from video sequences. Transfer learning and 3D dense
optical flowwas used in a two-stream neural network architecture. For transfer learn-
ing, ResNet152 pre-trained architecture was used. ResNet152 extracted several fine
grained features from the dense optical flow. The proposed method was tested with
UCF-101 dataset and outperformed the existing state-of-the art methods in terms of
accuracy.

12.1 Introduction

Human activity recognition aims to predict the actions of humans. Human activity
recognition is required to detect a set of human activities by training a supervised

N. Sultana (B) · D. T. Mridula · Z. Sheikh · M. Shopon
Department of Computer Science and Engineering, University of Asia Pacific, Dhaka, Bangladesh
e-mail: 17101054@uap-bd.edu

D. T. Mridula
e-mail: 17101075@uap-bd.edu

Z. Sheikh
e-mail: 17101096@uap-bd.edu

M. Shopon
e-mail: shopon@uap-bd.edu

F. Iffath
Department of Computer Science and Engineering, BGC Trust University Bangladesh,
Chandanaish, Bangladesh
e-mail: fariha@bgctub.ac.bd

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
R. Kountchev et al. (eds.), New Approaches for Multidimensional Signal Processing,
Smart Innovation, Systems and Technologies 270,
https://doi.org/10.1007/978-981-16-8558-3_12

163

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-8558-3_12&domain=pdf
mailto:17101054@uap-bd.edu
mailto:17101075@uap-bd.edu
mailto:17101096@uap-bd.edu
mailto:shopon@uap-bd.edu
mailto:fariha@bgctub.ac.bd
https://doi.org/10.1007/978-981-16-8558-3_12


164 N. Sultana et al.

model and displaying the activity result as per the input activity received from the
camera input.

Human activity recognition is a broad field of study in pattern recognition and
computer vision. It plays a significant part in pattern recognition and computer vision
applications like robotics, human-computer interaction, human-to-human interac-
tion, monitoring, etc. Movements are often typical activities such as walking, talk-
ing, standing, eating, and sitting. It was a challenging problem earlier because there
was no feasible approach to recognize human activity. Now deep learning methods
have been deployed in human activity recognition problems with their ability to learn
higher-order features automatically.

Recently, there have been developed immense approaches for various problems,
including image analysis, artificial intelligence. The main object of human activity
recognition is to explore ongoing activities automatically from video sequences or
still images. Usually, from an input video, the human action recognition systems aim
to classify activity categories correctly. Human activities are categorized into: (i)
gestures; (ii) atomic actions; (iii) human-to-object or human-to-human interactions;
(iv) group actions; (v) behaviors; and (vi) events, depending on activity complexity.
In pattern recognition and computer vision fields, the feature extraction procedure
is a significant step. It allows the image and video contents to be more particular
space than the direct use of pixels. Most of the previous works in human activity
recognition have focused on using videos [1, 2].

In deep learning, complicated features and concept extraction are getting faster and
easier with high accuracy and in a short time using their approaches. Convolutional
Neural Networks (CNNs) and Optical flow methods have recently shown massive
image/video classification success. In this paper, we proposed a new model for the
Human Activity Recognition (HAR) implementation by extracting frames using the
dense optical flow and a pre-trained CNN called ResNet152 for training our dataset.
Our implementation results have shown that the proposed method we have used for
the HAR implementation is very high. The goal of our work is to find a model with
the best performance for the HAR using these approaches.

This paper is presented as follows. Section12.1 describes the related work done in
this area. Section12.2 explains the overview of our methodology part and illustrates
the classification methods used to perform the activity recognition. Section12.3 rep-
resents the experimentation and results, and finally Sect. 12.4 concludes our paper.

12.1.1 Related Work

In this section, we have discussed and classified the Human Activity Recognition
(HAR) related works in two subsections.



12 Dense Optical Flow and Residual Network-Based Human … 165

12.1.2 Optical Flow-Based HAR

In computer vision, the optical flow has created significant progress by improving
accuracy on standard benchmarks. Optical flow shows as input for video segmen-
tation, tracking, depth estimation, and other problems. Cutler and Turk presented a
better approach in paper [3] using dense optical flow, and into motion bubbles, they
classified those flows. This approach tends to be very time-consuming and costly.
Despite being time-consuming and expensive, this method provides a high accu-
racy [4, 5]. Wang and Schmid in paper [6] proposed a dense sampling method by
using a dense trajectory. This technique worked on different features with a partic-
ular structure. This method is not optimized but gives high accuracy. Jongwoo Lim
and Bohyung Han proposed a method in [7] that maintains two models. Appear-
ance models and motion models are used to define the pixels’ belonging to moving
objects or static backgrounds. The superpixel region of a given image is used for
both model extraction and computation. Based on the color histogram from the cor-
responding superpixel, the appearance model is defined. On the other hand, based
on the dense optical information, the motion models are extracted. Despite its high
accuracy, this method is time-consuming because manual labeling is required for the
moving object in the first frame. Due to this reason, until the initial label is provided, a
newly appeared moving object cannot be detected that makes this method unsuitable
for real application.

12.1.3 Deep Learning-Based HAR

In deep learning, more complicated concepts can be extracted from videos by consid-
ering frame sequence. Action recognition methods can be grouped in deep learning
in two categories: two-stream and space-time networks. Two-stream networks [8]
are the most existing deep learning HAR methods. In two-stream, one stream for
spatial information and inter-frame motion information for the other one. In the spa-
tial stream, raw frames are fed, and in the temporal stream, optical flow images are
provided. The motion information is processed separately from the visual informa-
tion that is one of the drawbacks of two-stream approaches. Jay et al. in paper [9]
introduced 3D CNN of space-time networks. There are various space-time networks
such as Recurrent Neural Networks (RNNs) and Long Short TermMemory (LSTM)
that have been used in the video [10, 11]. Despite high processing volumes, both
3D CNN and recursive methods need a large volume of dataset for training such
networks. For such networks, the video dataset is costly and onerous.

These methods require a large training dataset and can not provide optimal tem-
poral information for processing. A strategy can be needed that includes optimal
information into the processing and requires less training dataset. The proposed
method presented in this paper require less training data than Spatio-temporal net-
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Fig. 12.1 Flow chart of the proposed method

works because of ResNet152. The dense optical flow provides the optimal informa-
tion about the images that helps to achieve high accuracy in this method.

12.2 Methodology

In this section, we are going to discuss the proposed method for the HAR implemen-
tation. Figure12.1 depicts a basic idea about the proposed method. In this work, we
have used dense optical flow method and residual network architecture for human
activity recognition. The methodology part is further divided into five main parts:
data pre-processing, optical flow, transfer learning, hyperparameters, and implemen-
tation.

12.2.1 Data Pre-processing

Data pre-processing is the most fundamental step before using it for further usage.
First, the video frames are extracted from the videos.After extracting the video frames
from the dataset, we have converted the video frames into grayscale channels. We
have extracted the dense optical flow frame from these grayscale frames, and this
extraction part is described in the optical flow section. After that, the dense optical
flow frames are resized into 224× 224 pixels. As the action labels of theUCF-101 are
non-numerical, we have used one hot-encoding transform the labels into categorical
values.
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Fig. 12.2 Optical flow image extraction

12.2.2 Optical Flow

In computer vision research, machines are allowed to perform pixel-wise classifica-
tion for object detection. For the real-time video input, we need to track the motion of
objects according to their frames to predict their position and estimate their current
velocity in the next frame. The main idea of the optical flow is per-pixel prediction
and the pixel brightness that is moved over time across the screen. In many research
areas such as image processing, object segmentation, control of navigation, includ-
ing motion detection, luminance, time to-contact information, motion-compensated
encoding, and stereo disparity measurement [12, 13] optical flow is employed. For
video classification, it has been used significantly and improves the accuracy of
classification. There are two main methods for optical flow implementation, which
are sparse and dense. Sparse optical flow attempts to compute the flow vectors of
some features, such as a few pixels of an object within the frame. On the other
hand, the dense optical flow computes the flow vectors of the entire frame of every
pixel. Because of this reason, the dense optical flow performs so well for image
classification and demonstrates higher accuracy though it is computationally expen-
sive compared to the sparse optical flow. In this paper, we have chosen the Gunnar
Farneback method for computing the dense optical flow.

The dense optical flow computes the optical flow vector for every pixel of each
frame. The dense optical flow is intended to find the correspondence between two
video frames by temporal variation of the pixels in the sequence of frames. Farneback
et al. [14] proposed a two-frame motion estimation method based on polynomial
expansion. The Farneback method is a beneficial method to estimate the motion of
objects. So using this method, we have calculated the dense optical flow and this
optical flow helped us to implement HAR. For the implementation of the dense
optical flow here, we have used our pre-processed data frames. We used the Gunnar
Farneback proposed method [14] for calculating the dense optical flow. For the
visualization, the magnitude and direction of the optical flow from a 2D array of flow
vectors are computed. The angle (direction) of flow is visualized by hue. By using
the HSV color representation value, the distance (magnitude) of flow is visualized.
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Fig. 12.3 ResNet152 diagram

After that, we have normalized the HSV bymaximizing the strength up to 255. Then,
we converted the HSV image frame to the RGB frame. This RGB frame is ultimately
a dense optical flow for each frame. Figure12.2 shows the optical flow image frame
that we have extracted.

12.2.3 Transfer Learning

We will train our optical flow images on Convolutional Neural Networks (CNNs),
identifying objects from the optical flow images. We are using the UCF-101 dataset,
which has images of 101 categories. To get high accuracy, we need to build up
the best neural network model. For that, instead of training a CNN from scratch,
we have used a pre-trained and pre-built model. Transfer learning is a pre-trained
and pre-build model that can be used to different but related models. In our work,
we used ResNet152 transfer learning for our model. In deep learning, ResNet152
is a pre-trained model for image classification of the ImageNet [16] dataset. The
ResNet152 model has 152 deep layers, where 150 layers are convolution layers, a
pooling layer, and a fully connected layer. It is trained on 15 million images over
1000 plus categories (Fig. 12.3).

It has a variation on deep architecture networks. The learnable parameter numbers
are increased with the increasing depth number. For the rising computational over-
head, generally, the speed of training and the learning network is reduced. So to avoid
this problem, ResNet architecture is using a technique which is called a bottleneck.
In ResNet architecture, the input size 224*224 is compressed and reduced to 56*56
after two layers. In each layer, Relu and normalization are used. For using the Relu
activation function and normalization of batch size in each layer, the learning time is
getting faster, weights are updated, and computational overhead is getting lower. For
improving the performance and stability of neural networks, batch normalization
is an essential technique. By using the above steps in each layer, the error rate is
reducing very fast.
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12.2.4 Hyperparameter Tuning

Choosing proper hyperparamters is one of the key things to achieve better result in
deep learning architecture. Before passing the dataset into architectures, hyperpa-
rameters are needed to be tuned in order to correctly differentiate and identify the
human actions in the videos. In this work, we have used categorical cross entropy
loss function which is denoted by Eq.12.1

Loss = −
outputsize∑

i=1

yi · log ŷi (12.1)

In Eq. (12.1), ŷi is the target value where yi is the i th scalar value in the model
output and output size is the number of scalar values in the model output.

In order to chose the best optimizer for adjusting weights during backpropagation,
we experimentedwithAdam,RMSProp, andSGDoptimizer. In our proposedmethod
Adam optimization function has shown better performance and accuracy compared
to other optimization functions. The result can be seen in Table12.1.

12.2.5 Implementation

In our implementation, we have divided our frames and level into training (75%) and
testing (25%). Data augmentation is used on our training data. For the training data
augmentation we have used rotation range, zoom range width shift range, height shift
range, shear range, horizontal flip, and fill mode strategies. Using these techniques,
our proposed model has enabled us to learn differentiated and robust data and be
able to reach the high accuracy. After using data augmentation, we have passed
the training and testing values to the ResNet152 model. The ResNet152 model is
a pre-trained model on ImageNet dataset [16]. GeForce GTX 1080 Ti GPU and
8 GB of GPU RAM is used for the image classification in this paper. We have
used AveragePooling, ReLU-Layer (for thresholding) Flattening and passed it to the
Convolution Neural Network. We have attempted with thick 512 dense layers with
“relu” initiation with 0.5 dropouts. Considering the overall memory availability 64
batch size parameter is used for training. Finally, at last we have used dense layers
with “softmax” activation to predict the action classes.

12.3 Experiments and Results

This section presents the details about the dataset that the proposed method was
evaluated in.
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Table 12.1 Shows the accuracy of the proposed method that is experimented with different opti-
mizers

Optimizer Accuracy (%)

Adam 94.31

RMSprop 90

SGD 85

12.3.1 Dataset

In this work, we have used the UCF-101 dataset for the HAR implementation. The
UCF-101 is the most significant action recognition dataset which provides realistic
action videos.All of these videos are taken fromYouTube.UCF-101 has 101 different
action classes and it consists of 13320 videos. The action categories are found in
five kinds such as body-motion, human-object interaction, sports, human-human
interaction, and playing musical instruments. The number of videos in each classes
lies between the range of 100–200. Each image frame is 320*240 dimensions, and
the shortest video of this dataset contains 28 frames.

12.3.2 Results and Discussion

In this subsection, we will demonstrate the results achieved using the proposed
method. Figure12.4 depicts the HAR implementation accuracy and loss of the train-
ing and testing steps. As we can see, the accuracy increases by the increasing number
of implementation steps, and the loss decreases at that same time. By observing the
figure, we can say that the method is showing no sign of overfitting.

To show the superiority of our chosen optimizer, we have compared the result
achieved using the proposed method. Table12.1 shows the results of the accuracy
that we have attained during our experiment.We have used three different optimizers,
and they are Adam [15], SGD [16], and RMSprop [17]. Using Adam optimizer, we
have achieved the highest accuracy which is 94.31% whereas 85% accuracy was
attained when SGD optimizer was used, and 90% accuracy was acquired when we
used RMSprop optimizer.

As the given results in Table12.2, the accuracy of our proposed method is higher
compared to the other methods. When compared to the two-stream methods [8], the
accuracy is about 6% higher. The accuracy is also higher than the C3D(3net) [18],
EMV+RGB-CNN [19], and DBLSTM+CNN [21] methods. This accuracy achieved
within a smaller number of iterations. ResNet152 pre-trained model extracted fine
grained features which produced better results.
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Fig. 12.4 Model accuracy and loss diagram in both training and testing steps of the proposedmodel

Table 12.2 Comparison of human action recognition score based on the UCF-101 dataset of our
proposed method with previous some methods

Method UCF-101 Accuracy (%)

C3D(3net) [18] 85.2

EMV+RGB-CNN [19] 86.4

Two-stream CNNs [8] 88.0

RLSTM-g3 [20] 86.9

DBLSTM+CNN [21] 91

Our method (dense optical flow + ResNet) 94.31
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12.4 Conclusion

This paper proposed a model using the dense optical flow and ResNet152 for the
HAR implementation. Our proposed method investigated the ability of the dense
optical flow method to extract features from videos and achieved the 94.31% valida-
tion accuracy on the UCF-101 dataset. The proposed method outperforms previous
state-of-the art methods. ResNet152 extracted fine grained features from the video
frames and due to that the proposed model learned the pattern of the data more
smoothly. Our future work includes incorporating Graph Neural Networks (GNNs)
for better utilizing the kinematic relationship between different body joints for activ-
ity recognition.
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Chapter 13
Density Calculation of Pseudo Breast
MRI Based on Adversarial Generative
Network

Yuanzhen Liu, Wei Lin, and Yujia Cheng

Abstract In this paper is proposed a method for mammographic percentage density
(PD%) calculation from reconstructed pseudo MRI from real breast MRI. Firstly,
the mammography and real breast MRI data were collected from the same women
in one year. Then, a direct mapping model was constructed from mammographic to
another breast MRI by Gan, and we called the generated MRI pseudo breast MRI.
Secondly, a U-Net was used to segment the ROI on the pseudo breast MRI, so that
the PD% can be obtained. Finally, DSC was used to evaluate the mapping model
and the U-Net, and linear regression and Pearson correlation coefficient were used
to evaluate the PD%. The results showed that the average DSC in the breast region
and fibro-glandular tissues were 0.937 and 0.853, respectively. In addition, the PD%
of the pseudo breast MRI was 2.576%, and the average accuracy between real and
pseudo breast MRI images was 0.987.

13.1 Introduction

Mammography is the first major means of breast cancer screening and plays an
important role in reducing the mortality of female breast cancer. As early as 1976,
Wolfe [1, 2] proposed that Mammographic breast density (MBD) can be used as an
independent risk factor for breast cancer. Later, studies by scholars Park and Eriksson
[3, 4] showed that gland density was a major risk factor for new and recurrent breast
cancer. Gland density is described and recorded as an important sign in ACRBI-
RADS (Breast imaging reporting and data system) classification. It is obvious that
it is very important to accurately evaluate the density of female breast glands.

In the 2017 China Cancer report, China revealed that the incidence of female
breast cancer is also the first among malignant tumors, and the risk of breast cancer
among women in big cities is nearly twice as high as that in small cities [5], and the
mortality rate is much higher than that in the United States. Although the relationship
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between gland density and the molecular and biological mechanism of breast cancer
is still being studied, breast gland density is an important factor affecting breast cancer
screening sensitivity and prevention risk prediction. Literature [6] reported that the
sensitivity of breast X-ray to detect lesions in fatty and dense glands decreased from
87 to 62.9%.Women with dense glands have a 4.64 times higher risk of breast cancer
during their lifetime than women with low gland density due to the increased density
of glands and due to their rich glandular matrix [7].

The clinical evaluation of the density of female glands has always been observed
by doctors with the naked eye, and the four grades of ABCD of glands have been
quantitatively evaluated according to the BI-RADS standard based on experience.
In the past, it was difficult to evaluate accurately and quantitatively on the two-
dimensional image of mammography. Lehman and Fieselmann [8, 9] have shown
that the quantitative evaluation of gland content by computer on breast X-ray images
is highly consistent with that by doctors’ naked eyes, which indicates that it is reliable
to use a computer to quantify glands in a clinic. Quantitative calculation of glands
is more accurate. Studies by Ng and Lau et al. [10] confirmed that no matter what
equipment was used to examine the glands of the same woman in one year, the
physical quantity of the glands was the same. Bonmat et al. [11] used the same
female breast X-ray and breast MRI examination to register 2D and 3D gland images
obtained by the two examination modes, so as to obtain accurate quantification of
glands on conventional breastX-ray images,whichmakes it possible to quantitatively
evaluate glands on breast X-ray images. The advantage of measuring breast density
by breast X-ray image lies in its low cost and wide use. Lu [12] comparing breast
MRI with breast X-ray images stated that the quantitative evaluation of glands in the
samewoman has a high consistency within a certain period of time. In order to obtain
accurate gland content, segmentation is very important. This study attempts to find
the mapping relationship between mammography and breast MRI and to establish a
mapping model between mammography and breast MRI. At present, there is little
similar work in the literature; firstly, the breast x-ray image is mapped to the pseudo
breast MRI image through the mapping model.

13.2 Material and Methods

The proposed method for calculating mammographic PD% consists of the following
core steps:

a. Preprocessing of mammographic images about the breast;
b. Reconstruction of mammographic image based on real breast MRI.
c. ROI segmentation and PD% calculation.

MRI data were taken from more than 500 patients at different times in a year,
with an average of more than two times per patient. The mammography data used
in this experiment were synthesized by breast MRI images mentioned above. Real
breast MRI data in this study were all obtained from open source. Breast MRI was
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performed on 1.5-T scanner (signa, GE Healthcare, Milwaukee, WI) with a bilateral
phased array breast coil. Approximately 120 + cases were sorted out from the data
collected, each of which contained 60 slices.

13.2.1 Preprocessing of Images About the Breast

During preprocessing of medical images, low-quality images were manually elimi-
nated, so that the adverse impact brought by the original image on themappingmodel
could be evaded. The breastMRI imageswere denoised byCBDNet, designed byKai
Zhang’s team for real photograph denoising in 2019 [13–15]. It is mainly composed
of two parts, one is the noise generation network, which generates an estimated
noise image from the input; and the other is a U-Net denoising network (Fig. 13.1).
In CBDNet, the original image and noise image predicted by the noise generation
network were sent into the second network for denoising.

In order to achieve CBDnet denoising, it was necessary to denoise the original
breast MRI manually to create a dataset. In our study, a professional software to
view and process medical images (Radiant DICOMViewer) was used to denoise the
original breast MRI images. The prepared dataset was then substituted into CBDNet
inputting, and the denoising outcome was shown in Fig. 13.2.

There were 60 slices in the breast MRI dataset, containing information about
the entire breast. The mapping model between mammography and breast MRI was
implemented byGenerativeAdversarial Networks (GAN).Only 12 breastMRI slices

Fig. 13.1 The structure of a CBDNet
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Fig. 13.2 Denoising
outcome of CBDNet: a
original breast MRI image
and b the same MRI images
denoised by CBDNet

(a)                                          (b)

Fig. 13.3 An example of mammography image constructed with breast MRI: a 12 slices of breast
MRI and b the constructed mammography image

were selected for one MRI sample, and they must be physically continuous and as
close to the breast center as possible, which was set to exhibit a linear decrease along
with its slice number, so as to imitate the attenuation of X-ray energy inside human
body during medical X-ray imaging. Breast MRI slices and a sample mammography
image are shown in Fig. 13.3.

13.2.2 Construction of the Mapping Model
from Mammography to MRI

In this study, we try to generate several breast MRI slices from one mammography
image by a mapping model, and GAN was a good tool to realize that [16]. In our
model, we planned to set mammography images as inputs, and the output (target) was
designed to be 12 breast MRI slices. For GAN, pix-to-pix was a typical one-to-one
correlation in previous researches [17], which successfully tackles the problem of
realized one-to-one image transformations.

Parameters to generate our GAN went as follows: input dimension was one (for
mammography), the output dimension was 12 (for 12 breast MRI slices). When
generating DCGan [18], the input was a small dimension of the noise data, and the
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Fig. 13.4 Generator network

target image was output by sampling and increasing dimensions on the convolution
layer. Procedures of dimensional reduction and increase correspond to encoding and
decoding in the encoder [19], and the generator network is demonstrated in Fig. 13.4.

For the discriminator network, its parameters went as follows: input dimension
was 24 (12 real or pseudo breast MRI plus 12 real MRI images), and the output
dimension was one, which represented the probability of all the current input. The
structure of our discriminator network is shown in Fig. 13.5.

Based on the GAN structures, binary cross-entropy loss function was selected
to describe the generator and discriminator networks. The prepared mammography
and breast MRI images were put into the GAN network for training, and Fig. 13.6
illustrates the outcome after 20,000 times of alternating training between the two
networks.

Fig. 13.5 Discriminator network
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Fig. 13.6 Outcome of applying mapping model on breast MRI: a real breast MRI and b pseudo
breast MRI generated by mapping model

13.2.3 ROI Segmentation and PD% Calculation

In this study, U-Net was used to segment breast regions and fibro-glandular tissue
from breast MRI for further PD% calculations. Mask data was needed for training U-
Net to automatically achieve such operations, and we used a software called Labelme
to create mask datasets (Fig. 13.7). The K-means algorithm was used to realize
binarization for the fibro-glandular region, which were implemented as follows [20]:

a. K cluster centers were randomly initialized.
b. While the centers of K clusters moved:

I. Calculate their distances to reach all samples.
II. Separate the samples by their nearest clusters.
III. Recalculate cluster centers.

Repeat this process until centers didn’t move anymore.

c. And the results were output.

Fig. 13.7 Structure of the U-Net
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Fig. 13.8 Outcome of U-net segmentation: a original breastMRI, b breast region, c fibro-glandular
tissue region, and d binarization result from

The region reflecting the fibro-glandular tissuewas separated from the background
withK-means algorithm, andK= 2. The segmentation outcome is shown in Fig. 13.8.

FGT% is defined as the relative volume percentage of fibro-glandular tissuewithin
the breast, and it is calculated as:

PD% = FGT% = |FGT |
|Breast| × 100 (13.1)

13.2.4 Validation

The effect of U-Net segmentation on breast and fibro-glandular tissue was evaluated
by the DSC difference between regions obtained by manual definitions and U-Net,
which was a common parameter for this application. It will directly affect the PD%
and the evaluation results of our mapping model, taking U-Net segmentation results
on breast region as an example.

s = 2|A ∩ B|
|A| + |B| (13.2)

where A was the manually defined breast region and B was the breast region after
U-Net segmentation. The closer the DSC is to 1, the better effect U-Net segmentation
produces.

PD% values were calculated for both pseudo and real breast MRI images to eval-
uate the pseudo’s effectiveness. Linear regression and Pearson’s correlation coeffi-
cients were used to evaluate the correlation of PD%, and the calculation was carried
out by the following equation:

r = N
∑

xi yi − ∑
xi

∑
yi

√
N

∑
x2i − (

∑
xi )2

√
N

∑
y2i − (

∑
yi )2

(13.3)
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where x is the PD content of real breast and Y is the gland content calculated by the
algorithm.

In order to evaluate the stability of our method of calculation, identical procedures
were carried out on the same patient at different times in a year. The smaller the
numerical changes of breast PD% obtained were, the more stable the calculation
method was.

13.3 Experiments and Results

13.3.1 Evaluation of the Mapping Model
from Mammography to Breast MRI Images

DSC was used to evaluate the spatial consistency between real and pseudo breast
MRI images as a reflection of the mapping model’s performance. In one experiment,
breast and fibro-glandular tissue regionswere segmented from30 random real images
of their corresponding pseudo ones, followed by subsequent calculations for mean
DSC. A total of ten experiments were conducted, and the results are shown in Table
13.1. The overall mean DSC was 0.937 with a mean standard deviation of 0.0069
(mean standard deviation) for the breast region in real and pseudo MRI images. For
real and pseudo fibro-glandular tissue regions, the overall mean DSC was 0.8509,
and the mean standard deviation of 0.039. Therefore, we could conclude that our
mapping model is significantly less effective for the fibro-glandular tissue.

Table 13.1 DSC calculations of breast and fibro-glandular tissue in real and pseudo MRI images

No Breast region Breast fibro-glandular tissue

Average Max Min Standard
Deviation

Average Max Min Standard
Deviation

1 0.938 0.956 0.929 0.008 0.836 0.904 0.761 0.049

2 0.938 0.950 0.928 0.007 0.839 0.883 0.773 0.032

3 0.936 0.956 0.921 0.010 0.871 0.924 0.797 0.035

4 0.937 0.948 0.928 0.006 0.851 0.911 0.755 0.047

5 0.936 0.954 0.919 0.012 0.839 0.885 0.773 0.037

6 0.941 0.956 0.931 0.006 0.844 0.884 0.791 0.030

7 0.935 0.950 0.924 0.009 0.857 0.911 0.777 0.044

8 0.938 0.953 0.925 0.008 0.857 0.899 0.796 0.035

9 0.938 0.955 0.924 0.008 0.870 0.924 0.815 0.036

10 0.936 0.953 0.924 0.008 0.845 0.911 0.764
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Table 13.2 PD% calculations of breast and fibro-glandular tissue in real and pseudo MRI

No Real PD% Pseudo PD% |Error| (%) Max error (%) Min error (%) Average error
(%)

1 57.01 53.64 3.37 5.97 0.28 2.576

2 66.49 66.21 0.28

3 20.10 17.37 2.73

4 36.36 35.39 0.97

5 31.65 27.72 3.93

6 10.45 9.87 0.58

7 25.80 23.41 2.39

8 68.38 67.17 1.21

9 13.70 9.37 4.33

10 36.91 31.12 5.97

Fig. 13.9 Linear regression
results for PD% between real
and pseudo MRI

13.3.2 Evaluation of the Breast PD%

Table 13.2 showed the breast PD% of ten data in the test dataset, and the maximum,
minimum, and average errors of PD% were 5.97%, 0.28%, and 2.576% between
real and pseudo MRI images, respectively. In order to further explore the stability
for PD% calculation, 20 patients were randomly selected from the data set, and
their breast PD% values were calculated based on the method mentioned with linear
regression and the results are shown in Fig. 13.9.

13.4 Discussion

In this study, a GAN-based mapping model between mammography and breast MRI
was constructed, providing a new way to calculate PD%. It can directly transform
mammography images into pseudo breast MRI, and then segment the breast and
fibro-landular tissue regions, enabling easy calculations for the breast PD%.
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Calculation results for DSC verify the effectiveness of our model. In terms of
breast PD% calculation, the breast density and error analysis show that real and
pseudo breast MRI images are highly consistent and correlated, suggesting actual
feasibility for 3D reconstruction results from mammography to be applied as MRI
images in actual practice.

Further efforts could focus on building a more promising mapping model to
generate pseudo breast MRI images with higher quality, so that a more accurate
fibro-glandular tissue segmentation could be achieved.
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Chapter 14
Machine Learning Enabled Edge
Computing: A Survey and Research
Challenges

Shilong Xu, Zhuozhi Yu, Kai Fu, Qingmin Jia, and Renchao Xie

Abstract EdgeComputing has been regarded as a significant technology in 5G/B5G
communication networks, which can improve the performance of network by
deploying storage as well as computing resources on the edge of the network. At
the same time, machine learning as a significant optimization approach has attracted
wide attention in industry and academia. Hence, it is a natural trend to use machine
learning to optimize the performance of edge computing. In addition, many excel-
lent works on machine learning and edge computing have been done. Hence, it is
necessary to survey these works. In this article, we survey the latest development for
machine learning enabled edge computing.Wefirst introduce the edge computing and
machine learning separately and present themotivation for machine learning enabled
edge computing. And then the research issues of the machine learning enabled edge
computing from the perspective of user side and network side are presented. Finally,
the research challenges and future directions are presented.

14.1 Introduction

With the continuous development of new network technology, a lot of new Internet
applications or services are widely used, such as 4K/8K ultra-high definition video,
Augmented Reality, Virtual Reality, etc., which bring new challenges and problems
for the mobile network. In addition, as the Cisco VNI report reveals [1], by 2022, the
global mobile data traffic will reach 77 EB per month, the annual traffic will reach
nearly 1 zettabyte, and the mobile video traffic will account for 79% of the global
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mobile data traffic. To copewith these challenges, edge computing has been presented
to optimize the performance of network aswell as theQuality of Experience (QoE) of
consumers [2]. The edge computing has storage, network and computing resources,
and can provide cloud computing infrastructure aswell as cloud computing service on
the edgeof network.Meanwhile, this environment has the characteristics of ultra-high
bandwidth, ultra-low latency and real-time network information access capability
[2]. Once the edge computing technology has been proposed, it has attracted wide
attention from industry and academia.

At present, many edge computing solutions have been proposed, such as cloudlet,
multi-access edge computing (MEC) as well as fog computing. The rapid develop-
ment of edge computing brings many opportunities for the improvement of network
performance and user experience. For example, in the image recognition field, sensor
device traditionally transmits the captured images to a cloud computing server to
process, which usually leads to a higher delay. However, after deploying the edge
computing, the delaywill reduce a lot.Meanwhile, the deployment of edge computing
also brings many challenges. And many new research issues need to be solved, such
as computation offloading, content caching and delivery, resource management and
so on.

To cope with these problems in edge computing, many optimization approaches
and schemes have been proposed. Meanwhile, machine learning (ML) as a major
branch of artificial intelligence (AI) has been regarded as one of the most popular
methods to optimize the performance of the network. In addition, edge computing
can provide cloud capabilities as well as resources to satisfy the requirements of
machine learning. Accordingly, some problems of edge computing field have been
solved by machine learning method recently.

In this article, a brief survey of machine learning enabled edge computing is
introduced. The remaining of this article is organized as follows. We first introduce
themachine learning, and thenwe present themotivation and themain research issues
for machine learning enabled edge computing from the user side and network side
perspective. We also outline some research challenges for machine learning enabled
edge computing. Finally, we conclude the article.

14.2 The Overview of Edge Computing and Machine
Learning

14.2.1 Edge Computing

Since edge computing technology was proposed, it has attracted wide attention from
academia and industry. At present, three kinds of computing paradigms are widely
recognized, which include fog computing, cloudlet and MEC. In this subsection,
these edge computing solutions are introduced. In 2009, the authors in [3] proposed
the concept of cloudlet, which represents the middle layer of three-tier structure:
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IoT device, cloudlet as well as cloud. Actually, cloudlet is a miniaturized cloud
computing data center, which is used to enhance the mobility of network edge. And
the main goal of cloudlet is to support computing intensive and interactive services
by providing powerful computing power for mobile terminals.

Then, the researcher of Cisco proposed the concept of fog computing in 2012 [4].
Fog computing sinks cloud computing facilities to the edge of the network, and then
forms a new network service. In order to promote the development of fog computing,
the OpenFog Consortium was created in 2015, which aims at the industrialization
and standardization of fog computing.

With the continuous evolution of mobile communication technology, the fifth
generation mobile communication (5G) has high requirements, namely ultra-high
bandwidth, ultra-low delay and ultra large connection [5]. It is necessary to make
a deep change in mobile network from the perspective of network architecture. As
the idea of deploying cloud computing resources on the edge of mobile network has
become a common consensus in the academia and industry, Mobile Edge Computing
(MEC) has been gradually nurtured and developed. In 2014, the ETSI first proposed
the concept of MEC, and MEC is defined as providing cloud computing capabilities
as well as cloud computing service environments on the edge of mobile networks.
In addition, ETSI established the MEC Industry Specification Group to promote
the development of a unified specification for running third-party applications in
MEC multi-tenant environments. In 2016, ETSI further extended the definition of
“M” in MEC from the perspective of access mode. Namely, the mobile terminal can
access the edge computing server not only through cellular networks but also through
fixed networks, such as Wi-Fi. Accordingly, the concept of MEC was extended to
multi-access edge computing.

In summary, the main idea of edge computing (EC) is to make cloud computing
resource facilities closer to user equipment (UE). Generally, there are three modes
of deploying edge computing: user side deployment, network side deployment and
hybrid deployment. In user side deployment mode as shown in Fig. 14.1a, many
network devices integrating storage as well as computing resource can be considered
as the edge, such as PC, mobile terminal and so on. In this case, the end user can use
these edge computing devices to deal with data or computation tasks. In network side
deployment mode as shown in Fig. 14.1b, the EC server not only can assist to deal
with computation tasks for end users but also can cache popular content for content
delivery with low delay.

In the hybrid deployment mode as shown in Fig. 14.1c, the EC server or device
can be deployed at the user side as well as the network side.

14.2.2 Machine Learning

In this subsection, we first present the main concept of machine learning as well
as the main classification of machine learning. And then we introduce the main
application for machine learning. Machine learning has a long history. And with
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(a)The user side deployment

(b)The network side deployment

(c) The hybrid deployment

Fig. 14.1 The deployment mode for edge computing
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the development of big data as well as the improvement of computing power, the
machine learning has progressed dramatically recently [6]. Machine learning can be
divided into supervised learning, unsupervised learning, reinforcement learning as
well as deep learning.

In supervised learning, the training data has a pre-defined tag, and a classifier
is built and trained to predict the tag of test data. The classifier is properly opti-
mized and adjusted to achieve a suitable level of accuracy. Additionally, supervised
learning problems can be further grouped into regression and classification problems.
However, in unsupervised learning, training data is not labelled, and a classifier is
designed by deducing existing patterns or cluster in the training datasets. And unsu-
pervised learning problems can be further grouped into clustering and dimension
reduction problems. As for reinforcement learning, the training algorithm maps the
action to the environment to maximize the reward. At the same time, the classifier is
trained and tested repeatedly to find the action with maximum reward [7].

14.3 The Motivation for Machine Learning Enabled Edge
Computing

On the one hand, machine learning can improve the system performance and service
quality for edge computing. Meanwhile, the requirements of end users for service
quality and experience quality are also getting higher and higher. Hence, a lot of
services are deployed in edge computing, such as video content caching, task compu-
tation service and so on. Machine learning can improve the performance of these
services. For example,machine learning can be applied to the computation offloading
issue. The terminal device can use the machine learning approach to optimize the
decision problem of computing task offloading [8].

On the other hand, EC can provide computing power for machine learning. With
the explosive growth of network data as well as the development big data technology,
the network service provider and content service provider usually need to collect,
process and analyze these data, and then make the optimal decision, thus improving
the service quality. Generally, these operations need machine learning approach,
which requires a lot of computing and storage resource. Edge computing integrates
storage as well as computing resources in the edge of network, and can assist service
provider to store, process and analyze these data. For example, supervised learning
needs a lot of data training to improve system performance.
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14.4 The Representative Research Issues for Machine
Learning Enabled Edge Computing

In this section, we present the representative research issues for machine learning
enabled edge computing. Because the edge computing is deployed at the edge of
network, there is a lot of interaction between user terminals and edge computing.
Hence, we introduce the research issues from two perspectives: user side and network
side (Table 14.1).

14.4.1 From the Perspective of the User Side

(1) Computation offloading decision in edge computing

Nowadays, mobile equipment needs to handle more and more computing tasks, thus
consumingmore computing resources. However, the battery capacity and computing
power of mobile terminal are limited, which makes computation tasks difficult to be
processed at mobile terminal. Hence, offloading computing tasks to MEC server
becomes a significant approach [14].

Table 14.1 Machine learning enabled edge computing from the perspective of the user side

Research issues Approach Contributions

Computation offloading
decision [9]

Deep supervised learning Developing a dynamic
computation offloading solution
using Deep Supervised Learning
technology

Computation offloading
decision [8]

Deep reinforcement learning
(DRL)

Proposing a DRL-based
computation offloading solution

Computation offloading
decision[10]

Reinforcement learning Use a game-theoretic machine
learning method to make optimal
computation offloading decisions

Adaptive video streaming
[11]

Deep reinforcement learning Predicting network throughput by
Deep reinforcement learning, and
then select the most matching
bitrate version

Adaptive video streaming
[12]

Supervised learning Predicting network throughput by
Deep reinforcement learning, and
then select the most matching
bitrate version

Adaptive video streaming
[13]

Supervised learning and
unsupervised learning

Predicting network throughput by
Deep reinforcement learning, and
then select the most matching
bitrate version
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In computation offloading, a key issue is computation task offloading decision.
Generally, computation task offloading decision can be divided into three types:
local execution, full offloading as well as partial offloading. Local execution means
the whole computation task is processed locally at the mobile terminal, and full
offloading means the whole computation task is offloaded and processed by the edge
computing server. These two offloading decisions are relatively simple. In compar-
ison, partial offloading ismore complex, which requires that a part of the computation
task is processed locally while the rest is offloaded to the edge computing server. In
computation offloading decision, many factors need to be considered, such as execu-
tion delay, energy consumption, communication link, and edge computing server
location. With the development of machine learning, it is necessary to use machine
learning approach to optimize the performance of computation offloading decision.

In [9], the authors propose a dynamic computation offloading scheme, considering
the mobile device load, communication capacity and computing power. And then the
authors use Deep Supervised Learning approach to optimize the computation task
offloading performance. In [8], the authors propose a computation offloading solution
based on DRL in the scenario of ad-hoc mobile cloud, which can enable the user
to make near-optimal task offloading decisions. In [10], the authors investigate the
problem of multi-user computation offloading, and use a game-theoretic machine
learning approach to make the offloading decisions.

(2) Adaptive video streaming in edge computing

In response to the rapid growth of mobile video traffic, caching the video content
in MEC server has been considered as a significant approach. Moreover, duo to
the randomness of the wireless network condition, video transmission rate needs
to match the wireless network condition. Hence, dynamic adaptive streaming over
HTTP (DASH) is presented to solve this problem. However, In DASH scheme, the
video content is divided into small video clips, and each video clip is encoded into
multiple bit rate versions, including several seconds of video. A new problem is intro-
duced, namely, the mobile terminal should select which bitrate version of the video
segment. With the development of machine learning, using the machine learning
approach to optimize the adaptive video streaming in edge computing becomes a
significant method.

In [11], the authors propose a scheme named Pensieve based on deep reinforce-
ment learning. The penseve scheme can train a neural network model, which can
select the bit rate for the future video block according to the observation results
collected by the client video player. In [12], the authors use supervised MLmeans to
predict one objective QoE metric, video starvation, with the users features, recorded
at the beginning of each video session. In [13], the authors propose aML-based video
admission control and resource management approach, and a multi-stage learning
system is developed.
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14.4.2 From the Perspective of the Network Side

(1) Content caching and delivery in edge computing:

Due to the edge computing integrating computing and storage resource, it is very
convenient and feasible to process and analyze data at the edge of network. In addi-
tion, with the development of social networks, more and more data are generated by
end users. In order to provide end users better and more customized services, it is
very important to predict and recommend content for end users. Accordingly, using
machine learning approach to process and analyze data has attracted wide attention
from industry as well as academia. By machine learning methods to analyze a lot of
user interests as well as network behaviors, active caching content is an important
research issue.

In [15], the authors propose a data-driven strategy to constructing an efficient
performance model of CDN cache server group, and they use a deep neural network
to forecast the arrival rate. In [16], the authors present a proactive caching approach,
based on MEC framework to reduce transmission cost and improve the QoE of end
users. In this solution, the authors propose a content popularity estimating scheme
based on Transfer Learning (TL) method. In [17], the authors present a Deep Rein-
forcement Learning-based scheme for base station caching, and aims at maximizing
the long-term cache hit rate.

Moreover, the deployment of edge computing is usually distributed, and the
resources of each edge computing node are usually limited. Hence, it is valuable to
enhance the cooperation in edge computing. For example, the popular video content
can be divided into multiple parts, and placed in several adjacent edge computing
nodes separately, thus improving the caching resource utilization.

(2) Service continuity (or service migration) in edge computing:

The mobility of mobile devices as well as the limited coverage of MEC services
will lead to a serious decline in network performance, and even interrupt the contin-
uous service of edge computing. Hence, it is significant to guarantee the service
continuity. In addition, when the mobile terminals move at high speed, not only the
session connections need to switch quickly between the base stations but also network
services need to migrate between different edge computing servers. Hence, an effi-
cient service migration scheme is very important for the service continuity of edge
computing. In order to ensure the continuity of end-to-end session and QoS/QoE, it
is significant to research edge computing mobility and service continuity.

Mobility of user behavior often can be a “track record,” especially for high-speed
mobile scenarios, so that the user’s mobile trajectory can usually adopt the method
of artificial intelligence (such as machine learning, etc.) to forecast, mobility switch
will often lead to service migration, so the design of collaborative mobile switching
service migration mechanism is of great significance.

In [18], the authors present an adaptiveML-based service continuitymodel, which
can accurately predict the key characteristics of live migration. The container tech-
nology has made great progress, which has the advantage on resource utilization and
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agility. In fact, the main service migration includes virtual machines migration and
container migration. And the service migration based on container technology is also
an important research direction [19].

(3) Resource management in edge computing

In order to improve the resource utilization, reduce the cost and guarantee the quality
of experience of the end users, it is significant to optimize the resource management
and orchestration. In addition, machine learning as a powerful optimization tool can
be used for the resource management as well as orchestration in edge computing. In
[20], the authors design a system that can learn to manage resources directly from
experience using deep reinforcement learning.

On the other hand, the multidimensional resources tradeoff is also an important
issue, due to the finiteness of edge computing resources. For example, the video
caching as well as transcoding problem for the adaptive video streaming in edge
computing. Generally, the edge computing server integrates limited computing and
caching resources, thus caching all bitrate versions video segment will consume a
large amounts of storage resources. However, only caching the highest bitrate version
video segment and transcoding will consume a lot of computing resources. Hence, it
is significant to make a tradeoff decision for resource management (See Table 14.2).

Table 14.2 Machine learning enabled edge computing from the perspective of the network side

Research issues Approach Contributions

Data-driven content caching
and delivery [15]

Sequence Learning Use a deep neural network to
evaluate the performance of
cache server groups in CDN

Data-driven content caching
and delivery [16]

Transfer Learning Exploiting a Transfer Learning
based method to estimate
content popularity, and build
the proactive caching model

Mobility and service
continuity [18]

Supervised Learning An adaptive machine learning
based model that can predict
the key characteristics of live
migration

Resource management [20] Deep Reinforcement Learning Design a system that can learn
to manage resources directly
from experience using deep
reinforcement learning
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14.5 The Research Challenges for Machine Learning
Enabled Edge Computing

14.5.1 Information-Centric Networking

Information-Centric Networking (ICN) is a clean-slate network solution, which has
become a promising choice for the future networking architecture [21]. And ICN
aims to achieve content centric communication instead of host-centric end-to-end
communication. In ICN, many research issues can be solved by machine learning,
such as data forwarding and routing, congestion control and so on. Through learning
the ICN network data, the network node can make an optimized decision so as to
improve the performance of ICN networking system.

14.5.2 Blockchain

Recently, blockchain has become a hot research issue and blockchain technology has
many advantages, such as full decentralization, true redundancy, complete privacy
and so on. In order to ensure the integrity and effectiveness of data in blockchain,
a calculation process is needed, including mining, consensus process and so on.
Therefore, blockchain needs enough computing power, and edge computing can
provide computing power for blockchain. Hence, combing the edge computing
and blockchain has become a significant research direction [22]. In blockchain-
based edge computing, computing resource management and energy-efficiency
optimization are extremely important research direction [23].

14.5.3 Security and Privacy

Security and privacy are the key technologies for the normal operation of the edge
computing system. And federated learning plays an important role in security as
well as privacy for machine learning enabled edge computing. Federated learning is
an important machine learning scheme, in which the shared prediction model can
be used for collaborative learning by multiple distributed nodes using their local
stored data [24]. Hence, it is significant to build such an edge federated learning
system. However, there are still a lot of challenges in edge federated learning, such
as communication efficiency, migration and scheduling.
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14.5.4 Intelligent Interconnection and Sharing

At present, a large number of applications based on machine learning (or artificial
intelligence technology) are deployed in edge computing system. Artificial intelli-
gence has shown the trend of ubiquitous intelligence, that is, intelligence is every-
where. This provides convenience for people tomake full use of intelligent resources,
models, etc. How to make full use of ubiquitous intelligent resources and services
has become an important issue for the current academic community. In this context,
the concept of Intelligent Networking is proposed [25]. Intelligent Networking aims
to interconnect distributed intelligent resources, make full use of and share intel-
ligent resources and intelligent services, improve the utilization rate of intelligent
resources and improve the intelligent decision-making level of devices and applica-
tions. It is a new network paradigm of deep integration of edge computing technology
and artificial intelligence technology in the future. Therefore, the study of Intelligent
Interconnection and Sharing is of great significance to break through the technical
bottleneck of Internet and artificial intelligence and promote the development of edge
computing.

14.6 Conclusion

In this article, we survey the latest development in ML-enabled EC. First, the EC
and ML are introduced separately. And then, the motivation for ML-enabled EC is
analyzed. Next, the research issues of the ML-enabled EC from the perspective of
user side and network side are presented. Finally, we discuss and analyze the research
challenges and future directions.
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Chapter 15
Application of Deep Learning in Maize
Image Segmentation

Lijuan Shi, Xingang Xie, and Yang Zhang

Abstract The selection andbreeding ofmaize varieties demand the rapid acquisition
of parameters of the maize bald tip. And image segmentation is a crucial step for
the automatic acquisition of parameters of the maize bald tip. This study proposes
a U-Net model suitable for semantic segmentation of maize ear images. Compared
with the traditional machine learning algorithms, the deep learning network doesn’t
need the complex feature extraction process. In this work, we label all the images and
make data augmentation at first. Then to improve the performance of themaize image
segmentation model, we discuss the impact of the learning rate, convolution kernel
size, and pooling method on the performance of the model. The experimental results
show that the best learning rate is 0.0001, the suitable size for convolution kernel
is 3 × 3, and the optimal pooling method is max pooling. It is concluded that the
maize image segmentation model with these settings can obtain higher segmentation
accuracy and better generalization ability of the model effectively. The goal is to
improve the accuracy and efficiency for bald tip recognition, provide new tools for
automatic measurement of maize phenotype, and further serve maize breeding and
cultivation.

15.1 Introduction

Image segmentation is the technology and process of dividing the image into some
specific regions on the basis of their unique properties. It is a crucial stage in image
analysis [1–5]. Currently, themost popular segmentationmethod is based onmachine
learning [6]. In the traditionalmachine learningmethods, the feature design and selec-
tion are completed manually. In addition, the pros and cons of the features depend on
the expert’s domain knowledge background. In recent years, deep learning methods
have been introduced to overcome the above drawbacks, allowing the algorithm to
learn features from the original image automatically [7].
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Since deep learning was proposed by Hinton in 2006, it has been widely used in
agriculture with its advantages of independent feature selection, shared weights, and
local receptive fields [8]. Literature [9] presents a computer vision-based method
using spatial and temporal information of nursing behavior under commercial farm
conditions for automatic recognition of nursing interactions. In this method, a fully
convolutional network was applied to segment sows accurately. Literature [10]
performed a test on ten pigs using three techniques used by the human face recog-
nition. Literature [11] presented a method based on deep learning to detect diseases
and pests in tomato plants. Literature [12] used the convolution neural network to
classify plant diseases and suggest remedies.

During the growth and development of maize, due to factors such as differences
between varieties, soil, nutrition, climate, cultivation management, diseases, and
insect pests, the male and female ears have poor pollination and fruiting, resulting in
different degrees of bald tips and then different degrees of grain shortage in maize
ears. Therefore, the selection and breeding of maize varieties demand the rapid
acquisition of parameters of the maize bald tip. It is an important way to calculate
the parameters of the maize bald tip quickly by using the camera instead of human
eyes to obtain images of maize ears and by using machine learning instead of the
human brain to recognize the bald tip area.

Therefore, this paper selects the U-Net model, which is suitable for semantic
segmentation in the deep learning network model to construct the segmentation
model of maize ear images and discusses the impact of the learning rate, convolution
kernel size, and pooling method on model performance. The goal is to improve the
accuracy and efficiency of bald tip recognition, provide new tools for automatic
measurement of maize phenotype, and further serve maize breeding and cultivation.

15.2 Methods

15.2.1 Data Preparation

The work of data preparation consists of three stages: data collection, data labeling,
and data augment.

In the data collection stage, the color CCD camera manufactured by the Imaging
Source Company in Germany is used to collect images of different varieties of maize
ear. The collected images are saved in.tif format, and the image size is 1280 pixels
× 960 pixels. To meet the requirements of the U-Net network on the input image
size, the image size is adjusted to 572 × 572 by supplementing background pixels
and scaling. A total of 150 images are collected, and the train set and the test set are
divided into 2:1.

As a supervised machine learning method, it is necessary to label the images in
the training sample at first, that is, to tell the machine which category each pixel
belongs to [13]. We use the Labelme tool software to mark the three object regions
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a. Original image b. Contrast increases by 20%  c. Contrast decreases 

Fig. 15.1 Data augmentation

(background, bald tip, and kernel) of all maize ear images and they are marked as
black, red, and green manually. The corresponding RGB values are [0, 0, 0], [255,
0, 0], and [0, 255, 0], respectively.

In this study,we face the problem that the datasetwas too small.Data augmentation
can solve the over-fitting phenomenon caused by such problems and improve the
accuracy of the model. Therefore, we conduct synchronous data augmentation for
the original images and labeled images in the training set. The specific operations
are as follows:

(1) Rotation transformation: the sample images and the labeled images are rotated
clockwise by 30° and are rotated counterclockwise by 30° with the image
center as the rotation center.

(2) Flip transformation: the sample images and the labeled images are flipped left
and right with the midpoint as the center and are flipped up and down with the
midpoint of the y-axis coordinate as the center.

(3) Shift transformation: the sample images and the labeled images are shifted to
the left by 20% and are shifted to the right by 20% in the horizontal direction.

(4) Contrast transformation: the contrast of the sample images and labeled images
are increased by 20% and decreased by 20%, respectively.

(5) Noise disturbance: two percent salt-and-pepper noise and Gaussian noise are
added to each pixel in the images randomly.

In the training set, the number of images increased to 11 times the original images
after the data augmentation. Two kinds of contrast transformation are shown in
Fig. 15.1.

15.2.2 The U-Net Model

The U-Net network was proposed by Olaf Ronneberger at the 2015 International
Conference on Medical Image Computing and Computer-Assisted Intervention
[14]. This network is widely applied in the field of image segmentation because
of its concise segmentation logic and excellent segmentation efficiency [15–18].
Figure 15.2 shows the structure of the U-Net network used in this paper. There are
two main characteristics in the structure, the U-shaped symmetrical structure and
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Fig. 15.2 U-Net structure

the skip connection. The U-Net network is symmetrical, an encoding process on the
left implements down-sampling from top to bottom to extract features of images at
different scales, and a decoding process on the right implements up-sampling from
bottom to top to recover feature details acquired by the down-sampling process grad-
ually [19]. And the skip connection including copy and crop operations is introduced
between the left and the right sides to reduce the loss of spatial information caused
by the down-sampling process. In this research, the input images are 572 × 572 in
size and the output images are 388 × 388 in size.

15.3 Results and Analysis

A small graphics workstation is used as the platform for model training and testing.
In hardware, the workstation has a CPU with I9 10900X, 32 GB main memory,
and GPU with NVIDIA GeForce RTX 2080 Ti. In software, the operating system
Ubuntu 18.04.1, the parallel computing environment CUDA 10.2, the deep learning
framework Tensorflow 1.12, and the integrated developing environment for Python
are installed.
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Fig. 15.3 Effects of learning
rate on training loss
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15.3.1 Learning Rate

Learning rate is an important hyperparameter in the training process of the U-Net
network, which determines the moving step on weight in the gradient direction in
a mini-batch. It directly affects the convergence speed of the model and the best
accuracy the model can reach [20, 21]. In this paper, we compare the influence of
three different learning rates on the model performance. The results are shown in
Fig. 15.3.

Figure 15.3 shows that the model with a learning rate of 0.001 converges faster
than the other two modes. However, its loss value drops down slightly after the tenth
epoch because the parameters may fluctuate back and forth on both sides of the local
optimal value. Obviously, the model with a learning rate of 0.0001 keeps a stable
decline in loss value with the increase of training epochs.

15.3.2 Convolution Kernel Size

The convolution kernel is a weight matrix, which indicates how to deal with the
relationship between a single pixel and its neighboring pixels.

We construct three modes with different size of convolution kernels. They are 3
× 3, 5× 5, and 7× 7, respectively. And the training results are shown in Table 15.1.
From Table15.1, we can see that the model with 3 × 3 kernel size has the highest
accuracy and the model with 7 × 7 has the lowest accuracy.

Table 15.1 Accuracies of
modes with different
convolution kernel sizes

Kernel size Accuracy (%) Training time (s)

3 × 3 91.90 72.35

5 × 5 85.35 106.89

7 × 7 78.62 156.23
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The effect of using the superposition of multiple small convolution kernels is
much better than using one large convolution kernel alone. Also, small convolution
kernels can reduce the parameter number and calculation complexity. Therefore, the
model with 3 × 3 kernel size runs faster than the other two models.

15.3.3 Pooling Method

After obtaining features through the convolution layers, the next step is to integrate
and classify these features. All the features extracted by convolution can be used
as the input of the classifier, which will bring a huge amount of computation. The
pooling layer plays an important role in reducing the dimension of the feature map to
solve the problem. The common pooling methods include max pooling and average
pooling. The Max pooling method is to calculate the maximum value of the current
element and the elements in its adjacent matrix area and then take this maximum
value as the value of the current element. The average pooling method is to calculate
the average value of the current element and elements in its adjacent matrix area and
then take this value as the value of the current element. Pooling operation will not
change the depth of the data matrix but will lead to a decrease in height and width
of the data matrix to achieve the goal of dimensionality reduction.

In this paper, max pooling and average pooling are adopted to train two different
models (see Fig. 15.4).

Figure 15.4 shows that the accuracy of the model with max pooling is lower
than the model with average pooling in the early stage of the training process, while
the former surpasses the latter after about ten training epochs, and finally reaches
93.86%.
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Fig. 15.4 Effects of pooling method on training accuracy
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15.4 Conclusion

A segmentation model for the maize image is proposed based on the U-Net deep
learning network in this paper.

(1) The loss value change during the training process are compared between three
models with different learning rates of 0.001, 0.0001, and 0.00001, and the
model with the learning rate of 0.0001 has better performance in terms of
convergence speed and loss value.

(2) We discuss the effects of convolution kernels of different sizes (3 × 3, 5 × 5,
and 7 × 7) on the performance of the model. The experimental results show
that the most suitable convolution kernel size for the maize ear image dataset
is 3 × 3.

(3) Different pooling approaches including max pooling and average pooling are
adopted to train two models, and the model with max pooling obtains a higher
accuracy than the model with average pooling.

15.5 Discussion and Future Work

In the process of maize harvesting and transportation, some kernels will fall down
from the ear. Figure 15.5a shows a particular sample which has a large part of
connected region and a small part of connected region without kernels. As we know,
the bald tip is defined as the region which has maldeveloped grains, resulting from
poor pollination and fruiting during the growth and development ofmaize. Therefore,
the above parts lacking kernels were labeled as the kernel class when we labeled the
region of three classes for this sample image in Labelme software.

However, the model gave different answers for the two parts without kernels.
Figure 15.5c shows that the model classified the small part without kernels to the
bald tip class, and identified the large part without kernels as bald tip class.

It can be concluded that the model has the context ability, but the context ability
is not enough. Therefore, how to improve the context ability will be great challenge
in future work.

a. Original image b. Manually Labeled image c. Segmentation results of the model

Fig. 15.5 An incorrect segmentation sample
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Chapter 16
Identifying People Wearing Masks
in a 3D-Scene

Wenfeng Wang, Jingjing Zhang, Xiwei Liu, Bin Hu, and Zerui Meng

Abstract Now people are facing the pandemic COVID-19 and have to wear masks.
This brings a problem in face recognition—occlusion problem and particularly, iden-
tifying people wearing masks in 3D-scenes is a great challenge. This study aims to
develop a system for tackling this challenge. The 3D-scene is constructed with the
2D-3D coordinate transformation. For the convenience of the fusion between the
virtual scene and real scene, a 3D model is achieved by Sketchup Pro. The faces and
masks data are explored from the video and occluded faces recognition is achieved
with the convolutional neural network.

16.1 Introduction

In the past year, the whole world has been affected by the pandemic COVID-19.
Under the influences of the epidemic, people will choose to wear masks before they
go out. Although wearing a mask is an efficient way to prevent the epidemic in daily
life, it also brings a challenge to face recognition. For example, when checking tickets
at a train station, there is dilemma—it will affect tickets inspection if people wear
masks, but it is difficult for people to take off their masks to face the virus. Especially,
identifying people wearing masks in 3D-scenes can be a great challenge [1, 2].

Traditionally, a 3D-scene can be constructed as follows. First, taking a picture of
the scene through a sensor and then, obtaining multiple photos and shooting from as
many angles as possible when conditions permit. Finally, processing these images
to obtain three-dimensional video images. In recent years, with the development of
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Internet technology, the efficiency of building the 3D visualization was improved
[3]. At the same time, 3D models have the advantage of displaying huge amounts of
information, which can be utilized to identify people wearing masks in 3D-scenes.

Objectives of this study are (1) construct a 3D-scene and manually build a 3D
model (2) fusion the 3D data and the 3D model to obtain the 3D visualization scene,
and (3), develop a system to recognize the occluded faces in the 3D-scene [4]. In
Sect. 16.2, we mainly describe our platform which was constructed in the school
office. Then, in Sect. 16.3, we show the 2D face recognition and collect frames,
respectively, accordingly whether wear a mask or not. In Sect. 16.3, we will carry
out the 3D face recognition in the real scene and finally solve the occluded faces
recognition in the real 3D-scene.

16.2 Construction of the Platform

The actual equipment installation of the experimental platform: a five-way ceiling
panoramic view, two face capture cameras, one set of VR equipment, computer
workstations, laptops, temperature measurement integrated prototypes, and switch
sockets. The installation is as follows:

(1) The ceiling panorama is installed on the indoor roof, and the grooves are wired;
(2) VR demonstration in the entrance area, it is easy to demonstrate the area;
(3) Face capture camera is connected to system but not fixed for the convenience

of subsequent development.
(4) Computer as our workstation; booting can be normal use;
(5) Integrated temperature measurement prototype, connected to system, temper-

ature measurement as in normal use.

The hardware situation f indoor can be described as follows:

(1) Set up a complete temperaturemeasurement development environment indoors
for further development;

(2) Ceiling design can make more space for the interior to be used and prevents a
lot of accidental damage;

(3) HTC Vive Pro2.0 VR headset is used for VR equipment, which allows users
to use VR in a certain area and feel the VR effect;

(4) Face capture camera, normal operation; HR-IPC2143 intelligent face recog-
nition gun-type network camera is used in face capture machine, which can
provide high face recognition accuracy with low power consumption;

(5) Computer workstation for normal use; DELL 5540 mobile workstation was
used;

(6) Using an eight inches dual visual temperaturemeasuring living face recognition
machine.
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Fig. 16.1 Original data: saved face images of every frames

16.3 Identifying People Wearing Masks

16.3.1 Collecting and Classifying Faces Data

At first, we just experiment on a video to recognize whether people wear a mask or
not. And we have saved face images of every frame as shown in Fig. 16.1.

Then, we automatically saved faces that werewithoutmasks andwithmasks sepa-
rately after recognition. As shown in Fig. 16.2, we can see some images especially
with paper over the face which didn’t save well from some relative images.

We measured the accuracy of the corresponding 2D faces with and without masks
as shown in Table 16.1. It mainly reads from our prerecorded video which includes
1321 frames.

16.3.2 2D-3D Face Recognition with Mask

First of all, the camera needs to be calibrated before positioning [4]. In this case,
we only need to use the camera’s internal parameters and distortion parameters.
We can get two-dimensional coordinates through camera identification, and then
define a world coordinate system. The three-dimensional coordinates of the target
point are defined, so we get the coordination of the camera [5]. Because of the
relative position, we can get the coordination of the target point which is relative to
the camera. Then the coordinate of the target point in the world coordinate system
can be obtained by Euler Angle transformation and TF transformation. Because
coordinate translation means matrix addition and subtraction, coordinate rotation
means matrix multiplication. The advantage of homogeneous coordinates is through
adding a dimension and expressing the addition multiplication in a formula.
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Fig. 16.2 Classified data: automatically saved images with and without masks

Table1 Accuracy of faces
data classification

Wearing mask No wearing masks

Accuracy 0.906782247 0.973189369

Frames 720 601
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The above formula is for coordinate transformation, [R|t] is an augmented matrix
which includes rotation and translation.
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Euler angles define the order of rotation of objects, and the degrees they have
rotated about an axis. A lot of people tend to ignore the rotation order, and a lot of
books call it a rule, which can be interpreted as a rule of the rotation order of Euler
angles [6]. (α, β, γ) in different rotation order will have different results, firstly rotate
α about the X-axis, or rotate β about the Y axis, the final result is different. There are
many rules for Euler Angle, such as Z-X-Y, X-Y-Z, X-Y-X, and Z-X-Y, which have
many permutations and combinations.

In the next formula about x = r cosφ, y = r sin φ, x ′ = r cos(θ + φ), and
y′ = r sin(θ + φ), putting x ′ and y′ into the x and y, we can get the matrix form:

[
x′

y′

]
=

[
cos θ

sin θ

− sin θ

cos θ

][
x
y

]
(16.2)

We’re going to scale it up, so the final form is as follows.
Rotating about the X-axis:

Rx (θ) =
⎡
⎣
1 0 0
0 cos θ − sin θ

0 sin θ cos θ

⎤
⎦ (16.3)

Rotating about the Y-axis:

Ry(θ) =
⎡
⎣

cos θ 0 sin θ

0 1 0
− sin θ 0 cos θ

⎤
⎦ (16.4)

Rotating about the Z-axis:

Rz(θ) =
⎡
⎣
cos θ − sin θ 0
sin θ cos θ 0
0 0 1

⎤
⎦ (16.5)

We need to find the rotationmatrices of each axis, andmultiply them in order to get
the whole rotation matrix. Since the rotation matrix is left-multiplied, rotation matrix
[7] is R=RxRyRz for the Y-X-Z Euler angle. If it’s a Z-Y-X regular Euler angle,
the corresponding combined rotation matrix is R=RxRyRz. R is a 3× 3 matrix, the
rotation matrix for the entire transformation of coordinates. We can figure out the
angle by using the inverse trigonometric function:

θx = arctan
r32
r33

, θy = arctan
−r31√
r232 + r233

, θz = arctan
r21
r11

(16.6)
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16.3.3 2D Alignment of the Fundamental Ratio

It is easy to verify the relative translation between frames in the scene, which can be
obtained as follows:

Ei,j ∼ [ti j ]X Ri, j ∼ E ′
c(i),c( j) (16.7)

where ∼ means multiplication which is equal to non-zero scale factor, []x is the
symbol of skew symmetric matrix and represents the cross product. Therefore, when
the camera calibration matrices K and K ′ of sequence V and V ′ are the same, the
corresponding uncalibratedmatrix Fi, j with F ′

c(i),c( j) should be equal and can be used
for video synchronization [8]. Ri, j is the rotation matrix.

But in the more common case, K and K’ are constants, but they are different in
sequences.

In the case of a simplified camera model, such as unit aspect ratio and zero
deviation, it can be verified that:

F2×2 ∼
[

∈1st t si, j r
t
1 ∈1st t si, j r

t
2

∈2st t si, j r
t
1 ∈2st t si, j r

t
2

]
(16.8)

where ∈rst for r, s, t = 1,2, …,3 means permutation tensor, ri means columns of Ri, j .
t j means camera translation. It is worth noting that F2×2 is the state of observation,
its elements are Fi, j . The ratios have nothing to do with the internal parameters of the
camera, and only reflect the self-motion of the camera. In this article, we call these
fundamental ratios [9]. Therefore, we can extract an independent four-dimensional
feature Vf:

Vf = sig(F11)[F11, F12, F21, F22]/||F2×2||F (16.9)

among them ‖·‖F is Frobenius norm.When two cameras are associatedwith a similar
transformation matrix Hs, we can prove that two cameras have the same motion
trajectory. Under this premise, they can be aligned. Proportional ambiguity Hs is

defined as H

(
0.8I

0

0

1

)
. The position and posture of the camera are related by the

proportional ambiguity, but there exists noise pollution.We calculate the camera pair
which corresponds to each different position.

V f has five freedomdegrees: rotation Ri,j and ti, j . There are three freedomdegrees,
but there is a fuzzy scale. In addition, for the same basic matrix, there are four
possible settings for the relative camera position and orientation. In fact, based on
the proposed method has not available in some situations, such as pure translation,
where the camera center is fixed (that is, there is no change in camera position) or the
basic ratio [10] is calculated in a flat scene. However, as shown in this paper, similar



16 Identifying People Wearing Masks in a 3D-Scene 217

camera self-motion will produce the same V f . This can be used to synchronize video
sequences.

In the process of calculating the basic ratio, SIFT features [11] are used to complete
the correspondence between the initial frames and the frame, and the MAPSAC
algorithm that minimizes reprojection is used to calculate the purely rotated planar
homography and the basicmatrix error of general cameramotion [12]. The eigenvalue
decomposition of the matrix is used to calculate the outer pole of a pure translation
straight line. In the two frames, i and l may be far apart. Therefore, when there is no
correspondence between the calculation of the basic matrix, the observation graph
theory is used to calculate the basic matrix between two frames [13]. In other words,
three views (i, j, k) with ( j, k, l). The basic matrix inside is available.

Finally, in order to improve the robustness of the proposed method, we use a
coarse-to-fine framework, because the coarse-level synchronization captures global
features, so errors will not propagate to the rest of the regular path in the frame
correspondence calculation [14].

The calibration error in the time axis model is used:

E( j, j ′) = dist( j, j ′) + min{E( j, j ′ − 1), E( j − 1, j ′ − 1), E( j − 1, j ′)}
(16.10)

among them, the dist E( j, j) , the mean square error between them is calculated.
Therefore, by a set of parameters c( j) the determined synchronization calculation

is as follows:

c(j) = arg min
c(1)≤···≤c(N )

N∑
j=1

E(j, c(j)) (16.11)

where N means the number of input video frames, and then the dynamic program is
used to solve the optimization problem which is defined in the equation.

16.4 3D Face Recognition in the Real Scene

16.4.1 Video Image Format Conversion

Many video images are usually in YUV format [15] obtained from the camera, but
we only use process images in RGB format in the PC. Here we need to convert YUV
image format to RGB format. But YUV and RGB are two different color decoding
schemes. In YUV, Y is brightness, Chroma is represented by U and V, which are
used to specify the color of pixels in the acquired image, and described the saturation
and color of the image. Therefore, if a picture only has Y channel data, it can still
display the complete picture, but the picture is black and white. And we can convert
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an image in YUV format to an image in RGB format through the following formula,
as it has mentioned in Keith Jack’s book [16]:

B = 1.164(Y − R) + 2.018(U − 128)

G = 1.164(Y − 16) − 0.813(V − 128) − 0.391(U − 128)

R = 1.164(Y − 16) + 1.596(V − 128)

(16.12)

Noting in the above formula, the range for RGB is [0, 255], the range for Y is
[16, 235], and the range for UV is [16, 239]. If the result is out of this range, the
processing is truncated.

It is the simplest and most direct way to convert YUV format into RGB format.
By accessing each pixel in the image pixel by pixel, the conversion from YUV to
RGB format image can be completed.

16.4.2 The 3D-Visualized Face Recognition

Through panoramic camera to obtain panoramic video, we need to built a three-
dimensional model and fuse with it, and then a three-dimensional visualization scene
can be established for face recognition. SketchUp is used as a design tool oriented
to the creation process of design schemes for 3D architectural design. The program
runs, as shown in Fig. 16.3. First, draw a floor plan of the room, which can be
done using the Line Tool. Then, using the push-pull tool to build a preliminary

Fig. 16.3 The process for 3D-visualized face recognition
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Fig. 16.4 The actually experimental results

three-dimensional model. Adding the hand-built model from SketchUp Pro to the
folder where the Holographic Camera software is located to perform the 3D fusion
[17, 18]. Finally, the three-dimensional model is optimized to get the following
effect pictures. Meanwhile, performing 3D fusion, we must obtain images through
a holographic camera as shown in Fig. 16.3. Then by fusing the image obtained
by the holographic camera with the 3D model, the image after the virtual and real
fusion can be obtained [19]. Based on the above three-dimensional fusion process,
we can expand face recognition in the three-dimensional visualization scene. First,
we obtain the face image and then achieve 3D fusion.

A homogeneous representation of camera coordinates to video image coordinates,
there we use Binocular camera and we have shown the 2D-3D transformation above
[20], as shown in Figs. 16.3 and 16.4.

In this way, the occluded face recognition in the 3D visualization scene is
completed. From the above results, it can be seen that the establishment of a three-
dimensional visualization scene has a positive effect on the recognition of occluded
faces, which can assist the recognition of occluded faces. In this paper, we have
collected many faces which include wearing a mask and no mask as in our face
library and it helps us to further achieve 3D face recognition.
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16.5 Conclusions and Perspectives

This paper mainly proposes to apply 3D technology to recognize people and use 2D
scene to collect the face. Andwewill further statistic the accuracy of the standard face
library. Through simple attempt,we solve the occluded faces problem that are difficult
to recognize. During the COVID-19 pandemic, we compared contact authentication
such as fingerprints, contactless face recognition authentication which has become
an important tool during the May 1st Conference. The most important thing of face
recognition is the biological information of the face, including facial contour, position
of the nose and mouth, etc. The more feature information, the more accurate of face
recognition results. However, during the epidemic, people wear masks in and out
of public places, which greatly affects the accuracy of face recognition and two-
dimensional occluded face recognition. After combining 3D video face recognition
technology, through the recognition of face images and video, the face images in the
2D scene are obtained andwe get the face library.With the help of more facial feature
information, face recognition can be easier used in lots of scenes, the accuracy of
face recognition can be greatly improved eventually.
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Chapter 17
Contrast Enhancement and Noise
Removal from Medical Images Using
a Hybrid Technique

Mansi Lather and Parvinder Singh

Abstract Medical image analysis is very important for the proper and efficient
diagnosis of various disorders. Detection and diagnosis of various brain disorders
are very challenging because of the complex shape and structure of the brain. Among
the various medical imaging tools, Magnetic Resonance Imaging (MRI) gives the
most precise image of the brain structure. But, these images suffer from low contrast
and are also distorted by noise. So, these images need to be pre-processed such
that accurate and precise information can be extracted from them for further anal-
ysis and detection of various brain disorders. In this paper, a hybrid approach has
been proposed for pre-processing, wherein the contrast of the MRI image has been
enhanced using the Minimum Mean Brightness Error Bi-Histogram Equalization
(MMBEBHE) approach and denoising has been done using a combination ofWiener
andbilateral filter. The results of the proposed approach have been analyzed by adding
speckle and Gaussian noise considering Peak Signal to Noise Ratio (PSNR), Root
Mean Square (RMS) Contrast, Structural Similarity Index Measure (SSIM), Signal
to Noise Ratio (SNR), and Normalized Correlation (NC) as performance parameters.

17.1 Introduction

Every human being wants to live a healthy life. But, in our lifetime, unfortunately,
we are generally infected with one or the other illness. Among the various disorders
in the human body, the most dangerous and deadly disorder is the brain tumor. The
brain tumor is the anomalous and unusual growth of cells present in the brain tissues.
These tumors vary from each other depending on their source and position in the
body. On the basis of origin, brain tumors are broadly classified into two types, one
is called as primary brain tumors and the other one is called secondary or metastatic
brain tumors [1]. Primary brain tumors are the tumors that are generated in the brain
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tissues while the secondary or metastatic brain tumors are the tumors that are firstly
generated in other parts of the body which are affected by cancer already like the
colon, skin, lungs, etc. and then these infected tumor cells move to the brain and
increased there. Generally, the metastases brain tumors are caused by lung cancer,
melanoma, breast cancer, and other cancers [2].

Almost 11,000 cases of brain tumors are being diagnosed every year [3]. It is
important to identify and diagnose these tumors as early as possible so that the
survival period of humans can increase.Disease detection and diagnosis have become
easy because of recent advances in technology. Digital image processing has become
an integral part of everyone’s life and is playing important role in our daily life appli-
cations. Medical image processing is very useful for extracting medical information
from medical images. This information can then be analyzed to extract the needed
attributes which can then be used by the machine to come up with the proper diag-
nosis [4]. Different medical imaging tools such as X-ray, Computed Tomography
(CT) scan, MRI, etc. are used to get the medical scans of the human body [5]. These
scans are then utilized to detect the various disorders and malfunctioning inside the
human body. Among these scans, an MRI scan gives better details of the inside
structure of the brain [6].

MRI is a powerful visualization tool that allows internal anatomy images to
be safely and non-invasively acquired [7]. MRI scans are produced under an MRI
scanner by utilizing the magnetic, gradient, and radiofrequency coils. MRI produces
four different types of MRI sequences T1, T2, Flair, and T1c [8]. MRI scan suffers
from low contrast and is also affected by noise, thus hindering the accurate detection
and diagnosis of the lesion region [9]. Therefore, these MRI images need to be pre-
processed for accurate lesion detection and further analysis so as to come up with
the correct timely diagnosis of the disorder.

Pre-processing of images improves the quality of original images making them
more suitable for further analysis such as segmentation or classification of brain
tumors. These pre-processed images extract the high-value features from the images
and filters out the low-value features, thus improving the segmentation or classifica-
tion algorithm results [10]. As part of pre-processing, we can perform denoising,
contrast enhancement, skull stripping, edge preservation, image restoration, etc.
In [11], as part of pre-processing, denoising is performed using median, unsharp,
and Wiener filters. Skull stripping is done using the Brain Extraction Method
(BET). In [12], pre-processing phase involves denoising. Noise is removed from
the MRI images by using median and Wiener filters and then fusing the obtained
filtered images. In [13], denoising is performed using a combination of bilateral and
anisotropic diffusion filtering approaches. In [9], as part of pre-processing denoising
and brain surface extraction is done. Noise is removed using an adaptive Wiener
filter, and morphological operators are used to remove the non-brain tissues.

In this paper, a hybrid approach for pre-processing of MRI images has been
proposed, wherein the contrast of the MRI image has been enhanced using
the Minimum Mean Brightness Error Bi-Histogram Equalization (MMBEBHE)
approach and denoising has been done using a combination of Wiener and bilateral
filter.
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The rest of the paper is organized as follows: Sect. 17.2 describes the proposed
hybrid pre-processing approach; Sect. 17.3 describes the experimental results; and
Sect. 17.4 concludes the paper.

17.2 Proposed Methodology

This section describes the proposed model for pre-processing of the brain MRI
images. The flowchart of the proposed approach is shown in Fig. 17.1. The input
brain MRI image is first converted into grayscale; then contrast enhancement is done
using theMMBEBHEapproach; finally, noise is removed from the contrast-enhanced
image using Wiener and bilateral filters.

17.2.1 Input MRI Image and Conversion into Grayscale

MRI image is taken as input from the BraTS 2018 dataset [14–16]. The input image
is then converted into grayscale for further processing.

Fig. 17.1 Flowchart of the
proposed pre-processing
model

Input Brain MRI Image

Convert into Grayscale

Input Noise Type: No Noise/ 
Speckle Noise/ Gaussian Noise

Contrast Enhancement: 
MMBEBHE

Denoising: Wiener and Bilateral 
filter

Pre-processed Image
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17.2.2 Add the Noise

In this step, we can either add no external noise or add external speckle or Gaussian
noise to the original image.

17.2.3 Contrast Enhancement

MRI images usually have low contrast, making it difficult to detect the tumor area
from the brain MRI images. Fundamental enhancement in contrast is needed in
MRI to enhance the brightness of the image because the contrast between normal
dense tissue and tumor tissue could be there, but below the threshold of human
perception. In order to enhance image features against its background so as to have
better visualization of image properties through an open eye, image contrast needs to
be increased. In the proposed approach, contrast is enhanced using the MMBEBHE
approach. MMBEBHE enhances the image contrast by modifying the histogram of
an image. This approach performs separation based on the threshold level which
yields minimum Absolute Mean Brightness Error (AMBE) [17].

17.2.4 Denoising

After preserving the brightness of the image and enhancing the contrast, we remove
noise from the image. Noise adds distortion in medical images because noise
contains irrelevant information which hampers the image authenticity and quality
and misleads the actual data. Noisy medical images cannot be analyzed with accu-
racy and precision. Thus, it is important to remove noise from the image and at
the same time preserve the contents and quality of the image. For this purpose, we
denoised the image using a Wiener filter with a window size 5, and then to preserve
the edge information we used a bilateral filter with a window size 5 and σd = 3 and
σr = 0.3, where σd is the geometric spread in the domain and σr is the photometric
spread in the range.

17.3 Experimental Results and Analysis

The proposed pre-processing approach is simulated on MATLAB 2020b, Windows
10 OS with 8 GB RAM and Intel i3 processor using BraTS 2018 dataset. Figure 17.2
shows the output of the different steps of the proposed approach when no external
noise is added to the original image. Figure 17.3 shows the output of various steps
when speckle noise with a variance of 0.01 is added to the original image. Figure 17.4
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Fig. 17.2 Experimental results of the proposed pre-processing model with no input noise

shows the output results of different steps of the proposedmodelwhenGaussian noise
with variance 0.01 is added to the original image.

17.3.1 Performance Evaluation

The quality of the proposed pre-processing model is evaluated using Peak Signal
to Noise Ratio (PSNR), Root Mean Square (RMS) Contrast, Signal to Noise Ratio
(SNR), Structural Similarity Index Measure (SSIM), and Normalized Correlation
(NC) as the performance measures.

SNR measures the ratio of signal to noise and estimates the quality of the pre-
processed image compared to the original image [18]. PSNR is themeasure of quality
assessment between the original image and the pre-processed image. The higher the
value of PSNR, the better the quality of the pre-processed image. PSNR is calculated
using the formula given in Eq. 17.1, where max is the maximum value of the input
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Fig. 17.3 Experimental results of the proposed pre-processing model with speckle noise

image [19].

PSNR = 10log10
max2

MSE
(17.1)

In Eq. 17.2, MSE is the squared error between the original image and the pre-
processed image and is calculated using the formula given in Eq. 17.2 [20].

MSE =
∑

M,N [I1(m, n)− I2(m, n)]2
M × N

(17.2)

In the above equation,M and N are the number of rows and columns in the input
image.

RMS contrast is calculated as the square root of MSE. The lower the value of
RMS contrast, the better is the image quality.

SSIM is used to measure the similarity between the original image and the pre-
processed image by assessing the visual impact of luminance, contrast, and structure
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Fig. 17.4 Experimental results of the proposed pre-processing model with Gaussian noise

of the image [20]. NC is also used to measure the degree of similarity or dissimilarity
between the original image and the pre-processed image [21].

The proposed pre-processing model is evaluated using the PSNR, SSIM, SNR,
and NC as the performance parameters. The performance of the proposed model is
analyzed by adding speckle and Gaussian noise with variance 0.01 to the original
image and comparing the results of these performance parameters in the three cases.
The results obtained by the proposed approach in all three cases are shown in Table
17.1.

The results of various performance parameters show that the proposed approach
is very effective in pre-processing the images, thus improving their quality for further

Table 17.1 Performance parameters result of the proposed model

Noise type SNR PSNR SSIM NC

No noise 14.645 24.827 0.973 0.982

Speckle 14.504 24.743 0.951 0.980

Gaussian 12.736 22.391 0.895 0.974
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Table 17.2 Comparison of the performance parameters results of the proposed model with other
techniques

Techniques Noise type SNR PSNR SSIM NC

Proposed No Noise 13.38 23.17 0.96 0.97

(MMBEBHE + wiener + bilateral filtering) Speckle 13.26 22.98 0.92 0.96

Gaussian 11.16 20.31 0.87 0.95

MMBEBHE + gaussian
filtering

No Noise 13.16 22.79 0.95 0.96

Speckle 13.08 21.87 0.90 0.95

Gaussian 10.14 20.34 0.81 0.93

MMBEBHE + median
filtering

No Noise 12.87 22.50 0.95 0.96

Speckle 13.04 21.73 0.91 0.95

Gaussian 12.35 21.36 0.86 0.94

Table 17.3 Root mean
square contrast

MMBEBHE BBHE HE

RMS contrast 5.92 14.59 73.31

analysis. The proposed approach is also effective in pre-processing the images that
are affected by speckle and Gaussian noise.

Table 17.2 compares the average result of the proposed approach with the other
techniques with respect to all three cases of the noise type. From the table, it is
clear that the proposed approach is performing better than the other two approaches
in all three cases of noise type. In Table 17.3, the RMS contrast value obtained
by using the MMBEBHE method in the proposed approach is compared with the
other contrast enhancement techniques such as Histogram Equalization (HE) and
Brightness Preserving Bi-Histogram Equalization (BBHE). The lower value of RMS
contrast correlates to the better image quality. From the results of Table 17.3, it is
evident that MMBEBHE results in lower value of RMS contrast. Thus, MMBEBHE
provides better contrast enhancement and maximum brightness preservation as
compared to HE and BBHE techniques.

17.4 Conclusion

Medical image analysis is very important for the correct and timely detection and
diagnosis of various disorders in the human body. Medical image processing plays a
very important role in medical image analysis. Medical imaging such as MRI scan
provides precise details of the internal anatomy of human body organs. But, these
images suffer from low contrast and noise effects. Thus, thesemedical images need to
be pre-processed for further analysis. In this paper, a hybrid pre-processing approach
is proposedwhich enhances the image contrast and preserves the brightness using the
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MMBEBHEapproach and then removes the noise effect from the image usingWiener
and bilateral filters. The results of the proposed hybrid approach are analyzed using
RMS contrast SNR, PSNR, NC, and SSIM as performance evaluation measures.
The effectiveness of the proposed model is also analyzed by adding external speckle
and Gaussian noise. The results of the proposed approach are compared with the
other techniques for all three cases of the noise type, and it outperforms the other
techniques in all three cases.

As part of a future study, we will extend this work to segment and classify the
tumor region from the brain MRI images.
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Chapter 18
Application of Computer Image
Recognition Technology in Ship
Monitoring Direction

Renqiang Wang, Keyin Miao, Hua Deng, and Jianming Sun

Abstract With the development and utilization of the ocean, the ocean has become
more andmore important for human beings. Therefore, the implementation ofmarine
ship detection plays a vital role in the national economic development, maritime
traffic safety, rational use of marine resources and territorial sea safety. As a new
technology, ship recognition based on optical satellite image provides a new technical
means for long-distance marine dynamic monitoring system. Compared with the
traditional detection system, it has many obvious advantages, such as not limited by
region and time, long-distance and large-scale dynamicmonitoring, short monitoring
cycle, high recognition rate and so on. Therefore, it is very important to recognize
and segment satellite ship image quickly, efficiently and accurately. In this paper, the
u-net network is used to recognize the satellite ship image. The accuracy rate of the
verification set is 94.30%, and the recall rate is 92.03%; the accuracy rate of the test
set is 95.23%, and the recall rate is 94.01%. It can do a good job of ship identification
and monitoring.

18.1 Introduction

Nowadays, in the coastal areas of China, port construction and water transportation
are becoming increasingly busy, ship traffic flow is increasing rapidly, and water
transportation conditions are more complex, which brings many hidden dangers
to ship navigation and the safety of life and property at sea. The maritime traffic
accidents of passenger ships occurred in Bohai Bay for several consecutive years.
Strengthening the safety management of coastal waters, orderly organization of ship
navigation, and coordinated command of search and rescue are the urgent problems
to be solved to improve the safety management of coastal ships [1].

The integration of embedded technology, network, image processing technology
and wireless transmission technology in modern science and technology makes
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the ship video remote monitoring technology have a great development. Using the
existing wireless communication network (such as GPRS and CDMA) to realize the
wireless transmission of video data from the ship video source to the monitoring
center, the monitoring range can reach any position covered by the network, and
there is no need to lay a special line at the monitoring object. With the help of
China Unicom CDMA network covering the Bohai sea route, all ship video signals
and navigation information are sent to the monitoring center through cdma20001x
network and the data of the monitoring center can be received, so as to provide infor-
mation processing guarantee and support for mobile office and on-site law enforce-
ment, and improve the existing maritime network step by step extension [2]. The
shore-based offshore vessel dynamic monitoring system is mainly composed of a
vessel traffic management system (VTS), an automatic identification system (AIS),
and a video surveillance system (CCTV). However, it is difficult to achieve effec-
tive long-distance coverage when the VTS has a limit ranging of 20 nautical miles;
at the same time, its echo signal is easily attenuated by sea conditions. The video
monitoring system (CCTV) can realize real-time video monitoring. Once a ship is
found to be overloaded or in violation of the navigation rules, it can immediately
notify the relevant personnel in the video monitoring area for law enforcement. In
the case of bad weather conditions, the monitoring capacity will be greatly affected,
and the monitoring range is limited by coastal waters, which cannot meet the needs
of long-distance and large-scale monitoring [3].

In the aspect of image recognition, according to the characteristics of satellite ship
image data, the RIRNet network model is designed in paper based on convolutional
neural network, and carries out experiments on satellite ship data set, compares with
a variety of neural network models, and analyzes and summarizes the results. In the
aspect of semantic segmentation, the u-net network is used to segment the satellite
ship image. On this basis, the u-net is improved by combining with the self-designed
RIRNet network model.

18.2 Image Semantic Segmentation

Image semantic segmentation is a typical computer vision problem. Its purpose is
to take the original image data as input and convert the target area to be recognized
into a mask. It is the fact that the problems in early computer vision only found the
elements such as edges (straight lines and curves) or gradients, and the pixel-level
images are not to understand. Image classification and target detection are also two
common computer vision problems [4]. Image classification is to identify different
targets in the image; target detection is to use bounding boxes to identify the target
and its position in the image; semantic segmentation is to classify each pixel to
identify the target and target position in the image [5]. The application of semantic
segmentation scenes involves geographic information systems, unmanned driving,
medical image analysis, precision agriculture, etc. [6].
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18.2.1 Semantic Segmentation Data Set

Pascal part [7]: this data set is developed fromPascal-voc 2010 data set. All categories
of the original data set remain unchanged, and all images and image annotations in
the original data set are retained. On this basis, the categories of the original data
set are subdivided, such as bicycles are divided into wheels, seats, lights, armrests,
sprockets, and other parts; cars are subdivided into front doors, back doors, windows,
front wheels, rearwheels, roof, hood,mirrors, and other parts; animals are subdivided
into head, ears, mouth, forelimbs, hind legs, tail, body, and other parts.

18.2.2 Evaluation Criterion

Image recognition and evaluation generally use two overall image indicators, accu-
racy rate and recall rate. However, the evaluation index of semantic segmentation is
mostly at the pixel level, usually using the variation of pixel accuracy and intersec-
tion and union ratio. Pixel accuracy (PA) is the most intuitive indicator of semantic
segmentation, which is to calculate the ratio of the number of correctly classified
pixels in all categories, with the number k + 1, of all pixels in the image, as shown
in (18.1) [8].

PA =
∑k

i=0 pii
∑k

i=0

∑k
j=0 pi j

(18.1)

where pi j is the number of pixels that belong to the ith category but are classified
into the jth category, and pii represents the number of positive examples that are
correctly classified.

In practical application, PA cannot reflect the relationship between different cate-
gories of correctly classified pixels, and many data sets are not balanced, so the pixel
accuracy cannot bewell evaluated. The average pixel accuracy (MPA) is improved on
the basis of PA. First calculate the pixel accuracy, and then average the total number
of categories. The specific formula is shown in Fig. 18.2.

MPA = 1

k + 1

∑k

i=0

pii
∑k

j=0 pi j
(18.2)

Average intersection union ratio (MIoU): it is an improvement on the intersec-
tion union ratio (IOU), that is, to calculate the average IOU on each category. The
intersection and union ratio is the ratio of the intersection and union of the predicted
region and the real region. In the semantic segmentation, the ratio of the real positive
example to the total number of pixels of this category is calculated, as shown in
Formula 18.3.
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MIoU = 1

k + 1

∑k

i=0

pii
∑k

j=0 pi j +
∑k

j=0 p ji − pii
(18.3)

The importance of each category in the actual data set may not be balanced.
For example, the importance of each category in the unmanned driving system
image is higher than that of other categories. Therefore, by weighting each cate-
gory according to its importance, we can get the frequency weighted intersection
union ratio (FWIoU), as shown in (18.4).

FW IoU = 1
∑k

i=0

∑k
j=0 pi j

∑k

i=0

∑k
j=0 pi j pii

∑k
j=0 pi j +

∑k
j=0 p ji − pii

(18.4)

18.2.3 Ship Image Data Set

In the data set, the number of ships ranges cover 0 to 15. When the number is 0, it
means the background image, and the largest number is 15. The satellite ship data set
contains a total of 62,000 images, including 48,000 images without ship, accounting
for 77.42%; 8730 images only contain single target, accounting for 14.08%, while
the images of two or more ships account for a very small proportion. It can be seen
that this data set is extremely unbalanced.

The dataset contains many different scenes, such as night, fog, snow, cloudy
conditions, and floating ice on the sea. In some simple scenes, the target is relatively
easy to distinguish. In fact, there are more complex scenes in the data set. The
main body of the target accounts for a small proportion of the image, and there is
more interference information. Even the human eye is difficult to distinguish. It is
very difficult for image recognition and semantic segmentation. When extracting
convolution features from smaller targets, it is easy to lose information. In the later
model construction, we need to pay attention to this kind of situation. The model
design is adjusted accordingly [9].

18.2.4 Recognition Method Based on Convolutional Neural
Network

Convolutional neural networks generally include convolution layer, pooling layer,
nonlinear activation layer, and fully connected layer. Convolutional neural network
mainly realizes the invariance of displacement, scaling and deformation through local
receptive field, weight sharing and down sampling. Convolution layer is the core
part of convolution neural network and the key operation of feature extraction. The
operation in convolution layer and convolution operation in analytical mathematics
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are not the same operation. It is actually cross-correlation operation. The input array
is cross correlated with the convolution kernel to get the output array. The operation
process of cross-correlation is to multiply the specified area of the input array and
the convolution kernel from the starting position one by one in the sum, start the
operation from the upper left corner of the input array, and then move the operation
area from left to right and from top to bottom according to the steps, until all areas of
the input array complete the operation. When the input array is filled, zero elements
of corresponding size are filled around the input array according to the filling size,
and then the above operation is performed.

Pooling layer is another core operation of convolutional neural network. Themain
function of pooling layer is to compress the features extracted by convolution, reduce
the parameters of the model, and effectively reduce the size of the parameter matrix.
The pooling layer is divided into maximum pooling and average pooling, that is
to calculate the maximum and average values of elements in the pooling window.
Consistent with the convolution operation, the pooling window starts searching from
the upper left corner of the input array in a left-to-right and top-to-bottom manner.
When themergewindow is at any position, themaximumvalue of the input sub-array
in the window is the element corresponding to the position in the output array. The
working principle of two-dimensional average pooling is similar to two-dimensional
maximum pooling, but the maximum operator is replaced by the average operator
[10].

18.3 Application of Image Recognition Technology in Ship
Monitoring

In order to better verify the model structure algorithm in this chapter, the results are
compared with VGG-19 (3 × 3 convolution kernel, network architecture weight is
574 MB), ResNet-50 (3 × 3 convolution kernel, 50 weight layers, weight size to
102 MB), ResNet-101 (3 × 3 convolution kernel, the size of the weight is 40 MB),
and Perception-v3 (3 × 3 convolution kernel, the size of the weight is 96 MB)
models. Results mainly from the accuracy and recall were compared. All models
adopt the same initialization method, loss function, activation function, batch size,
and optimizer. The learning rate of training will be adjusted manually according
to the convergence degree of different models, which will not guarantee the same
learning rate of all models. For the data test results, there are the following four cases.
TP: forecast positive, actual positive; FP: forecast positive, actual negative; TN:
forecast negative, actual negative; FN: forecast negative, actual positive. Therefore,
the formulas for calculating the True Positive Rate (TPR) and False Positive Rate
(FPR) can be obtained in accordance with (18.5) and (18.6):

T PR = T P

T P + FN
(18.5)
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FPR = FP

FP + T N
(18.6)

The true case rate TPR and the false positive case rate FPR are used to judge the
quality of the classifier. The higher the TPR and the lower the FPR, the better the
classification effect of the classifier.

18.3.1 Experimental Development Environment

The network structure designed in this chapter contains a large number of network
parameters and convolution layer, which requires a large amount of calculation, and
the speed of the computerwithGPUwill bemuch faster. The followingwill introduce
the development environment in this experiment.

Processor Intel Core i7 7700hq @ 2.8GhZ;
Memory: Kingston DDR4 3200 16 g;
Graphics card: NVIDIA GeForce GTX 1080 ti;
Hard disk: Western Digital 2 TB;
Operating system: Ubuntu 16.04.3;
Deep learning framework: mxnet;
CUDA: CUDA 9.0.176;
Language: Python.

18.3.2 Data Preparation

The satellite ship data set contains 62,000 images, including 48,000 images without
ship and 18,000 images with ship. Due to the imbalance of data, in order to make
up for the deviation caused by the imbalance of data, 12,000 images with ship and
12,000 images without ship are selected as the training set, 3000 images with ship
and 3000 images without ship are selected as the verification set. In fact, most of the
images captured by satellite are non-ship images, so 8000 non-ship images and 3000
ship images are selected in the test set, which is closer to the real data.

18.3.3 Network Model Structure Classification
and Identification Test of Verification Set

Recall rate indicates the probability that the target concerned is predicted correctly.
This paper focuses on how many ships can be detected, so recall rate is an important
index. Due to the imbalance of the satellite ship data set, the distribution of the
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Fig. 18.1 Network models classification recognition result comparison in verification set

Table 18.1 Comparison in
verification of Network
models classification
recognition

Models Accuracy (%) Recall (%)

VGG-19 91.75 89.87

Inception-V3 92.08 90.32

ResNet-50 93.44 91.71

ResNet-101 93.50 91.82

Model of paper 94.30 93.03

verification set and the test set in this chapter is different. The verification set and the
training set ensure the same distribution. In order to balance the positive and negative
proportion of the data, the same proportion is used. The test set is closer to the real
distribution, so the accuracy and recall of the test set are more important.

According to Fig. 18.1 and Table 18.1, after testing each network model in the
verification set, the test results show that the recall rate and accuracy rate of this
model are the highest, 93.03 and 94.30%, respectively.

Fig. 18.2 Network models classification recognition result comparison in test set
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Table 18.2 Network models
classification recognition
result comparison in test set

Accuracy (%) Recall (%)

VGG-19 94.50 91.43

Inception-V3 94.41 90.08

ResNet-50 93.80 91.97

ResNet-101 94.76 92.32

Model of paper 95.23 94.01

18.3.4 Classification and Identification Test of Each Network
Model Structure in Test Set

According to Fig. 18.2 and Table 18.2, after testing each network model in the
verification set, the test results show that the recall rate and accuracy rate of this
model are the highest, 94.01 and 95.23%, respectively.

It can be seen from Tables 18.1 and 18.2 that the accuracy and recall rate of the
identification model RIRNet in the verification set and test set are the highest. It can
be seen that the accuracy of this model is similar to other models, mainly because the
recall rate is 1.5–2% points higher than other models, which proves that the model
has higher accuracy in the recognition of target images.

The above models, such as VGG-19, inception-v3, ResNet-54, and ResNet-101,
which are compared with RIRNet, do not use transfer learning. After Imagenet pre
training, the accuracy and recall rate of these models will increase by about two
percentage points. Due to the limited computing resources, the model designed in
this chapter is not trained by Imagenet. In practical application, the accuracy and
recall rate can be further improved by pretraining.

18.4 Conclusion

This papermainly focuses on how to carry out image recognition on satellite ship data
set for ship monitoring. Based on the deep neural network framework, the existing
neural network algorithms are analyzed. Through the experimental results, the effec-
tiveness of the model is reasonably evaluated. The results of VGG-19, ResNet-34,
ResNet-50, and perception-v3 models are compared. The results show that the accu-
racy and recall of the verification set and the test set are better than other models. The
accuracy rate of verification set of RIRNet is 94.30%, and the recall rate is 92.03%;
the accuracy rate of test set is 95.23%, and the recall rate is 94.01%. It can be seen
that the networkmodel designed in this chapter has achieved good results for satellite
ship image recognition.
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Chapter 19
Application of Remote Network
Technology in Engine Room
Communication of the Ship

Keyin Miao, Renqiang Wang, Jianming Sun, and Hua Deng

Abstract In recent years, the ship communication network based on computer and
Internet of things (IoT) is an important part of ship modernization and intelligence.
The first problem of intelligent ship is to solve the communication problem of ship
engine room, so the stability of wireless communication system in ship steel envi-
ronment becomes the focus of research. This paper compares and analyzes several
mainstream narrowband IoT transmission modes, and selects LoRa technology as
thewireless communicationmeans. A communication test equipment based on LoRa
mechanism is designed and manufactured, which is used to collect and analyze the
signal strength in the engine room of a real ship. The measured results are compared
with the simulation results, and then a reliable transmission path of narrowband IoT
Lora wireless communication in the engine room of a ship is proposed.

19.1 Introduction

At present, more and more intelligent devices are applied to ship systems, and the
explosive growth of network data in ship communication systems, and the timeliness
and stability of data transmission put forward higher requirements for ship commu-
nication systems [1]. In the environment of dense equipment in ship cabins, there are
higher requirements on the perforated wiring and the size of the holes. In contrast,
the use of remote wireless communication between the compartments will greatly
shorten the ship manufacturing period. When the cable of the wired communication
system has a fault, it needs to spend a lot of time and manpower to replace and
repair the cable [2]. In terms of installation cost, the deployment of ship’s wired
communication system accounts for a high proportion of the overall cost of the ship,
the deployment of ship’s automation system accounts for 1/6 of the total cost of
the ship, the marine wired communication cable accounts for 1/4 of the automa-
tion system, and the cost of using remote wireless signal transmission technology is
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only 1/10 of the cost of the wired communication system. In the transformation of
ship communication system, the traditional whole ship wiring ship communication
system transformation is difficult and the workload is large. In contrast, the workload
of wiring will be greatly reduced when the remote wireless communication system
is used in the transformation of the engine room communication system.

Compared with wired communication system, remote wireless communication
system has great advantages in terms of late maintenance and convenience of over-
haul. Remote wireless data transmission based on IoT technology also provides a
reference direction for the overall development of ship communication system. The
automation level and modernization ability of ship communication have been greatly
improved, which makes the ship remote wireless communication system become an
important auxiliary equipment for safe navigation at sea, and also makes it possible
for the remote wireless communication system to become the mainstream of ship
communication system [3].

With the development of IoT technology and the wide use of sensor networks,
the new communication system which integrates IoT and various technologies
has been widely used. Nowadays, high-tech communication equipments are devel-
oping towards the direction of long-distance wireless and convenient. The highly
information-based and fast computing of intelligent equipment and sensors provide
users with shorter delay and more reliable data. With the introduction of 5G tech-
nology, it also marks that the remote wireless communication is gradually becoming
the mainstream data communication system on land. The reliability of remote wire-
less communication is getting higher and higher, so that the remote wireless commu-
nication system can basically realize remote wireless data transmission inside the
ship.

Most cabins aremade ofmetal and steel, and the reliability ofwireless signal trans-
mission has become the main obstacle to achieving wireless coverage. In addition,
the steel environment of the ship’s cabin and the influence of noise during navigation
and other related factors are based on the wireless signal of the IoT communica-
tion technology. It will be affected in the transmission process. Therefore, this paper
studies and optimizes the reliability of computer data wireless communication in
ship communication and navigation.

19.2 IoT Wireless Communication Based on LoRa
Technology

19.2.1 Wireless Communication in Internet of Things

The main advantages of narrow-band IoT are low cost, low power consumption, reli-
able link, long transmission distance, and so on. All aspects are more advanced
and scientific than other technologies. It has become a wireless communication
technology with wide coverage and multi terminal access [4].
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In addition to the most widely used technologies such as WiFi, Bluetooth, nb.IoT,
and NFC, many wireless technologies play an indispensable role in their respective
application scenarios. By comparing the transmission distance and anti-interference
performance of various wireless technologies, we can see that the advantages of
LoRa technology are particularly obvious, so the narrow-band Internet of things
based on LoRa technology has a good prospect in the application of ship engine room
monitoring system. In addition, satisfied with the different requirements of different
customers for data protocols, LoRa protocol is widely used inmany scenarios with its
own uniqueness and wide adaptability [5]. Because of its fast network deployment, it
can complete networking in a very short time. Part of the data in the engine roomof the
ship is confidential. LoRaWan is a protocol specification based on LoRa technology.
It adopts 128 bit symmetric encryption algorithm AES for integrity protection and
data encryption, and uses LoRa technology for ship ad hoc network to ensure the
safety of data transmission.

19.2.2 Introduction of LoRa Technology

LoRa is a low-power communication technology, which is based on spread spectrum
technology for ultra-long distance, low-power wireless transmission. The specifi-
cation of wireless Internet of things, which is jointly developed and initiated by
Semtech, efficiency, IBM research and other European and American companies,
has the advantages of long transmission distance, low power consumption and many
networking nodes. At present, Lora mainly operates in the global free frequency
band, including 433, 868, 915 MHz, etc. It does not charge communication fees
and belongs to the ad hoc wireless network. LoRa communication transmits data
with a bandwidth of 37.5.200 kb/s. The communication distance radius of open and
non-sheltered areas such as suburbs or sea surface is 15–20 km; the communication
distance radius of sheltered areas such as urban area is 5.10 km [6].

LoRa-WANnetwork architecture is composed of terminal node, Lora base station,
web server, and data server. Six application scenarios based on this network archi-
tecture are listed. In this network architecture, a node can connect multiple terminal
sensors or devices with transmission protocol in series. The base station forwards the
Lora WAN protocol data between the web server, the data server and the terminal.
The data is transmitted wirelessly through Lora or through TCP/IP [7].

19.2.3 Lora Terminal Working Mode

LoRa technology has three terminal working modes of class A/B/C, which can be
applied to all Internet of things application scenarios.
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(1) Class A (a11): the terminal of class A working mode adopts ALOHA protocol
to report data on demand, which is the most basic working mode of Lora tech-
nology.After each data uplink, first open the receivingwindow for receiving the
data sent by the server. If no data is received in the first receiving window, open
the second receiving window to realize the two-way transmission of data. This
kind of operation has the lowest power consumption, but it must wait for the
terminal to report the data before transmitting the data. It include temperature
monitoring, smoke detection, gas monitoring and other application scenarios
[8].

(2) Class B (beacon): for the working mode of Class B, in addition to the random
receiving window of class A, Class Bwill open the receiving window at a spec-
ified time. In order to achieve this function, the terminal node needs to receive
time synchronization signal markers from the base station. The downlink trans-
mission of data is completed in the fixed receiving window of the terminal, but
the data transmission time becomes longer.Application scenarios includewater
meter, gas meter, electricity meter, etc.

(3) Class C (continuous): in Class C mode, the receiving port remains open, and it
will be temporarily closed when sending data. This mode will cause unneces-
sary window waste, so the terminal of class C will consume more power than
Class A and class B. Because the terminal is always in continuous receiving
state, it can send data to the terminal at any time. It is commonly used in street
lamp control and other scenes [9].

19.2.4 Radio Wave Propagation Mechanism

The equipment in the engine room of a ship is generally made of steel. The prop-
agation of electromagnetic wave in the engine room of a ship can be summarized
as reflection, transmission, and diffraction. When the electromagnetic wave is inci-
dent on the surface of the equipment or engine room, it will be reflected; when the
electromagnetic wave is incident on the glass window of the central control room, it
will be reflected and transmitted: when the electromagnetic wave is blocked by the
edge of a sharp object or meets an object similar to the wavelength diffraction occurs
[10]. The reflection coefficients of parallel and vertical electromagnetic waves are
calculated by Eqs. 19.1 and 19.2:

�1 = −εr sin θi + √
εr − cos2 θi

εr sin θi + √
εr − cos2 θi

(19.1)

�2 = εr + sin θi − √
εr − cos2 θi

εr sin θi + √
εr − cos2 θi

(19.2)
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where �1 is the reflection coefficient of parallel electromagnetic waves, and �2 is the
reflection coefficient of vertical electromagnetic waves.εr is the reflection medium
constant, and θi is the oblique incident angle of electromagnetic waves.

Transmission is mentioned in the content of electromagnetic wave reflection char-
acteristics. Some electromagnetic waves are reflected at the interface of the medium,
and some electromagneticwaves are transmitted through the interface of themedium.
In optics, refraction is called refraction. The formula of electromagnetic wave trans-
mission can be obtained by deriving the reflection coefficient. See Eqs. 19.3 and
19.4:

�1 = 2 sin θi

sin θi + √
εr − cos2 θi

(19.3)

�2 = 2 sin θi

ε sin θi + √
εr − cos2 θi

(19.4)

where �1 is the transmission coefficient of parallel electromagnetic waves, and
�2 is the transmission coefficient of vertical electromagnetic waves. ε is the
electromagnetic wave incident medium constant.

19.3 Communication Hardware Program Design Based
on LoRa Mechanism

19.3.1 Communication Hardware Node Selection

The communication hardware selects LoRa node developed by the laboratory for
energy consumption collection in plant area, park, and mine. The node has TTL
and RS485 serial communication modes, supports the access of devices and sensors
with Modbus RTU communication protocol, and the working temperature is minus
40°. The temperature in the cabin is generally not more than 45°. The wireless
transmission module of the LoRa node terminal is the LoRa series module of Ra-01
produced by Anxin Co technology company, which is completely suitable for the
cabin environment.

19.3.2 Construction of Development Environment

Keil u-Vision 4 software is used in the CPU program design of the hardware device.
The software development interface is simple and friendly, and has the develop-
ment environment of enhanced integrated language. According to the problems of
different CPU programming encountered in user development, software developers



248 K. Miao et al.

Table 19.1 Antenna parameters

Frequency
range

Gain Standing-wave
ratio

Input
impedence

Power capacity Antenna height

433 MHz 15 dBi ≤1.5 50 � 100 W 205 mm

developed this kind of software with different processors that can be programmed in
the same integrated development environment. The software integrates the function
items needed to develop the hardware equipment used in this test, and integrates text
editor, project management, program compilation and other functions. The software
supports C language and assembly language for programming. This design uses C
language for programming. The advantages of C language are small amount of code,
simple writing, fast compiling speed, powerful language function, and good code
readability.

19.4 Experimental Verification and Analysis

19.4.1 Antenna Parameter Test

It is the most direct and accurate method to test the received power of radio wave. To
detect the signal strength distribution and attenuation of LoRa narrowband commu-
nication technology in the actual ship engine room, the experimental platform of
LoRa mechanism communication in the actual ship engine room is built.

The equipment selected for the experimental platform includes LoRa commu-
nication node, notebook computer with uartast serial program, adjustable height
tripod and antenna. The 433 MHz omnidirectional, monopole and vertically polar-
ized copper rod antenna is used in the test. The overall height is 205 mm and the
effective length is 175mm,which is consistent with the simulation parameters (Table
19.1).

19.4.2 Data Comparison

It is found that the lowest receiving power measured in path B is the # 13 receiver,
while the # 15 receiver in simulation has the lowest receiving power, which is not in
the same location, but in the same area; in the measured environment, six groups of
eight receivers are located near the stairs, and the receiving power fluctuates greatly,
which is consistent with the trend of simulation data. #Under the Los environment,
the simulation results show that the receiving power of # 25 receiver is larger than
that of # 24 receiver, while the measured data shows that the receiving power of # 24
receiver is larger than that of # 25 transmitter. The data difference is caused by the
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different processing methods of the measured equipment and simulation software
(Fig. 19.1).

In Fig. 19.2, the received power ofmeasured data path C shows a decreasing trend,
and the difference between path C.2 and simulation data is large, and the attenuation
range of measured data is larger than that of simulation data. In the actual ship engine
room environment and simulation environment, the # 6 receiver on path C is in the
same position and is closest to the transmitter, but the receiving power of the # 6
receiver in the actual environment is much lower than that of the adjacent receiver.
Comparing the received power attenuation amplitude of path B and path C in the
measured environment,we can still find that the received power conversion amplitude
of the receiver increases with the increase of the plane height of the receiver relative
to the transmitter.

Fig. 19.1 Comparison of path B measurement and simulation

Fig. 19.2 Comparison of path C measurement and simulation
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It is found that the overall trend ofmeasured data and simulation data is consistent,
but there are still differences, mainly due to the following reasons:

(1) The simulation environment uses ray tracing algorithm to get the received
power. Due to the multipath effect of the radio wave in the ship engine room
environment, the propagation of the transmittedwave has delay expansion. The
calculation of the signal strength of the LoRa communication node is different
from that of the simulation software. The signal strength of the first ray received
by the LoRa module is the receiving power of the test point.

(2) Ray tracing algorithm is closely related to the surrounding environment. There
are grooves, metal frames, various pipes and other obstacles in the real ship
engine room, which are not reflected in the simulation environment.

(3) When the narrowband signal receiving power of ship engine room is measured,
some equipment are in working state, and the environmental noise is large, so
the influence of working condition and temperature is not considered in the
simulation environment.

(4) The measured signal strength is seriously affected by the environment, which
makes the received power result and the simulation result have larger error.

19.5 Conclusion

The development of intelligent engine room under intelligent ship needs corre-
sponding remote wireless communication system. For the long-distance wireless
communication system suitable for the environment of ship engine room, it is neces-
sary to understand the propagation characteristics of radio waves in the engine room.
In this paper, the engine room environment measurement and simulation of a real
ship are studied. The signal strength acquisition program based on LoRa mecha-
nism communication hardware equipment is designed, which is used to collect the
narrowband signal strength in the engine room of a real ship. The results show that
the receiver should not be placed close to the back of the obstacle, on both sides
of the obstacle which is diagonal to the transmitter, and on the position with strong
vibration.
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Chapter 20
Pi Test for Signal Complexity

Li Chen, Jie Cheng, and Wenshi Li

Abstract The basic functions of the golden standards of signal complexity measure
are fast operation, accurate identification and no need to select parameters manually.
Compared with the known spectral entropy (SE) complexity and construction creep
(CC) rate of spring test for chaos, a novel candidate answer is Pi test for signal
complexity. Its algorithmprinciple ismainly developed from the cast point proportion
calculation of Pi based onMonte Carlo method. The key technologies depend on that
(1) feeding the inputs of original random numbers with the periodic or chaotic signals
under test, (2) replacing pie-shape with ball-shape, (3) and auxiliary application of
cosine function inputs. One to three-dimensional chaotic equations are used as test
cases. The results of Pi scoring for signal complexity are represented as Pi score
(near zero means period; less than 2.7 signs chaos; and close to 3.14 marks random
number) and Pi pie (ratio of Pi score to 3.3), rapidly agreeing with the distinguished
results of Bifurcation diagram, SE complexity (the larger, the more complex) and
CC rate (the two critical points are 7 and 83).

20.1 Introduction

20.1.1 Background

Research purposes: Jim Gray, winner of Turing prize in 1998, predicts that the
amount of data will double every 18 months. In the future, more sensors will be
deployed and more data will be generated. Data coding is facing unprecedented
challenges, the first thing to deal with is efficient source coding to achieve efficient
representation of information. In the era of big data, we are constantly studying it.
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Application area: For example, the human brain is the most complex structure
in our human body, and the brain signal is also extremely complex. In order to better
identify it, we need to find some new features of it, so as to improve the recognition
rate conveniently and further analyze the brain signal, so as to make contributions to
human scientific research.

For another example, we can also regard the fluctuation of the stock market as the
change of signal. Is it random or periodic, or is it a chaotic state? In order to try to
explore, we look for its characteristics and make effective investment!

In addition, with the rapid growth of data, more new information is waiting to be
mined:Monitoring of humanhealth information;Monitoring ofmachine health infor-
mation…All aspects arewaiting for us to carry out signal analysis, understanding and
identification application, so as to carry out the feasibility of data-driven application
research.

20.1.2 Theory

The most famous example of Monte Carlo method [1–4] is in Pi [5, 6] calculated by
casting points within unit square surrounded pie-shape (Casting points in a circle,
which is in a square). If we replace random numbers with periodic or chaotic signals,
what is the new result [4]? Here the simplest criteria of signal complexity measure
will be illustrated on Pi test, with Pi score and Pi pie.

To confirm the above idea, firstly threemaps of chaos are selected as test cases, and
then three kinds of control experiments are used with Bifurcation diagram, spectral
entropy (SE) complexity and construction creep (CC) rate of spring test for chaos,
at last, highlights on the detail of modified Pi scoring by Monte Carlo method are
discussed.

Notice: Pi pie is a form of expression about the ratio (Pi score ratio to 3.3). Pi test
is the estimate of Pi based on MC which is calculated by casting points.

20.2 Test Cases and Principles

20.2.1 Test Cases

Test case 1: Logistic map is written as formula (20.1), wherein the coefficient μ is
state-dependent, which is a typical one-dimensional chaotic equation [4].

Test case 2: Lozi map is written in formula (20.2), wherein the coefficient a is
state-dependent, which is a typical two-dimensional chaotic equation [7].

Test case 3: Chua’s equation is as in formula (20.3), here the coefficient k is
state-dependent, which is a typical two-dimensional chaotic equation [4].
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xn+1 = μxn(1−xn) (20.1)

xn+1 = 1−a|xn| + 0.54272yn, yn+1 = xn (20.2)

dx/dt = −2.564x + 10y + 0.5k(|x + 1|−|x−1|)

dy/dt = x−y + z

dz/dt = −14.706y (20.3)

Notice: The above three equations are optional for testing, so it is not necessary to
study the coefficients of the equations or consider their practical significance. They
are only used for data testing.

20.2.2 Modified Pi Scoring

The source code of the modified Pi scoring algorithm with MC is as follows [4].

close all; clear all;

x = x; %data under test1,2,3

y = y; %data under test1,2,3

z = cos(t); %as inputs of auxiliary data

n =length(x); %The length of data used to calculate 

date = zeros(n,1);%create an array 

k = 0;%let the initial value of K be 0 

for i = 1:n %Cycle n times 

if x(i)^2+y(i)^2<=1; %pie-shape casting points

%          if x(i)^2+y(i)^2+z(i)^2<=1; %ball-shape casting points
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period

chaos

random

Fig. 20.1 Pi pie (ratio of Pi score) of Pi test (left for period, middle for chaos, and right random)

k = k+1;%if the data point falls in a circle or a sphere with a radius of 1 
centered on the origin position, the count is increased by 1 

end

date(i,1)=4*(k/i); %Pi estimation=4*number of points in circle/ number of 
points in square(two-dimension)

%          date(i,1)=6*(k/i); %Pi estimation=6*number of points in ball/ number 
of points in box(three-dimension)

pii = date(n,1); %Pi score--Pi value based on the calculation 

x = [pii/3.3]; %Pi score ratio to 3.3
cm = [1 0 0];%colormap(cm);the color of pie

pie(x); %Pi pie

Key 1: Rise-dimensional of Pi calculation. From square to box, the casting points
calculation of Pi expands two-input data to three dimensional (Fig. 20.1).

Key 2: Data input strategy. It is convenient for us to calculate each variable of the
three-dimensional equation separately, using the cosine functions as the auxiliary
input data in the box by Monte Carlo method.

Key 3: Verification of period and chaos. While the data length of random number
is more than 1000 points, we can gain the convergent estimation of Pi constant. In
general, we need the data lengths to be longer than 1000 during test.

20.2.3 Control Experiments

Bifurcation diagram illustrates the chaotic evolution processes from single period to
multi-period to chaos, including the processes of withdrawing from chaotic states.
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In brief there are basic methods of getmax instruction in MATLAB and Poincare
section of relation selection of x = y [8–11].

As two automatic criteria of signal complexity measures, SE complexity and CC
rate are utilized individually.

SE complexity is based on the FFT instruction inMATLAB tool to control the flat-
ness of frequency domain, which is a gold standard for identifying signal complexity.
The complexity of the signal is as follows: the larger theSEvalue is, themore complex
it is [12].

CC rate measures compressed attractor through self similar characterization, and
describes the chaotic degree of the system according to the shape of the attractor,
which usually takes a long time to calculate.

Wherein the corresponding rules are that SE complexity (the larger, the more
complex) and CC rate (The two critical points are 7 and 84 for three classification
recognition of period, chaos, and random states) [13, 14].

20.3 Results and Discussions

20.3.1 Results

In Fig. 20.2, we depict the Bifurcation diagram and SE complexity of trace states in
Logistic map.

In Fig. 20.3, Pi scoring is illustrated (left in pie-shape casting and right in ball-
shape casting; 4 kinds of data lengths). Wherein the test conditions are (1) initial
value (0.1); (2) data length of 3000 points, abandoned first 1000 points; (3) step
of 0.01; (4) control experiments of Bifurcation diagram and spectral entropy (SE)
complexity.

In Fig. 20.4, we show the Bifurcation diagram and SE complexity of trace states
in Lozi map.

Fig. 20.2 Logistic map: Bifurcation diagram (left) and SE complexity (right)



258 L. Chen et al.

Fig. 20.3 Logistic map: Pi scoring (left in pie-shape casting and right in ball-shape casting; 4 kinds
of data lengths)

Fig. 20.4 Lozi map: bifurcation diagram (left) and SE complexity (right)

In Fig. 20.5, CC rate (left) and Pi scoring are illustrated (middle in pie-shape
casting and right in ball-shape casting; 4 kinds of data lengths). Wherein the test
conditions are (1) initial values (0.1, 0.1); (2) data length of 3000 points, abandoned
first 1000 points; (3) step of 0.01; (4) control experiments of Bifurcation diagram
and spectral entropy (SE) complexity and CC rate.

Fig. 20.5 Lozimap:CC rate (left) andPi scoring (middle in pie-shape casting and right in ball-shape
casting with 4 kinds of data lengths)
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Fig. 20.6 Chua’s equation: SE complexity (left) and CC rate (right)

Fig. 20.7 Chua’s equation: Pi scoring (left, keep ball-shape casting, set y= z= cos(t) in code) and
(right, keep ball-shape casting)

From Fig. 20.6 to Fig. 20.7, we illustrated the automatic criteria of SE complexity
(left) and CC rate (right, narrow-period-window probing) during scanning parameter
k in Chua’s equation. We set test conditions as (1) initial values (0.1, 0.1, 0.1); (2)
data length of 3000 points, abandoned first 5000 points; (3) step of 0.01 in ode45
instruction.

20.3.2 Discussions

Note 1: Control tests’ uniformity of Bifurcation diagram, SE complexity, and CC
rate. In Fig. 20.2, Fig. 20.4, Fig. 20.5 (left), and Fig. 20.6 (k less than 3.01 marks
period-states), SE complexity and CC rate signs the bifurcation points and chaotic
states. Note 2: Data length. For rapid evolution of Logistic map, the data length
touches 100 points (Fig. 20.3, Fig. 20.4, and Fig. 20.5). Note 3: Advantages and
limitations of data inputs strategy. Comparing pie-shape with ball-shape casting, we
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Fig. 20.8 Pi scoring of x =
cos(t + θ ) recognition (keep
ball-shape casting, set y = z
= cos(t) in code)

suggested using the ball-shape casting in reason of lower Pi values showing (see
Fig. 20.5, right versus middle). But while we check the single input of x = cos(t +
θ ), there exist the blind zones of period recognition (θ: 0 ~ π/3, 2π/3 ~ π; Pi should
be less than 1.7). Fortunately, there are SE complexity and CC rate as cross criteria.
And the calculating time of Pi test is 0.75 times of SE complexity (Fig. 20.8).

20.4 Conclusions

The simplest Pi test for signal complexity had been proposed compared with Bifur-
cation diagram, SE complexity, and CC rate. By the understanding of modified Pi
computing of Monte Carlo method, Pi test uses Pi scores to verify period (in value
range of 0–1.6), chaos (1.7–2.9) and random states (3.0–3.3) in test case studies, and
their Pi pie features the ratio of Pi score to number 3.3. Although the calculating time
of Pi test is just 0.75 times of SE complexity consumption, there are blind zones of
the cosine recognition in its 2/3 phase change (Keynote: The multi-criteria strategy
is to apply SE and CC). Further identification validity tests should pay attention to
both more test cases researching and future health feature modeling of micro-nano
electronics.
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Chapter 21
A Method of Respiratory Monitoring
Based on Knowledge Graph

Yiying Zhang, Delong Wang, Baoxian Zhou, and Yiyang Liu

Abstract Sleep is an indispensable part of people’s daily life, so it is particularly
important to monitor their sleep state. Based on this, this paper proposes a respiratory
monitoringmethod based on a knowledge graph tomonitor the sleep state. Firstly, the
data collected by the sensor terminal and related disease information are identified
by named entity recognition and relationship extraction, and the knowledge graph
of respiratory monitoring data is constructed, and then it is visualized through the
graph database Neo4j. Finally, on the basis of the existing knowledge graph, the
relationship model between respiratory monitoring index and disease is established
to realize the perceptual analysis of human health state, so as to achieve the purpose
of disease prediction.

21.1 Introduction

In recent years, with the continuous improvement of medical standards and quality of
life, people have increased requirements for sleep quality. Therefore, monitoring the
sleep state to predict diseases to achieve the purpose of improving sleep has become
a common means [1]. However, there are many kinds of sleep monitoring indicators
and monitoring methods, so the sleep monitoring method is designed to accurately
predict which disease the monitored person will get while monitoring people’s sleep.
It has become an important focus to improve people’s sleep quality.

Although the existing respiratory monitoring methods have become more and
more perfect, there are few methods involving knowledge graph, and the accuracy of
disease prediction still needs to be raised. In this paper, based on the respiratorymoni-
toring data collected from the respiratory sensor terminal, named entity recognition
and relationship extraction are carried out, and the knowledge graph of respiratory
monitoring data is constructed, on the basis of which the correlation model between
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respiratory monitoring index and disease is established. to achieve the prediction of
diseases, so as to improve people’s sleep quality.

21.2 Research Status

The technology of monitoring sleep status has received widespread attention in the
domestic industry. In earlier studies, there were technical methods for the detection
of sleep apnea using the Back Propagation (BP) neural network. The prediction accu-
racy of the intelligent detection system of sleep respiratory syndrome developed by
thismethod can reach about 88.5%. In recent years, polysomnography (Polysomnog-
raphy, PSG) is commonly used to monitor sleep apnea syndrome [2]. This method
monitors patients through sensors connected to various parts of the body.

With the increasing demand for sleepmonitoring technology, portable sleepmoni-
toring system came into being. The portable sleep monitoring system is divided into
Electroencephalogram (EEG) sleep monitoring system and non-EEG sleep moni-
toring system. Among them, the non-EEG sleep monitoring system is represented
by the intelligent bracelet, and the working principle of the intelligent bracelet is
that a three-axis accelerometer is built into the intelligent bracelet to judge the sleep
status according to the range of activity during sleep [3]. The smart bracelet has the
advantages of small size, easy to wear, low power consumption, low price, and so on.
However, the smart bracelet will record long bed rest as sleep time, while insomnia
patients have a long bed rest state. Therefore, there will be some errors in the evalua-
tion of sleep [4]. Therefore, designing a method to monitor people’s sleep in order to
prevent the occurrence of sleep diseases is of great significance to improve people’s
sleep quality.

21.3 Construction of Respiratory Monitoring Model

The respiratorymonitoringmodel based onknowledge graph ismainly designed from
four aspects, including named entity recognition, entity relationship extraction, graph
database storage, and knowledge update [5, 6]. Because most of the data received by
the respiratory sensor terminal is text data, which belongs to unstructured data, the
data basis of knowledge graph construction is aimed at unstructured data [7], and the
architecture design is shown in the following Fig. 21.1.

In this paper, the named entity recognition of the respiratory monitoring index is
realized by using Bidirectional Long Short-term Memory and Conditional Random
Field (BiLSTM-CRF) knowledge extraction model. Firstly, the word embedding
model is used to convert the text data collected by the sensor terminal into word
vectors, then BiLSTM neural network is used to extract text features of word vectors
[8], and finally, CRF is used to label the extracted corpus to achieve accurate
recognition of named entities [9].
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Fig. 21.1 Architecture design of respiratory monitoring model

In this paper, on the basis of named entity recognition, the text features extracted
by BiLSTM and the entity tags predicted by CRF are used as the input of softmax
function layer, and the problem of relationship classification is transformed into
the problem of maximum probability, so as to realize the accurate extraction of
the relationship between respiratory symptoms and disease. Finally, the graph
database Neo4j is used to store entities and relationships, and dynamically update
the knowledge graph, so that it can guide the related work of disease prediction.

21.4 Respiratory Monitoring Method

Based on the respiratory monitoring model based on knowledge graph, a respiratory
monitoring method is designed to realize the perceptual analysis of human health, so
as to achieve the purpose of disease prediction. The overall implementation scheme
is shown in the following Fig. 21.2.

Fig. 21.2 Block diagram of the overall implementation scheme
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21.4.1 Collect and Process Data

Collect respiratory monitoring data from the knowledge graph that has been
constructed, and collect relevant disease information from the Internet. The respi-
ratory monitoring data used in this paper are all collected by the respiratory sensor
terminal, from which four respiratory monitoring indicators: respiratory intensity,
snoring, heartbeat frequency, and pulse beating times are selected as the research
object. There are many diseases related to sleep breathing. In this paper, six common
diseases are selected to study: hypertension, angina pectoris, myocardial infarction,
arrhythmia, ischemic cardiac arrest, and stroke.

Because the Apriori algorithm is not suitable for continuous variables, the respi-
ratory monitoring data and related disease information are discretized in order to
analyze and solve the problem.

21.4.2 Design of Respiratory Monitoring Method

Once the data are collected and processed, the disease can be predicted based on the
data, as shown in the following Fig. 21.3.

Fig. 21.3 Disease prediction process
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Step 1: Select the threshold. Using the Apriori algorithm to construct the corre-
lation model between respiratory monitoring index and disease, the first and most
important step is the selection of minimum support and minimum confidence, which
plays a significant role in the accuracy of the experimental results. After performing
a large number of experiments and consulting a certain number of literature, it is
decided to set the minimum support to 0.04 and the minimum confidence to 0.4.
Because the purpose of this paper is to study the relationship between respiratory
monitoring index anddisease, the respiratorymonitoring index is set as the antecedent
of the rule, and the disease is set as the posterior of the rule, so as to predict the possible
diseases in different respiratory states [10].

Step 2: We have previously processed the required data, so it directly scans the
entire data set, obtains each item, and generates the candidate set C1. The items in
C1 that are less than the preset minimum support of 0.04 are removed to generate
a frequent item set L1. Because L1 contains only one item, it cannot be associated,
that is, disease prediction cannot be carried out, so L1 is connected and pruned to
generate candidate 2 item set C2.

Step 3: Executes Apriori algorithm on the candidate set C2, and obtains frequent
2 item set L2, frequent 3 item set L3, frequent 4 item set L4, and frequent 5 item set
L5 of respiratory monitoring index and disease. The specific process is shown in the
following Fig. 21.4.

(1) Each item in the candidate set C2 is counted, and then the items that do notmeet
the requirements are eliminated according to the minimum support degree, so
as to obtain the frequency 2 item set L2 of respiratory monitoring index and
disease.

(2) Perform pruning and join operations on L2 to generate the set C3 of candidate
3 item set, then scan all data sets and count each item in C3. Similarly, the
items that do not meet the requirements are removed from C3 according to the
minimum support degree, and frequent 3 item set L3 of respiratory monitoring
index and disease are obtained.

Fig. 21.4 Generate frequent item sets
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(3) The frequent 4 item set L4 of respiratory monitoring index and disease was
obtained by the same method.

(4) The frequent 5 item set L5 of respiratory monitoring index and disease was
obtained.

Step 4: Finds frequent 4 item set and frequent 5 item set from all generated item
sets. Because the frequent 2 item set involves only one respiratory monitoring index,
and the frequent 3 item set only involves two respiratory monitoring indexes, there
will be a big deviation in the accuracy of disease prediction results. Therefore, in
order to make the prediction results more accurate, frequent 4 item set and frequent
5 item set are selected as research objects to predict possible diseases.

Step 5: From the frequent 4 item set and frequent 5 item set, we can find the item
set whose minimum confidence is greater than or equal to our preset minimum confi-
dence level 0.4, so that we can get the strong association rules between respiratory
monitoring indexes and diseases, which can be used to predict diseases.

21.5 Simulation Experiment Design

In this paper, four commonly used respiratory monitoring indicators, namely, respi-
ratory rate, snoring, heart rate, and pulse beat times, were selected as the research
objects. The experiment compared the accuracy of Apriori algorithm, Multivariate
State Estimation Technique (MSET) algorithm, and Neural Network in disease
prediction under the above respiratory monitoring indexes. The experimental results
are shown in the following Figs. 21.5, 21.6, 21.7, and 21.8.

As can be seen from the experimental results, compared with the other two algo-
rithms, the method in this paper has higher accuracy in disease prediction, up to
97%.

Fig. 21.5 Respiratory
disease prediction accuracy
at different respiratory rate
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Fig. 21.6 Respiratory
disease prediction accuracy
at different respiratory snores

Fig. 21.7 Respiratory
disease prediction accuracy
at different respiratory heart
rate

Fig. 21.8 Respiratory
disease prediction accuracy
at different respiratory pulse
rate
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21.6 Summary

This paper proposes a respiratory monitoring method based on knowledge graph. In
this paper,webuild the respiratorymonitoring data knowledge graph and establish the
relationship model between respiratory monitoring indicators and disease, digging
out the strong association rules of respiratory monitoring indicators and of disease,
achieving the perception of human health status analysis, so as to achieve the goal of
predicting disease. In addition, this paper also designs experiments to compare with
MSET algorithm and Neural Network in disease prediction. The results show that
this method has high accuracy.
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Chapter 22
Modern Communication
Technology-Based Optimization of Ship
Remote Control Data Management
Platform

Jiabao Du, Renqiang Wang, Yongqian Yang, Keyin Miao, and Hua Deng

Abstract By using Microsoft ASP.NET Web development technology, the system
is designed based on B/S structure for ship remote control data management plat-
form. The background database table of the system is designed and tested, and the
test results show that the system can well meet the detection requirements. If the
communication distance is less than 20 km, the early warning success rate in various
test environments is higher than 95%, and the signal data transmission rate is about
0.17 s, which is less than 0.3 s, which meets the requirements.

22.1 Introduction

The ship itself is a relatively independent system, which can rely on its own reserves
of energy and materials to operate independently on the water and can get in touch
with the shore through communication equipment. However, it is dangerous for
ships to operate independently in inland rivers or even on the sea, and the ship itself
often carries relevant operators. Once the ship breaks down or accidents occur, the
social impact is particularly great. Therefore, people put forward the concept of ship
monitoring andmanagement, and envisage to improve the safety of ship operation by
using comprehensive technical means and optimized management mode [1]. With
the warning of all kinds of ship safety accidents at home and abroad, as well as the
idea of “people-oriented” put forward in our country, the industry pays more and
more attention to the working conditions and environment of ship workers, so the
concept and technology of ship monitoring management will always develop with
the development of ships.

The automobile ferry is one of the important means of transportation across the
Yangtze River.With the increasingly close economic and cultural exchanges between
cities along theYangtzeRiver and the popularity of automobiles inChina, the demand
for automobile ferry is also rising [2]. However, the ferry itself has the characteristics
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of bad working environment and aging equipment. In recent years, a series of ferry
safety accidents have not only brought bad effects to the ferry company, but also
brought huge losses to the society. At the same time, affected by the diversion factors
of the Yangtze River Bridge, the ferry is also under greater competitive pressure.
Therefore, only through advanced technology to improve the safety of ferry ships,
while reducing the cost of enterprise operation and management, can we improve the
market competitiveness of the Yangtze River Ferry, and achieve the goal of pursuing
benefits in safety [3].

Based on the above background, a remote data management system is designed
based on B/S architecture. At the same time, it makes full use of the equipment on
the ferry ships, which improves the automation level of ferry ships and reduces the
development cost.

22.2 B/S Structure and ADO.NET Technology

The early control system is limited by technology, usually the data to be processed and
the data processing program are concentrated on the same computer, this machine
is the central host of the system, the rest of the terminals in the system have no
data processing ability, can only passively accept the information from the central
host. The remote control between the central host and the terminal is realized by a
special network, special transmission control protocol, RS-232C, GPIB, and other
related transmission control protocols and corresponding hardware [4]. This closed
architecture is called centralized control.

In this architecture, the central host of the system bears the pressure of data
processing of the whole system. Once the central host fails, the whole systemwill not
run normally. And the excessive concentration of functions makes it difficult for the
system to expand, and at the same time, it is impossible to share information between
systems.Comparedwith the centralized control system, the distributed systemhas the
characteristics of resource sharing, convenient maintenance, and higher reliability,
and uses the general network protocol to replace the special network protocol. At
present, there are two main architectures of a distributed system: C/S and B/S [5].

22.2.1 B/S Structure

B/S structure is a special C/S structure based onHTTP protocol [6]. Among them, the
presentation layer is the browser, which is responsible for providing the user visual
interface and is presented in the form of browser web pages. The middle layer is the
web server, which stores the system logic and connects the presentation layer and
the data layer, and the data layer is the database [7]. The B/S structure separates the
system logic function and the interface display function of the client in the original
C/S structure, and puts the system logic function into the web server as the middle



22 Modern Communication Technology-Based Optimization … 275

layer, which solves the problem of uneven system load in the two-tier structure.
Compared with C/S structure, the advantages of B/S structure are the following [8]:

(1) ComparedwithC/S structure of fat client/thin servermode, B/S structure is thin
client/fat server mode. The client is only responsible for the display of infor-
mation, and the maintenance and upgrade of the system only need to be done
on the system server. It greatly reduces the workload of system management.

(2) Thedata access logic layer is used to isolate the front-endwebpagepresentation
layer and the back-end data source. In this way, the presentation layer is only
responsible for the presentation of data and visual elements, the logic layer
encapsulates the logic codeof systemoperationwith classes, and the underlying
data sources are separated by the logic layer. At the same time, confidential
data such as data architecture can be further protected.

(3) Using the mature cross platform architecture such as Java and. Net, one
development can be used on multiple platforms. It effectively overcomes the
disadvantage of poor generality of C/S structure [9].

(4) Using browser as client, the interface is friendly and easy to operate. Users
can enter the system on any computer with a browser installed, without special
training.

22.2.2 ADO.NET Technology

ADO.NET is a data source access technology under the .Net environment provided
by Microsoft. It supports Microsoft SQL Server data sources and access to open
data sources through OLE DB and XML. When the user needs to query, modify or
delete the contents in the database, the programwill ADO.NET to connect these data
sources and perform the corresponding operation.

22.3 System Design

Themonitoring object of theYangtzeRiver Ferry is the ferry itself, and themain body
ofmanagement is the supervision department on shore. Therefore, a complete remote
monitoring and management system should include three subsystems: ship terminal
system, shore terminal system, and wireless communication system between ship
and shore [10].
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22.3.1 Ship Terminal System

The ship terminal system mainly collects ship data and preprocesses the collected
data. Therefore, the ship terminal system includes two sub modules: data acquisition
module and data preprocessing module.

The data includes real-time data and input data is collected in the data acquisition
module.

(1) Host monitoring data

Main engine speed, main engine lubricating oil inlet pressure, main engine cooling
water outlet temperature, main engine lubricating oil temperature, main engine
exhaust temperature, main engine cooling water inlet pressure.

(2) Generator monitoring data

Oil inlet pressure of generator primemover, oil temperature of generator primemover,
cooling water temperature of generator prime mover, cooling water inlet pressure of
generator prime mover, generator voltage, generator current, generator frequency,
generator power, and generator speed.

(3) Rudder and propeller monitoring data

The real-time switch data of steam ferry include: pressure of rudder propeller, oil
temperature of rudder propeller, and hydraulic temperature of rudder propeller.

Generator overload state, power loss state of main power supply of springboard,
oil level of springboard mailbox, blockage of high pressure filter of springboard,
clutch oil pressure, clutch oil temperature, clutch oil temperature, etc.

The main equipment of data acquisition submodule includes various sensors used
for data acquisition, programmable logic controller (PLC) used for bottomequipment
control, industrial control computer of data processing device and ups which can
ensure the industrial control computer to continue to work under power failure.

22.3.2 Ship Shore Communication Subsystem

The communication system of ferry vessel is limited by its own conditions and
working environment, which is different from shore wireless communication and
has the following characteristics:

(1) There are many monitoring points on the ferry, and the amount of data
collected is large, so the communication system is required to have greater
data transmission capacity;

(2) The electromagnetic interference of various electrical equipment on the ferry is
serious, and the communication system should have the good anti-interference
ability;
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(3) The ship terminal communication equipment should have high IP (dust and
waterproof) level;

(4) The communication system should have a certain stability to ensure that the
data transmission will not be interrupted in the process of moving the ferry.

In order to meet the needs of video data collection, China Mobile’s 4G network
card was selected as the system’s network communication equipment, according to
the characteristics of the ship’s communication system.

22.3.3 Shore Terminal System

The main functions of the shore terminal system are remote data storage, ferry infor-
mation monitoring, and management. The remote data storage function includes two
aspects:

(1) Current data update. The system receives real-time data from the wireless
equipment andupdates the records in the database automatically. It is equivalent
to the backup management of information on steam ferry.

(2) Data management. While updating the current data, the data is also added to
the historical database.

There are two aspects in the information monitoring and management of the ferry
company

(1) Real-timemonitoring of ferry equipment information. Bymonitoring the infor-
mation of the ferry equipment, we can understand the working condition of
the ferry.

(2) Safety status management of steam ferry. By consulting the safety certificate
and life-saving equipment on the ferry. It can find out the hidden danger in
time.

22.4 System Function Test and Analysis

22.4.1 Real-Time Monitoring Function Test Temperature

As shown inFig. 22.1, themodifiedfigure shows the equipment temperature real-time
monitoring function, which can stably detect various temperature data and provide
guarantee for temperature control. According to the data in the figure, the function
can operate normally. Other functions, such as personnel registration function and
data query function, will not be described again.
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Fig. 22.1 Real-time
monitoring interface

0
20
40
60
80

0 5 10 15 20 25 30 35 40 45 50 55 60

Te
m

pe
ra

tu
re

Time
Exhaust temperature of main engine

22.4.2 Early Warning Function Test

The network transmission capacity determines the real-time operation speed and
stability of the system, and the early warning success rate is used to measure the
reliability of the platform.

Accordingly, the distance between the terminal node and the coordination device
is set to 20 km, 50 km, and 100 km, respectively (Fig. 22.2).

As shown in Fig. 22.1, when the communication distance is less than 20 km,
the early warning success rate in all environments is higher than 95%; when the
communication distance is 50 and 100 km, the early warning success rate in all
environments is higher than 90%.

As shown in Table 22.1, the success rate of sensor data transmission remains
above 90% in both indoor and outdoor environments. Even in the case of 20 km
from the coast, the transmission success rate can be as high as 97%.

In future actual engineering projects, the quality and efficiency of sensors can be
improved to ensure the success rate of transmission and corresponding reliability.

Fig. 22.2 Communication
success rate with different
environments 80%
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Table 22.1 Functional testing

Function Functional description Testing

Data storage Backup and storage of ship personnel, equipment, and other data Pass

Data deletion Deletion of data on ship personnel, equipment, etc Pass

Data registration Registration of data on ship personnel, equipment, etc Pass

Navigation Tracking of ships’ navigation Pass
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Fig. 22.3 Platform data
transmission rate test
(20 km)
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Table 22.2 Communication
success rate in different
environments

100 m (%) 200 m (%) 300 m (%)

ROOM1 97 96 93

ROOM2 96 94 92

OUTDOOR1 97 93 92

OUTDOOR 2 95 95 94

Table 22.3 Platform data
transmission rate test (20 km)

First test Second test Third test

0:00 0.16 0.17 0.21

0:10 0.15 0.15 0.18

0:20 0.13 0.13 0.14

0:30 0.11 0.11 0.13

0:40 0.13 0.13 0.12

0:50 0.14 0.13 0.14

1:00 0.14 0.15 0.14

22.4.3 Transmission Rate Test

As shown in Fig. 22.3, the test was conducted on the basis of a distance of 20 km from
the shore. In terms of rate, the transmission rate tends to be stable with the increase
of time. Through three tests, it is found that the transmission rate is basically stable
at about 0.17 s, meeting the basic requirements of less than 0.3 s. The specific data
are shown in Table 22.2 (Table 22.3).

22.5 Conclusion

Based on the actual background of the research, this paper fully studies the safety
factors of the ferry ship and the safety management dilemma faced by the ferry
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company. The design goal, design principle, and feasibility of developing a safety
management system for Qidu company are analyzed. The physical architecture and
web architecture of the system are designed, and the functionalmodules of the system
are determined according to the needs of users. At first, the background database table
of the system is designed and tested, and the test results show that the system can
well meet the detection requirements.
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Chapter 23
A Cognitive Radio Adaptive
Communication Platform

Li Miao

Abstract Using ALTERA’s DE3 FPGA development board, a cognitive radio voice
signal adaptive communication platformwas designed and developed. FPGAmainly
completes channel information feedback, adaptive communication, and digital signal
processing functions; voice chipmainly completes voice signal acquisition and simu-
lation Digital/digital-analog conversion function. The experimental results show
that the cognitive radio communication platform can adaptively adjust parameters
to adapt to the channel state, verify the effectiveness of the adaptive coding and
modulation algorithm, and have good channel feedback and adaptive communication
performance.

23.1 Introduction

As the human society enters the information age, under the constant promotion of new
technologies and demands, communication technology is developing rapidly and has
put forward higher requirements for the reliability of communication. The adaptive
modulation and coding (AMC) technology in cognitive radio provides a new idea
for communication anti-interference. Adding an adaptive coding and modulation
module to the digital voice communication system can intuitively verify the anti-
interference performance of the system through the transmission quality of the voice
signal.

In the literature [1], the author briefly studied the adaptive connection scheme
using constant power and adaptive modulation and coding (AMC) scheme to ensure
the bit error rate (BER) requirements, the research background is the wireless fading
interference propagation channel. Literature [2] introduced the cooperative AMC
technology with SINR (Signal to Interference plus Noise Ratio) as the threshold to
realize the cognitive radio network architecture.
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This article designs and implements a cognitive adaptive communication platform
based on FPGA and TLV320AIC23 voice chip, and uses ALTERA’s DE3 develop-
ment board and Stratix3 EP2SE260F1152C2 chip to verify the system’s adaptive
communication function.

23.2 Adaptive Communication Scheme and the Selection
of the Hardware Set

The scheme of the cognitive radio adaptive communication platform based on voice
signals is shown in Fig. 23.1. It is mainly composed of the following parts: voice
collection part (microphone), dedicated voice chip, adaptive coding and modulation
communication module, channel (including interference and noise), voice output
part (speaker). Among them, the data buffer and adaptive coding and modulation are
completed by FPGA. At the transmitting end, the microphone collects the analog
voice signal, performs A/D conversion of the analog voice signal through the voice
chip, and sends the signal to the channel for transmission after the signal is encoded
andmodulated through theFPGA.The receiving endgoes through the reverse process
and receives the sound of the sending end through the speaker.

Among them, the microphone collects the voice signal as the source, processed
by the voice chip, buffered, coded and modulated, and sent to the channel. The
receiver completes the real-time signal-to-noise ratio (SNR) estimation, and selects
the coding and modulation method to be sent at the next moment according to the
threshold list, and feeds it back to the sender. At the same time, the receiving end
performs demodulation and decoding, restores the voice signal through the voice
processing chip, and sends it out by the speaker.

It can be seen from Fig. 23.1 that the main functions of the adaptive commu-
nication platform are realized by FPGA, the core of which is the adaptive coding
and modulation strategy and the real-time estimation algorithm of SNR. The system

Fig. 23.1 Cognitive radio adaptive communication platform composition block diagram
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communication frequency is 50 MHz, and the voice signal acquisition rate is 128
kbps. The symbol rate is 256 kbps. The clock of the modem module is 16 MHz.

The Altera DE3 development board is embedded with the Stratix III series FPGA
chip EP2SE260F1152C2, which contains 254.4 K logic units, 14,688 K memory,
768 18 × 18-bit multiplier modules, and a 50 MHz crystal oscillator external to the
FPGA chip [3]. The DE3 development board and FPGA chip resources meet the
index requirements of this system.

TLV320AIC23 (hereinafter referred to as AIC23) is a high-performance stereo
audio Codec chip launched by TI. The analog-to-digital conversion (ADC) and
digital-to-analog conversion (DAC) components of AIC23 are highly integrated into
the chip and can support sampling rates from 8 to 96 kHz. The digital transmission
word length can be 16 bit, 20 bit, 24 bit and 32 bit, suitable for the cognitive radio
adaptive communication platform.

23.2.1 Voice Chip Configuration

There are two interfaces between FPGA and AIC23: digital audio control interface
and data communication interface [4], which complete the setting of the working
parameters of the voice chip and the transmission of audio data, respectively. The
block diagram of the connection between FPGA and AIC23 is shown in Fig. 23.2.
The following describes the configuration of these two interfaces, respectively.

The AIC23 control interface has two working modes: I2C and SPI. WhenMODE
is low, it works in I2C mode; when MODE is high, it works in SPI mode [3].

In this article, the AIC23 control interface selects the SPI mode. The internal
registers of the AIC23 can be configured through the FPGA control interface to
change its working state, and the Verilog language programming is used to realize
the control of the voice chip. FPGA outputs to AIC23: chip selection signal, clock

Fig. 23.2 TLV320AIC23
and FPGA interface CS

SDIN

SCLK

LRCOUT/LRCIN

BCLK

DOUT

DIN

SDOUT

SCLK

SYN

BCLK

DOUT

DIN

EP2SE260F1152C2 TLV320AIC23

CS
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Fig. 23.3 Timing diagram of SPI mode

Fig. 23.4 Timing diagram of DSP mode

signal SCLK, control register input data SDIN [4]. The SPI mode sequence of AIC23
[4] is shown in Fig. 23.3.

AIC23 supports 4 audio data formats: left-justified mode, right-justified mode,
I2S mode, and DSP mode. We choose DSP mode in this system scheme. The digital
audio interface includes output clock BCLK, data input and output DIN and DOUT,
and synchronization signals LRCIN and LRCOUT [4].

AIC23 begins to transmit data on the falling edge of the sync signal, and DIN
and DOUT begin to change at the same time on the falling edge of the clock signal
BCLK. The timing diagram of the DSP mode is shown in Fig. 23.4.

23.2.2 Adaptive Modulation and Coding Function Module

Through the introduction of LDPC channel coding technology, the adaptive modu-
lation technology is combined with the channel coding technology, and the system
reliability and anti-noise performance are improved by using redundant coding and
channel coding with strong error correction capabilities [5]. The adaptive modula-
tion and coding technology can adaptively select the appropriate modulation and
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coding scheme (MCS) according to the channel conditions, and maximize the use of
spectrum resources under the condition of limited power [6].

The anti-noise and interference capabilities of different modulation methods can
be expressedby their error performance in the additivewhiteGaussian noise (AWGN)
channel [7]. The coherent demodulation error performance function of different
modulation methods in AWGN channel can be expressed as
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In the above formula, γ represents the signal-to-noise ratio per bit, t represents
communication time.

This cognitive radio adaptive communication platform uses LDPC coding with
a code rate of 1/2, and four modulation methods of BPSK\QPSK\16QAM\64QAM,
which form a total of 4 modulation and coding schemes (MCS), as shown in
Table 23.1. For the voice signal transmitted in this scheme, based on the BER 10–3 as
the threshold, themapping relationship betweenMCSandSNR interval is established
according to the SNR-BER curve obtained by MATLAB simulation. By real-time
estimation of the SNR at the receiving end, the correspondingmodulation and coding
combination scheme is selected according to the interval of the estimated SNR, and
the MCS scheme is fed back to the transmitting end as the modulation and coding
method used for the next communication.

Table 23.1 Modulation and
coding scheme (MCS)

MCS LDPC code rate LDPC code length Modulation

MCS1 1/2 1152 BPSK

MCS2 1/2 1152 QPSK

MCS3 1/2 2304 16QAM

MCS4 1/2 2304 64QAM
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23.2.3 Experimental Results of the Cognitive Radio Adaptive
Communication Platform

The Tektronix AFG3235 arbitrary function generator is used to generate Gaussian
white noise, and the Agilent ESG4438C signal generator is used to generate inter-
ference signals. The two are loaded into the channel through a combiner and filter to
simulate the actual channel with interference and noise.

The working process of the whole system is as follows: the voice is collected by
the microphone as the input signal, sampled by the TLV320AIC23 chip, the data
is input to the FPGA chip for buffering, encoding, modulation, and sending to the
channel. The SNR estimation, signal demodulation, and decoding are completed at
the receiving end, output to the TLV320AIC23 digital voice chip to restore the voice,
and output the voice through the power amplifier, and according to the interval of the
estimated value of the SNR at this time, adaptively select the next modulation and
coding scheme, and complete the test process of the voice signal.

23.3 Conclusions

This paper designs and develops a cognitive radio adaptive communication platform
based on FPGA and dedicated voice chip TLV320AIC23, and verifies the platform
on the DE3 development board with Stratix3 EP2SE260F1152C2 chip as the core.

This paper presents an adaptive coding and modulation system model, imple-
ments FPGA hardware implementation of the AMC system, gives the implementa-
tion scheme of baseband coding and modulation, and the implementation process of
key modules and hardware simulation results to verify the adaptive coding and the
effectiveness of the modulation algorithm.

Experimental test results show that when there is interference and noise in the
channel, the voice signal transmission quality will be greatly affected. After the
cognitive radio adaptive modulation and coding module, the system can adaptively
adjust the communication parameters according to the interval of the SNR. It ensures
that the voice signal is complete and clear, with high resolution, and the system’s
BER requirements are guaranteed.
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Chapter 24
Billing System and 5G Network Slicing
Service

Zhenfeng Gao and Guodong Shan

Abstract By referring to the international mainstream operational support models
such as eTOM (Enhanced Telecom Operations Map) and NGOSS (Next Generation
Operations System and Software), combined with the iterative development of large
domestic projects and the experience of the new system construction of emerging
telecom carriers, the enterprise service model and data model are transformed into
the enterprise system architecture for the telecom full-service. Through the summary
of the requirements of the system in 5G application scenarios, the transformation
scheme and data structure design are proposed under the 4G deployment network.
In the development of the new system, problems are solved such as the 5G service-
launch for users, 4G VoLTE (Voice over Long-Term Evolution) and NSA (Non-
Standalone) users service-launch in the SA (Standalone) area, the support of 5G
slice scene, and the automatic service-launch of SA by default.

24.1 Introduction

In the age of 5G (the 5th Generation Mobile Communication Technology) commu-
nication, immense changes have taken place in the network architecture of the core
network and the bearer network. The 5G communication core network adopts the
SBA (Service-based Architecture) micro-service architecture. Compared with the
communication network in the traditional mode. A large number of NF (Network
Functional Entities) are set in the 5G network architecture. And all the NF (Network
Functional Entities) is fully capable of independent operation and automatedmanage-
ment. NF (Network Functional Entities) of all its configuration can be fully combined
with the actual needs of the business to achieve mutual communication. The signif-
icant evolution of the network system has greatly increased the difficulty of data
collection and checking processes of the business operation support system. In order
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to elaborate control of different businesses, a large number of new software inter-
faces are needed. Compared with the 4G (the 4th generation mobile communication
technology) technique, the 5G network usually carries out the application of many
advanced technologies such as network function resource pooling, edge computing,
network slicing, etc. Therefore, it has made a big leap in the scalability of the
overall network architecture and the possibility of service bearing. The 5G network
will mainly apply three application scenarios, and the actual distribution control in
different scenarios is also quite different. The user support system for all nodes in the
entire network needs to timely collect data, stepwise check and uniformly processing,
underlying support for various business scenarios.

Distribution in the supporting system of each module component is the key to
build the business support system. Therefore, the business support system construc-
tion must sufficiently protect the whole system, and architecture need to be attributed
to rationality, stability, reliability, and continuity. The essential for promotion of 5G
network service is upgrading network service with low-cost based on the current
business system. Meanwhile, the further mining potential of the business operation
support system have become pivotal to the telecom carriers’ impetus for the innova-
tion development. Though further developing the subsystems of the business system,
the construction cost and time cycle can be significantly reduced.

24.2 Billing System

In the process of construction of billing model, the functional areas of the system
need to be well planned from the perspective of the top-level design, within clearly
defined the connection between functional entity and the body of data. Taking the
model as the core element by using the body of data as the benchmark carrying
out the top-down processing system design. Meantime, the content decomposition
of different types of the body data implements further refinement of data with the
ending of the whole model construction.

24.2.1 The Design of Billing

In order to provide accurate supporting billing system or application for the whole
service of telecom, the data of CDR (Call Detail Record) will be applied into the
billing processes flow as information acquisition, pricing, accounting, and billing for
users in service and have management functions such as customer’s expense check,
expense warning, and arrears settlement.
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24.2.1.1 Pricing Approval

Pricing approval is calculated based on pricing plans, usage of repetitive costs, non-
recurring expenses, and various discount rates. The proper pricing rate must refer to
the users’ basic personal information while calculating.

Price approval refers to the CDR (Call Detail Record) bill information of the
usage events such as voice, short message, traffic, value-added services, etc., which
is queried according to the content of the contract and the accumulated cost. Through
the validity review and standardization of the CDR (Call Detail Record) bill, deter-
mine the corresponding rate standard, and calculate the total cost of the combined bill
according to the rate standard. Finally, the approved bill will be sent to the account
processing module. For the abnormal data found in each step, the data can be traced
back to the normal use event, so that the price processing of the bill can be carried out
again. At the same time, the calculation results of the phone bill should be synchro-
nized with the CRM (Customer Relationship Management) system. The approval
price shall include the following contents:

(1) MaintenanceRate: to ensure the integrity of the rate pricing system, andprovide
the rate modification function.

(2) Real-time price approval: track the real-time CDR (Call Detail Record) of
users, and price each calling record according to the contract content.

(3) Multiple price approval: different pricing strategies applied for the same batch
of calling detail records in multiple price approval.

(4) Pre-authorization of deduction: with the real-time rating function, it provides
billing service authorization for the account level balance (prepaid users) or
credit level (postpaid users) of the specified account.

(5) Discount rate of pricing: The function to discount for one calling event based
on special attributes in the pricing process.

(6) Repeat price approval: Price approval is repeated once the records are refused.

24.2.1.2 Billing and Bill Generation

Preferential management: confirm, combine, calculate, and distribute all the pref-
erential terms; This includes cross-product offers, prioritization for multiple offer
applications, loyalty programs across billing cycles, etc.

(1) Pricing and Fee Calculation: Support error recovery and rebilling; It must be
able to support the processing of service quality and partner data, including
hierarchical revenue structure, income distribution, compensation, etc. [1].

(2) Charging on demand: According to the actual requirements of the front end,
we can combine the costs of specific customer accounts anddealwith one-time
discounts.

(3) Refunding: The process of recalculating the bill data involved according to
the conditions of refunding. It is a means of correcting erroneous data for
various reasons.
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(4) Promotion Management: Define and manage all typical discount programs
and additional attributes, such as rental fees, minimum spending, service
activation and discontinuation fees, and fixed periods. A product portfolio that
can achieve the target customer group of a promotion program. Promotions
are sometimes used for fee bundles for a limited period of time (separate from
discount plans).

(5) Tax Management: To manage the tax levied by the government on services
provided by operators. Support different levels (region, country) for multiple
types of taxes (e.g., telecom, sales, value-added tax).

(6) Bills generation: can generate bills in standard format according to all charges.
(7) Distribution: bill will be able to print bill delivery format data sent to the

bill for printing or file transfer, will display the billing format data written to
the file to provide online, according to the feature extraction and distribute
formatted data to a media/equipment, such as the invoice printer, electronic
display terminals, and charging management interface.

(8) Post-billing data distribution: Distribution of billed data to ERP (Enterprise
Resource Planning), commission settlement or other external applications via
online or batch interfaces.

(9) Messages and Insert Messages: Provides the ability to insert marketing or
promotional messages and graphics into a bill, providing a dynamic way to
insert information according to the needs of a customer group, and to insert
information according to a particular customer type or region. Insertions can
also be triggered by events, such as late payment or new account opening.

(10) Billing Backup: Backup the customer’s historical billing data.
(11) Reports and Reports: Includes report generation, browsing, and printing of

a complete set of off-the-books reports. These reports are mainly related to
the summary of financial data, customer service data, payment data, etc., in
addition to some useful system reports for system administrators, such as:
server status, responsible for the control report of the batch process of the
billing function.

(12) Hierarchy Billing: Calculates total expenses and subtotals at the same level
below for corporate customers, applies company-wide discounts, generates
cost center reports and aggregates billing, and is able to break expenses down
to different accounts at different levels based on business rules set up.

(13) Refunds: Calculate the total amount refundable during the billing process.

24.2.2 Overview Flow of Billing and Accounting

Description of the overall process of billing accounting is shown in Fig. 24.1 (Bill
DB (Bill DataBase), CRM (Customer Relationship Management), CDR (Call Detail
Record)):
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Fig. 24.1 Overview flow chart of billing and accounting

(1) The data acquisition module of the billing accounting system is responsible
for collecting billing phone bills, and synchronizes the data to the billing
preprocessing module while backing up the users’ bill data.

(2) After the original data is collected, it is formatted and recognized through the
preprocessing module, and classified according to the consistency of the data.
Finally, a record format file is formed according to the unified format and
relevant standards.

(3) The approval module of the billing accounting system calculates the cost of
the user’s bill according to the package configuration and forms a detailed list
of the user.

(4) The accounting processing module of the billing accounting system completes
the process from approving bills to generating comprehensive bills for users,
including functions such as closing accounts, real-time billing, real-time credit
control, monthly billing, and so on.

(5) The charging module of the billing accounting system realizes the functions
of collecting user fees, displaying bills, and printing bills.

24.3 Design of 5G Slicing

Once the slices of the 5G network need unified operation and management, different
telecom service management functions will be the system foundations. Coordinating
the core network, access network, and all kinds of basic networks and systems, users
need to provide the exclusive and custom network logic. The application of network
slicing belongs to a brand new business model, both for operators and users. The
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Fig. 24.2 Flow chart of 5G slicing

flow of 5G slicing is shown in Fig. 24.2 (OSS (Operation Support Systems), NE (Net
Element)).

The later operation and maintenance process of network construction will still
involve a large number of network slicing modules and a high degree of complexity
of template arrangement strategy, collaborated between different networks (4G and
5G) with compatibility of heterogeneous devices.

In the 5G era, user demands in various segmented industries also present person-
alized characteristics. Taking full advantage of network slicing technology can bring
unprecedented challenges to the construction of a network and operation support
network for the entire technology center, considering network resources allocation.

(1) Unique section: the section identification ID is generated by CRM (Customer
RelationshipManagement) in accordance with international standards. Unique
section identification identifies a section, and relevant systems need to do
handling.

(2) Slice management: CRM (Customer Relationship Management) system
uniformly manages enterprise slices, forms the CRM (Customer Relation-
ship Management) point acceptance, and generates the slice identification ID,
which is sent to each network side through the network operating system for
launching. CRM (Customer Relationship Management) or business platform
can accept slices by calling the acceptance ability; after successful acceptance
byCRM (Customer RelationshipManagement) system, slice instance datawill
be issued;

(3) Membermanagement: theCRM(CustomerRelationshipManagement) system
uniformly manages enterprise-level slice members, and the business platform
calls the CRM (Customer Relationship Management) system’s acceptance
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capacity for membership inclusion or withdrawal; ensure that members are
incorporated into a slice consistent with the enterprise.

(4) Members can be included only after the sections are accepted successfully.
Similarly, before the slicing service is disassembled, the full number of
members need to exit the slicing.

24.4 5G Network Service

For 5G service, end-to-end, custom-made on-demand, and isolation are its most
important characteristics in the practical application process. So, the suspect mainly
refers to the application process of network deception that does not need to be
equipped with the core network. In addition, it also needs to involve the access
network transmission network to set up some management network; The so-called
on-demand customization mainly refers to the development of slices that can be fully
combined with the failure of functions, business, quality of service, and connection
relations, and at the same time, it can be managed according to the requirements of
the whole life cycle of slices. As for its isolation, it mainly includes security isolation
and resource isolation.

At present, the application process of starting point mainly includes the main
application scenarios of EMBB (Enhanced Mobile Broadband), MMTC (Massive
Large Connection) and URLLC (Low Latency and High Reliability). At the begin-
ning, the 5G network mainly provides EMBB (EnhancedMobile Broadband) scenes
and related service types, among which augmented reality and high-definition video
port are the most typical application types. This part of the application time is to put
forward a high demand for bandwidth [2].

For URLLC (Low Latency and High Reliability), its most typical application
scenariosmainly include industrial control,UAV (UnmannedAerialVehicle) control,
and even intelligent control. This type of scenario is usually only for sensitive
services, so it must be required that its application scenario can demonstrate high
reliability.

Under the premise of no change of card or number, when 4G or 5G NSA (Non-
Standalone) users change 5G SA (Standalone) terminals, they will automatically
launch 5G SA service by default [3, 4]. The UDM (Unified Data Management)
interface of the IT (Information Technology) system needs to be extended [5]. The
IT system can receive the request of 5G SA (Standalone) automatic launching sent by
the UDM (Unified Data Management) and trigger the SA automatic silent opening
process. The user service launching process is shown in Fig. 24.3 (gNB (generation
Node B), 5G C (the 5G core network), eNB (eNodeB), EPC (Evolved Packet Core)).
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Fig. 24.3 Schematic diagram of the user service process startup process

24.5 Conclusion

From the perspective of the whole life cycle of software, in addition to the substantial
innovation of communication technology, the update or adjustment of the system is
mainly due to the change of requirements. Through the overall architecture design,
function planning, and business logic analysis of the business support system, this
paper avoids the unclear requirements and inconsistent data in the construction
process of the system, At the same time, it also avoids launching various island
systems to support new requirements, which not only prolongs the life cycle of
software functions, but also forms a standard capability service unit. In the same
software life cycle, it effectively improves the input–output ratio of software and
reduces unnecessary waste in the development process. Through the overall consid-
eration of the whole business function, the unified consideration of data structure,
and the overall planning of logical function, this paper ensures that each functional
module has unit output capability.

In this paper, based on a real system design and implementation, using the
operation support system module of existing support for the business logic, and
combines the 5G business characteristics and puts forward new requirements to
support system, proposed to improve the functional architecture, data structure and
the function design. The loose coupling of module functions between systems is
realized by means of micro-service architecture. It not only meets the normal devel-
opment of the existing telecom services, but also meets the requirements for the
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launching and billing of the service support system of 5G networks. Moreover, it
improves the overall development speed, operation and maintenance efficiency, and
system availability by greatly reducing the system development cost. It can provide
upgrading experience for enterprises that have already built BOSS (Business&Oper-
ation Support) system and construction ideas for enterprises that have not built BOSS
(Business &Operation Support) system. On this basis, it is expected to provide infor-
mation support for the construction of telecom enterprises’ full-service operation
support system.

References

1. Jiajia, W.: Research on Integration Scheme of Billing Accounting System of Beijing Unicom,
Beijing University of Posts and Telecommunications (2011)

2. Chufeng, W., Yuan, D.: 5G experimental scale network strategy and network construction
scheme. In: Telecommunication Science, pp. 141–149 (2019)

3. Lanfang, W., Wentao, D., Yongqian, L., Yizhou, H.: Mobility management scheme under the
background of NSA networking co-construction and sharing. In: Design Technology of Posts
and Telecommunications, pp. 68–74 (2020)

4. Jun, L.: Evaluation and analysis of 5G NSA and SA networking scheme. In: China Telecom
Express, pp. 8–12 (2020)

5. Yi, L., GuangHai, L., GuoPing, X., QingLiang, L.: Research on interoperation strategy between
NSA and SA mode in 5G network. In: Posts and Telecommunications Design Technology,
pp. 55–60 (2020)



Chapter 25
Location Models for Public Healthcare
Facilities in India

Manoj Panwar and Kavita Rathi

Abstract Healthcare facility locations are decided in response to demography, geog-
raphy, existing health care and its situation, socio-economic, cultural and political
conditions, and disease pattern. Public healthcare facility locations in India are made
to take advantage of political fronts. The application of scientific location-allocation
models helps in achieving both the real objectives of the public healthcare system
as well as political benefits. The paper presents the factors deciding the location of
a healthcare facility, application of facility location models in general, and on the
healthcare system and basic model from discrete facility models for direct use with
minimum input required for decision-making for healthcare facility locations. The
result of the application of the heuristic model shows efficiency in comparison to the
existing practice of decision-making. The papers conclude with the benefits of using
the location-allocation models in the healthcare system.

25.1 Background

Facility planning consists of two components: facility location and facility design.
The static component, i.e., location of the facility has been continuously challenged
by various planning theories and location-allocation models from the inception of
facility location problems because of continues changes in the dynamic nature of
demand and supply. The temporal and spatial dynamism of social/public facility
demand for optimum location has to be satisfied for present and future, keeping
the envelope and supporting infrastructure facility as static. Health facilities are
the main pillar of the social infrastructure. Healthcare facilities are developed in
response to demography, geography, existing health care and its situation, socio-
economic, cultural and political conditions, and disease pattern. The basic facility
of health is complicated as it is difficult to cover the entire population facilities as it
is not uniformly distributed. Lower access and inferior quality of service adversely
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Table 25.1 Population
norms for provision of the
primary healthcare system in
India

Level of healthcare
facility

Population norms

Plain area Hilly/Tribal/Difficult
area

Sub-Centre 5000 3000

Primary Health Centre 30,000 20,000

Community Health
Centre

120,000 80,000

Source Ministry of Health and Family Welfare, Government of
India [5]

affect health outcomes [1]. Physical accessibility of public healthcare facilities influ-
ences the use of service, especially in rural areas [2]. The variation in the quality of
service provision by the same level facilities impacts the proximity criteria of using
a health facility [3]. The provision of basic health infrastructure improves the health
conditions of the population in lower economic strata in comparison to specialized
services. Reliability and good access to healthcare facilities encourage people to pay
for health services [4].

The healthcare systems in India do not bring about a systemized system for spatial
planning. The location problems in India have been studied for a single level of
facilities only with population count as the only factor for decision-making (Table
25.1).

25.1.1 Classifications of Healthcare Facilities in India

The healthcare facilities in India exist as an amalgamation of multilevel hierarchical
systems. Based on specialization and level of care, health care has been classified
as Primary, Secondary, and Tertiary care. Based on function and the coverage of the
population, healthcare systems have been classified as Health Posts, Health Centre,
District Hospital, RegionalHospital, andCentralHospital (the nomenclature changes
from state to state). Based on the ownerships, healthcare systems have been classified
as public healthcare facilities, private voluntary healthcare facilities, private commer-
cial healthcare facilities, and public–private partnership modules. The objective of
a healthcare facility is more dependent on ownership classification and plays a vital
role in the location-allocation of the healthcare system for a region. With the Hierar-
chical systems as the basis of classification, the healthcare systems can be classified as
Coherent hierarchical system, Nested hierarchical system, Non-nested hierarchical
system,Referral hierarchical system, andNon-referral system.The healthcare system
in India is extremely complex, having all types of hierarchical systems available in
the form of private healthcare providers and public healthcare systems.
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25.1.2 Factors Affecting the Location of a Healthcare Facility

Planning commission of India identified “Universal access and access to an adequate
level without an excessive burden; fair distribution of financial costs for access and
fair distribution of burden in rationing care and capacity and a constant search for
improvement; training providers for competence empathy and accountability, the
pursuit of quality care and cost-effective use of the results of relevant research; and
special attention to vulnerable groups such as children, women, disabled, aged, etc.”
as four criteria in the healthcare system, which makes healthcare system ideal [5].

The need/demand of the population helps in defining the number of healthcare
facilities. Existing facilities in the region (public/private) help in need identification
of more facilities. Trends in Region 3D’s Disease, Deaths, and Disasters, help in
determining the kind of facilities required for that region, i.e., the speciality of the
facility. The socio-economic level of the population served, and geographical setting
(urban or rural) define the scale of economies. Approaches/transportation infrastruc-
ture decides the accessibility of facility and temporal distances. Availability of other
resources like water and disposal services helps in the identification of other infras-
tructure facility requirements. Formal affiliations with other hospitals and referral
patterns decide the hierarchal system. Availability of well-qualified staff impacts the
service provision at all facilities of equal level. Functional and cultural needs of the
community and climate help in the identification of disease patterns. All these factors
affect the location of a healthcare facility and decide the type of facility.

25.1.3 Application of Location-Allocation Models

A large number of location-allocation models have been used for optimizing the
benefits and resources in various disciplines, including healthcare facility plan-
ning. The location-allocation models use multi-criteria decision-making techniques,
which includeLinear Programming,DynamicProgramming,AnalyticalHierarchical
Processing, Game Theory, Branch and Bound, and Multi-objective Multi-criteria
[6, 7]. Many researchers aggregated several objectives into one objective function.
The healthcare facility location problem is similar and has been attempted by using
multi-criteria decision-making. Heuristics and Meta-heuristics are other techniques
developed for finding solutions to georeferenced problems [7]. The demographic,
economic, and geographic variations led to the development of heuristics, which
require geography-specific details on various parameters [8, 9]. Despite all the studies
on location models involving a set of constraints and different objective functions,
all the models developed all over the research world are having the same objective
of achieving the best location by using the three basic terms (accessibility, avail-
ability, and adaptability). The way of defining an objective and the way to achieve
these three set goals with the set of constraints keep on changing trying to get closer
to the real-world scenarios modelling. The accessibility model considers access to
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care to be affordable with the right healthcare resources in the right place at the right
time.Availabilitymodels even accounted for facilities, beds, doctors, healthcare staff,
vehicles, and supporting facilities. Such models have been used for fixing ambulance
locations. Adaptability models recognize the future conditions to find the solutions
to a range of future scenarios [6, 10, 11]. Other models have also been developed,
but most are based on these basic models or are heuristic models like the Mayope
algorithm [12] and Neighbouring search algorithm [13] but related to a particular
geographic area.

All these models remain complex to be understood by the common public, and the
facility planning community instead of leading decision-making for actual objectives
is driven by political motives [8, 9]. In all the facility location models, the objective
function becomes the function of ownership; the nature of the hierarchical system
of facilities; transportation infrastructure and cost to visit facility. The objectives of
location-allocation of private sector facilities are a function of profit or market share;
however, the goals and objectives of public facility location are complex due to social
objectives inclusion [6, 13]. Şahin and Süral [14] preciselywrote, “Main objectives of
the facility location models are mainly optimizing the expected system performance,
minimizing the worst-case performance and/or minimizing the maximum regret”.
The purpose of provision of social services is defied, especially in rural areas, where
private profit-making healthcare providers avoid setting up any facility due to the
scale of economies [2].

Facility location-allocation models are classified in Network Location Models,
Discrete Location Models, Stochastic Demand/Congestion Models, Continuous
Location Models, and Competitive Location Models [6, 13, 14]. Network Location
Models and Discrete Location Models are important in location-allocation problems
involving the geographic location of healthcare facilities. Network Location Models
consider the network, with the possible location of facilities including nodes, as well
as edges of the network as the probable facility location, however, the set of potential
facility locations is discrete (often consisting of nodes of the underlying networks)
in Discrete Location Models.

In the Indian context, the absence of any formal analysis by using the scientific
processes andgenerationof alternatives due to the complexity of the availablemodels,
location-allocation decisions related to public facilities (School, Healthcare building
locations) are generally taken political leaders or locally by government officers
projected on public requests without pragmatic considerations. The decision made
by using the scientific location models will improve healthcare service provision by
optimizing the investment costs, operating costs, user satisfaction, and travel cost to
users and environmental pollution.
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25.2 Method

Discrete facility location models [13, 15] assume aggregation of demand to discrete
points and discrete probable candidate locations for siting healthcare facilities. The
objective of a set covering model is to minimize the cost of the facilities by covering
all demand nodes. Following data input is required for formulating a set covering
location model.

i The set of aggregated demand points;
j Discrete location sites which are competent for facility location;
f j fixed cost of locating a facility at any site (in case of multi-facility, the cost of

building facility of the same level).

Besides, we need the following decision variable:

X j =
{
1 i f we locate a f acili t y at si te j
0 i f not

(25.1)

Two major problems that occur with the set covering model are that the cost of
covering all demands is often prohibitive increasing the number of facilities required
to cover all demands, and the model fails to distinguish the weights of demand from
different demand points. Church andDavis [16] addressed these concerns inmaximal
covering problem by adding two additional inputs in the form of weights of demand
points and restricting the number of facilities. Maximal covering location problem
maximizes the number of covered demands. The model considers the demand rather
than considering the demand as a node by locating exactly the proposed number of
facilities with standard integrality constraints. Both set covering model and maximal
covering location problem treat facilities and regional nodes as binary, however, the
coverage is more than the binary, and optimizing the average distance (physical,
temporal, and psychological) any user travel to avail a healthcare facility is more
apt objective. Optimization of average/total demand travel distance is the objective
function in P-median problems.

25.2.1 P-centre Model

The P-centre model [17] addresses the optimization of the number of facilities and
average distance coverage through the integration of multi-objectives into heuristics
as an iterative process. The model considers the optimization of coverage distance
by finding the optimal number of facilities. Following additional data, the input is
required to formulate P centre model.

di j = distance f rom demand node i to candidate si te location j;
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Yi j =
{
1 i f the demand node i to candidate si te location j
0 i f not

(25.2)

The P-median problem is a multi-dimensional task problem and considers the
demand as constant in time and minimizes the demand weighted total distance with
the objective function presented in Eq. 25.1 and its constraints from Eqs. (25.3) to
(25.8).

Minimize
∑
j∈J

∑
i∈I

hidi jYi j (25.3)

where hi is Demand at node i,
Subject to
assigning the demand nodes to at least one facility

∑
j∈J

Yi j = 1,∀i ∈ I (25.4)

assigning demand nodes to open facility

Yi j − X j ≤ 0; ∀i ∈ I ; ∀ j ∈ J (25.5)

iterating P facilities and locating them at discrete points

∑
j∈J

X j = P (25.6)

with standard integrality constraints

X j ∈ {0, 1}; ∀ j ∈ J (25.7)

Yi j ∈ {0, 1}; ∀i ∈ I ; ∀ j ∈ J (25.8)

25.2.2 Algorithm of Proposed Heuristic Model

Find the facilities of level Li which are good in condition and are functioning in
public buildings. Find the sites which are selected for locating facility of level Li on
population norms presented in Table 25.1. Find out the coverage of all the above-
selected locations by using the coverage time distance for the level Li. Find out the
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Fig. 25.1 Algorithm of proposed heuristic model for locating healthcare facility on discrete
locations in a region

number of facilities (n) which will be sufficient to cover the remaining population
from the population coverage norms for level Li; find the remaining candidate sites
available for locating facility of level Li. Locate n facilities in the remaining popula-
tion spread using quadratic P-location problems starting locating the facility from the
location having the highest coverage of populationwithin the same temporal distance
coverage and repeat till n number of facilities are located for level Li. Find out the
nearest facility allocation for all demand points to ensure demand point assignment
to the nearest facility. Find out the population to be served by each facility after the
closest assignment, and find out the difference in the needed resources and available
resources (like the number of more beds required at the new assigned facilities and at
existing facilities), and supply the required resources at the location of the Facility.
The algorithm of the proposed heuristic model for locating healthcare facilities in
discrete locations in a region is presented in Fig. 25.1.

25.2.3 Model Assumptions

The space in which facilities have to be located is inclusive; the area solution is
discrete; all parameters are deterministic; demand points and candidate facility sites
are assumed to be points; the facilities of level Lwill offer service of the same quality;
and accessibility is considered as a link, linear or non-linear.

25.3 Results and Discussion

The author developed a heuristic approach and tested it by using healthcare facility
data for Sonipat district of Haryana, India, with three different scenarios, namely
existing facility coverage in 2011, best case, i.e., 100% coverage of the population,
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and facility location using existing healthcare facility and future proposal to optimize
coverage. The physical distance of 3 km, 8 km, 12 km, and 15 km has been used for
analysing the ideal facility locations for subcentres, primary health centres, commu-
nity health centres, and general hospitals, respectively, for covering 100% demand
points with the optimal number of facilities by using hierarchical analytical process
utilizing the identified parameters. The temporal distances of 5 min, 10 min, 15 min,
and 25 min by vehicle using different speeds for different road types considering
existing road infrastructural facilities with the help of GIS software for reaching to
sub-centres, primary health centres, community health centres, and general hospi-
tals, respectively. The results by using the heuristic model showing the efficiency of
ideal case, existing healthcare facilities in 2011, and existing and proposed healthcare
facilities at a different level of the hierarchical healthcare system for the District of
Sonipat, Haryana, India, are presented in Table 25.2, and georeferenced results are
presented in Fig. 25.2.

It can be observed from the results of the model that the ideal case for covering
100% demand points by the number of subcentres, primary health centres, commu-
nity health centres, and general hospitals facilities would have remained 138, 21,
7, and 4, respectively. However, the existing facilities planned without using any
mathematical modelling are 140, 29, 7, and 3 with a coverage of 95.92%, 88.97%,
82.80%, and 76.62%, respectively. The coverage by the existing facilities in 2011
is too low despite having a higher number of facilities on the same levels of hier-
archy in the healthcare system. The proposed heuristic model by considering the
existing facilities added very few health facilities at a different level, i.e., 05, 02,
02, and 01 and the total facilities at subcentres, primary health centres, community
health centres, and general hospitals reached 145, 31, 9, and 4, respectively, to make
the temporal coverage to 99.97%, 96.27%, 94.89%, and 95.75% at the respective
levels of healthcare hierarchy. The average temporal distance coverage also showed
a drastic reduction from 2.13 to 1.73 min for sub-centres, from 7.1 to 5.88 min for
primary health centres, from 12.27 to 10.98 min for community health centres, and
from 27.96 to 15.72 min for general hospitals. The temporal distance coverage for
most distant 10 and 20% demand points also show a drastic reduction. Therefore,
the importance of models in healthcare location planning is well established and
validated by using the hierarchical facility data for Sonipat District of the State of
Haryana, India.

25.4 Conclusion

Health facilities tend to be too dispersed and too distant for many consumers in
rural areas as compared to urban, and most of the existing models focus only on
the coverage factor of the population considering cost factor associated with the
population and so miss out the coverage factor by distance or accessibility time. The
distance-based standards are missing for the planning of healthcare systems except
for the trauma centres on highways. User, demand points, facilities, space andmetrics
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Table 25.2 Results by using heuristic model showing the efficiency of ideal case, existing health-
care facilities in 2011, and existing and proposed healthcare facilities at a different level of the
hierarchical healthcare system for the District of Sonipat, Haryana, India

Sr. No Description Level of facility

Sub- Centre Primary
Health
Centre

Community
Health
Centre

General
Hospital

1 Ideal case Number of
facilities of
level i
(Demand
covered in %)

138
(100)

21
(100)

7
(100)

4
(100)

Average
physical
coverage
distance for all
demand points
(Kms)

1.55 6.4 10.4 12.6

2 Healthcare
facilities in
2011

Number of
facilities of
level i
(Demand
covered in %)

140
(95.92)

29
(88.97)

7
(82.80)

3
(76.62)

Average time
coverage
distance for all
demand points

2.13 7.1 12.27 27.96

Most distant
10% locations
avg

6.32 13.68 23.77 68.62

Most distant
20% locations
avg

5.57 13.45 21.12 59.64

3 Existing and
proposed
healthcare
facilities by
using the
heuristic
model

Number of
facilities of
level i
(Demand
covered in %)

145
(99.97)

31
(96.27)

9
(94.89)

4
(95.75)

Average time
coverage
distance for all
demand points

1.73 5.88 10.98 15.72

Most distant
10% locations
avg

4.97 11.38 20 28.32

Most distant
20% locations
avg

4.49 10.37 18.08 25.85

(continued)
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Table 25.2 (continued)

Sr. No Description Level of facility

Sub- Centre Primary
Health
Centre

Community
Health
Centre

General
Hospital

Max distance 8 15 27 33

Fig. 25.2 Georeferenced results proposed heuristic model showing existing healthcare facilities in
2011, and proposed healthcare facilities at a different level of the hierarchical healthcare system for
the District of Sonipat, Haryana, India

are the four essential components for describing location problems. The objective
function of the location-allocation models can be formulated by the identification
of basic societal needs apart from optimizing the cost. The application of basic
scientific facility location-allocation models can help make political announcements
for pseudo-optimal if not optimal benefits of the social facility while fulfilling the
political agenda. The increase in coverage of health facilities with optimal numbers
will have an impact on financial, infrastructural, social, and environmental fronts too
due to a reduction in travel distance and resource requirement.
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Chapter 26
Natural Language Query for Power Grid
Information Model

Bing Wu, Jinhao Cao, Yuanbin Song, Junyi Chu, Fulin Li, and Sipeng Li

Abstract A building information model often provides the functional and physical
data of an electrical facility for the downstream construction, operation and main-
tenance of the built power grid infrastructure. Therefore, the rapid and convenient
query of the required information from the design model is crucial for all the project
participants. However, the query of the design data from a BIM model is frequently
burdensome and tedious. Moreover, the Grid Information Modeling (GIM) schema,
developed by the China State Grid for describing electrical equipment with more
engineering details, exaggerates the difficulty of querying the design model. This
study applies the Natural Language Interface to Database (NLIDB) approach for
querying data from the Neo4j graph database that fuses both IFC data for architec-
tural or structural design and GIM data for electrical equipment. Meanwhile, this
study also develops a tool to automatically convert the natural language questions
into Cypher queries. In addition, a knowledge graph is also developed for linking
the semantic elements extracted from the natural language questions with the IFC
semantics stored in the Neo4j database.

26.1 Background

Design information is a crucial resource for the construction and operation manage-
ment of electrical infrastructure, but it has been sealed by a few proprietary CAD
formats for a long time until the wide application of the Building Information
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Modeling (BIM) approach. A building information model is the digital represen-
tation of the physical and functional characteristics of an engineering project, and
such a model is often represented by the Industry Foundation Class (IFC) format, an
open representation schema for sharing design information among trades. Besides
the 3D geometric data, an IFC file also contains data of the compositional, physical,
and functional attributes of an electrical facility. Moreover, the China State Grid
issued the domestic BIM standards, often called Grid Information Modeling (GIM)
[1], to simplify the description of electrical devices or equipment, which exaggerates
the difficulty of the query of BIM data.

The research of Natural Language Interface to Database (NLIDB) provides a new
means to acquire data from BIM design models [2]. NLIDB tools can automatically
generate database queries by translating natural language sentences into a struc-
tured format. These tools may play an increasingly important role as designers and
engineers seek to obtain information from design model databases without the assis-
tance of computer experts with specific domain expertise or knowledge of formal
query languages [3]. Natural language query can greatly reduce the time and cost for
designers and engineers. Compared with English text, Chinese sentences are more
difficult for processing since there is no gap between Chinese words or characters.
Therefore, it is often required to segment a Chinese sentence into a sequence of
words with the prevailing tools like Jieba [4], LTP2, and CoreNLP [5].

Although Recurrent Neural Network (RNN) is more suitable for evaluating a
sequence of data than Convolutional Neural Network (CNN) [6], the traditional RNN
approach may not capture the semantic relationship between two words with long
distance in a sentence, nor can it solve the network training problemof gradient disap-
pearance and the gradient explosion. On the other hand, Long Short-Term Memory
(LSTM) network can make up for the shortcomings of the RNN model with the
usage of gate units [7]. Furthermore, Bi-LSTM applies both forward and backward
processing for capturing the richer context for a word [8]. In addition, many studies
implied that pretrained NLP models can be successfully used as the base for specific
applications with supplementary corpus. In general, there are two typical approaches
for utilizing pretrained NLP models, i.e. feature-based (for example, ELMo) and
fine-tuning (for example, BERT [9]).

Meanwhile, theMemory Augmented Policy Optimization (MAPO) model and its
improved version MAPOX were developed to convert natural language into formal
query language [10]. Meanwhile, Dong and Lapata utilized a supervised learning
strategy to resolve the NL2SQL problem, proposing two alternatives, Seq2Seq
and Seq2Tree [11]. Li et al. used a decomposition strategy for joint extraction of
multiple relations and entities from design codes [12]. Nevertheless, the approach
of converting the extracted semantic relations from engineers’ questions into BIM
database query scripts should be further studied. Therefore, this study explores the
approach of using natural language to query information models of power grid
projects.
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26.2 Framework of Natural Language Query

Figure 26.1 illustrates the framework of a natural language query on a grid informa-
tion model. The left part of the diagram shows the procedure that a zipped GIM [13]
file that is converted into a graph database. In detail, the non-ifc files, in the format of
China Grid Information Modeling standard, are first converted into .ifc files, using
the method elaborated in the succeeding section. And then all .ifc files are imported
into a Neo4j graph database using an IFC file parser and a sequence of Cypher codes
programmed in C#.Moreover, a knowledge graph is specially developed for bridging
the semantic elements extracted from the natural language questions with the IFC
terms defined in the GIM database.

At the same time, the right part of Fig. 26.1 presents the process flow for trans-
lating a natural language question into a Cypher query script. The semantic infor-
mation is extracted from a natural language question or query and then expressed in
the format of triplets. Subsequently, these triplets are automatically converted into
Cypher scripts using the templates addressed in the succeeding section. Finally, the
Cypher script is executed on a knowledge enhanced graph database.

Fig. 26.1 Framework of natural language query on grid information model
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26.3 Knowledge Enhanced GIM Database

26.3.1 Conversion from GIM to IFC

A GIM file is actually a zipped file containing 4 folder files: CBM, DEV, PHM and
MOD [13]. In each folder, a file uses the GUID as its unique name, and its content
is encoded in UTF-8. Specifically, a .mod file depicts the parametric shape with its
transformation matrix for local placement and its RGB color. A .phm file describes
the structure of multiple.mod files for a more complex component, and one.phm file
can further reference other .phmfiles. Thefiles in theDEV folder define the individual
device/equipment, or a system of devices. At the same time, the files in the CBM
folder describe the organization of subsystems of a gird engineering project, which
also comprises .ifc files for architectural, structural, pipe, and ventilation systems.
In addition, a .fam file is used for depicting the material, physical, and functional
attributes of either parts or devices or systems.

Since the IFC schema has much richer semantic constructors than GIM, the non-
ifc BIM data files for representing electrical devices are first converted into IFC
instances. Figure 26.2 illustrates a typical case of converting a .mod file into the
corresponding IFC components.

The parametric representation of a cuboid in the .mod file is converted to a number
of IFC instances. The rectangle profile of the cuboid is represented by the IfcRect-
angleProfileDef instance (#31,296), and its extrusion direction by the IfcDirection
instance (#31,301), and furthermore the cuboid shape is described by the IfcEx-
trudedAreaSolid instance (#31,302). Then, the 4*4 transformation matrix for local
placement of the cuboid is also converted into the IfcAxis2Placement3D instance
(#31,300), which is further described by another three IFC instances, original point
(#31,299), X direction (#31,298), and Z direction (#31,297). In addition, the color
of the shape is depicted by the IfcColourRGB instance (#31,303).

Fig. 26.2 Conversion of MOD file into IFC instances
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26.3.2 Knowledge Graph for Enhancing GIM Graph
Database

In order to correlate the semantic elements extracted from natural language queries
with the class names defined in the IFC schema, a knowledge graph is defined. The
knowledge graph in Fig. 26.3 illustrates the key concepts:Element, Attribute, System,
Space, Material, Comparison, and MathFunction. Each core concept can be further
described with its subcategory concepts or hyponyms.

In detail, the category of Element has 10 subcategories, like Building Element,
Civil Element, Distribution Element, Feature Element, Furnishing Element,
Geographic Element, etc. Moreover, the Building Element can be further subcatego-
rized into Architectural Element and Structural Element. Subsequently, the category
of Structural Element can have 6 subcategories of element classes, i.e. Foundation,
Pile, Structural Beam, Structural Column, Structural Slab, and Structural Wall.

In the knowledge graph, each hypernym associates with its hyponyms by the
Subcategory relationship.Meanwhile, there exists HasProperty relationship between
Element and Material and Attribute. At the same time, the concept of Space has
Contain relationship with Element. These semantic relationships between core
concepts are also coded as Neo4j relationships.

The key concepts in the knowledge graph further associate with one or more
IFC classes. For example, Structural Beam connects with IfcBeam via the Referen-
ceIfcClass relationship. Then, using the Neo4j Cypher script can create a connection
between the IFC classes in the knowledge graph and the IFC instances stored in
the GIM database. For example, the IfcBeam class in the knowledge graph can be

Fig. 26.3 Part of Knowledge Graph for Enhancing GIM database
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used for linking the IFC instance labeled by IfcBeam in the GIM database. Mean-
while, the Hot Rolled H Steel material concept is connects with IfcPropertySet class,
which further associates with the IFC instances labeled with IfcPropertySet in the
GIM database. In this way, the knowledge graph acts as the bridge between the
semantic entities (in the natural language questions) and the IFC instances (in the
GIM database).

26.4 Automatic Generation of Cypher Script

The joint extraction model developed by Li et al. [12] is used to extract semantic
information from natural language questions. Figure 26.4 illustrates the information
extraction pipeline that composes four components, i.e. character embedding, shared
semantic encoder, subject extractor, and object and predicate extractor. Through the
pipeline, a query sentence written in natural language can be automatically converted
into a number of triplets.

The character embedding, the first module in the aforementioned pipeline, is
utilized for transforming each character in the Chinese question into a real vector,
herein called a character vector. Subsequently, the shared semantic encoder is applied
to learn the context features of each character, literally called task-shared features.
Specifically, a Bi-LSTM model is used to encode the association between a char-
acter and its surrounding characters (on both left-hand and right-hand sides). Subse-
quently, the subject extractor module uses the task-shared features to identify all
candidate-named entities that have the opportunity to act as subjects. And then the
associated object entities and predicate relations, for each subject entity identified,
are simultaneously identified by the object and predicate extractor using task-shared
features. Finally, the semantic information in the natural language question can be
automatically extracted into a set of triplets.

Figure 26.5 presents the conversion of the Chinese question “钢结构件的总重
量是多少?” to semantic triplets. In English, the Chinese question means to query

Fig. 26.4 Framework of the joint extraction model
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Fig. 26.5 Conversion of natural language question into semantic triplets

the total weight of the steel structural elements. Using the pipeline in Fig. 26.4, the
natural language is converted into 4 semantic triplets.

The semantic triplets are then converted into Cypher query scripts via the three
predefined mapping templates as shown in Fig. 26.6. The predict “HasProperty”
in the first triplet is translated into Neo4j relationship [:HasProperty] and a set of
MATCH commands is simultaneously inferenced to generate a linkage paths with
the assistance of the knowledge graph. In detail, the subject “Structure Element”
can be searched from the core concept Element in the knowledge graph, while the
object entity “Steel” becomes the property constraint to locate the IFC entities (see
the WHERE condition). Meanwhile, the second triple is to locate all IFC elements
with the property “Weight”, and all the found weight values are organized into a set,
named j defined with UNWIND. Finally, the third triplet indicates the goal of the
information searching, and the fourth triplet defines the mathematic function SUM
of the found weight values, i.e. the total weight.

Fig. 26.6 Conversion templates of semantic triplets into Cypher query
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26.5 Conclusions

The designers and engineers frequently feel it burdensome and tedious to search
information from the prevailing BIM design model of a grid engineering project
withmultiple query sentences. In this regard, a framework of an automatic conversion
from natural language questions into Neo4J Cypher scripts has been developed in
this study. Those non-IFC files contained in a .gim file are first converted into .ifc
files, and then all the .ifc files are imported into the Neo4j graph database to achieve
faster information retrieval. And then, the joint extractionmodel is used for extracting
semantic information from a natural language question into a set of triplets that can
be further converted into Cypher scripts by the mapping templates. In addition, a
knowledge graph is also developed to connect the semantic entities in the question
with the IFC classes. Consequently, the BIM design model can be more effectively
and conveniently queried by natural language questions.

Since this research is still in its initial stage, the joint extraction model will
be further trained with more labeled questions, and more mapping templates for
generating Cypher scripts will also be developed.
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Chapter 27
Time Power Law Mapping of Signal
Complexity Measure

Zeyang Mao and Wenshi Li

Abstract The complexity measure is to describe the cognitive cost of a system,
such as a one-dimensional time-domain signal in periodic, chaotic, or random
state. Its research paradigms depend on the understandings of symbolic dynamics,
entropy expansion, FFTs’ combination, and the complex network. The new trends of
computing aesthetics show both the group expansion with formula and without artifi-
cial selection of parameters. Following the power law of time in gold rate, we give a
practical algorithm with a new feature plot and its complex number. The contrast
criteria are spectral entropy complexity and approximate entropy. Three chaotic
equations are used as test examples. The results reveal new complex patterns and
novel complex numerical ranges, obtaining basically consistent recognition effects
compared with upper control criteria. The calculation complexities of all running
algorithms are reported. This work illustrates new progress in our brainchildren lab
on automatic measuring of signal complexity.

27.1 Introduction

Complex behaviors are embedded in complex science (typical cases as heterogeneity,
nonlinearity, and chaos) [1–4]. The complexity measure is to describe quantitatively
the cognitive computing consumption or predictive cost of any output data of the
systemunder test. It was called the search for complexity calculus byAmericanmath-
ematician Strogatz. The simple form of 0–1 test [5] for chaos in stochastic process
principle, the algorithm complexity of pq plot is O(n). The pq plot can clearly appre-
ciate the qualitative difference between regular and chaotic dynamics; periodic or
quasi-periodic changes in time series x(n) would end up with a circular trajectory in
the pq plot. The O(n) is estimated by the number of operation units of the algorithm
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and inspires us to establish a newgroup extension [5–7]. Geometry idea such asmani-
folds reminds us of a newpattern in the above space [8, 9]. So far, the geometric statis-
tical invariants of the characteristic shape can bemeasured quantitatively.We propose
a practical method with feature plot and complex numbers without manual param-
eter selection, performing three-category recognition of periodic, chaotic, or pseudo-
random signal and expecting geometric and numerical expressions. Compared with
spectral entropy complexity and approximate entropy, we combine the time power
law principle with the gold rate rule. The analytical blocks of the new mapping are
divided into the definitions of feature plot and its complex number.

27.2 Measuring Principles and Test Cases

27.2.1 The Main Ideas of SE and ApEn

Spectral entropy (SE) complexity investigates the flatness of the spectrum in the
frequency domain. First, the algorithm idea is to remove the mean component, then
calculate the power spectrum probability, and finally get the normalized Shannon
entropy value which is characterized by no manual selection parameter. The more
the SE value is, the higher is the complexity of data under test. Here, the algorithm
time complexity is O(nlog(n)) [10].

Approximate entropy (ApEn) analyzes quantitatively the complexity of time-
domain signals and calculates the probability of generating new patterns in the signal
(large values correspond to higher complexity). The core of the ApEn(τ ,m,r) algo-
rithm is to first obtain the logarithmmean value of the numbers under the r threshold
of the two-dimensional vector distance, and then change it into one dimension. Then
to repeat the foregoing, the difference limit of the two logarithmic mean values is
defined as the approximate entropy. Generally, the threshold r ranges from 0.1 to
2.5 times the standard deviation, and the time complexity of this algorithm is O(n1.5)
[11].

27.2.2 The Principles of Power Law and Gold Rate

In the power law principles, exponential growths may be a manifestation of the
self-reinforcing law of natural evolution, involving specific factors such as matter,
energy, life, and the complexities existing in them, with famous examples of Price’s
law and Moore’s law [12]. And the gold rate rule is the most known among various
algorithms, because of the strict proportionality, artistry, and harmony. In scientific
experiments, the 0.618 method is used commonly in optimal schemes. In the above
view, this work tends to change the time factor c in the 0–1 test for chaos, observing
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its impacts on our new time power law models carefully. After scanning parameter
c, we choose two times gold rate as the fixed time power law [6, 7].

27.2.3 The Principles of Feature Plot and Complex Number

The complexity measure is for one-dimensional time-domain data x(n) of length N.
Next, we propose a measure coined complex number (CN). CN signature rule: less
than 11 indicates periodic state, greater than or equal to 11 features chaotic state, and
greater than 300 marks random number.

First, we define the discrete expressions of the two characteristic dimensions in
fixed time power law mapping with jc and cos(jc); new pq plot is written as

p(n) =
n∑

j=1

x( j) j cn = 1, 2, . . . , N

q(n) =
n∑

j=1

x( j) cos( j c), n = 1, 2, . . . ,N.

(27.1)

wherein the chaotic sensitivity factor c is selected actually to be twice the gold rate
(c = 1.236).

Then define the characteristic length (CL) value CL:

CL = (pmax − pmin)
dt/

N . (27.2)

wherein the projection length of the feature dimension p, the calculation step length
dt, and the data length N are used. Define the statistical measureCN (coined complex
number) as

CN = 1000/CL . (27.3)

27.2.4 Test Cases

Test case 1: Logistic map is used as a typical case in [6, 7] to verify respective
theories; the formula is as follows:

x(n + 1) = kx(n)(1− x(n)). (27.4)
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wherein the coefficient k = 2.5 ~ 4. The initial value is [0.01].
Test case 2: Lorenz equation is

dx/dt = α(y − x)

dy/dt = −xz(24− 4k)x + kz

dz/dt = xy − βz

(27.5)

wherein the parameters α = 10, β = 8/3, and k = –2 ~ 8.
Test case 3: Chua’s equation is

dx/dt = −2.564x + 10y + 0.5k(|x + 1| − |x − 1|)
dy/dt = x − y + z

dz/dt = −14.706y

(27.6)

wherein the parameter k = 2.6 ~ 3.5.
Calculation conditions: Initial values are [0.01, 0.01, 0.01]. Iterative step length

is 0.01. For sampling time series x(n), we select data points between 1000 and 5000,
and the data length, N= 4000. Approximate entropy parameter selection: time delay
τ = 1, embedding dimension m = 2, and threshold r = 0.2σ) [11].

27.3 Results and Discussions

27.3.1 Verification Based on 3 Chaotic Equations

In Fig. 27.1, the new pq plot compares and expresses four signal states, involving k
= 3.0 in periodic state and k = 3.7 in chaotic state of the logistic map, the normal
distribution, and T distribution of pseudo-random numbers. Finger-shape spots are
featured in Fig. 27.1. The differences in projection lengths appear on the p-axis, and
the differences in projection heights lie on the q-axis. Thus, the geometric distribution
patterns from long to short and from low to high are easy to identify four known signal
states by naked eyes.

To compare Fig. 27.2(left), (m), and (right), CN values distinguish the bifur-
cation points of the Logistic map like the bifurcation diagram and change larger
after marching into chaos at k = 3.6. In detail, while complex number CN is small
(increasing fromclose to 8 to 11), the initial period and its bifurcation are quantified in
the zone of k = [2.5, 3.55], till k = [3.56, 4], and CN becomes larger (more than 11);
chaotic mapping is captured by CN values. There are consistent diagnosing results
in the control test of SE and ApEn values. Here, the nonlinear dynamics in entering
chaos through bifurcation are all detected by three kinds of complexity measures of
CN, SE, and ApEn.
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Fig. 27.1 The pq plot of the
time power law mapping of
the logistic map (with solid c
= 1.236)
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Fig. 27.2 Logistic map measuring: (left) Bifurcation diagram; (middle) CN values; (right) SE and
ApEn values

Furthermore in Fig. 27.3(left) and (right), when the known parameter k lies within
−1.59= < k < = 7.75, the Lorenz system is locked up in a chaos state. Here, ththree
features (periodic, chaotic or pseudo-random signal can be clearly distinguished)for
signal complexity measuring mach well.

Finally, we examine Chua’s Eq. (27.6) and observe the changing rule of the CN
values during the evolution from a single period to double scroll (see Fig. 27.4(left)
and (right)). While k sticks at 2.7, 2.95, 3.02, 3.11, or 3.45, the phase diagrams of
Chua’s equation show single-period, double-period, three-period, single-scroll, and
double-scroll states, respectively.

The low values of CN in Fig. 27.4a slowly rise (representing a periodic state)
and at k = 3.11, CN = 11 indicates that Chua’s equation had entered into chaos
(single scroll). The CN value suddenly increases at k = 3.28 which means that the
complexity of the system begins to increase greatly. In Fig. 27.4(right), the higher
values of SE and ApEn describe the chaotic performances well, while the low-value
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Fig. 27.3 Lorenz equation measuring: (left) CN values; (right) SE and ApEn values

Fig. 27.4 Chua’s equation measuring: a CN values, b SE and ApEn values

fast-rising characteristics intuitively distinguish the evolution of the periodic state
into a new chaotic state.

27.3.2 Best Factor C Scanning Based on Chua’s Equation

Four values of parameter c are selected as 1.1, 1.2, 1.236, and 1.3. The responding
new pq plots are shown from Fig. 27.5a to (right-down).

It is obvious that the naked-eye recognition effects of Fig. 27.5(left-up) and (right-
up) are not well; the geometric patterns of 6 categories are seriously aliased. Looking
at Fig. 27.5(left-down) and (right-down), we can see the geometric discrimination
performances in the two projection axes. We chose actually the key value of c =
1.236 in Fig. 27.5(l–d). Using the p-axis projection distance, we construct a simple
feature length as the basis for the modeling and expression of a new metric CN.
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Fig. 27.5 Parameter c scanning in pq plots of Chua’s equation: (left-up) c = 1.1; (right-up) c =
1.2; (left-down) c = 1.236; (right-down) c = 1.3

27.3.3 Identification of Pseudo-random Numbers

We analyze the ability of distinguishing pseudo-random numbers based on our CN
metric. Fifteen kinds of distributions of pseudo-random numbers (data length of N=
4000) are selected to calculate their average CN values 10 times, and the SE values
and ApEn values are compared.

Table 27.1 shows (1) The SE algorithmhas achieved all correct recognition rates in
distinguishingpseudo-randomnumbers.Although theSE values are stable (from0.94
to 0.95), they have lost their different distributions of 15 pseudo-randomnumbers; (2)
The discrimination results of ApEn values are between 0.3 and 1.7; (3) CN values
are between 15.8 and 1444.7, which can better identify the different complexity
performance distances. It is considered cautiously that CN can only recognize the
latter five pseudo-random numbers shown in Table 27.1.

Finally, the calculation times of the three complexity measuring algorithms are
compared. The simulation uses MATLAB R2018a software (CPU: Ryzen 7 4800U,
1.9 GHz) to count the calculation times of the above 3 test cases, to keep the system
running environment consistent as far as possible, and to repeat every experiment 10
times and take the average results list in Table 27.2.
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Table 27.1 SE, ApEn, and
CN values of 15
pseudo-random numbers

Random number SE ApEn CN

Uniform distribution 0.95 0.35 15.8

Rayleigh distribution 0.95 0.32 26.5

Non-central F distribution 0.94 0.36 31.1

Beta distribution 0.94 0.47 35.0

Poisson’s distribution 0.94 1.27 50.3

Geometric distribution 0.95 1.70 62.5

Hypergeometric distribution 0.94 0.71 73.0

Exponential distribution 0.94 0.73 73.8

Weibull distribution 0.94 1.26 116.7

Lognormal distribution 0.95 1.21 186.7

Binomial distribution 0.94 1.29 418.6

Chi square distribution 0.94 1.39 423.9

F distribution 0.95 1.8 504.6

Standard normal distribution 0.94 0.3 1210.9

T distribution 0.95 0.4 1444.7

Table 27.2 Running time
means of SE, ApEn, and CN

Test cases SE/s ApEn/s CN /s

Logistic map 0.1 55.7 2.6

Lorenz equation 106.9 390.2 250.3

Chua’s equation 4.8 37.5 96.2

InTable 27.2, the approximation of the calculation times shows that the calculation
time complexity of the CN algorithm is O(n1.3), which is between the SE algorithm
and the ApEn algorithm.

27.4 Conclusions

The geometric characteristics of the fixed-time power law mapping in the new pq
plot are finger shapes, with long, medium, and short fingers corresponding to period,
chaos, and random, and it is relatively easy to perform three classification recognition
depends on the finger length.

The new complex number (CN) combines three factors of the projection length
of time power law expansion feature dimension, the discrete time step, and the data
length. Generally, the CN value 11 is used as the threshold for judging periodic and
chaotic states, and the value 300 is the threshold for judging chaos and Gaussian
randomness. We can apply the CN algorithm in many areas such as recognition of
EEG signals or speech signals.
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Comparing theCN algorithmwith Spectral Entropy complexity andApproximate
Entropy, we had proposed a practical criterion of signal complexity measure, espe-
cially digging out five states of the fifteen kinds of distributions of pseudo-random
numbers.

Of course, the CN algorithm’s stability performance for data length changes and
the comparison with newer complexity features need more chaotic test cases and
deeper application scenarios for further verification.
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