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Preface

This book presents a collection of research and review articles on different aspects
of science and engineering of advance materials from the International Conference
on Advancement inMaterials, Manufacturing, and Energy Engineering (ICAMME),
which was organized by the Department of Materials and Metallurgical Engineering
in association with Energy Centre and Department of Mechanical Engineering,
Maulana Azad National Institute of Technology, Bhopal, Madhya Pradesh, India,
from 18th to 20th February 2021. The conference aims to provide a platform for
academicians, scientists, and researchers across the globe to share their scientific
ideas and vision in the areas of Materials and Metallurgical Engineering, Energy
Efficient Systems,Nanomaterials, Composites, Processmetallurgy, Extractivemetal-
lurgy, Physical metallurgy, mechanical behavior of materials, and other related fields
of Materials Science. The ICAMME-2021 conference played a key role in setting
up a bridge between academicians and industry. Due to the COVID-19 outbreak
around the world, the meetings and gatherings were banned, besides a strict immi-
gration policy. Based onmost authors’ appeal and health considerations, after careful
discussion, the conference committee changed this event to an online conference.

The conference presented more than 100 participants to interchange scientific
ideas. During the three days of the conference, researchers from educational insti-
tutes and industries offered the most recent cutting-edge findings, went through
several scientific brainstorming sessions, and exchanged ideas on practical socio-
economic topics. This conference also provided an opportunity to establish a network
for collaboration between academicians and industry. The major emphasis was given
on the recent developments and innovations in various fields of Materials Science
and Metallurgy technologies through plenary lectures. This book presents various
chapters addressing the science and engineering of various advance materials and
technologies in the form of mathematical and computer-based methods and models
for designing, analyzing, and measuring the characterization of material processing.
The book brings together different aspects of engineering design and will be useful
for researchers and professionals working in this field.

The editors would like to acknowledge all the participants who have contributed
to this volume.We also deeply express our gratitude to the generous support provided

v



vi Preface

byMANIT, Bhopal. The editors also thank the publishers and every staff and student
volunteer of the departments and institute who has directly or indirectly assisted in
accomplishing this goal. Finally, the editors would also like to express their gratitude
to the Respected Director of MANIT, Dr. N. S. Raghuwanshi, for providing all kinds
of support and blessings.

Despite sincere care, there might be typos and always a space for improve-
ment. The editors would appreciate any suggestions from the reader for further
improvements to this book.

Brisbane, Australia
Effurun, Nigeria
Bhopal, India
Bhopal, India
April 2021

Puneet Verma
Olusegun D. Samuel
Tikendra Nath Verma

Gaurav Dwivedi
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Investigation of Rare Earth Element
Inclusion on the Structural and Magnetic
Properties of Barium Ferrites

Mallika Chugh and Deepak Basandrai

1 Introduction

Ferromagnetic oxide or ferrite is an expression that is contributed to the stuff
containing oxides of metal and iron both as their mainstay [1]. Ferrites are mostly
dark gray or black in their physical appearance and are also very hard and brittle. They
are used thoroughly in various electric and magnetic areas as permanent magnets.
Ferrites have various advantages such as wide frequency range (10 kHz to 50 MHz)
[2]. They are highly resistible and temperature stable [2].Moreover, ferrites are avail-
able at very low and reasonable cost which is one of the reasons that they are proved
as commercially effective ceramic materials. Ferrite cores are widely used in toroidal
inductors, cores of transformers, quality filters, transducers, memory chips and other
very high operating devices [3]. Due to their low electrical conductivity and ohmic
losses, they prevent eddy currents [1].

A lot of magnetic materials shows electromagnetic wave absorption owes to
magnetic losses, but ferrites have been found to show considerably less losses
at ferromagnetic resonance [3]. Below Curie temperature, ferromagnetic oxides
manifest high-quality magnetic properties along with high intrinsic resistivity [2].
They are also used in the field of telecommunication, low-level applications and
electromagnetic interference (EMI) suppression.

In addition to magnetic properties, dielectric properties are also revealed by
ferrites. Ferrites are extensively owned by variety of electronic appliances. Due to
their relevant conductivity, they work as electrodes in areas like chromium plating.
Ferrites retaining DC resistivity of the value 109 or larger acquire very shallow losses
which are not up to the mark of satisfying the needs for microwave applications.

M. Chugh · D. Basandrai (B)
Department of Physics, School of Physical Sciences and Chemical Engineering, Lovely
Professional University, Phagwara, Punjab 144411, India
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Fig. 1 Structure of spinel
ferrites

Ferrites are of two types (hard ferrites and soft ferrites), both having their own
advantages. Hard ferrites are also known as ceramic magnets. Hard ferrites possess
high coercivity and high remanence and are mainly used in small electric motors,
loudspeakers, etc. The greatest magnetic field achieved by them is nearly 0.35 T [2].

Soft ferrites possess low coercivity; hence, they can alter their magnetization
easily. They are worn by switched-mode power supply (SMPS) because of their low
losses at high frequencies [2]. They are quite helpful in microwave applications,
radio frequency circuits, rod antennas, high-frequency digital tapes, etc.

On the basis of the crystal structure, ferrites can be divided into different categories
that are spinel ferrites, hexagonal ferrites and garnet ferrites.

Spinel ferrites are the ionic compounds whose physical and chemical effects can
be dogged by the cation concentration at the tetrahedral and octahedral sites. Spinel
structure (Fig. 1) is closed packed layout of oxygen atoms. Smallest repeating unit
of spinel ferrites is made up of 32 oxygen ions [4].

Garnet ferrites have cubic symmetry as shown in Fig. 2. There are three types
of cation sites, i.e., tetrahedral (fourfold), octahedral (sixfold) and dodecahedral
(eightfold). They have large importance in the field of nanofluids, color imaging and
electromagnetic shielding materials [4].

Hexagonal structure of ferrites known as hexaferrites tends to have crystalline
structure due to close packing of oxygen ion layers. Their structure can be portrayed
on the basis of fundamental structural blocks that are S, R and T [4].

But among all these types of ferrites, hexaferrites are in spotlight as they have
emerged gracefully for vast scientific and technological advancement. Hexagonal

Fig. 2 Structure of garnet
ferrites
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Fig. 3 Composition of
hexagonal ferrites

structure of ferrites is best known for their huge role in microwave applications and
in magnetic recording media due to their marvelous coercivity, Curie temperature,
saturation magnetization, uniaxial magneto-crystalline anisotropy [5, 6]. Because
of enormous magneto-crystalline anisotropy and chemical stability of hexafer-
rites, they are evaluated as preferable electromagnetic absorber in GHz frequen-
cies [7, 8]. Hexagonal ferrites are considered to have self-biasing nature and narrow
ferromagnetic resonance line width [6]. Figure 3 shows composition of hexagonal
ferrites.

These ferrites are difficult to be replaced as they are comparably best magnetic
material than others because they are relatively inexpensive and more stable. Spinel
ferrites work under the range of 3 GHz, whereas the application range of hexagonal
ferrites is felicitous for whole gigahertz zone because of their intrinsic anisotropy
conduct [4].

The classification of hexagonal ferrites can be done further on the account of their
chemical configuration.

That can be given as follows:

• M-type: [BaFe12O19]
• Y-type: [Ba2Me2Fe12O22]
• W-type: [BaMe2Fe16O27]
• Z-type: [Ba3Me2Fe24O41]
• X-type: [Ba2Me2Fe28O46]
• U-type: [Ba4Me2Fe36O60]

M-type hexagonal ferrites—M-type hexaferrites (MeFe12O19) are cheaper to
produce by using different methods for synthesis. They possess high electrical
resistivity and intense magnetic uniaxial anisotropy across the c-axis. Saturation
magnetization of M-type hexaferrites is low than the existing alloy magnets. Various
features like high coercive force and chemical stability make these ferrites excellent
permanent magnets [9].

Y-type hexagonal ferrites—These ferrites have acquired much more attention
due to its multiferroic qualities [9]. Standard formula for Y-type hexagonal ferrites
will be given as (A2Me2Fe12O22) where A = Sr2+, Ba2+, Pb2+, La2+ and Me =
bivalent transition metal. In Y-type hexagonal structure, two tetrahedral sites and
four octahedral sites inhabited small cations [10]. These ferrites are handed down in
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electronic transmissions and microwave elements [9]. Different properties of Y-type
hexaferrites can be affected by different factors such as synthesis methods, amount
of substitution, sintering temperature and time and chemical composition.

W-type hexagonal ferrites—These ferrites have general formula AMe2Fe16O27.

These ferrites are hard magnetic materials and can be used effectively as nonconduc-
tive permanent magnets and in microwave region. Like M-type hexagonal ferrites,
they also show uniaxial anisotropy along c-axis [9], but saturation magnetization
possessed byW-type hexaferrites is relatively more than that of M-type hexaferrites.

Z-type hexagonal ferrites—Chemical framework of Z-type hexagonal ferrites is
A3Me2Fe24O41 where A= Pb2+, Ba2+, La2+, Sr2+. The Z-type hexaferrites are found
generally to be the sum of M-type and Y-type units of hexagonal ferrites. They are
of great importance in radar-absorbing materials (RAMs) [9].

X-type hexagonal ferrites—These types of ferrites were known near about
50 years ago. Standard formula forX-type hexagonal ferrites isA2Me2Fe28O46 where
A= Pb2+, Ba2+, La2+, Sr2+. We mostly get these X-type phases blended with phases
of M-type and W-type, and it is quite tough to split them [9].

U-type hexagonal ferrites—The chemical composition for such compounds is
A4Me2Fe36O60 where A = Ba2+, Sr2+, La2+, Pb2+. One Y-block and two M-blocks
along the c-axis are superimposed for this structure. They have complex structure that
is why they are hard to produce. They are beneficial in millimeter wave applications
[9].

Barium hexaferrite is one of the chemically stable hexagonal structures acquiring
admirable corrosion resistance. Barium ferrites are long-lasting magnet material
which are formed on the basis of iron oxide (Fe2O3) and barium carbonate (BaCO3).
They have very low electrical conductivity, high Curie temperature and moderate
permittivity. Barium hexaferrites are also chemically compatible with biological
tissues; hence, they have a lot of importance in biomedical applications [11]. They
have high microwave magnetic loss. There are different methods to produce barium
ferrites such as hydrothermal, sol–gel combustion, spray pyrolysis, citrate precursor,
co-precipitation and ball milling. Barium ferrites having morphology like platelet
are considered best microwave absorbing material [8].

The plethora of dopants were used to alter the properties of barium hexaferrites.
But the substitution of rare earth dopants such as dysprosium (Dy), terbium (Tb),
erbium (Er), europium (Eu), holmium (Ho), etc., had tailored the properties of ferrites
in a very appreciable manner. Rare earth elements were first spotted in the 1960s.
They have illustrative hold on structural and magnetic properties of barium ferrites.
These rare earth elements can be used widely in intensifying the coercive field and
magnetization [12, 13]. They can alsowork as inhibition agent inmechanism of grain
growth at high temperature. The analysis of the electrical resistivity and dielectric
consequences on addition of doping of rare earth elements unfolds relevant data
regarding the functioning of free electrical and localized charge bearers which gives
us better understanding of the mechanism of electrical conduction.
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2 Literature Review

2.1 Wang Jing et al. (2006)

Dysprosium (Dy), neodymium (Nd) and praseodymium (Pr) were switched in the
sample of W-type barium ferrites of composition Ba(MnZn)0.3Co1.4R0.01Fe15.99O27.
Thiswhole procedurewas done using chemical co-precipitationmethod.After exam-
ination, it was clear that the Fe3+ could be replaced by some RE3+ and modify the
hyperfine variables. The loss in reflection and matching thickness of single-layered
ferrite absorber was measured. There was a keen decrease in complex permittivity,
and in addition to this, high-frequency relaxation and natural resonance frequency
were increased. If the ferrite material is substituted with the rare earth element,
dysprosium, then it gives out remarkable microwave absorption effects. At the value
of 2.1 nm, the matching thickness value reaches up to −51.92 dB. The bandwidth
touches the value greater than 8.16 GHz, and frequency starts with 9.9 GHz [14].

2.2 M. A. Ahmed et al. (2007)

A configuration of W-type barium hexagonal ferrite was prepared with composition
of Ba0.95R0.05Mg0.5Zn0.5CoFe16O27 substituted with rare earth ions like Y, Er, Ho,
Sm,Nd,GdandCe.Thiswas donebydouble sintering ceramic process.X-raydiffrac-
tion specimens were used to characterize the structural properties of the sample and
proved the existence of secondary phase. On increasing the ionic radius of rare earth
ions, the strength of secondary phase also increases. The value of curie temperature
also increases with the increase in concentration of rare earth ions samarium up to
1.04 angstrom and after that it starts decreasing after touching the maximum value.
Faraday’s method was implemented to study the discrepancy in magnetic suscepti-
bility in temperature range 300–750 K at various amounts of magnetic field applied
(1280, 1733, 2160 Oe) [12].

2.3 Aria Yang et al. (2007)

M-type hexagonal ferrite (BaFe12−XScXO19) was made by substituting scandium.
The method for this preparation was conventional ceramic technique. The values for
anisotropy andmagnetizationboth reducedon additionof scandium. Itwas concluded
that bipyramidal sites were strongly preferred by scandium addition. Microwave and
DC effects were studied extensively in this research [15].
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2.4 M. A. Ahmed et al. (2009)

The effect of various rare earth dopants in the form of R2O3 where R = Y3+, Er3+,
Ho3+, Sm3+, Nd3+, Gd3+ and Ce3+ ions in chemical composition Ba0.95R0.05 Mg0.5
Zn0.5 Co Fe16 O27 on electrical properties of W-type hexaferrite had been investi-
gated. The results concluded that on introduction of R2O3 alteration of both physical
and structural properties can be achieved. Samarium (Sm3+) has highest values of
dielectric constant (ε’) and dielectric loss factor (ε”) and AC conductivity, but these
factors decrease with increase in frequency. Semiconducting properties were indi-
cated for these samples where AC conductivity increases with increase in temper-
ature. Majority charge carriers were found to be electrons except in the case of
Er3+ and Y3+ ions. Increase of charge carrier’s concentration (n) was there with the
substitution of Ba2+ ions by R3+ ions [16].

2.5 Ji-Jing Xu et al. (2009)

By using sol–gel method, Z-type ferrites doped with La3+ with composition
Ba3xLaxCo2Fe24O41 (x ¼ 0.00–0.30) were synthesized. And the influence of La3+

being a rare earth dopant on the different properties’ composition was being charac-
terized. The result of magnetic data resulted that increasing the concentration on La3+

ions from 0.0 to 0.3 makes the ferrite a better soft magnetic material. It is because
of increase of magnetization and decrease of coercivity [17].

2.6 Huang Xiaogu et al. (2010)

By polymer adsorbent combustion method, W-type barium ferrites having chemical
composition Ba1–xErx(Zn0.3Co0.7)2Fe16O27 (x = 0.00, 0.05, 0.10, 0.15, 0.20) were
synthesized by substituting Er3+. X-ray diffraction analysis (XRD), X-ray fluores-
cence (XRF) and scanning electron microscopy (SEM) were done to characterize
the crystal structure, surface morphology and electromagnetic properties. On doping
content of 0.10 Er3+ ions, electromagnetic properties were quite improved [18].

2.7 Imran Khan et al. (2011)

By using simple chemical co-precipitation method, W-type strontium hexagonal
ferrites having chemical composition Sr1−xCexCo2MnyFe16−yO27 (x = 0.00, 0.02,
0.04, 0.06 and y = 0.0, 0.2, 0.4, 0.6) have been synthesized. The influence of rare
earth dopant Ce at Sr and Mn at Fe site on the structural, magnetic and electrical
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properties had been characterized. Different properties such as saturation magneti-
zation, remanence, squareness ratio and coercivity were observed using hysteresis
loop concluding at room temperature resistivity decreases with increasing content of
Ce3+ and Mn2+ ions. It can be due to the fact that the substitution of Ce3+ at Sr2+ site
increases the concentration of Fe2+ ions at octahedral site. There is increase in satu-
ration magnetization and remanence and coercivity with Ce–Mn ion concentration.
Hence, it can be used in high-density recording media [19].

2.8 Faiza Aen et al. (2011)

W-type hexagonal ferrites having a composition ofBaHoxFe16-xO27 (x= 0.0, 0.2, 0.4,
0.6, 0.8, 1.0) were conducted using co-precipitation technique at high temperature of
1320 °C. Single phase of ferrites was observed by XRD. On substituting the amount
of Ho, magnetization increases. It is due to the difference in ionic radii of Ho3+, that
is, 0.901 A°, and Fe3+, that is, 0.67 A°. Because of separation between grains, it
was observed that DC resistivity increases on increasing concentration of Ho3+ at
room temperature. And DC electrical resistivity works as a function of temperature;
it expresses the semiconducting behavior [20].

2.9 Fengying Guo et al. (2012)

W-type hexaferrites, Ba0.9RE0.1Co2Fe16O27 sample, were made with the substitution
of rare earth ions (La3+ , Nd3+ , Sm3+). The method used for this preparation was
solid-state reaction method at the temperature of 1250 °C for time period of 5 h.
X-ray diffraction and scanning electron microscopy technique were used to explore
the microstructure. As an outcome, single phase ofW-type barium ferrite emerged as
platelet-type shape. There was a gradual decrease in lattice parameter ‘a’ and ‘c’ with
the decrease in the ionic radius of rare earth dopant. Vector network analyzer counted
the complex permittivity and complex permeability from the scale of 0.5–18.0 GHz.
Also, the microwave absorbing properties of the sample were highly increased in
super-high frequency. Highest value of the dielectric loss tangent angle (0.75) at
16 Hz frequency was given by La-doped ferrite [8].

2.10 Irshad Ali et al. (2013)

Nanostructure Tb–Mn-substituted Y-type hexaferrites having single phase with
chemical formula Sr2Co2xMnxTbyFe12yO22 (x= 0.0–1, Y = 0.0–0.1) were prepared
using micro-emulsion method. Polaron hopping is the conduction mechanism in
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the ferrite system as the content of Tb–Mn increases the DC electrical conduc-
tivity. The samples which are having high conductivity have low activation energy.
Maxwell–Wagner model and Koop’s phenomenological theory were used to explain
the frequency-dependent AC conductivity. High value of quality factor is obtained,
and Tb–Mn substitution helps to alter and improve electric and dielectric properties
[21].

2.11 S. Cai et al. (2013)

Various rare earth elements such as lanthanum (La), dysprosium (Dy), neodymium
(Nd), praseodymium (Pr), samarium (Sm), gadolinium (Gd) and ytterbium (Yb)M=
Zn2+,Mn2+,Mn2+0.5,Zn

2+
0.5 were doped in the composition of M-type barium hexafer-

rite powders (Ba0.95Re0.05Fe12O19 and Ba0.95Re0.05M0.05Fe12O19) with sol–gel self-
combustion method. X-ray diffraction (XRD) and vibrating sample magnetometer
(VSM) techniques were helpful for determining the structural composition of phase
sample and magnetic effects. The average diameter of the magnetoplumbite of the
sample was known to be 45 nm. Magnetic saturation was not altered by magnetic
moments of rare earth ions. On decreasing the concentration of rare earth ions,
there was also decrease in saturation magnetization except the Sm3+ and Gd3+. Also
based on anisotropy, when orbital quantum numbers for ions except Sm3+ and Gd3+
increased, HC firstly increased and then decreased [22].

2.12 Irshad Ali (2014)

Y-type hexagonal ferrites with composition of Ba2Zn2TbxFe12xO22 (0 6 × 6 0.1)
were prepared using sol–gel auto-combustion method. Maxwell–Wagner type of
interfacial polarization and the exchanging of charge carrier between Fe2+ and Fe3+

ions result in the dispersion of dielectric constant and dielectric loss at low tempera-
ture. The dielectric permittivity decreases with Tb3+ ion addition. The DC resistivity
increased from 7.29 × 107 to 4.73 × 108 ohm cm because of unavailability of Fe3+

ions at octahedral sites. These properties are suitable for fabricating multi-layer chip
inductors (MLCls) with low eddy current losses and surface effect of materials [23].

2.13 Shihai Guo et al. (2014)

X-ray diffractometer and scanning electronmicroscopywere used to characterize the
Sm3+-doped Co Z-type hexagonal ferrite structures which were prepared by conven-
tional ceramic method. After that, the effect on magnetic and different properties
on that composition was observed on addition of Sm3+ ions. The hysteresis loop
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expressed that the saturation magnetization for Sm3+ doped was more than that of
undoped. After sintering at temperature of 1250 °C, samarium-doped Co Z-Type
hexagonal ferrites show good high-frequency properties [24].

2.14 Ali Sharbati et al. (2015)

W-type of hexagonal ferrite with composition of BaNi2DyxFe16−xO27 (x = 0–
0.9) was examined with the substitution of dysprosium. Citrate precursor method
was preferably used during the preparation of the sample. Different properties like
morphology, DC resistivity, crystalline structure andmagnetic properties were inves-
tigated by using various techniques like X-ray diffraction (XRD), transmission elec-
tron microscopy (TEM), vibrating sample magnetometer (VSM) and vector network
analyzer (VSA). The sample was kept heated at the temperature of 1250 °C for 4 h in
the air. The hysteresis loop traced provided the increasing values of coercivity with
addition of dysprosium (530–560 Oe). The saturation magnetization was decreasing
on increasing the content of dysprosium and other magnetic effects. But DC resis-
tivity took its value from 0.83 × 107 to 6.92 × 107 cm with increasing value of the
dopant. The reason for this was that there were no Fe3+ ions present. Microwave
properties of the sample reside between the range of 12 and 20 GHz. Minimum
reflection loss (40 dB) was noticed at 16.2 GHz at x = 0.6 for 1.7-mm-thick layer
[25].

2.15 Javed Rehman et al. (2016)

Single-phase terbium (Tb)-doped X-type hexagonal nano-ferrites having chemical
composition Sr2NiCoTbxFe28xO46 (x ¼0.00, 0.05, 0.1, 0.15, 0.2) were synthesized
with micro-emulsion method. Hexaferrites were confirmed by the spectral bands.
The dielectric constant was found to be 12.5 at low frequency, while it decreased
to 6.5 at high frequency. Introducing terbium reduced the saturation magnetization
from 76 to 54 emu/g. Remanence was lowered from 27 to 21 emu/g. On increasing
terbium, the coercivity was increased from 610 to 747 Oe [26].

2.16 Muhammad Irfan et al. (2016)

A composition of strontium hexaferrite as Sr2MnNiFe12022 + xY2O3 (x= 0–5wt.%)
was synthesized andproceededwith different processes likeX-ray diffraction (XRD),
scanning electron microscopy (SEM) and dielectric spectroscopy for observation.
Doping of yttrium reduced the growth of grain. Low saturation magnetization and
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high coercivity were indicated after yttrium doping to hexaferrites which are quite
good magnetic properties [27].

2.17 Kush Rana et al. (2016)

Barium and cobalt used hexagonal ferrite with configuration of
BaCo0.8SmXFe(11.2−X)O19 where X = 0.2, 0.4 and 0.6 with substitution of
samarium was produced with the help of citrate precursor technique. Various
characterization methods were implemented to look over the sample. Emergence of
M phase with average crystalline proportions of 35–45 nm was examined by XRD.
Transmission electron microscopy and field emission scanning electron microscopy
were also drawn for the material sample. During vibrating sample magnetometer
(VSM), field of 22,000 Oe was put in at the room temperature and then B–H loops
were traced. It was noticed that as samarium ions are increased, there is decrease
in retentivity, coercivity and specific saturation magnetization. The best values for
coercivity and squareness ratio were found at the 0.2 value of x. These values are
2690.20 Oe and 0.5619, respectively [5].

2.18 Maria Zahid et al. (2017)

Y-type hexaferrites with chemical composition Ba2NiCoDyxFe12-xO22 (x = 0.00,
0.05, 0.01, 0.15, 0.20, 0.25)were synthesized using sol–gel auto-combustionmethod.
As frequency is increased, there is a decrease in electrical permittivity. It can be due
to interfacial polarization which can be described with the help of Maxwell–Wagner
model. Magnetization decreases because of segregation of Dy at grain boundaries.
And coercivity also decreases on increasing the content of Dy due to exchange
coupling effect between neighboring domains [3].

2.19 Anum Zafar (2017)

Magnetic and electrical properties of M-type barium hexaferrites were discovered.
The samplewas preparedbyhydrothermal techniquewith substitution ofEuat 0, 0.02,
0.04, 0.08 and 0.10. The single phase of M-type hexagonal structure was proved by
the XRD and FTIR which was done at the range of 40–100 MHz. The increased
conductive behavior was shown by dielectric constant at low frequency. There was
an increase in saturation magnetization from 30.49 to 54.27 emu/g and in coercivity
3.03–8.73 KOe with doping of the Eu [28].
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2.20 Vipul Sharma et al. (2018)

M-type hexagonal barium ferrite is a kind of magnetic material which gives a lot of
information about electromagneticwave propagation in differentmicrowave devices.
They have largemagnetization. Ferromagnetic resonance study of rare earth elements
such as neodymium (Nd) and samarium (Sm), taking cobalt (Co) as base, doped
hexaferrite nanoparticles. Different techniques such as X-ray diffraction, vibrating
sample magnetometer (VSM) and ferromagnetic resonance (FMR) were used to
check the structure and magnetic properties of doped hexaferrite nanoparticles.
Substituting different rare elements like Nd and Sm has a great effect on electro-
magnetic properties of hexaferrites. Hydrothermal method is one of the best method
for the synthesis of rare earth (Nd and Sm) dopedM-type hexaferrites.Magnetization
saturation was going down from 73.2 emu/g for (S1) pure BaM to 45.4 emu/g for
S3(BaCo0.5Nd0.3Fe11.). The doped samples showed resonance behavior lesser than
the pure phase from 16 to 30 GHz [11].

2.21 Muhammad Faisal et al. (2018)

Different compositions of nano-crystalline M-type barium hexagonal ferrites with
cobalt–samarium doping BaFe12−2ZCoZSmZO19 were analyzed at (Z = 0.0, 0.2, 0.4,
0.6). This sample was prepared withWOWS sol–gel methodwithout using water and
surfactants. XRD patterns were examined to give out lattice constant, crystal size,
porosity and theoretical density. LCR meter surveyed the dielectric specifications.
Material morphology was discovered by scanning electron microscopy. Temperature
was set up to 100–400 °C to verify the DC electrical resistivity. Large values of Curie
temperature, magnetization, magneto-crystalline anisotropy and dielectric effects
were unfolded. XRD concluded the hexagonal structure. The size of sample material
was spilled about 295 nm to 440 nmbySEM.The ferromagnetic effectwas elucidated
at 25 °C by the hysteresis loop. The nano-crystalline structure was confirmed by the
coercivity displayed by Sm3+ and Co2+ ions [7].

2.22 Safia Anjum et al. (2019)

Ba1−xLaxFe12O19 (x = 0.0, 0.1, 0.2, 0.3, 0.4, 0.5) which is a M-type barium hexa-
ferrite was prepared through conventional ceramic route to know the effect of La3+

ions on various properties like structural, dielectric, optical and magnetic proper-
ties. Hexagonal structure of La3+-doped Ba hexaferrites was confirmed by XRD.
Stretching vibration of oxygen and metal (Fe–O) might be resulted that the bands
are in the range 500–600 cm−1 confirmed by FTIR. Lanthanum substituted inM-type
barium hexaferrite confirms the magnetoplumbite structure of La3+ ions which was
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confirmed by XRD and FTIR. With increase in concentration of La3+ ions, band
gap energy decreases, while the coercivity increases with the La3+ ion substitution
because of ordering of paramagnetic La3+ at A-site which suppresses the ferromag-
netic order. On increasing amount of lanthanum in M-type barium hexaferrite, the
tangent loss decreases and AC conductivity increases at high frequency [6].

2.23 J. Mohammed et al. (2019)

Cu3+–Er3+-substituted M-type strontium hexaferrites having chemical formula
Sr1-xCuxFe12-yEryO19 (x = 0.0, 0.1, 0.2, and y = 0.0, 0.4, 0.5) were prepared using
sol–gel auto-combustion method which was pre-sintered at 300 for 3 h and then after
sintered at 1000 for 6 h.XRDgives the sample structure to be pure crystallinewith the
absence ofmagnetite (α-Fe2O3) and other secondary phases. Band gap increaseswith
the content of Cu3+ –Er3+ calculated by UV–Vis NIR spectroscopy. Given samples
show low dielectric loss with dielectric constant at high frequency. Ferromagnetic
behavior was expressed by magnetization loop. Magnetic properties decrease with
increase by substituting Cu3+–Er3+ [29].

2.24 İsa Araz (2019)

Ba0.5Ce0.5Fe11CoO19 chemical composition of barium hexaferrite with substitution
of Ce–Cowas prepared by ceramic technique. Dual phase was characterized byXRD
grain size around 66.55 nm. Themagnetizationswere decreasedwith increase inCe3+

ions. In the ferrite structure, more addition of Ce3+ ions gives rise to the conversion
of some Fe2+ ions at the tetrahedral site from Fe3+ ions at octahedral sites to Fe2+

ions at the tetrahedral site. The spectrum of the complex intrinsic parameters and the
electromagneticwave absorbingwas of range in between 2.0 and 18.0GHz frequency
range. Ce substitution to the barium hexaferrite was quite helpful in improving the
electromagnetic wave absorbing ability. It can be considered quite efficient material
for shielding and absorption application in microwave field [30].

2.25 Mohammad K. Dmour et al. (2019)

Using the famous preparation method of sol–gel, a complex configuration
Ba1−xRexCo2ZnxFe16−xO27 was made and the few rare elements containing
lanthanum (La), neodymium (Nd) and praseodymium (Pr) were mixed in the compo-
sition as (x = 0.0, 0.1, 0.2). It was then sintered at the temperature of 1250 °C for
near about 2 h. Electromagnetic and microstructural effects were perceived. XRD
technique gave the traces for pure W-type hexaferrite phase for all samples leaving
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neodymium–zinc at x= 0.2 that was mixed withM-type phase in addition toW-type.
Beneath the temperature of 300 °C, spin reorientation transformation was disclosed
by the thermomagnetic curves. Magnetic transition was on the scale of 461–481 °C.
It was also divulged that as RE–Zn concentration is made higher, there is a gradual
increase in magneto-crystalline anisotropy field. This increase was given as (6.30–
9.23KOe).At the temperature values of 505–516 °C,weakmagnetic phase transitions
were revealed with cobalt-rich impurity magnetic phase [31].

The observed values of structural and magnetic parameters obtained from the
literature review are summarized in Tables 1 and 2.

Transformation of abundant barium hexaferrites treated with rare earth elements
like dysprosium, terbium, erbium, holmium, samarium and many others was regis-
tered down. Change in magnetic properties was noted with altering values of satu-
ration magnetization, retentivity and coercivity. Semiconducting properties changed
with growth in AC conductivity on increasing temperature. Elements like lanthanum,
neodymium and samarium increased the magnetization saturation, retentivity and
coercivity values influencing the magnetic properties. In some of the composi-
tions, addition of cerium decreased the values ofmagnetization saturation, retentivity
and coercivity. But on the average, net enhancement in electromagnetic properties
of rare earth doped hexaferrites has been observed which increase their utility in
high-frequency operating devices.

3 Synthesis Techniques Used to Prepare the Rare
Earth-Doped Samples

Rare earth-doped hexaferrites can be prepared using various synthesis methods as
shown in Fig. 4.

3.1 Sol–gel

This process emerged in the year 1921. It is a chemical method for preparing ceramic
powders, gels and glasses. During this process, gels can be broken into granules when
they are in the drying state. The materials required in this process are of inorganic
configuration having various properties like superconductivity and ferroelectricity.
It comprises various steps like solution, gelation, drying and densification. Firstly, a
silicate solution is prepared in this process and then gel formation takes place. A sol
is prepared with dispersion of colloidal particles (crystalline and amorphous). After
this, a dry gel is obtained which is made up of 3-D network of silica. In this drying
process, remaining solvent is removed. And after that final sintering, densification
and grain growth mechanism are done to enhance the mechanical properties and the
stability of the structure. Refer Fig. 5 for stepwise procedure of sol–gel method.
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Sol-Gel method

Co-precipita on method

Auto-Combus on method

Hydro-thermal method

Solid-State reac on method

Ceramic method

Fig. 4 Different synthesis techniques for preparing rare earth-doped samples

Fig. 5 Sol–gel method

3.2 Co-precipitation

It is a method in which a solute is precipitated out by some of the forces but normally
that solute remains dissolved in the solution. This is facilitated by some of the chem-
ical reaction made in the laboratories. The imperative forces pull out the solute from
the dispersed medium. In this method, magnetic stirring at the temperature of 70 °C
is done; after that in centrifugation process, particles are cleared by the deionized
water, and in the last step, the resulted part is dried. In Fig. 6, various steps involved
in the process of co-precipitation method are shown.
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Fig. 6 Co-precipitation method

Fig. 7 Auto-combustion method

3.3 Auto-combustion Method

In this method, the solution of ammonia, citric acid and salts is set up to pH value of
7, and then on a dry plate, they are evaporated. Carbon dioxide gas is given out when
polymerization of the citric acid takes place. Cations are changed into the barium
carbonate and oxides of iron. Small grain-sized sample is obtained which is in last
auto-combusted in the microwave oven to get the nano-powder. Auto-combustion
method is described in Fig. 7.

3.4 Hydrothermal Method

It is a process in which single crystals (nanoparticles) are synthesized depending on
the solubility of the minerals in the hot water. Crystal growth is taken out in a steel
vessel called autoclave at high pressure. Temperature is kept constant in this process.
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Fig. 8 Hydrothermal method

Fig. 9 Solid-state reaction

It is an effective method for preparing those crystalline phases which are not so much
stable at higher temperature. Figure 8 shows the process of hydrothermal method.

3.5 Solid-State Reaction Method

As shown in Fig. 9, it is the simplest method for producing the single crystals and
polycrystalline powders of phosphates and arsenates of transition metals and mono-
valent cations. In this process, required amount of precursors is taken and then they
are grinded. The resulted powder is then heated at 350–400 °C resulting in the
removal of ammonia, carbon dioxide, water and other nonvolatile substances. After
that, grain size is decreased. Cation migration is then done at the high temperature,
and then, crystals are separated by boiling water.

3.6 Ceramic Method

In this method, barium oxides and carbonate powders are heated to get the hexagonal
ferrites. Because of low reactivity of the starters, high temperature is required in this
process. Extrusion, slip casting, pressing, tape casting and injectionmolding are some
of the most common ceramic forming methods. Figure 10 shows how the ceramic
method is used to prepare the rare earth-doped barium hexaferrites.
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Fig. 10 Ceramic method

4 Conclusion

This paper lays out the detailed data about the verified upgrowth of the barium hexa-
ferrites introduced with rare earth elements. Different types of ferromagnetic oxides
with their application areas are discussed. According to the Literature review, the
rare earth doped barium ferrites best supports for the enlightenment of electromag-
netic properties. Various operating procedures including X-ray diffraction, scanning
electron microscopy, etc., provided the useful information about the composition,
crystallographic structure, surface topography of the sample, its chemical properties
and much more. For various M-type barium hexaferrites, lanthanum ions increase
the coercivity and AC conductivity at high frequency. Elements like cerium were
used to improve the ability of the sample for absorbing electromagnetic waves. In
few of the Y-type barium hexaferrites, DC electrical conductivity grows on addition
of terbium like rare earth element. But for strontium hexaferrites, addition of terbium
reduced the saturation magnetization and made an increase in coercivity. Samarium,
holmium and erbium showed the best high-frequency dielectric properties which
made them quite useful for application areas like semiconducting and other high-
frequency operating devices. Magnetic properties talk about the most increase in
magnetic saturation and coercivity that helps them being useful in field of recording
media as permanent magnets, multilayered inductors and chips, etc.
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Computational Fluid Dynamic Analysis
of Cyclone Separator for Flue Gas
Cleaning by Using Standard k-Epsilon
Model

Jaishree Chauhan, B. L. Salvi, M. S. Khidiya, and Chitranjan Agrawal

1 Introduction

Cyclonic separation is a method for separating different fluid phases (different densi-
ties) or separating solid particles of a particular size from a gas stream. Cyclone sepa-
rators or simply cyclones are separation devices that use the centrifugal forces, gravity
and principle of inertia to remove particulate matter from gases [1]. Cyclone separa-
tors are used as a solution for eliminating particulates from air or other fluid streams
with ease, at low expense, and these devices need comparatively low maintenance.

Flue gases are a resultant of combustion products and consist of water vapor,
carbon dioxide, particulates, heavy metals and acidic gases. Cyclone separators are
a low-cost method for refining these gases for particulates [2].

1.1 Working Principle

A cyclone separator is based on centrifugal principle in which particulates because
of their mass are pushed to the outer edges as a result of the inertial force acting
on them due to the rotational motion of the cyclonic flow. The model being studied
here is that of a reverse flow cyclone separator, which consists of cylindrical top part
called as barrel and a conical bottom part called as cone. The gas enters at the top of
the body through an inlet at the top, flows downward and then upward and is then
discharged through an outlet at the top (Fig. 1).
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Fig. 1 Schematic diagram of reverse flow cyclone separator

A high-speed rotating flow in a helical pattern is established within the container
which is introduced through an inlet tangential to barrel. Air flows in a spiral pattern,
beginning at the barrel end of the cyclone and ending at the conical end before exiting
the cyclone in a straight stream through the outlet at the top of the cyclone in the
center of the separator [3]. Bigger and denser particles in the flowing stream have
too much inertia to follow the tight curve of the helical flow and strike the outer
wall, landing then to the end of the conical section of the cyclone where they can be
collected and removed. In the cyclone separator, the spiral flow moves down toward
the conical end of the device where the rotational radius of the stream is reduced,
increasing the inertial forces on the particles in the flow, thus separating smaller
particles [4].

Swirl and turbulence are the two competing phenomena in the separation process:
The swirl induces a centrifugal force on the solid phase which is the driving force
behind the separation; turbulence disperses the solid particles and enhances the prob-
ability that particles get caught in the exit stream and both phenomena are related to
the particle size and the flow conditions in the cyclone [5].

The cyclone geometry is described by seven geometrical parameters, viz. the inlet
height a, width b, the vortex finder diameter Dx, length S, cylinder height h, cyclone
total height Ht and cone tip diameter Bc (Fig. 2) [6, 7].

2 Materials and Methodologies

In this study, the cyclone separator is simulated using a standard k-ε model for the
CFD using Ansys Fluent programming. The data obtained then is compared using
velocity and pressure contour charts for different particles. The accuracy of the
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Fig. 2 Cyclone separator
geometry

simulation is dependent on the efficacy of the numerical model used to simulate the
turbulence and the assumptions made during the process. Efficiency of the separator
is calculated using Eq. (1), in which particle tracking data can be used from the
simulation.

Efficiency = particles trapped

particles tracked
∗ 100 (1)

2.1 Standard k-Epsilon Model

It is the most common model used for simulation of turbulence in the system for
computational fluid dynamics. It is a two-equation model which estimates the turbu-
lence by using two transport equations (PDE). The first equation is for turbulence
energy (k), and second is for dissipation of turbulent epsilon energy (ε). In thismodel,
it is assumed that flow is completely turbulent and the effects of molecular viscosity
are negligible [8, 9].

Governing Equation

The exact k-ε equations contain unknown and incalculable terms. So, for prac-
tical purposes we are using the standard k-ε turbulence model which minimizes
the unknowns and presents set of equations which can be applied to a large number
of turbulent applications.

For turbulent kinetic energy k,
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Table 1 Measurements of
separator

Parameters Symbol used in the diagram Value (mm)

Inlet height a 100

Inlet width b 50

Vortex diameter Dx 100

Length S 125

Cylinder height h 400

Total height Ht 800

Cone tip diameter Bc 50

∂(ρk)

∂t
+ ∂(ρkui )

∂xi
= ∂

∂x j

[
μt

σk

∂k

∂x j

]
+ 2μtαi jαi j − ρε (2)

For dissipation of energy,

∂(ρk)

∂t
+ ∂(ρkui )

∂xi
= ∂

∂x j

[
μt

σε

∂ε

∂x j

]
+ A1ε

ε

k
2μtαi jαi j − A2ερ

ε2

k
(3)

where

ui represents velocity component in corresponding direction
Ai j represents component of rate of deformation
μt represents eddy viscosity
σε, σk, A1ε, A2ε are constants whose value is calculated using various iterations
of data fitting for turbulent flow.

3 CFD Analysis Procedure Using Ansys Fluent

3.1 Input Parameters for the Modeling

For the study, we have used the geometrical measurements of the separator given in
Table 1 to design the model in the design modeler of fluid flow. The symbols used
can be referred from Fig. 2.

3.2 Modeling in Ansys Fluent for k-Epsilon Model

CFD analysis study is performed using Ansys Fluent system in the workbench of
the program. The design for cyclone separator is created in the design modeler
according to the dimensions mentioned in Table 1. For the resulting model (Fig. 3),
the named selections for the inlet, outlet and Outlet_particles are created for the
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Fig. 3 Cyclone separator
model

relevant faces. Meshing is done for the model, the patch conforming method is used,
tetrahedron type is used for the mesh, and element size is kept 0.001 m. Resulting
mesh contains 93,606 elements and 18,888 nodes (Fig. 4) [10]. The mesh quality
check is performed using the orthogonality metric and skewness; for orthogonality,
the average value is 0.77, and for skewness, average value is 0.22. Both of these
values make it a good-quality mesh.

Fig. 4 Meshing of the
model
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Fig. 5 Residuals chart

Simulation conditions are given in the Fluent setup to set and simulate the condi-
tions for model. Simulation is done using realizable k-epsilon (2eqn) model with
enhanced wall treatment and discrete phase modeling for the system. The boundary
conditions are specified for the inlet with velocity of 8.0 m/s and dpm condition
reflect, for outlet at the top dpm conditions are escape and for the outlet of particles
at the bottom has the dpm condition as trap. Particle size is given as 5, 10, 15 μm
of type ash particles in the air flow. Under the solution tab, the SIMPLE scheme is
selected and changes are made for turbulent kinetic energy and turbulent dissipation
rate to second-order upwind. The solution using standard initialization is initialized,
and option for compute from inlet velocity is selected. The simulation was run for
500 iterations and find convergence occurs at 369 and particle history data is obtained
and residual charts are created (Fig. 5) [11].

4 Results and Discussion

4.1 Analysis of Collection Efficiency

In the CFD analysis study, the particle size was varied from 5 to 15 μm and the
particles were tracked in the simulation study to find the number of trapped and
escaped particles. Collection efficiency is calculated by the data given by simulation
using Eq. (1). Total particles tracked in simulation were 3900 in each case, and result
is shown in Table 2. From the data, it is observed that as the particle size increases
efficiency increases and a near-perfect collection can be seen for the 15 μm size
particles, thus making cyclone separator as a good method for the filtration of the
particle size of 10 μm and higher.
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Table 2 Particle data Particle size (μm) Particles trapped Efficiency (%)

5 3048 78.15

10 3628 93.03

15 3896 99.89

Fig. 6 Pressure contour chart

4.2 Analysis of Static Pressure and Wall Shear Stress

The static pressure for the separator is charted in a contour chart for the plane x = 0
which shows maximum pressure values at the outer edges of the separator (Fig. 6),
thus showing that outer walls of the device are most susceptible to the abrasions. This
contour also shows the low-pressure helical pattern in the centerwhich is in agreement
with the physics of cyclone formation. Thewall shear stress for the separator is shown
in Fig. 7, and the maximum value of 0.0531 Pascal is found at corner of the inlet
where it meets the cylinder; since this value is very small, chances of fracturing are
very low but this does give us an indication that abrasive action can occur at that
spot.

4.3 Analysis of Radial Velocity and Turbulence

The radial velocity contour plotted on plane x = 0 (Fig. 8) shows us that maximum
radial velocity is in the vortex finder where the concentration of particulates is least
and fluid stream has been filtered. The turbulent intensity contour (Fig. 9) shows
the opposite trend, and intensity is highest at bottom where inner vortex is being
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Fig. 7 Wall shear stress
contour

Fig. 8 Radial velocity
contour

formed as well as at the corner of inlet where shear stress is highest. At the bottom
where turbulent intensity is highest, the centrifugal velocity is pushing the particles
toward boundary and gravity is dragging particles toward the bottomwhich is causing
turbulence in the system.
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Fig. 9 Turbulent intensity
contour

5 Conclusions

The computational fluid dynamics (CFD) analysis was carried out for flow analysis
and particle separation in a cyclone separator for flue gas cleaning. The study was
carried out for ash particle size with uniform diameter of 5, 10, 15μm. From the CFD
analysis, it was found that separation efficiency increases with increase in particle
size from 5 μm and is nearly 100% for larger particulates of 15 micrometer, thus
making it a very good solution for filtration for larger particles before passing flue
gases through finer filters for further separation and protecting them from abrasions.

Furthermore, the wall shear stress on the joint of inlet and the cylinder is highest
and it should be braced with extra support to increase hardness and protect it from
fracture. The CFD simulation and contour charts help to better visualize the complete
particle separation procedure and give a better understanding for further optimiza-
tion of the cyclone separator. Multiple iterations can be performed with the help of
software, and parametric study in variables like inlet speed and particle sizes can be
done. This would eliminate the need for actual fabrication of devices, time and cost
saving in optimization of the cyclone separator.

Acknowledgments The authors are grateful to Scientific and Engineering Research Board, DST,
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Identification of Lubricant
Contamination in Journal Bearings
Using Vibration Signature Analysis

Ambuj Pateriya, N. D. Mittal, and M. K. Pradhan

1 Introduction

Industrial lubrication systems are often subject to different types of contaminations
which are very damaging and sometimes fatal for certain components such as bear-
ings or pumps. More than 70% of machine components such as journal bearing
where lubricant plays a critical role failed due to lubricant contamination [1]. Water
in the lubricant, along with solid particles, is one of the most well-known contam-
ination problems in industrial applications [2]. Indeed, this type of contamination
has a significant impact on the flow characteristics within the thickness of the film,
resulting in unexpected behavior or damage to the bearing. The consequences can
be catastrophic.

Journal slides within the bearing, trails lubricant, and generates hydrodynamic
lift force by creating wedge flow motion. Oil film formed between the journal and
bearing separates them as shown in Fig. 1. The clearance in between the journal
and bearing is in order of microns. It is in the clearance space that contaminants
get entrapped and result in bearing surface wear. The rise in friction due to the
interaction of the bearing particle will cause localized heating which may lead to
wiping and brushing of the surface [3]. Added to this, the absorbed contaminating
particles increase the generation of internal particles, thus obstructing the lubrication
system and generating starvation leading to failure [4]. The particle contaminant in a
bearing is of two types: external ingested particles which are sand, dust, and grit, and
internal ingested particle which is generated due to wear and corrosion [5]. Previous
research showed that, by attacking the bearing base metal and other elements of
the circuit, or by mixing with the lubricant itself, water contamination can lead to
lubrication failure [6]. In both situations, oil contamination with polluted water is
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Fig. 1 Schematic diagram: a basic fluid film bearing and b entrapped foreign particles in bearing
[8]

inherently unsafe and strategies need to be sought to ensure better working conditions
and longer life of bearings [7].

Among the major detrimental effects of water, water mainly causes the lubricant
to degrade itself, to resurface in a rust environment, and to reduce the boundary layer
and hydrodynamic shielding [9, 10].Watermay also lead to different types of damage
to the journal-bearing surfaces from corrosion to cavitation [11]. In the presence of
hydrogen and oxygen, the Babbitt bearings, which consist mainly of lead and tin, can
easily be oxidized. Vapor cavitation linked to implosion of water vapor and can cause
comblike pitting on bearing surfaces [12]. Vibration analysis is a popular technique in
the field of condition monitoring of machines. Monitoring of vibration signature has
been widely used to gather information regarding the performance of bearings. Some
fault detection analysis of bearings, such as oil whirl instability, oil whip, rubbing,
and excessive preload, can be gathered from vibration signals [13]. Wear can also be
predicted in bearing surface by use of the vibration signal. The existence of the 1X
component is a significant feature of bearing wear [14]. The purpose of this article is
to examine particulate contamination and water contamination in a journal-bearing
lubricant (common sand particles of various sizes and weights as contaminants)
by vibration techniques. Variation in the amplitude of vibration for different cases
involving particle size, concentration and water type are experimentally shown in
the amplitude vs frequency graphs. Features of the vibration signals such as peaks
in terms of amplitude versus frequency and spectrum gave results for the condition
monitoring of bearing [15].
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Table 1 Specification of
journal bearing

Outer diameter 62 mm

Inner diameter 25.4 mm

Diametric clearance 0.035 mm

Effective length 15 mm

L/D ratio 0.6

Bearing material Phosphor bronze

Table 2 Specification of
shaft and oil

Shaft material Stainless steel

Density 7800 kg/m3

Modulus of elasticity 210 GPA

Lubricant oil Mineral oil

Oil supply 110 mLmin-1

2 Methodology and Sample Preparation

2.1 Methodology

Vibration data of healthy bearing without contamination were first measured, and
after that, vibration data of contaminated bearings were taken using an accelerometer
which was mounted on the housing of the bearing; two oil grooves were there at
an angle of 30 degrees to each other. Vibration data were obtained in the form of
amplitude versus frequency graphs. The intensity of the vibrations relies on the tally
of these faults and their concentrations and sizes. It should be in mind that multiple
defects in various areas of the bearing surface generate the same frequency but
different phases of vibration [16].

To scrutinize how the particles of various sizes and different concentrations
interact with the bearing surfaces and produce vibration signals, sand particles of
various sizes 10, 15, 20, 25, and 40 µm and water contamination with soap, mineral,
and saltwater were selected. The size of the biggest particle was not greater than
40 microns due to the clearance of the bearing; otherwise, the particle would accu-
mulate in the oil grooves at the entry point of the bearing. Table 1 represents the
specification of journal bearing, and Table 2 shows specification of shaft and oil.

2.2 Sample Preparation

Sand particles of various sizes and concentrations and water of three types were
mixed with the lubricant in the stirrer in a variable volume percentage of grease, the
stirrer speed was 1000 RPM for 10 min to make it a homogeneous mixture, and the
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dissolved air was removed by rotating mixer at 1500 for 2 min before any sample
preparation, from different solid and liquid contamination variations [17]. Figure 2a
shows solid contaminants of different sizes and concentrations, and Fig. 2b shows
the saltwater used.

The following is Table 3 for samples:
Tests were performed for clean oil without contamination and for five separate

contamination cases.

Case 1—Lubricant oil with particulate contaminant (sand) concentration of
0.75 gm and size 10 µm as listed in Table 3.
Case 2—Lubricant oilwith 20µmparticle size contaminant at 1 gmconcentration.
Case 3—Oil with 40 µm particulate contaminant at a concentration of 1.25 gm.
Case 4—Water contamination by mineral water mixing 10% by volume in oil.
Case 5—Water contamination by mixing saltwater 10% by volume in oil.

(b)(a)

Fig. 2 a Solid contaminants of different sizes and concentration and b saltwater

Table 3 Sample preparation

Particle size (micron) Weight of sand (grams) Type of water % of water (ml per ml of
lubricant)

10 0.75 Salt 10

15 Soap

20 1

25 Rain 15

40 1.25 Mineral
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(b)(a)

Fig. 3 Photograph of test rig: a Mfs-rds setup and b SO analyzer

3 Experimental Setup

The test rig was a machine fault simulator–rotor dynamics simulator, and it has been
extensively used for fault detection in machines like misalignment, unbalance, and
oil whirl [18]. The setup consists of two journal bearings, shaft, coupling, 0.5 kw
motor, and accelerometer. Other accessories include an RPM calculation tachometer,
a bearing oil temperature sensor, and a speed controller for the motor. To mitigate
the addition of external noise in the measuring signal, rubber insulation pads were
mounted under the motor, support bearing blocks, and loading lever. The photograph
of the test setup is shown in Fig. 3a.

The accelerometer is connected to the SO analyzer (Fig. 3b) which analyzed the
data and transferred to the computer; the computer processed the data in smart office
software and gave a result in the form of amplitude versus frequency graphs.

4 Result and Discussion

4.1 Particle Size Effect

The peak of vibration in the normal operation without contamination is due to the
friction of the fluid as shown in Fig. 4a, b, but with the particle contamination in the
oil amplitude of vibration tends to increase because the friction of oil and abrasion
of particle play a significant role as shown in Fig. 5.
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(b)(a)

Fig. 4 Photograph of a lubricant oil supply in bearing and b DYTRAN accelerometer
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Fig. 5 Graph of amplitude versus frequency for clean oil

The amplitude of vibration in case 1 is high as compared to the healthy bearing
as shown in Figs. 4 and 5; vibration levels are twice as in case 1 as compared to the
clean oil case which depicts that particle contamination causes abrasion.

Case 2. Herein, contaminant particles of size 20 micron and concentration of 1
gm have been used as the particle size of 20 micron is less than the bearing clearance
space that is why particle of this size is easily settled inside the clearance space;
however, it increases the viscosity of the oil which increases the friction caused by
oil, as shown in Fig. 6.

Case 3. The effect of the contaminant concentration on vibration was different
from that of the particle size in case 3; particle sizes of 40microns and concentrations
of 1.25 gmwere used. The degree of vibration increasedwith concentration, as shown
in Fig. 7, which tends to stabilize to a maximum. On the other side, the vibration
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Fig. 6 Graph of amplitude versus frequency for case 1
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Fig. 7 Graph of amplitude versus frequency for case 2

frequency first increased and then decreased as the particle size increased (Fig. 8).
The probable factor for vibration-level reduction was the particle settling effect.

4.2 Water Contamination Effect

In journal-bearing hydrodynamic oil, the film is weakened by water in oil, which in
turn contributes to excessive wear. As little as 1% of the water will decrease bearing
output. Significantly, under certain conditions water is converted into its constituent
element, i.e., hydrogen and oxygen [19]. Hydrogen being the small ion can absorb on
the bearing surface resulting in a phenomenon called hydrogen embrittlement [20].
Water causes damage to the bearing surface by corrosion in very little time. In case
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4 (Fig. 9) and case 5 (Fig. 10), mineral water and saltwater have been used; from the
experimental data and graph, it is found out that extreme bearing damage is caused
by saltwater than mineral water.

5 Conclusions

Vibration analysis is a predictive maintenance method which allows early problem
detection in machines. Vibration signature analysis in both frequency and time
domains can give useful results pertaining to the journal-bearing health monitoring.
Vibration analysis in the frequency domainmay predict that whether increased vibra-
tions are due to sole bearing defect or due to other external sources. Increase in the
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vibration energy at the attributed bearing frequencies can also indicate the progress
of that particular fault.

Particle contamination andwater contamination have been studied using vibration
signature analysis. The study was carried out for five particle sizes and concentration
and three types of water contamination. The following conclusion is made from the
study.

• The amplitude of vibration first increases with an increase in particle size, but
after 30 microns it tends to decrease, particle size greater than 30 microns cannot
move inside the bearing clearance, and it gets crushed into small particles.

• Water contamination also causes major damage to the bearing surface by corro-
sion, rubbing phenomenon also started due to corrosion, and it is visible in the
graphs where multiple peaks are appearing frequently.

• Particle concentrations have a distinct effect compared to the size of the particle
but when both are combined, the vibration level increased to a dangerous level
and may cause jamming of the machine.

• Multiple peaks in the graphofwater contaminationwith higher acceleration ampli-
tude are due to rusting. Bearing wear is more significant in bearing with saltwater
and least with mineral water. Saltwater increases the corrosion rate rapidly which
ultimately increases the internal ingested particles.
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Mechanical Alloying of γ TiAl-Based
Powder of Ti–46Al–1B (at%)
Composition

Mrigesh N. Verma and Vijay N. Nadakuduru

1 Introduction

Gamma (γ) titanium aluminide (TiAl)-based alloys have shown promising and attrac-
tive properties for such applications where the instruments need to work at high
temperatures and show high efficiencies, and also, it is a suitable replacement for
nickel-based superalloys [1, 2]. These favourable properties of TiAl like low density,
high temperature strength, burn resistance and significant oxidation resistance make
them a suitable material as replacement of superalloys in use. On account of such
properties, researchworkwith a focus on the development of these alloys has received
a stimulus and can proveworthwhile [3, 4]. In the development of TiAl powdermetal-
lurgy has played a vital role and in particular mechanical alloying route due to its
ease of synthesizing varying chemical composition even those which are not at all
feasible by ingot metallurgy [5]. From all the available mechanical alloying process,
high-energy ball milling is most attractive because of its processing speed.

Ingot metallurgy suffers from issues such as not only infeasibility of developing
variable compositions but aswell as rapid oxidation during processing.As opposed to
ingot metallurgy, mechanical alloying in powder metallurgy uses elemental powders
[6], which significantly eliminates the former’s disadvantages such as distinct segre-
gation, poor reproducibility, rapid oxidation and expensive processing equipment.
Mechanical alloying when carried utilising ball milling has an added advantage of
refining the grain size simultaneously as it creates the metal powder. Ball milling
has a limitation of formation of agglomeration, but this also can be kept in check by
utilisation of addition of process control agent like toluene, stearic acid andmethanol
[7]. Such additions come with its own disadvantage of contamination in the form
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of carbon, hydrogen and oxygen as all the process control agents used are organic
in nature, but the contamination is in trace amount and can be overseen over the
advantage it tends to provide to the process. Mechanical alloying is very well suited
for high-energy ball milling and formation of alloys with hard to form compositions.
This is possible, as the limitations of phase diagrams do not apply to mechanical
alloying. Mechanical alloying also has its own hidden advantage as in the form of
capability to form a fine-grained powder which can further be used as starting mate-
rial for bulk formation giving superior mechanical properties [8]. Also, the particle
size distribution is quite narrow in mechanically alloyed powder which gives better
control in the compaction process.

The present work focuses on the same direction of synthesis of titanium aluminide
alloy powder in ultrafine range using high-energy ball milling with starting mate-
rials as pure elemental powders [9, 10]. Also, work focuses on the grain refinement
achieved during ball milling with the addition of boron, suggested as a grain refining
additive [11–14].

2 Experimental

The following powder, along with particle size and purity as mentioned in Table 1,
was mechanically alloyed to achieve a nominal composition of Ti–46Al–1B (at%).
Retsch Planetary Ball Mill, model PM 100, was used to perform the alloying using
a 500 ml vial and 12 mm balls, both made of stainless steel. Toluene was added to
each batch as a process control agent (PCA) to prevent cold welding between the
balls, vial and metal powders, which may lead to the formation of agglomerates, as
well as provide a reducing media for the milling.

The powder sample was collected after mixing for 5 h at 100 RPM without inter-
ruption.After that, themilled powderwas again sampled after every 3 h of netmilling,
carried out at 30 min of milling with 30 min of break at 400 RPM, for a cumulative
milling time of 15 h. The break period is required to allow the entire set-up to cool
down to room temperature.

The samples of the milled powder at different stages were characterised by an
X-ray diffractometer (XRD), model Malvern PANalytical X’pert Pro, with Cu-Kα

source (λ= 154.0598 pm) radiation. A scanning electron microscope (SEM), model
NovaNano FE-SEM450 (FEI), was deployed to carry out themorphological analysis
of the powder samples. The samples recovered at different stages of milling were
characterised by a transmission electron microscope (TEM), model Tecnai G2 20
(FEI) S-Twin operated at 20 kV. TEM images and selected area diffraction pattern

Table 1 Details of elemental
powder

Element Titanium Aluminium Boron

Purity >99.9% >99.9% >99%

Particle size 50–60 μm 20–25 μm 200 mesh
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(SAED)were recorded. TEMsampleswere prepared by agitating the powder samples
in an ethanol medium for 60 min using a probe sonicator. The particle agglomerates
were allowed to settle down for 10 min. Then, the sample from the upper layers
of the dispersion was extracted using a micro-pipette and spread onto a carbon-
coated copper grid.An energy-dispersive spectroscopy (EDS) device byBrukerCorp.
attached to the TEM instrument was used to perform the compositional analysis.
For the thermal behaviour analysis, milled samples at various stages were analysed
using differential scanning calorimetry (DSC) with a Netzsch 404 f3 calorimeter, for
a temperature up to 1000 °C with a heating rate set at 10 °C/min.

3 Results and Discussion

3.1 Results

The following graph (Fig. 1) shows theXRDpeaks of the samples that were collected
after the initial 5 h mixing period and after every 3 h interval of milling. The PANa-
lytical X’pert Highscore software is used to analyse the peaks for all phases of
respective constituents. The plot at the lowermost portion represents the sample after

Fig. 1 XRD plots at various stages of milling
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onlymixing the powders showing only peaks of titanium and aluminium individually,
indicating the absence of any alloying. As time is allowed for milling, we see that
the natural peaks corresponding to elemental powders shift slightly and decrease in
intensity. This signifies the partial dissolution of the elements and the commencement
of alloyed compounds. Peaks corresponding to TiAl and Ti3Al become relatively
prominent in the graph post 6 h of milling, whereas the natural peaks of elements are
barely visible. Milling for 9–12 h confirms the presence of only TiAl and Ti3Al in
the samples, with negligible traces of elemental peaks of Ti and Al. Further milling
shows that peaks have broadened which indicate refinement of grain size and homo-
geneity in the sample. XRD plots show that TiAl and Ti3Al start to form after 9 h of
milling, where the minute elemental phase still remains in the sample at 9 h milled
stage, but TiAl and Ti3Al are the only phases present after milling time 12 h and
more. Approximately 75% of TiAl is present after a milling time of 12 h milled
stage. With further milling, it is observed that the percentage of TiAl drops with an
increase in the percentage of Ti3Al.

Figure 2a–f shows SEM images of the milled powder at different stages, with
magnification set to 200X; it is evident that powders are breaking down into increas-
ingly finer sizes and more uniform distribution of the elements, as milling time
increases. Figure 3a–f shows particle size and morphology at successive stages of
milling, with the magnification set at 10000X. Final particle size is observed majorly
approximately 1 μm. At some locations, large particles are present as agglomer-
ates as observed during SEM analysis, but the quantity of such agglomerates is low
enough that theywill not interfere in the alloy formation process. These agglomerates
are formed of finer particles. As suggested by Opoczky [15], the milling results into
three different stages, which explains a possible mechanism of these agglomerate
formations. The first stage is Rittinger, second stage aggregation and the third stage
being agglomeration which are characterised by increased interparticle interaction,
in which particles in localised regions tend to adhere to each other leading to increase
in size. As mentioned earlier, toluene was added to powder mixture for decreasing
the rate of agglomerate formation, which is indeed working satisfactorily, as evident
by a very low number of agglomerates present in the milled powder even after 15 h of
net milling at which point the probabilities of interparticle interactions are highest.
Particle size analysis had shown that the particle size distribution is quite close to
that observed in SEM as shown in Fig. 4. The size distribution at 12 h milled stage is
near approximately 1μm, and further milling resulted in further reduction of particle
size to 0.5 μm.

Grain size or diffusion couples present in particles of themilled powder at different
stages of milling are observed by bright field imaging mode of TEM. These are
shown in Fig. 5a–f. ImageJ was used to perform analysis on these images, and it was
determined that grain sizes are occurring around an average value of 90 nm after
15 h of milling. This is further indicative of the internal grain sizes of 20–100 nm
at the nano-crystalline level. A higher grain size of 115 nm is observed after net
milling of 12 h. Individual and separate grains are not visible at the milling time of
9 h; however, distinct contrasting phases are still visible suggesting there may be
presence of diffusion couples of the elemental phases. The SAED pattern (Fig. 6b)
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(a) (b)

(c) (d)

(e) (f)

Fig. 2 SEM image of TiAl powder at 200X magnification: a as mixed, b 3 h milled, c 6 h milled,
d 9 h milled, e 12 h milled, f 15 h milled

of the 15 h milled powder reflects the crystalline phase as there are distinct and clear
diffraction spots present. Figure 6a represents the corresponding TEM bright field
image. Thus, clearing the confusion from XRD analysis of amorphous phase being
present or grain refinement, the peak broadening was quite surely because of grain
refinement.

The EDS analysis (Fig. 7) is carried out with TEM imaging of powders after
the final stages of milling showing composition close to the expected composition
and in range of formation of gamma TiAl. These values are sufficiently close to
the formation range of γ-TiAl and the expected compositional range of the required
synthesis. There is presence of iron and chromium as trace amounts with the expected
traces of carbon these came from the contamination from the stainless steel vial and
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(a) (b)

(c) (d)

(e) (f)

Fig. 3 SEM image of TiAl powder at 10000Xmagnification: a as mixed, b 3 h milled, c 6 h milled,
d 9 h milled, e 12 h milled, f 15 h milled

process control agent respectively. The result corroborates the XRD peak pattern
showing TiAl and Ti3Al as the dominant phases of the sample. Boron concentration
is relatively low and was not found to be uniform, as well as being undetectable in
certain locations, aided by the lack of homogeneity.

DSC curves of ball-milled powder at various stages are represented in Fig. 8. At
the as mixed stage, the powder shows a strong endothermic peak at approximately
665 °C, which is the aluminium melting peak. Further, there is a small exothermic
peak at approximately 750 °C which is as a result of reaction happening between
titanium and aluminium forming the intermetallic TiAl and Ti3Al. As the powder is
milled, the melting peak almost vanishes, conforming that the majority of aluminium
is consumed in the reactions that happen during milling. It is well known that the



Mechanical Alloying of γ TiAl-Based Powder … 51

Fig. 4 Particle size distribution

formation of Al3Ti or TiAl solid solution is dependent on the scale of Ti–Al diffusion
couples by the first reaction between Ti and Al in the Ti–Al powder formed [16].
TiAl is formed by a reaction between Al3Ti or Al(Ti) and Ti [16–18]. If all the Ti is
now used up, it tends to react with TiAl and form Ti3Al. Observing DSC of further
milled powder did not showed any peak related to aluminium melting which is of a
significant importance from the powder metallurgical point of view. This is because
if melting of aluminium occurs it will result in a porous structure in the sintered
component [19, 20]. As the milling time progresses, the reaction peak representing
reaction between Al and Ti tends to shift towards lower temperature. This happens
because of the increase in the entropy of the powder due to the stress generated during
the milling process. Thus, this extra energy is readily available for reaction, and as
we approach near to the temperature, it helps to trigger the reaction early. Higher the
entropy, earlier the reaction, and same is visible from the DSC curves of 3 h, 6 h and
9 h milled powder. With further milling, i.e. 12 h, this reaction peak vanishes which
suggests that there are no free elements for reaction to happen; hence, alloying is
complete by this stage of milling. Similar results are present in XRD results also.
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(a) (b)

(c) (d)

(e) (f)

Fig. 5 TEM bright field image of TiAl powder: a as mixed, b 3 h milled, c 6 h milled, d 9 h milled,
e 12 h milled, f 15 h milled
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(a) (b)

Fig. 6 a TEM bright field image and b corresponding SAED pattern
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Fig. 7 EDS analysis of the region of bright field TEM image shown in right

3.2 Discussion

The mechanical alloying of powder, when studied using a combination of morpho-
logical characteristics, phase evolution and thermal analysis, provides an effective
means towards the understanding of solid-state reactions and mechanisms that metal
powders undergo during mechanical alloying. SEM imaging revealed refinement in
particle shape and size along with increased homogeneity as the milling progresses.
Particles change into irregular angular shapes, as they are repeatedly subjected to
cold welding, severe plastic deformation and eventual fracture under severe load
conditions [21]. These phenomena including the formation of fine-sized particles
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Fig. 8 DSC curves of powder at different milling stages

and elemental couples are well understood to occur during mechanical alloying by
high-energy ball milling [16].

In the initial stages of milling, XRD analysis shows micrometre-sized couples,
in a distinct phase, whereas the DSC analysis shows a distinct point corresponding
to melting of elemental aluminium. The present study thus resembles the work of
Li-Juan [22] and Mao [23]. As the milling time increases, the elemental layers start
reducing in size down to nanometre ranges, while crystal imperfections and structural
defects such as grain boundaries and dislocations start appearing [16], as confirmed
by XRD results. When considering the XRD patterns of the as mixed and 3 hours
milled powders, which showed strong elemental peaks. These peaks start to disap-
pear with the progressive milling stages indicating that the aluminium and titanium
are being consumed and getting transformed to solid solution during the course of
milling. This behaviour is frequently reported for ball-milled powders. The chemical
analysis made available via the EDS on the TEM confirms a composition that is
sufficiently close to the intended result.

XRD results coupled with TEM results of milling show that milling post 12 h
mainly contributes to grain refinement, as observed by broadening peaks in XRD
plot and grains observed in TEM results. XRD analysis fairly matches the work
presented byYu [24], showing the formation of γ-TiAl and α2-Ti3Al. Prior to milling
for 12 h, all samples showed the presence of multiple phases, most of which are
plausibly diffusion couples and are visible in TEM images. At the 12 h milled stage,
only particles with ultrafine grains are observable. XRD plots at the 12 h and 15 h
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milled stages show significant noise, usually indicative of non-crystalline matter, or
amorphous phase; however, the presence of sharp peaks and spot SAED patterns of
powder in TEM rules out probabilities of amorphous phases existing in the mixture
to a great extent.

4 Conclusion

Formation of alloy started from the 9 h milling stage and is complete by the end of
12 h milling stage; further milling has only the grain refinement effect. The optimum
results of mechanically alloying were after milling for 12 h. The grain size of 12 h
milled powder is in the ultrafine range, and further milling (up to 15 h) further refined
the grain size but at the cost of increased concentration of Ti3Al phase as compared
to that in 12 h milled powder. XRD and TEM observations revealed that the grains
are at ultrafine level after 12 h of milling.
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A Review on Development
and Applications of Solar Dish Stirling
System

Deepak Kumar and Meena Agrawal

1 Introduction

The most important renewable energy source is solar energy. The thermal power
generation is from solar energy that utilizes the concentration of the solar irradiation.
This solar irradiation drives a heat engine and rotates the prime mover so that elec-
trical energy can be generated. Hence, it becomes a conventional kind of electrical
power generation system which generates electrical energy from thermal energy by
converting thermal energy into mechanical energy first. At the present time, a total
four kinds of systems [1] that can utilize the solar power [2] to generate electricity
and they are:

(a) Parabolic trough systems,
(b) Solar tower systems,
(c) Stirling solar dish systems, and
(d) Linear Fresnel systems.

Out of these four systems, our study is focused on Stirling solar dish system. In this
system, the receiver receives the solar radiation by tracking the sun and focuses on
a point where Stirling unit is located. Due to several design limitations, the Stirling
engine system is utilized in relatively low power applications and also due to the
wind load effect on concentrator dish. But a large amount of power can be generated
by integrating each unit into a dish farm. The applications of this system include:

(a) Electrical power generation [4–15],
(b) Cooking [16–25],
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Fig. 1 Structural model of dish Stirling system (EURODISH system) [3]

(c) Heating water [26–29],
(d) Land irrigation [30, 31], and
(e) Desalination and distillation of water [32, 33].

The structural model for Stirling system [34] is represented in Fig. 1 [3]. In this
model, two-axis tracking system by using Azimuth angle control mechanism is used.

1.1 Stirling Engine

The first Stirling engine was developed by Robert Stirling in 1816. It works on
the mechanical/physical phenomena of working fluid. This working fluid bares
hydrogen, nitrogen, argon, and air [35–37]. It has great flexibility in activation but
difficult in development and commercialization due to its high manufacturing cost,
the very high difficulty of sealing its working chamber. By the way for the impor-
tance of energetic and low emission Philips research laboratory started to work with
it [38], the application of the Stirling engine is in aerospace in various ways [39, 40].
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Fig. 2 Block model for dish Stirling engine system [41]

1.2 Model of Stirling Engine System

The energy transfer in concentrator (parabolic) and receiver, thermodynamic cycle,
the flow of heat, and dynamics in the mechanical and electrical system (like Stirling
engine and generator) are included in the complete model, as shown in Fig. 2 [41].

1.3 Dynamic Analysis

The following graph (Fig. 3) [41] is a representation of simulated and test data
between output power and time during operation.

Fig. 3 Output power during
operation [41]
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2 Design Analysis Factors and Specifications of Solar Dish
Technologies for Different Systems and Applications

As there are themanyparts of a Stirling system, concentrator receiver, and engine, this
review shows themain technical aspects and their performance parameters as given in
Table 1. Because of the different applications of the Stirling engine, there are different
design factors and technologies that are being adopted. These design factors include
solar radiation falling at the concentrator, the material of the reflector, diameter and
aperture of the concentrator shape, focal length of parabolic dish geometric concen-
tration ration rim angle, etc. Here some of the solar dishes which are implemented
worldwide are given.

The followingTable 2 gives you an idea about its feasibility, and it also investigates
the applications of different kinds of technology in dish systems in the world.

3 Dish Stirling System Using
Humidification–Dehumidification Desalination Cycle
in Zero Energy Building

Due to many issues, we are facing an increase in energy demand. The solar dish
Stirling system can be utilized as one of the sustainable solutions. This system is
used in zero energy building (ZEB) as shown in Fig. 4 [72]. One of the promising
solutions is to counter the environmental change and its issues by reducing load
demand and greenhouse gages (GHG) [73, 74].

The solar dish system is used in a building to provide electricity and cooling. This
can be done by using Stirling motor.

There are four different thermodynamical cycle/processes that are followed in the
Stirling system. These four consecutive steps are:

(a) The isothermal process in which the fluid gets compressed and heat is extracted
for the desalination process. From Fig. 4, the heat sink temperature rises to TL2
from TL1 after the isothermal process (1–2).

(b) After step 1, the regenerator receives the fluid and its temperature rises to Th.
This process is called the isochoric process (2–3).

(c) Now in step (3–4), an irreversible heat transfer occurs in the isothermal process,
and this transfer happens between the thermal absorber to the heat sink at
temperature TH (constant). Due to the heat transfer, the temperature falls
from TH1 to TH2, and the working fluid expands. This process is called the
isothermal heat addition process. And at this stage, the power can be generated
by the Stirling cycle.

(d) At stage (4–1), the working fluid rejects the heat to the regeneration, called the
isochoric heat rejection process.
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Table 1 Latest research data for the development of components of solar dish system

Specification Authors Research data Study References

Diameter of
concentrator

Ramos With 7.5 m in diameter
of parabolic dish
produces 9000 W in
Mexico City

T [42]

Srithar et al. Diameter of dish
concentrator of parabolic
shape is 1.25 m

E [43]

Hijazi et al. Three different
diameters of parabolic
dish are 5, 10, and 20 m

T [44]

Lovegrove et al. Construction of dish in
spherical shape of 25 m
in diameter

E [45]

Li and Dubowsky Designing of one large
and one small dish of
30 m and 56 cm in
diameter

E [46]

Schertz et al. Demonstration of a
parabolic dish of 3.6 m
diameter the design
structure of parabolic
dish is
stretched-membrane
optical facet type

E [47]

Xu et al. In this design, ray
tracing simulation and
calculation are
performed for a dish of
12.6 m at high
temperature

T [48]

Arulkumaran and
Christraj

Designing of 2.7 m
parabolic dish without
any tracking

E [49]

Nazemi and
Boroushaki

Estimation of aperture
diameter of the dish is
8.5913 m

T [50]

Area and depth of dish
concentrator

El-Kassaby Designing of a square
solar dish in a parabolic
structure cooker has
aperture area is of
1.96 m2

T [51]

Lovegrove et al. Designing and
construction of
concentrator solar dish
of 500 m2 in area

E [45]

(continued)
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Table 1 (continued)

Specification Authors Research data Study References

Li and Dubowsky Designing of large and
small parabolic mirrors
with 3.107 m and 5.8 cm
dish depth

E [46]

Senthil and
Cheralathan

Designing of Scheffler
parabolic dish of 16 m2

E [52]

Johnston At Australian National
University (ANU), a
400 m2 concentrator is
simulated

T [53]

Reflector material and
shape

Ramos With the efficiency of
86% and consisting 12
facets made of
aluminum sheet and
fiber glass, respectively

T [42]

Alarcón et al. Construction of a
polished parabolic dish
made of stainless steel

E [11]

El-Kassaby Designing of a solar
cooker with 0.5 mm
thickness reflector
surface made of polished
stainless steel

T [51]

Lovegrove et al. Designing and
construction of 380
identical spherical of
1.17 m mirror panels

E [45]

Ma et al. Designing of a solar
concentrator for energy
collection based on
triangular membrane
facets (600) which is
supported by deployable
perimeter truss structure

T [54]

Li and Dubowsky Construction of a large
dish mirrors in parabolic
shape where it is
constructed of high
reflective surfaces in
flate

E [46]

Schertz et al. Demonstration of
parabolic dish in
stretched-membrane
optical facet consisting
of 12 facets identical

E [48]
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Table 2 Various design specifications of Solar dish Stirling systems

Name of the system Year Electrical power
(kW)

Total efficiency (%) References

Vangaurd 1984 25 29.4 [55–57]

McDonnell Douglas
Astronautics
Company

1984_88 25 29–30 [58–60]

German/Saudi 1984_88 52.5 23.10 [61, 62]

Schlaich Bergermann
und Partner, Inc

1991 9 20.30 [61–63]

CPG 7.5-kW 1992 7.5 19 [64, 65]

Aisin/Miyako 1992 8.5 16 [64, 65]

STM Solar PCS 1993 25 N/A [64, 65]

Science Applications
International Corp
/STM

N/A 22.9 20 [66, 68–71]

Schlaich Bergermann
und Partner, Inc

N/A 8.5 19 [61, 62, 68–71]

Stirling Energy
Systems, Inc

N/A 25.3 29.4 [68–70]

Wilkinson, Goldberg
and associates, inc
(mod1)

N/A 11 24.5 [67,04,05,06,7]

Wilkinson, Goldberg
and associates, inc
(mod2)

N/A 8 22.5 [67–71]

Dish Stirling Almeria,
Spain I

1992 40 N/A [68–71]

Dish Stirling Almeria,
Spain II

1997 50 18 [68–71]

3.1 Humidification–Dehumidification (HDH) Desalination
Unit

For the pure water production, a system called the HDH desalination cycle is simu-
lated which is based on air cooler water heater. The main outputs are pure water and
brine under the HDH process. The preheated gross water receives heat from humid
hot air in the dehumidifier heat exchanger with mass flow mw and the temperature
is Tw,6.

In the humidifier exchanger, the working fluid of the Stirling engine reheats the
warm water at temperatures Tw,7, and at temperature Tw,8, the hot water transfers
the heat to the dry air.With mass flow rate mda and temperature Ta,10, the humidifier
passes the cooler air, and heat of the water called brine is out with mass flow rate mb
and temperature Tb,9. The seawater takes the heat from the hot air to make it dry air
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Fig. 4 A proposed model for ZEB using SDS system [72]

at temperature Ta,11 and form a complete cycle. And finally, at the temperature of
Ta,12 the system produces drinking water [75].

Figure 5 [72] shows the mass flow rate for various fluids under operation in ZEB.

Fig. 5 Mass flow rates of various fluids [72]
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4 Dish Stirling (DS) System Using Doubly Fed Induction
Generator (DFIG) System

Solar dish Stirling engine has a great speed controlling mechanism so that can be
utilized to harness the maximum power from the sun by creating and analyzing
a dynamic model. This is to be done by proposing another coupled system called
doubly fed induction generator by all means of harnessing maximum power by using
maximum power point tracking (MPPT) because of the variation in solar insolation.
For this power generation scheme (the DS solar–thermal power generation scheme)
[76–78],mechanical energy is developed by usingDS solar system from solar energy.
And further this mechanical energy is used to drive a constant speed IG.

In the interconnection of DFIG, there are some other power converters that are
connected in between to establish the dynamic model. They are:

(a) Back-to-back converter
(b) Rotor side converter
(c) Grid side converter
(d) DC link with LC filter

The back-to-back converter connected to the DFIG at rotor side with all other
converters is given in Fig. 6 [79].

4.1 The Relationship of Optimal Engine Speed and Solar
Insolation Under Steady-State Condition and Their
Region of Operation

It is possible that, if the variation in insolation I is constant, then the operation of
DFIG under dish Stirling system will work properly.

Fig. 6 Schematics of DS-DFIG system [79]
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Fig. 7 Region of operation of DS-DFIG using MPPT [79]

The energy that is, maximum in nature can be harness from the DS-DFIG
proposed model. The area A–D–G–F–A represents the feasible operation of the
DFIG generator. Here in Fig. 7 [79], line A–H–K–G represents the MPPT locus.

5 Conclusion

This paper reviews about the development of Stirling system over the years to achieve
maximumoutput energy by usingMPPT technique.Also, it includes the development
of the components of the solar dish Stirling system. The Stirling engine has a special
character to share with the world and that character is to generate electricity also
can be utilized as heat source, i.e., co-generation at high temperature with maximum
efficiency by using various types of working fluids. The behavior of the Stirling
system under various applications is steady. And in the future, there is a bright scope
in Stirling system.
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Physical Properties of Amorphous
Nanosilica from Rice Husk (Agriculture
Waste) and PVA Composite, Prepared
Using Green Approach for Its
Applications
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and Prem Kumar

1 Introduction

Rice husk is agricultural waste. India being the second largest producer of rice and
being a staple food here every year 120 million tons of paddy are produced alone,
where total production of rice in world is 7.0 × 108 m tons/year. Rice husk contains
about 75% of organic matter that evaporates while burning of husk, and the residue
is named as rice husk ash [1]. Its absorbent and insulating properties are used as a
strengthening agent in building materials [2, 3]. Uses of rice husk have been limited
to low added value such as fertilizers and land-filling and for a developing nation like
will act as a boon to industries. Rice husk is used as soil ameliorant. An ameliorant
is a chemical that is applied to improve the quality of the soil and thereby improves
plant growth [4]. In the present study, rice husk is used for extraction of nanosilica by
applying leaching method with HCL. Leaching with HCL produces a high surface
area of amorphous nanosilica in the comparison of other acids such as nitric acid and
sulfuric acid [5]. In this method, no harmful chemical or gases are emitted. There-
fore, this ecofriendly approach may be support conversion of agriculture waste in
silica materials. Nanosilica is mostly used in drug delivery system, paint, ceramic,
polymer, electronics, and automobile sectors [6–10]. It is the abundance of rice husk
in rice producing countries that has led the researchers to look for innovative ideas
to make use of this waste to create wealth and knowledge. Polyvinyl alcohol (PVA)
is a synthetic polymer, which is most commonly used in biomedical application
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and microorganism immobilization due to its excellent biocompatibility, biodegrad-
ability, non-toxicity [11–15]. In this present study, sol–gel citrate precursor method
is used for preparation of PVA/SiO2 composite. Sol–gel citrate precursor is most
reliable and convenient technique for preparation of polymer composite materials
[16–18]. PVA/SiO2 composite is widely used in various applications such as optical
material, sensor, catalysis, enzyme encapsulation, and adsorption due to its bioactive
and excellent mechanical properties [19–21].

2 Experimental: Materials and Method

Materials:

Rice husk is taken from rice mill, Fatehpur, Patna, Bihar, India. Polyvinyl alcohol
(PVA) is a synthetic polymer that was taken from Sigma Aldrich, which is used for
preparation of PVA/nanosilica composite material.

2.1 Synthesis of Nanosilica

The amorphous nanosilica was extracted from rice husk by using eco-friendly
leaching method. During synthesis of nanosilica, firstly proper cleaning of rice husk
is with demineralized water for removing dust particles and then dried in hot air oven
at 40 °C up to dry it. After drying, rice husk is burnt inmuffle furnace at 600 °C for 2 h.
Then obtained rice husk ash (RHA) is treated with 2.5 N NaOH. It is an exothermic
reaction. Then mixture is heated on magnetic stirrer hot plate at temperature 60 °C
for 3 h. The lid of the flask is covered with a glass stopper, and the stirrer speed
is optimized. The solution was filtered by using warm deionized water and grade 1
filter paper to wash the alkali and was then left to dry. The yield of this reaction was
sodium meta-silicate (Na2SiO3) using Eq. 1.

SiO2(Ash) + 2NaOH → Na2SiO3 + H2O (1)

Then, rice husk ash (RHA) is leached with1N HCl for 2 h. This drastic pH shift
results in the formation of nanosilica from microphase silica (Eq 2). The solution
is washed thoroughly by using deionized water. The filtrate was left to dry in the
hot air oven at 90 °C for 24 h. The oven-dried RHA was again heated in high-
temperature furnace at 600 °C for 2 h with a constant ramp rate of 6 °C/min. The
nanosilica obtained as shown by simple mechanism in Fig. 1 was characterized using
characterization tools XRD, SEM, HR-TEM, and FTIR for structural properties.

Na2SiO3 + HCL → SiO2(Silica) + Nacl + H2O (2)
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Fig. 1 Schematic diagram of synthesis process of amorphous nanosilica

After burning at this temperature, obtained rice husk ash is annealed at different
temperature for different time. The first sample is annealed at 400 °C for 2 h, second
sample is annealed at 500 °C for 2 h, and third sample is annealed at the temperature
of 600 °C for 2 h.

2.2 Preparation of SiO2-PVA Composite Materials

Preparation of SiO2-PVA (polyvinyl alcohol) composite materials by using sol–gel
citrate precursor method and preparation method is shown in Fig. 2 as schematic
diagram. During preparation, polyvinyl alcohol of 5.8 g and silicon dioxide 0.2 g
are taken and a solution is made with 50 ml distilled water in a beaker and mixed
on the magnetic stirrer for 1 h by the help of magnetic bead. In second step after 1 h
silicon dioxide which is amorphous having annealed at the temperature 600 °C in the
beaker was allowed and left for 24 h. After 24 h gel is formed of polyvinyl alcohol
and silicon dioxide, third step is to put it in the glass petri dish and then dry it in air
oven up to dry it of 100 °C.After drying the gel, a SiO2-PVA composite was obtained.
Present researchwork describes the results obtained from the characterization studies

Fig. 2 Schematic diagram of preparation of PVA-SiO2 composite material
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of the synthesized amorphous nanosilica and its composite materials (SiO2-PVA).
This deals with the studies of structural and microstructural and photoluminescence
properties of materials usingX-ray diffractometer (XRD), Fourier transform infrared
spectroscopy (FTIR), scanning electron microscope (SEM), and photoluminescence
spectrometer (PL).

3 Results and Discussions

3.1 X-Ray Powder Diffraction Measurement

The XRD patterns of the obtained amorphous nanosilica powder were leached with
1 N hydrochloric acid (HCl) for various temperatures as shown in Fig. 3. In all
cases, broad peak zone was obtained at near 2θ = 22° and signifies the amorphous
nature of silica-based materials [22]. The peak obtained in XRD analysis shows that
nanomaterial prepared by RHA is amorphous in nature [23]. These materials are
prepared by annealing the silica materials at 400 ºC for 2 h, 500 ºC for 2 h, and
at 600 °C for 2 h in muffle furnace. Synthesized nanosilica from rice husk remains
amorphous up to about 600 °C. It is clear that when annealing temperature is below
the temperature of 600 °C then the nanosilica also obtained is amorphous in nature.
Further the sizewas calculated usingHR-TEMandwas found to be 8(±1 nm), shown
in Fig. 4d.

Fig. 3 XRDspectrumof amorphous nanosilica annealed at temperature 400 °C, 500 °C, and 600 °C



Physical Properties of Amorphous Nanosilica from Rice Husk … 75

(a) (b)

(c)

(d)

Fig. 4 SEM images of the sample, prepared at annealed temperature of a 400 °C, b 500 °C, c
600 °C, d TEM images of amorphous nanosilica

3.2 Scanning Electron Microscope Measurement

The SEM image of all the three samples annealed at different temperature and time
is shown in Fig. 4a–c. Silica is an insulating material; therefore, analysis of morpho-
logical properties and sample has been coated with gold for conductivity of elec-
tron. Figure 4a–c shows the SEM images of nanosilica particles obtained under
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20 kV resolution with 967, 1.97 K, and 2.23 K magnification, respectively. From
this SEM image, arrangement of the silica can be noticed agglomeration in irregular
shape formed which might be due to different annealing temperature which leads to
different growth of crystal. This agglomeration shows porosity also. This porosity is
found very much important for rice husk nanosilica particle for various applications
[24, 25].

4 TEMMeasurement

Further to investigate the size of amorphous nature of the prepared material, HRTEM
and SAED pattern analysis were performed, which are shown in Fig. 4d. The study
shows that size of the prepared nanomaterial is approximately 8 nm (±1 nm). Further
to confirm the amorphous nature of the prepared material, small angle electron
diffraction (SAED) pattern shows no concentric circle and no bright spot. Thus,
as concentric circle has no interplanar distance, i.e., hkl space, there is no spacing in
the prepared material. Thus, TEM analysis confirms small-sized nanosilica materials
from rice husk, which is reported by research group [26].

5 FTIR Measurement

FTIR results, shown in Fig. 5, show that the peak numbers are almost at the same
position which is annealed at different temperature, hence confirmed that samemate-
rial (i.e., nanosilica). The peak numbers near 3300–3450 cm−1 show the presence
of silanol–OH bond and absorbed water. The transmittance peak at 985 cm−1 is due
to the presence of siloxane bonds, i.e., Si–O–Si bond is also present in all of three
samples. The presence of Si–OH and other silicone bond stretching vibrations is
also present. The peaks between 1000 and 900 cm−1 are attributed to the stretching
vibrations of C–H and C–Cl bonds. The FTIR graph confirms the presence of silica
and is similar to the FTIR of nanosilica obtained by some research group works [5,
22]. Thus, FTIR measurement shows that annealing temperature cannot change the
internal bonding nature of amorphous silica, while their surface morphology was
found to change.

5.1 Photoluminescence Measurement

Figure 6 shows the photoluminescence spectrum of a pure amorphous nanosilica
powder excited by radiation of wavelength of 200 nm. Luminescence properties
may be due to energy band gap, defects in the crystal, types of element present, and
the wavelength of incident radiation. The prominent luminescence peaks are present
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Fig. 5 FTIR of nanosilica annealed at 400 °C, 500 °C, and 600 °C

Fig. 6 Photoluminescence (PL) spectrum of amorphous nanosilica

in the UV regions andmay be attributed due to the presence of various type of defects
in as-synthesized nanosilica. The probable defects can be situated in Si or O2, silica
vacancy, or chemical bonding that is occupied in oxygen molecule. Luminescence
feature also depends on other crucial factors which include solvent, atmosphere,
temperature, etc., during synthesis process. Figure 6 shows that a wide emission band
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was absorbed in the silica sample with a maximum intensity at range between 250
and 325 nm and some peaks at ranges between 350 and 425 nm. Photoluminescence
spectrum showedwide emission in aUV range [27, 28]. Thus, natural silicamaterials
prepared using green approach may have some applications in silicon industry and
cement industries.

6 Studies on Nanosilica–PVA Composite Materials

The nanosilica-based composite is prepared using amorphous nanosilica and
polyvinyl alcohol (PVA). Polyvinyl alcohol (PVA) is a water-soluble polymer having
molecular formula [CH2CH(OH)]n. PVA is colorless materials having high suscep-
tible to water and this shows hygroscopic property. Due to higher humidity, more
water is absorbed. The water of PVA acts as a plasticizer.

6.1 XRD measurement of Composite material (SiO2–PVA)

TheXRDpatterns ofPVA–nanosilica composites are shown inFig. 7.Wehave chosen
nanosilica prepared at 600 °C annealing temperature for composite preparation. An
intense peak of nanocomposite is observed at 19.5 degree that shows (1 1 0) plane.
This looks like semi-crystalline. Major peak of amorphous nanosilica is obtained
about 23 degree. The intensity of the (1 1 0) plane PVA is comparatively higher and
whichmay be due to hydroxyl group (O–H) present in inside chains [29]. Themixing
of nanosilica into PVA do not show any changes in the intensity of the (1 1 0) plane.
The intensity peak for the nanosilica composite system is slight better than that of the

Fig. 7 XRD image of composite material of SiO2–PVA
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PVA, while we have used of 0.2 wt.% of nanosilica in PVA composite crystallinity of
nanosilica composite further increased. The actual cause for such changes is future
research plan. Similar behavior was also reported by some researcher [30, 31]. The
average crystalline size of PVA, amorphous nanosilica, and composite was found to
be 9 nm, 21 nm, and 13 nm, respectively.

6.2 SEM Measurement of Composite material of SiO2–PVA

The pure PVA and nanomaterials-reinforced PVA composite films are examined
using SEM as shown in Fig. 8. Compared to pure PVA film, morphology of PVA
nanosilica composites can be easily identified. After amorphous nanosilica is added
into the PVA matrix, this protrusion explains the deterioration of the elongation
at break of PVA composites compared to pure PVA. A homogenous distribution
is observed in the PVA composite with the introduction of 0.2 wt.% of nanosilica
as shown in above Fig. 8. Silica interaction at surface becomes more compact in
composite materials. This may be useful better mechanical properties as multifunc-
tion properties [32, 33]. Further studies of mechanical properties are required, and
this is our future work.

Fig. 8 SEM images of composite material of SiO2–PVA
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Fig. 9 FTIR spectrum of nanocomposite material of SiO2–PVA

6.3 FTIR Measurement of Composite material of SiO2–PVA

The FTIR spectrum of SiO2–PVA nanocomposite is shown in Fig. 9. The absorp-
tion peaks are almost looking at the same position, which shows homogeneity of
the organic–inorganic molecule. The H-bonding may be a possible reason for such
homogenous behavior. The important interactions may occur due to the presence
of silanol groups of SiO2 nanoparticle and hydroxyl groups of PVA. Due to such
interactions, stress and interatomic force affected the behavior of the composite.
Such changed properties in such composite materials were reported [34]. The FTIR
data supports SEMmeasurement. Due to strong Si–O bond, silica-basedmesoporous
nanoparticles are more stable to external response such as degradation and mechan-
ical stress as compared to niosomes, liposomes, and dendrimers which inhibit the
need of any external stabilization in the synthesis of mesoporous silica nanoparticles.
Mesoporous silica has been widely used as a coating material.

6.4 Photoluminescence Measurement of Composite material

Figure 10 shows of a composite materials SiO2–PVA amorphous nanosilica powder
excited using radiation wavelength of 200 nm. The addition of nanosilica reduces
the PL intensity of the PVA matrix. The PL intensity of amorphous nanosilica is
almost near about PVA, while the intensity of the nanocomposite is lower than
PVA. Thus, luminescence intensity of nanocomposite reduces, which may be due to
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Fig. 10 Photoluminescence (PL) spectrum of SiO2–PVA composite material

agglomeration of nanosilica that behaves like a barrier to the penetration of light. The
other possible reasonmaybe explored.This is our futurework.The intensity of light is
further reducing with addition of 0.2 wt.% of nanosilica into the PVA composite. The
addition of nanomaterials increased the probability of the nanomaterials to interact
and aggregate with the PVA, which leads to reduction in light transmission [35].

Thus in nutshell, present research may provide some technical and knowledge
support to different industries. Since several industries such as electronics, cement,
rubber, drug delivery, and related sectors are highly dependent on silica, this is a
growing concern because of the environmental impact of sourcing and refining of
silica. Thus, a green source of silica is of vital importance to meet the growing
demand for silicon in the industry. Composite of amorphous silica with magnetic
materials may be useful to prepare magnetic polymer, which was reported [26].

7 Conclusions

The small-sized amorphous nanoscale silica materials from rice hush were prepared
using low-cost ecofriendly approach. Structural properties that prepared silica mate-
rials were determined using XRD, TEM, and SEM. TEM measurement shows size
of about 8 nm. Broad XRD peak zone was obtained at near 2θ = 22° that indi-
cates the amorphous nature of silica materials. Surface morphology measurement of
silica depends on temperature and shows agglomerated porous structure. Photolu-
minescence spectra measurement represent wide emission in UV region. PVA/SiO2
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composite was also prepared ecofriendly using low-cost chemical method. Func-
tional group of silica and its composite wasmeasured using FTIR and shows the pres-
ence of hydrogen bonded silanol group that increases the densification of composite.
The luminescence emissions of radiations in composite materials are also in UV
range but intensity height decreases considerably. Physical properties measurement
of present research open a new window for electronics, cement, medicine industries,
and for its use as raw materials or composite materials. Since several industries such
as electronics, cement, rubber, drug delivery, and related sectors are highly dependent
on silica, a green source of silica is of vital importance to meet the growing demand
for silicon in the industry.
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Antibacterial Property of Biologically
Synthesized Iron Nanoparticles Against
Staphylococcus aureus

Satyam Sangeet, Arshad Khan, Sarit Prabha, and Khushhali M. Pandey

1 Introduction

Oral illnesses represent a significant health trouble for some nations and influence
individuals all through their lifetime, causing torment, distress, and distortion. It is
assessed that oral maladies influence about 3.5 billion individuals around the world
[1]. More than 300 known types of microorganisms are found in oral cavity [2].
Staphylococcus aureus is one of the major bacteria found in oral sepsis. There are
different medications available to treat the pathogenicity of this bacteria. With the
constantly uprising impact of multi-drug resistance (MDR), it gets imperative to
investigate new territories to attempt to focus on the pathogenicity of S. aureus.
Various forms of complications can be brought about by this microorganism going
from gentle skin contaminations to perilous sicknesses, such as oral mucositis [3],
angular cheilitis [4], osteomyelitis [5] and bacteremia [6]. There are various virulence
factors via which S. aureus spreads its infections such as CHIP, SCIN [7], etc. Both
these virulence proteins attack the complement pathway of immune response of the
host. SCIN is an inhibitor of the C3 convertase enzyme that blocks the conversion of
C3b on the bacterial surface, thus resulting in the human neutrophil lose its ability
to phagocytose S. aureus [8]. On the other hand, CHIP is a chemokine receptor
modulator. It is responsible for the gradual response loss of the peptide receptors
of neutrophils and the C5a receptor (C5aR). This process halts the chemotaxis of
neutrophil, thereby halting its activation in response to formylated peptides and C5a
[9–12].

Until now, prescriptions accessible to control S. aureus contaminations have been
different anti-toxins, for example, flucloxacillin [3], erythromycin, vancomycin and
fusidic acid [13]. Some inorganic modulators have been accounted for to repress
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the development of S. aureus [2]. Thus, there is a growing need to synthesize new
medications to target the virulence of S. aureus. Natural blend of metal nanoparti-
cles utilizing diverse plant parts [14], microorganisms [9, 15] and enzymes [16] is
gaining lot of attention. Nanoscale size of nanoparticles provides them large surface
area that ultimately increases their reactivity [17]. Also, utilizing nanoparticles can
provide good results as they have been giving positive response in various fields, viz.
biomedical, pharmaceuticals, etc. [18–20].

Iron nanoparticles have received a lot of attention because of their highly interac-
tive behavior with other molecules, thereby increasing their antibacterial activity
as well as overall efficiency. Physical and chemical methods including sodium
borohydride reduction [21], mechanical milling [22], etc., are utilized for FeNPs
synthesis. FeNPs synthesized by these methods are relatively unstable and, conse-
quently, hazardous for environment [23, 24]. Biosynthesis of iron nanoparticles via
different plants extracts has been reported in past and includes Syzygium aromaticum
(clove) [25], Musa ornata (banana) [26], brown sea weed Dictyota dicotoma [27],
Eriobotrya japonica (loquat) [28], Ageratum conyzoides [29]. Iron nanoparticles
produced via plant extracts are ecofriendly, less expensive, biocompatible and highly
stable [26]. FeNPs are produced when the plant metabolites reduce the iron ion from
Fe3+ to Fe0 state [26, 30, 31]. The plantmetabolites act as reducing agents and support
material for iron nanoparticle synthesis [32].

The present work focusses on the biological synthesis of FeNPs from two plant
sources: Pan (Piper betel) and clove (S. aromaticum). The crystalline structure of
FeNPs was studied using the XRD analysis, and the surface topology of FeNPs was
analyzed usingSEM.Molecular docking analysiswas performedbetween the synthe-
sized iron nanoparticles and the chemotaxis inhibitory protein (CHIP) to understand
if the synthesized nanoparticles interacted with the virulence protein of S. aureus and
thus acted as potential natural inhibitors. This work aims at exploring the possibility
of a natural inhibitor of S. aureus, thereby acting as natural medication for oral sepsis.

2 Materials and Methodology

2.1 Chemicals and Reagents

Ferric chloridewas obtained fromHimedia (Mumbai, India) and concentration 0.5M
and 0.001 M was prepared by using double distilled water.

2.2 Preparation of Aqueous Extract

Fresh Pan (Piper betel) leaves collected from local market, Bhopal, were washed
thoroughly with de-ionized water. The leaves were then subjected to a drying process
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for 2–3 days at 22°–25 °C. To prepare the aqueous extract of Piper betel leaves,
the leaf powder and double distilled water were taken in the ratio of 1 g:100 ml.
The resultant solution was then transferred to a water bath for 15 min. The solution
obtained was then filtered followed by a centrifugation process at 6000 rpm to collect
the supernatant for further experimental procedures. Clove (S. aromaticum) extract
preparation was done using the Soxhlet apparatus [33].

2.3 Synthesis of Iron Nanoparticles (FeNPs)

The Piper betel extract was diluted to 1:8 ratio with double distilled water. Diluted
Piper betel extract was then treated with 0.5M FeCl3 (Himedia pvt. Ltd.) in 2:1 ratio
to synthesize FeNPs. Subsequently, color change of mixture was observed. Synthesis
of FeNPs using clove (S. aromaticum) extract was carried out [33].

2.4 Characterization of Iron Nanoparticles (FeNPs)

Characterization of the bio-synthesized FeNPs was carried out using SEM and XRD.
Scanning electron microscopic (SEM) analysis was performed to characterize the
surface topology of the nanoparticles. X-ray diffraction (XRD) pattern was recorded
at XRD system operating at 40 kV to confirm the presence of crystalline iron
nanoparticles implemented.

2.5 Molecular Docking Studies

PatchDock server was employed to explore the docking analysis of the natural
ligand, eugenol, α-linalool, β-caryophyllene, eugenol-FeNP, α-linalool-FeNP and
β-caryophyllene-FeNP with chemotaxis inhibitory protein (CHIP). The crystallo-
graphic structure of CHIP was obtained from the protein data bank (PDB ID: 1XEE).
The compound α-linalool (PubChem ID: 69016), β-caryophyllene (PubChem ID:
5281515), eugenol (PubChem ID: 3314), and iron ion was downloaded from
PubChem database. Eugenol, α-linalool and β-caryophyllene were modified to add
Fe ion in order to create the nanoparticle conjugate in ChemOffice [34]. Chem3Dwas
used for the ligand energy minimization, and CHIP energy minimization was carried
out using Chimera [35]. Protein file was optimized by deleting the native ligands
and the water molecules. The results obtained were then analyzed using Discovery
Studio.
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2.6 Molecular Simulation Studies

Molecular simulations were performed on the CABS-flex 2.0 online server. The
distance restraints and the simulation options were kept at default. The fluctuation
data obtained were saved and the corresponding fluctuation curves were drawn using
the Jupyter Notebook and Python’s matplotlib package.

3 Results and Discussion

3.1 Iron Nanoparticle (FeNPs) Synthesis

Biological synthesis of FeNPs was done using the leaf extract of Pan (Piper betel).
The plant extract of Pan was treated with 0.5 M FeCl3. A drastic color change was
observed from light brown to deep black. This color change was an indication for
the formation of FeNPs as shown in Fig. 1a–c. Biological synthesis of FeNPs was
also mediated using clove (S. aromaticum) bud extract. FeCl3 was added in the bud
extract in the ratio of 1:1. A typical color change occurred from pale brownish to deep
black. This color change indicated the formation of FeNPs as shown in Fig. 2a, b.

A B C

Fig. 1 Iron nanoparticles synthesized from Piper betel a Ferric chloride, b Piper betel extract, c
Iron nanoparticles (Pb-FeNP)
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A B

Fig. 2 Iron nanoparticles synthesized from clove (S. aromaticum) a Clove extract, b Iron
nanoparticles (Clove-FeNP)

3.2 Characterization of Silver Nanoparticles

SEM analysis was performed for morphological examination of iron nanoparticles
synthesized fromPiper betel and clove. SEMexamination showed poly-scattered Pb-
FeNP nanoparticles with almost spherical shape nanoparticles in the size range of
1–100 nm (Fig. 3a). The SEM analysis of iron nanoparticles synthesized from clove
showed the surface topology of the nanoparticles to be in the range of 1–100 nm
(Fig. 3b). XRD analysis was performed to confirm the iron nanoparticle crystallinity
in Piper betel sample (Fig. 4a, b). The intensity of diffraction was measured between
a 2θ value of 20°–80°. The XRD curve gave the 2θ peaks at 33.50°, 42.32°, 49.54°
and 53.95° arrangements of lattice planes which correspond to (104), (124), (024)
and (116) features of a hexagonal rhomb-centered structure for α-Fe2O3. Results

A B

Fig. 3 SEM analysis a Iron nanoparticles synthesized from Piper betel, b Iron nanoparticles
synthesized from clove (S. aromaticum)
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A B

Fig. 4 X-ray diffraction analysis a Iron nanoparticles from Piper betel, b Iron nanoparticles from
clove (S. aromaticum)

are as per the standard document no. 72-0469 of the Joint Committee on Powder
Diffraction. The result suggested that the bio-synthesized FeNPs were crystalline in
nature and were in agreement with previous findings [36].

3.3 Molecular Docking

GC-MS studies on the leaf extract of Piper betel reveal that eugenol is one of the
main phytochemicals present along with α-linalool [37]. Also, the GC-MS studies
of the bud extract of clove reveal that eugenol is one of the main phytochemicals
along with β-caryophyllene [38]. Current study focusses on docking of the natural
ligand, eugenol, a-linalool, b-caryophyllene and FeNP with the virulence protein,
chemotaxis inhibitory protein (CHIP), of S. aureus. The amino acids which are
involved in interaction of ligand, docking score and desolvation energy, are given in
Table 1.

Table 1 Interaction between CHIP and corresponding ligands with PatchDock Score and ACE
value

Protein Ligand PatchDock score Atomic contact energy (ACE) (kcal/mol)

CHIP C5aR 6652 −11.12

CHIP Iron 952 21.41

CHIP Eugenol 3322 −135.10

CHIP Eugenol + Fe 3488 −83.86

CHIP α-linalool 3016 −119.58

CHIP α-linalool + Fe 3800 −73.29

CHIP β-caryophyllene 3658 −164.05

CHIP β-caryophyllene + Fe 3788 −178.68
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Docking analysis of CHIP and Piper betel. CHIP is responsible for providing
virulence to the S. aureus by explicitly hindering the C5a- and formylated-MLP
initiated reactions of neutrophils and monocytes [10]. The docking of CHIP with
its natural ligand C5aR shows hydrogen bonding interaction between the amino
acids of N-terminal of C5aR and CHIP. Acidic aspartic acid of N-terminal C5aR,
Asp10, Asp15 and Asp18 showed electrostatic boding with Lys92, carbon hydrogen
bonding with Asn31 and interactions with Ser32 and Pro113, respectively (Fig. 5a).
The involvement of Asp10, Asp15 and Asp18 of N-terminal of C5aR with CHIP
is in agreement with previous findings [39]. Fe showed metal acceptor bonding
with Asn31 (Fig. 5b). Docking of CHIP with eugenol showed carbon hydrogen
bonding with Leu34 and hydrophobic interactions with Leu41, Met93 and Pro113
with a score of 3322 and an ACE value of −131.10 kcal/mol (Fig. 5c). Docking
result of α-linalool with CHIP showed carbon hydrogen bonding with Pro113 and
hydrophobic interaction with Met93 and Leu41 with a score of 3,016 and ACE of
−119.53 kcal/mol (Fig. 5d), whereas docking result of CHIP with eugenol + Fe
showed a better result as compared with eugenol alone, with a docking score of 3488
and ACE of −83.86 kcal/mol. Moreover, the complex showed restricted interaction

A B

C D

E F

Fig. 5 MD analysis of CHIP with a C5aR, b Iron (Fe), c Eugenol, d α-linalool, e Eugenol + Fe, f
α-linalool + Fe
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A B

Fig. 6 Molecular docking analysis of CHIP with a β-caryophyllene, b β-caryophyllene + Fe

with Tyr48 and hydrophobic interactions with Met93, Lys92 and Lys41 (Fig. 5e).
The molecular docking of α-linalool-Fe with CHIP revealed hydrophobic interaction
with Met93, Arg44 and Tyr48 with a docking score of 3,800 and an ACE of −
73.29 kcal/mol (Fig. 5f) which was far better as compared to α-linalool alone. Thus,
this study suggests that since the active site of CHIP while binding with its natural
ligand C5aR involves Asn31, Ser32, Pro35, Arg44, Tyr48, Lys92 and Pro113 as a
major amino acid; the synthesized iron nanoparticles from Piper betel also interacted
with the amino acids of active site of the CHIP virulence protein of S. aureus. This
finding suggests that the synthesized iron nanoparticles from Piper betel can act as a
natural inhibitor for CHIP.

Docking Analysis of CHIP and Clove (S. aromaticum). Molecular docking of
CHIPwith the leaf extract of clove andconjugated ironnanoparticleswere carriedout.
Eugenol alongwith b-caryophyllene are found to be themajor phyto-chemicals in the
extract of clove bud. Docking of CHIP with β-caryophyllene showed hydrophobic
interactions with Leu41, Met93, Lys92 and Pro113 with a score of 3658 and an
ACE value of −164.05 kcal/mol (Fig. 6a), whereas docking result of CHIP with β-
caryophyllene + Fe showed better results as compared with β-caryophyllene alone
with a docking score of 3,788 and ACE of−178.68 kcal/mol. Moreover, the complex
showed hydrophobic interactions with Arg44, Met93, Lys92, Leu41 and Pro113
(Fig. 6b). This study, therefore, suggests that since the active site of CHIP while
binding with its natural ligand C5aR involves Arg44, Tyr48, Lys92 and Pro113 as
a major amino acid, the synthesized iron nanoparticles from clove (S. aromaticum)
also interacted with the amino acids of active site of the CHIP virulence protein of
S. aureus. This suggests that the synthesized iron nanoparticles from clove can act
as a natural inhibitor for CHIP as well.

3.4 Molecular Simulation Studies

Molecular simulation studies provided a comparative analysis between the root mean
square fluctuations (RMSF) values of the individual amino acid residues of the
phytochemicals and their nanoparticle conjugates. From the graph (Fig. 7), it can be
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Fig. 7 Molecular simulation curve of CHIP with phytochemicals and nanoparticles

observed that the RMSF curve of CHIP-β-caryophyllene-Fe and CHIP-α-linalool-Fe
shows close relation with that of RMSF curve of CHIP. On exploring the fluctuation
plot, it can be seen that the Pro111 residue in CHIP-α-linalool-Fe has a lower RMSF
value than the Pro113 residue of CHIP and CHIP-β-caryophyllene-Fe. This result is
also supported by the high PatchDock score of CHIP-α-linalool-Fe. Thus, it can be
suggested that the iron nanoparticle conjugate of α-linalool shows better interaction
andmay have the potential to act as a natural inhibitor against the S. aureus virulence.

4 Conclusion

FeNP’s antibacterial properties have gained so much attention in the recent past.
The profundity of the iron nanoparticles and their wide scale application has opened
up an unexplored area to see whether these nanoparticles can be exploited for their
potential use against multi-drug resistance bacteria and viruses as well. S. aureus
is a clinically and epidemiologically important bacteria. Therefore, it is of utmost
importance that we target the bacteria and restrict its activity. One of the ways to
do so is by targeting its virulence system. This study focused on treating the viru-
lence system of the bacteria with biologically synthesized iron nanoparticles (FeNPs)
from Piper betel and clove. S. aureus infects the host via its virulence chemotaxis
inhibitory protein (CHIP). Molecular docking was performed between CHIP (major
virulence proteins of S. aureus) with synthesized nanoparticles. Eugenol, α-linalool
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were found to be themajor phytochemicals in thePiper betel leaf extract andEugenol,
β-caryophyllene were identified as the important phytochemicals in the bud extract
of clove. Chem3D was used to prepare iron nanoparticle complex of Eugenol, α-
linalool and β-caryophyllene and target the virulence protein CHIP. The docking
studies were performed with CHIP. The interaction between the synthesized iron
nanoparticles and the active amino acids of the virulence protein. Molecular simu-
lation studies also support the results obtained, indicating that the iron nanoparticle
conjugate of α-linalool shows better interaction with the virulence protein than the
other phytochemical nanoparticle conjugate. This study may open up a new front for
targeting the virulence proteins of S. aureus. Further experimental work is required
to confirm the computational results and take the investigations forward.
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Fabrication of Composite Phase Change
Material: A Critical Review

P. Das, R. Kundu, S. P. Kar, and R. K. Sarangi

1 Introduction

In the present situation, due to rapid growth in population, energy shortage has
become very common. Use of electricity consumption is increasing every year in
India. Energy requirement is increasing in our day to day life with requirement for
improvement in living standards of the current population. To solve the demand and
supply issue, it has become necessary to find a suitable alternative. Oil is always
an important source of energy. However, the major issues like depletion of fossil
fuel and huge processing cost has become a limitation for its use. Therefore, in the
last few years, inclination toward renewable energy sources has increased. Solar PV
has been one of such option for generation of electricity and for thermal require-
ments. Here, it is clear that the amount of energy production by solar PV is less as
compared to the other power sources. Energy requirements in the form of heat or
electricity requires modern technologies to improve their efficiency and reduce the
energy losses. Therefore, several researches are going on in finding an alternative
solution for energy storage. Thermal energy storage is one of the most useful method
to store energy and it plays a vital role in efficient utilization at various industrial
systems. Several devices and components of TES has been integrated at different
networks of and used for dynamic optimization. Challenges are faced in such as
poor thermal conductivity, life of the thermal storage material, range of operation
of the material, storing density, mechanical strength and cost effectiveness [1]. The
use of phase change material can be a solution in direction to solve the drawback of
thermal energy storage materials. Phase-changing material (PCM) has drawn serious
attention by enhancing the ability of thermal storage devices with reduced variation
in temperature from energy storage to release, good density for storage and reuti-
lizing properties. Addition of composite phase change materials has been effective in
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solving several challenges such as enhancing thermal conductivity, thermal stability,
chemical stability and better surface finish of the materials. For thermal conductivity
enhancement, composite phase change material (CPCM) generally has a skeleton
material and a thermal conductivity enhancing material (TCEM) [2]. Selections of
materials, manufacturing processes, chemical and physical properties are to be taken
into account while selecting a phase change material.

2 Composite Phase Change Materials (CPCMs)

2.1 Selection of the Material

Material selection is an important aspect of CPCMs formation for a specific purpose
and application. The selected materials should meet all the requirements with a
competitive andminimized cost.When thematerial is being chosen for an application
such as thermal energy storage, then it must have high thermal conductivity, good
melting point and high latent heat. Energy storage depends upon its charging and
discharging period and should be able to transfer heat at desirable rate. Apart from
these, some of the other factors to be taken into consideration are the stability of the
material, durability, environmental impacts, chemical hazards, etc.

2.2 Fabrication

Some of the methods in which composite materials can be fabricated based on their
purpose of utilization. Some of the key processes followed are direct impregnation,
vacuum impregnation, melting impregnation, magnetic stirring, etc. For preparing
composite phase-changing material with metal foam, impregnation method can be
used to insert metal foam into composite phase-changing material. Direct impregna-
tion processmay face issues in immersingmetal foam into composite phase-changing
material. Due to lack of vacuum, air gets trapped in the pores of the phase-changing
material which causes difficulty in impregnating the metal form. These lead to low
quality of PCM and also poor heat transfer. Zuo et al. [3] fabricated paraffin and
carbon-coated nano scroll by vacuum impregnating method. It was found from the
analysis that at 600 °C calcination of the composite phase change material achieved
an optimum loading of 60.63%, 63.14% and 59.99% at 600 °C, 700 °C and 800 °C,
respectively. The thermal conductivity was found to be 0.51W/mK, 0.50W/mK and
0.52 W/m K at 600 °C, 700 °C and 800 °C, respectively. Form-stable phase change
material (FSPCM)was found to be chemically stable and good reliability. Li et al. [4]
experimentally prepared composite PCM using lauric acid and stearic acid as PCM.
Diatomic as supporting material for enhancing the loading capacity and expanded
graphitewas used in thermal conductivity. Itwas found from the study that the loading
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capacity of raw diatomite and microwave acid-treated diatomite were 70.36% and
107.04%, respectively. Higher crystallization was obtained due to better surface and
pore structure. Thermal conductivity was improved by addition of expanded graphite
and the value of lauric acid–stearic acid–diatomic–expanded graphite got increased
by 3.2 times that of lauric acid–stearic acid–diatomic. Wang et al. [5] prepared
a composite pcm using Cetyl palmitate by using binary 1-hexadecanol (HD) and
palmitic acid as starting material without taking any catalyst. After the preparation
of Cetyl palmite, it is melted by infiltration with nickel foam different pore sizes
(70, 90 and 110PPI) in order to increase the thermal conductivity. The latent heat
of fusion and melting temperature was found to be 180.9 J/g and 52.3 °C, respec-
tively. As compared to pure Cetyl palmitate the thermal conductivity was found to be
increased by 1.88, 2.02 and 4.86 times for pore sizes of 70, 90 and 110 PPI, respec-
tively. Mhiri et al. [6] prepared composite PCM using paraffin, graphite and carbon
foam in vacuum impregnation process. Graphite was used as a thermal conductivity
enhancer. It was found from the experimentation that the melting was enhanced by
21% as compared to pure paraffin. Melting process was increased by 31% in case of
carbon foam-paraffin. Paneliya et al. [7] prepared composite phase change material
experimentally by considering paraffin as phase change material and silica shell as
the supporting material. It was found from the study that silica shell reduces the
flammability and has a better thermal stability. At an encapsulation ratio of 79.89%,
the phase changematerialmelts completely at 54.2 °Cwith a latent heat of 151.12 J/g,
and it solidifies at 52.09 °C with a latent heat of 100.16 J/g. The composite phase-
changing material showed good capability to store latent heat and improved thermal
stability. Zou et al. [8] considered polyethylene glycol as phase-changingmaterial and
N-methyl acrylamide as supporting material by emulsion polymerization process. It
was found from the experimentation that the composite phase changematerialmelted
at 26.24 °C having a latent heat of fusion of 106.5 J/g, and it solidifies at a tempera-
ture of 32.56 °C having latent heat of solidification of 104.9 J/g. Latent heat changed
by 5% after thermal cycling which is a small amount. Shi and Li [9] fabricated
a composite phase-changing material using polyethylene glycol and attapulgite as
supporting matrix for improving the thermal properties. There was an increase in
latent heat of polyethylene glycol-modified attapulgite form-stable composite phase
change material by 86.7% as compared to polyethylene glycol raw attapulgite form-
stable composite phase changematerial.Wang et al. [10] experimentally investigated
capric acid as phase-changing material and disodium hydrogen phosphate dodec-
ahydrate as supporting matrix for fabricating composite phase-changing material
by sol–gel method. Theoretical results showed that the phase change temperature
of the fabricated composite was found to be 33.8 °C, melting enthalpy of phase
change was 168.8 J/g, and the degree of super cooling was 0.9 °C and thermal
conductivity was 0.468 W/m K. Experimental results showed that composite phase-
changingmaterial had poor super cooling degree of 95.6% compared to the pure form
of disodium hydrogen phosphate dodecahydrate. Thermal conductivity was found
to be improved by 1.96% as compared to the pure form. Tan and Xie [11] fabri-
cated a composite phase-changingmaterial capric–palmitic acid eutecticmixture and
silica xerogel exfoliated graphite nanoplatelets by solution gel method for enhancing
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thermal conductivity. It was found from the result that CA–PA and silica form-
stable composite exhibited good form stability characteristics and achieved 75 wt%.
Capric-palmitic-silica-xGnP xerogel form stable phase-changing materials had good
stability at 85 wt% during the addition of 6 wt% graphite nanoplatelets. The melting
enthalpy was found to be 123.1 J/g with more thermal stability and having thermal
conductivity 0.70 W/m K that was 218% higher than normal capric–palmitic. Chen
et al. [12] investigated experimentally polyethylene glycol and cellulose nanofiber
sponge coated with polypyrrole to fabricate composite phase-changing material by
impregnation. Itwas found from the study that the efficiency of electric to heat conver-
sionwas up to 85.1%. The composite phase-changingmaterial has high loading of 94
wt%with a phase changing enthalpy of 169.7 J/g. Higher speed of heat releasing and
storing was found for thermal conductivity which symbolizes the material is suitable
for latent heat storage. Jin et al. [13] prepared composite pcm sodium acetate trihy-
drate–potassium urea and chloride-urea expanded graphite bymelt blendingmethod.
From the result, it was found that the temperature and enthalpy of composite phase-
changingmaterialwas 47.5 °C and 200.3 kJ/kg, respectively. Thermal conductivity of
the composite was 1.48 W/m K. The phase-change time of the SAT–KCl–urea/EG
CPCM was reduced by approximately 30% for sodium acetate trihydrate–potas-
sium urea and chloride-urea and expanded graphite (SAT–KCl–urea/EG) CPCM as
compared to that of the SAT–KCl–urea composite salt. Phase-change temperature of
SAT–KCl–urea/EG CPCM was found to be stable at 45.9 °C and very little degree
of supercooling of 1.56 °C after 100 melting and solidification cycling time. Chriaa
et al. [14] investigated experimentally a composite phase-changing material using
hexadecane as phase-changing material and the low-density polyethylene LDPE-tri-
block copolymer-styrene ethyleneco-butylene bstyrene (SEBS) as supporting mate-
rial. Expanded graphite was added as thermal conductivity enhancer. The composite
was fabricated by sonicationmethod. It was found from the result that compositewith
10 wt% expanded graphite and 75 wt% hexadecane was able to successfully prevent
leakage. By using 75 wt% of hexadecane, an improvement in thermal conductivity
intensification was found and by adding 5–15 wt% of expanded graphite, thermal
conductivity got increased from 38 to 277%. With 20 wt% of expanded graphite and
4 wt% of hexadecane, optimum amount of thermal conductivity intensification was
found. Yu et al. [15] prepared a composite using eutectic nitrate (NaNO3)-KNO3 as
phase-changing material, nano-SiO2 and expanded graphite as additives by mechan-
ical dispersion method. Expanded graphite had been used in various quantities of (5,
10, 15 and 20 wt%). It was found from the results that by addition of nano-SiO2 and
expanded graphite the specific heat was 3.92 J/g K at 15 wt% of expanded graphite
and 1 wt% of SiO2 nanoparticles. At 15 wt% of expanded graphite the composite
had highest thermal conductivity when 1 wt% of nano-SiO2 had been considered
which is equal to 8.47 W/m K. There is an increase in specific heat from 3.77 to
3.82 J/g K after 100 heating–cooling cycles. The composite at 400 °C had better
thermal stability. Dongmei Han et al. [16] experimentally investigated a composite
phase-changing material using chloride salts (MgCl2 KCl:NaCl) as base salt and
Al2O3, CuO and ZnO nanoparticles by solution evaporation method. It was found
from the result that there was a decrease by 2.4–7.6% in phase change latent heat,
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and there was an increase in sensible heat by 3.9–13.7%. There was an improve-
ment in thermal conductivity and diffusivity by 48% and 61.97%, respectively, by
using AL2O2. The doping of AL2O2 results in higher thermal stability at 820 °C. Xia
et al. [17] experimentally investigated a composite phase-changing material using
polyethylene glycol and 4,4′-diphenylmethan diisocyanate as the cross-linking agent
and graphene oxide by two-step polymerization process. From the study, it was found
that it had good thermal stability, and there was little change in latent heat and phase
change temperature. The composite phase-changing material maintains temperature
during the heating process at 50–57 °C for 410 s. Because of the presence of graphene
oxide, the thermal conductivity increases of the composite. The composite had high
phase change latent heat. Jia et al. [18] fabricated polyethylene glycol and boron
nitride-chitosan by vacuum impregnation method. It was found from the result that
at 27.01 wt% of Boron, the composite phase-changing material had higher thermal
conductivity 2.78 W/m K which was 804% higher than pure polyethylene glycol.
Suitable thermal storage density of 136 J/g was found with good thermal stability
and ability to be reused was found after 50 thermal cycles. Li et al. [19] fabricated
stearic acid and graphite sheet for preparing composite phase-changing material by
centrifugingmethod. It was found from the result that ultrathin graphite sheets (UGS-
5000) having centrifugation at 5000 rpm had superior loading capacity of 171.5%
and crystallization ratio (Fc) of 94.02% as compared ultrathin graphite sheets (UGS-
3500) having centrifugation at 3500 rpm. UGS 5000 had good enthalpy values for
solidification andmelting was 113.7 J/g and 112.9/g, respectively. It displayed excel-
lent thermal stability and had thermal conductivity 10.08 times higher than stearic
acid. Mengdi Yuan et al. [20] experimentally investigated the composite pcm using
erythritol as phase-changing material and expanded graphite (EG) as the supporting
matrix by impregnation, compression and sintering for mid-temperature thermal
energy storage. In the study, five samples having different expanded graphite content
of 5, 8, 10, 12 and 15 wt% had been analyzed. It was found from the results that the
freezing temperature and thermal conductivitywas enhanced by addition of expanded
graphite as well as there was declination in latent heat, melting temperature and
degree of supercooling. With 10wt% of expanded graphite, higher thermal conduc-
tivity of 12.51 W/mK than pure erythritol by 17.38 times and 212.5 J/g of latent heat
was recorded. 10wt% of expanded graphite had reduced charging time of 59.4%
than pure erythritol. Degree of supercooling can be reduced by using 10 wt% of
expanded graphite from 39.5% to 19.5% and remains stable. Gu et al. [21] prepared
a composite phase-changing material using Palmitic acid and graphite powder by
facile direct impregnation method for improving overall thermal conductivity. It was
found from the result that the melting and solidifying latent heat was 52.5 J/g and
51.5 J/g, respectively, solidifying and melting temperature was 58.4 °C and 64.3 °C,
respectively. Using 5 wt% of graphite powder resulted in increase in thermal conduc-
tivity by 86%. Sarı et al. [22] fabricated a composite pcm using mystiric acid and
silica fume by direct impregnation method. It was found from the result that the
prepared composite phase-changing material had excellent heat capabilities ranging
from 87 to 91 J/g. The composite was found to be thermally and chemically stable
up to temperature of 175 °C. From the study, it was noted that 1 wt% carbon nano
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tube doped sample had improved thermal conductivity property with good cooling
and heating time. Zhang et al. [23] experimentally investigated the preparation of
composite pcm using lauric–stearic acid Eutectic mixture and carbonized biomass
waste corn cob by vacuum impregnation method for building energy storage. It was
found from the result that the composite was structurally and chemically stable. The
thermal conductivity of prepared composite was 0.441 W/m K was found to be 1.93
times higher than lauric–stearic acid by 0.228 W/m K. Zhang et al. [24] fabricated a
composite PCM using lauric–myristic–stearic acid eutectic mixture and TiO2-TiC-
C loaded expanded vermiculite by vacuum impregnation. It was found from the
results that the thermal conductivity of lauric–myristic–stearic acid eutectic mixture
expanded vermiculite additional acid treated was 0.676W/mK and lauric–myristic–
stearic acid eutectic mixture expanded vermiculite without additional acid treatment
lauric–myristic–stearic acid eutectic mixture expanded vermiculite (0.694 W/m K)
that was 51.2% and 55.3% higher than that of lauric–myristic–stearic acid eutectic
mixture expanded vermiculite (0.447W/mK). From the study, themelting latent heat
found lauric–myristic–stearic acid eutecticmixture expanded vermiculitewas 115 J/g
and lauric–myristic–stearic acid eutecticmixture expanded vermiculitewas 105.8 J/g
that are 45.2% and 32.7% higher than lauric–myristic–stearic acid eutectic mixture
expanded vermiculite which had 79.7 J/g. Jiangyun Zhang et. al. [25] experimentally
investigated composite phase-changing material prepared by using paraffin as phase-
changing material and expanded graphite, epoxy resin, aluminum nitride additives
by magnetic stirring to improve the battery heat dissipation. Different percentage of
aluminum nitride as 0 wt%, 5 wt%, 10 wt%, 15 wt%, 20 wt% and 25 wt% were
used in composite and had been analyzed. It was found from the experiment that
the prepared composite PCM that had aluminum nitride less than 25% had better
thermal conductivity, volume resistivity and mechanical strength. Composite using
20 wt% aluminum nitride had highest electric insulating, thermal and mechanical
property. There was an improvement in thermal conductivity from 1.48 W/m K to
4.331 W/m K at 50 °C. From the study, it was found that an increase in bending,
impact and tensile strength by 67.6%, 38.1% and 164.2%. The volume resistivity
also improved by 26.62 × 1011 � cm which was 14.94% higher than paraffin and
expanded graphite composite. The battery module with composite phase-changing
material had higher heat dissipation and maximum temperature was reduced by
19.4%. Cheng et al. [26] fabricated a composite PCM using form-stable tetrade-
canol as PCM and expanded perlite as supporting material and addition of copper
powder and carbon fiber as thermal conductivity enhancer by vacuum impregnation.
The composite was prepared in two parts: (i) tetradecanol copper powder expanded
perlite and (ii) tetradecanol carbonfiber expanded perlite byweighing copper powder,
carbon fiber expanded perlite and tetradecanol in a ratio from 0 to 4%. It was found
from the results that tetradecanol copper powder expanded perlite melted at 35.5 °C
having phase change enthalpy of 156.7 kJ/kg and had an enthalpy of 156.1 kJ/kg
for freezing at 36.1 °C. Thermal conductivity was improved from 0.481 W/m K to
1.463 W/m K. Chen et al. [27] experimentally investigated composite pcm prepared
using paraffin as phase-changing material and CuO nanopowders by sonicating with
an ultrasonic cell crusher for solar thermal storage and thermoelectric application.
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Maximum of 2.3% of pure paraffin was added for preparing the composite. It was
found from the result that addition of CuO powder could efficiently receive solar
energy and efficiently convert it to thermal energy. In the study, it was found that an
improvement in solar thermoelectricity by 0.1% which was 1.8 times that of pure
paraffin. Wu et al. [28] fabricated composite phase change material taking paraffin
as PCM and carbon nanotubes as thermal conductivity enhancer. With increase in
mass fraction of carbon nano tubes melting and solidification, latent heat decreases
gradually. Phase change latent heat of melting and solidification were lower than
pure paraffin by 8.9% and 9.3%. There was an increase in thermal conductivity of
solid and liquid state of phase change material by adding 3% of carbon nano tube
were higher than pure paraffin by 30.3% and 28.5%, respectively. Li et al. [29] fabri-
cated a composite phase change material using stearic acid and expanded graphite
by melting impregnation. Expanded graphite had been used in different mass frac-
tions of 2 wt%, 6 wt% and 10 wt%. It was found from the result that at 6 wt% of
expanded graphite the thermal conductivity reached to 2.5W/mK that was 9.6 times
more than pure stearic acid having latent heat of melting of 163.5 J/g. The melting
time at 6 wt% of EG was 2900 s that was 63.3% quicker than pure stearic acid
and had the shortest heat release time of 876 s. Ren et al. [30] investigated experi-
mentally the preparation of composite phase change material using binary eutectic
salt Ca(NO3)2-NaNO3 and expanded graphite as supporting material and thermal
conductivity enhancer by impregnation and sintering. It was found from the result
that 7 wt% of EG the composite had good shape stability without any leakage or
crack, and the thermal conductivity was increased from 0.681 to 5.66 W/m K. There
was negligible change inmelting temperature after 500 cycles for 7 wt% of EG. Scia-
covelli et al. [31] fabricated a composite phase change material taking high-density
polyethylene (HDPE) and graphite using single-screw continuous-extrusion device
for thermal energy storage. By addition of composite graphite, a visible increase in
thermal diffusivity can be seen up to 70% and by using 10% composite graphite,
latent heat decreases by 10%. Using 5% composite graphite results in low extru-
sion speed of 5 rpm, and using 10% composite graphite results in low extrusion
speed of 20 rpm. Zhao et al. [32] investigated experimentally a composite phase
change material having modified sodium acetate trihydrate (SAT) aluminum alloy
and copper foam by vacuum impregnation method for thermal energy storage. It was
found from the result thatmodified SAT additives of 2wt% carboxylmethyl cellulose
and 2wt% disodium hydrogen phosphate dodecahydrate (DHPD) had best perfor-
mance and degree of supercooling was 4.6 °C. Modified SAT had phase change
enthalpy of 253.6 J/g. Wang et al. [33] fabricated composite phase change mate-
rial using erythritol as phase-changing material and alumina by ultraviolet-assisted
hydrolysis method. The fabrication process is carried in two steps: first, hydrolysis
and secondly, directional adsorption and condensation. It was found from the result
that at 60 °C, the degree of supercooling was decreased by 18.9 °C and with the rise
in heat release performance from 44.5% to 96.7% by adding impurity and encap-
sulation. The thermal conductivity of the composite was 0.84 W/m K at 25 °C and
increased by 29.2% than pure erythritol. From the study, it was found that there was
negligible variation in chemical structure, thermal behavior and thermal durability.
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Xiang composite pcm using myristol alcohol (MA), copper foam and nickel foam
by vacuum melting infiltration method. It was found from the result that thermal
conductivity of MA and nickel foam composite of 40 PPI and MA and copper foam
composite of 40 PPI had increased by 1.80 and 7.51 times, respectively. The thermal
conductivity was higher at smaller size of pore for both nickel and copper foam.
Karthik et al. [34] experimentally investigated composite pcm using paraffin wax
and graphite foam by impregnation method. The sample prepared was maintained
at 75 °C for 1 month. It was found from the result that there was no chemical reac-
tion between them paraffin wax and graphite foam. It had a higher compressive
strength by five times more than graphite foam. There was reduction in charging and
discharging time and the thermal conductivity paraffin wax and graphite foam was
better as compared to pure paraffin wax.

3 Conclusions

For using TES technology, several challenges are faced regarding its material selec-
tion, fabrication process and its analysis. Emphasis must be given to find the opti-
mized techniques to meet a solution that can reduce the previously existing draw-
backs. In order to choose a composite phase-changing material, selection of material
is a vital factor for finding the right fit according to the characterization and purpose.
The results showed that the most common used phase-changing material is paraffin;
however, due to its low conductivity, it has to be paired with a supporting material for
improving its performance. Different techniques of fabrication have been taken into
account, and it was found that vacuum impregnation technique was the most cost-
effective method to prepare a CPCM. Analysis has been the core pillar to support
the theory.
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Air Quality Assessment During
Lockdown for Jaipur City

Darshan Mishra, Kaushiki Sharma, and Sohil Sisodiya

1 Introduction

Air pollution!!One of the critical terms thatwehear in our regular daily schedule, arti-
cles, news, etc. The populace development, metropolitan turn of events and vehicular
blast have decayed the encompassing air quality in late mechanical time. Gaseous
pollutants and particulate matter pollutants of significant general health concerns
represent a genuine danger to human wellbeing [1]. In this speedily developing
urbanization and industrialization, one life saver that is being overlooked persis-
tently is environment and perhaps the most basic term go under this is air quality.
Street residue and auxiliary particles radiated from different sources are the essen-
tial patrons of contamination in the public capital, as indicated by a draft report
by IIT Kanpur [2]. These exercises for the most part defile the air which influ-
ence medical condition to the occupant and polluting the climate. The consolidated
impacts of outside and family unit air pollution kill an expected 7,000,000 individ-
uals worldwide consistently; 9 out of 10 individuals inhale air that surpasses WHO
rule limits containing elevated levels of toxins (WHO 2020). Non-integrated base-
line data predominantly proved to be inadequate to portray a clear picture of the
adjacent environment [3]. The remarkable inescapable of the COVID-19 have made
it a worldwide pandemic that has prompted noxious outcomes in different pieces
of the world. To check the spread of this profoundly infectious illness and limit the
casualty, various nations have received extreme yet significant measures to diminish
collaboration among people, forbidding huge scope public and private get-togethers,
forcing a time limitation, controlling transportation, advancing social distancing,
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among every one of these measures, the compelling and significant factor is LOCK-
DOWN which demonstrated unexpected improvement in nature of air and overall
environmental conditions during the respective period.

In the midst of the COVID-19 pandemic, a cross country lockdown is forced
in India from March 24th to April 14th and extended up to May 3, 2020. The
current study approaches to relate the effect of COVID-19 lockdown with the air
quality of Jaipur, considering the air pollutants (PM10, PM2.5, NO2, SO2,) during
pre-lockdown and the lockdown period. The study also compares the air quality of
lockdown period of 2020 with the same period of 2019. CPCB-the Central Pollution
Control Board of India is a legal association under the Ministry of Environment,
Forest, and Climate Change which was originated in 1974 under the Water (preven-
tion and pollution control) act. It is a summit association in the field of pollution
control. These ground checking stations are overseen under the authority of CPCB
(Central Pollution Control Board) [4].

Jaipur, one of themost polluted city of Rajasthan, saysWHO report as other urban
areas would end up subject to various wellsprings of pollution. The one that would be
themost ‘encompassing’ out of every one of themwould be discharges fromvehicles,
industries.With vehicles being an integral part of air deterioration in enormous urban
communities, auxiliary poisons, for example, nitrogen dioxide (NO2) would end up
in high amount noticeable all around.With large number of vehicles, motorbikes and
trucks, the air will quite often show raised readings of nitrogen dioxide. Additionally,
PM can be named essential particles which are produced into the air through modern
exercises, street traffic, street dust, ocean shower and windblown soil; they likewise
contain carbon and a natural compound, metals and metal oxides and particles [5].
There are numerous examples of the huge waste disposal piles in the city bursting
into flames. At the point when this happens, the vapor from consumed plastic, wood
and dead natural material would deliver a lot of materials, for example, dark carbon
and unstable natural mixes into the air, making gagging exhaust, and smoke discover
its way into the homes and roads of Jaipur’s inhabitants.

1.1 Air Pollutants and Their Adverse Effects

Main air toxins that are harmful for the natural and human health hazards are partic-
ulate matter (PM), carbon monoxide, sulfur dioxide, nitric oxide, ozone and so on.
Their sources and risks are shown in (Table 1). Particulate matter includes tiny solids
alongwith tiny droplets that are extremely less inmeasurement whichmay genuinely
influence when get breathed in. Particles under 10 µm size (PM10) can get profound
into your lungs and some may even get into your circulation system. Wherever,
particles of size under 2.5 µm, otherwise called fine particles or PM2.5, represent
the most serious danger to wellbeing. At the point when contrast with human hair
that is 50-70 µ in distance across, PM 10 (dia@10 µm) and PM2.5 (dia@2.5 µm)
particles are 5–7 times and 20–30 times less while looking at PM10 and PM2.5, PM2.5

is four times less than PM10 (Fig. 1). This shows how harmful these particles are
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Table 1 Air pollutants and their adverse effects

Pollutant Source Environmental risks Human health risks

Carbon monoxide
(CO)

Auto discharges,
mechanical processes,
fires, etc.

Adds to exhaust smog
arrangement

Compounds
manifestations of
coronary illness, for
example, chest torment;
may mess vision up
and diminish physical
and mental abilities in
sound individuals

PM2.5 and PM10 Sources of essential
particles incorporate
flames, smokestacks,
building destinations,
and unpaved streets
while sources of
auxiliary particles
incorporate responses
between vaporous
synthetics radiated by
automobiles and power
plants

Adds to development
of haze and acid rain,
hence changes the pH
equilibrium of streams
and harms structures,
landmarks and foliage

Unpredictable
heartbeat, disturbance
of breathing sections,
exacerbation of asthma

Nitrogen dioxide
(NO2)

Power generation,
automobile emissions,
industrial processes

Harm to foliage; adds
to brown haze
formation

Disturbance of
breathing sections and
inflammation

Ozone (O3) Unpredictable natural
mixes (VOCs) and
nitrogen oxides (NOx)
from industrial and
vehicle emanations,
electrical utilities,
compound solvents and
fuel fumes

Interferes with the
capacity of specific
plants to breathe,
prompting expanded
weakness to other
natural stressors (e.g.,
infection, brutal
climate)

Diminished lung work,
aggravation of
breathing areas and
irritation

Sulfur dioxide
(SO2)

Power generation,
modern cycles,
fossil-fuel combustion,
vehicle emanations

Significant reason for
dimness, adds to acid
rain, harms foliage,
responds to shape
particulate issue,
structures and
landmarks

Breathing troubles,
especially for
individuals with asthma
and coronary illness

Source U.S. Environmental Protection Agency

to the human organs. These would incorporate issues such as respiratory problems,
for example, emphysema, bronchitis, exasperated asthma attacks and whatever other
condition that falls under the pneumonic infection section. With the unfathomably
little size of PM2.5 being a factor, it can infiltrate profound into the tissue of the
lungs, where it can go into the alveoli. Sulfur dioxide (SO2) vapid gas with a sharp,
aggravating smell shaped because of consuming of powers and by the purifying of
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PM 10 particle 

Dia@10micron

PM 2.5 particle 
Dia@2.5 micron

Fig. 1 Particle size comparison

mineral metals that contain sulfur. Sources incorporate force plants, metals handling
and smelting facilities and vehicles. Nitrogen-dioxide (NO2) shapes because of start
of non-sustainable power sources such as gas, oil, coal especially fuel used in vehi-
cles. It is similarly made from making nitric destructive, refining of oil and metals,
welding and using explosives, business collecting and food creating.

2 Study Area

Jaipur is the capital and the biggest city of the Indian province of Rajasthan having
absolute zone of 11,143 km2, situated in the north-western piece of the nation (Fig. 2).
The latitude of Jaipur is 26.9124 °N and the longitude is 75.7873 °E with rise 431 m
(1417 ft.) above sea level. Starting at 2011, Jaipur was the 10th most crowed city in
country with population around 3.1 million in 2011. The general population thick-
ness is resolved to be 598 individuals for each square kilometer. It has a rainstorm-
impacted hot semi-bone-dry atmosphere with precipitation around 650 mm consis-
tently with a moist atmosphere. In the significant stretches of April, May, June and
July, the ordinary consistently temperature of the district is around 30 °C (86 °F).
By and large, the normal month to month wind speed shifts in the middle of 2.5 and
10.0 km/h with most extreme during summer (6–10 km/h) and storms (7–8 km/h)
and least in winters [6]. Jaipur city is quite possibly the most westernized ones in the
country. It has six sectors including the focal and the edges locale. Jaipur is a gigantic
urban heat island zone with including natural temperatures sporadically falling under
freezing in winters.
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Fig. 2 Location map of study area

3 Methodology

The advantage study was completed to evaluate the effect of lockdown on the air
quality in Jaipur city; the everyday (24 h) air pollutant concentration data for three
air quality checking stations in city were gathered from Rajasthan State Pollution
Control Board for the period fromMarch 25 toMay 3, 2019 and the lockdown period
from March 25 to May 3, 2020 to give an itemized investigation of the air quality
under the national ambient air quality standards (NAAQS).

3.1 Air Quality Index (AQI)

AQI is utilized to report day by day air quality conditions; it is a device utilized by
different offices to give data on nearby air quality and whether air pollutants levels.
AQI concept changes weighted estimations of individual air pollutants into a single
number or set of numbers which might be generally used [7]. The AQI estimations
incorporate particulate issue (PM2.5 and PM10), ground-level ozone (O3), nitrogen



112 D. Mishra et al.

dioxide (NO2), sulfur dioxide (SO2) and carbon monoxide (CO) emanations. In the
current investigation, three unique strategies used to ascertain AQI are as per the
following.

3.2 Air Quality Index by Oak Ridge

The Oak Ridge Air Quality Index (ORAQI) method was developed by Oak Ridge
National Laboratory. ORAQI is a nonlinear index having exponential function with
coefficient with other nonlinear relationship [8].

ORAQI =
[
39.02

∑
(Ci/Cs)

]0.967

where

Ci Monitored concentration of pollutant ‘i’
Cs National ambient air quality standard (NAAQS) for pollutant ‘i’.

3.3 Air Quality Index by Alternative Method

The determination of AQI using the alternative methodology uses the following
expression [9].

AQI = 1/4
[
IPM10/SPM10 + IPM2.5/SPM2.5 + ISO2/SSO2 + INO2/SNO2

] ∗ 100

where

I i Monitored concentration of pollutant ‘i’
Si National ambient air quality standard (NAAQS) for pollutant ‘i’.

3.4 Air Quality Index by CPCB Method

The sub-index (Ip) of individual pollutant is obtained by physically measuring
pollutants, e.g., PM2.5, PM10, SO2 and NO2 [10].

Ip = [{(IHI − ILO)/(BHI − BLO)} ∗ (CP − BLO)] + ILO

where

Ip sub-index for P pollutant
BHI Breakpoint concentration greater or equal to given concentration
BLO Breakpoint concentration smaller or equal to given concentration
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IHI AQI value corresponding to BHI

ILO AQI value correspond to BLO

Cp measured concentration of P pollutant.

4 Observations

Ambient air quality is determined and Box plots of PM10, PM2.5, SO2, NO2 concen-
trations are shown in Figs. 3, 4, 5 and 6, respectively, for three air monitoring stations
of Jaipur. Further, change in ratio of PM2.5 and PM10 for March 25–May 3, 2019 and
lockdown 2020 is shown in Fig. 7.

• The average concentration of PM10 particle at station 1, 2 and3 are 150.658µg/m3,
137.88 µg/m3 and 154.87 µg/m3, respectively, in selected period for 2019, while
the reduced average concentration during lockdown 2020 for three stations are
74.49 µg/m3, 62.21 µg/m3 and 77.42 µg/m3, respectively.

• The average concentration of PM2.5 particle at station 1, 2 and 3 are 46.08 µg/m3,
41.99 µg/m3 and 66.09 µg/m3, respectively, in selected period for 2019, while
the reduced average concentration during lockdown 2020 for three stations are
27.59 µg/m3, 22.003 µg/m3 and 32.36 µg/m3, respectively.

• The average concentration of SO2 at station 1, 2 and 3 are 16.57 µg/m3,
11.85 µg/m3 and 13.86 µg/m3, respectively, in selected period for 2019, while
the reduced average concentration during lockdown 2020 for three stations are
15.004 µg/m3, 11.015 µg/m3 and 12.50 µg/m3, respectively.

Fig. 3 Box plot for PM10 concentration during March 25–May 3, 2019 and lockdown 2020
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Fig. 4 Box plot for PM2.5 concentration during March 25–May 3, 2019 and lockdown 2020

Fig. 5 Box plot for SO2 concentration during March 25–May 3, 2019 and lockdown 2020
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Fig. 6 Box plot for NO2 concentration during March 25–May 3, 2019 and lockdown 2020

Fig. 7 Change in PM2.5/PM10 ratio during March 25–May 3, 2019 and lockdown 2020

• The average concentration of NO2 at station 1, 2 and 3 are 18.78 µg/m3,
39.92 µg/m3 and 48.94 µg/m3, respectively, in selected period for 2019, while
the reduced average concentration during lockdown 2020 for three stations are
13.95 µg/m3, 11.19 µg/m3 and 15.62 µg/m3, respectively.
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5 Results and Discussion

To check the air quality of Jaipur city, data obtained from all threemonitoring stations
at residential sites is used to calculate Air Quality Index by different AQI methods.

The results of AQI for three monitoring stations during lockdown 2020 with
comparison to same period in 2019 are shown in Figs. 8, 9, 10, 11, 12 and 13, result
shows the decline in pattern of AQI during lockdown when contrasted and a similar
time of 2019 (Table 2).

It is observed that average AQI during 25thmarch to 3rdmay 2019 for monitoring stations-1,
2 and 3 is 138.025, 126.825 and 144.625 respectively (by CPCB method) which is a clear
sign of moderate air pollution while average AQI values during lockdown period 2020 for
monitoring stations-1, 2 and 3 is 72.275, 60.875 and 75.525 respectively (by CPCBmethod)
shows a significant decrement as compare to year 2019, which is a sign of satisfactory
or fair air quality (Table 2). As far as rate, Shastri Nagar, Jaipur (ST-1) shows all in all
decrement observable all-around quality document between 37 and 48%when thought about
between lockdown 2020 and same time of 2019. While Adarsh Nagar, Jaipur (ST-2) and
PoliceCommissionerate, Jaipur (ST-3) has 47-55%declination perceptible all-aroundquality
record. The proportion of PM2.5 and PM10 during the lockdown time frame when contrasted
with the relating time frame in 2019 increased. It shows that limitations during lockdown
prompted better control on PM10 at Shastri Nagar, Jaipur (ST-1) and Adarsh Nagar, Jaipur
(ST-2) while Police Commissionerate, Jaipur (ST-3) show decrease in ratio as compared to
design period of 2019 which might be because of more noticeable effect of restricted residue
lifting on streets of Jaipur during the lockdown time frame. As due to restrictions of various
activities which are responsible for PM10 concentration, levels of PM10 decreased during
lockdown. Apparently coarser portion has diminished at a quicker rate in areas with huge
traffic.

Fig. 8 AQI of station 1 during March 25–May 3, 2019
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Fig. 9 AQI of station 1 during lockdown 2020

Fig. 10 AQI of station 2 during March 25–May 3, 2019
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Fig. 11 AQI of station 2 during lockdown 2020

Fig. 12 AQI of station 3 during March 25–May 3, 2019
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Fig. 13 AQI of station 3 during lockdown 2020

Table 2 Classification of AQI used for comparative study

AQI (ORAQI) AQI (alternative method) AQI (CPCB, 2014)

Excellent = 0–20 Clean air = 0–25 Good (0–50)

Good = 21–39 Light air pollution = 26–50 Satisfactory (51–100)

Fair = 40–59 Moderate air pollution =
51–75

Moderately polluted (101–200)

Poor = 60–79 Heavy air pollution = 76–100 Poor (201–300)

Bad = 80–99 Sever air pollution = 100 and
above

Very Poor (301–400)

Dangerous = 100 and above Severe (401–500)

6 Conclusion and Future Approach

An immense decrease in the concentration of NO2 is seen at station 2 (72%) and
station 3 (68%) during lockdown against 2019 concentrations of the same period.
Though, particulate matter diminished by half during lockdown with a little abate-
ment in SO2 levels, i.e., 7–9% in comparison with 2019 period. This is because of
the traffic limitations and impeded business regions during lockdown. Furthermore,
during lockdown period all checking stations was in acceptable and great level.

At the point when metropolitan super centers have been running consistently for
financial improvement without thinking about the constraints of common assets,
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measures like impermanent lockdown may arise as a powerful answer for control
natural awkwardness. Another telling statistic that illustrates the level of traffic
congestion in Jaipur is that 60% of the city roads are used for parking—the highest in
any city in India. The increment in private vehicular rush hour gridlock is answerable
for quite a bit of this as per the report. Very much built streets, traffic guidelines and
utilization of cleaner powerswill help in additional decreasing vehicular outflows and
clearly the lockdown ends up being a significant advance for improving air quality.

Jaipur has been communicated as the capital which could in a general sense
increases vehicular people heading to extended toxins focuses or pollutant. Further,
it is a standard spot of vacationer interest and besides being considered as savvy city,
typical checking of air quality and estimation of AQI is crucial for screen any abrupt
changes in air quality in the city.
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Micellar Potentiometric Determination
of Stability Constant and Antibacterial
Investigations on Complexes of Cu (II)
with 3, 4, 5-Trimethoxybenzaldehyde
Thiosemicarbazone

Uma Rathore, Raja Ram, Kamal Kishor Verma, and N. Bhojak

1 Introduction

Thiosemicarbazone and their metal complexes have a great verity of biological
activity. Medicinal study has been done of this class of compounds against tubercu-
losis, leprosy, psoriasis, rheumatisms, trypanosomiasis, and coccidiosis [1]. Various
drugs containing thiosemicarbazone moiety like Triapine has paid important role in
the treatment of solid tumors and hematological malignancies. It also has exhibited
property of radiosensitizer [2–4] and also has shown lesser antitumor activity and
selectivity than di-2-pyridylketone thiosemicarbazone [5, 6].

In this paper, we are reporting the stability constant and antimicrobial
activity of Cu (II) complexes with thiosemicarbazide-based ligand: 3, 4, 5-
Trimethoxybenzaldehyde thiosemicarbazone as shown in Fig. 1.

2 Materials and Methods

All the chemicals used were of AR grade and procured from Himedia.
Metal salt was purchased from E. Merck and was used as received.
All solvents used were of standard/spectroscopic grade. Ligand 3, 4, 5-
Trimethoxybenzaldehydethiosemicarbazone was synthesized by condensation
reaction of thiosemicarbazide with 3, 4, 5-Trimethoxybenzaldehyde in presence of
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Fig. 1 Chemical reaction 3, 4, 5-Trimethoxybenzaldehyde with thiosemicarbazone

methanol according to the literature [7]. Metal ligand complexes were formed by
potentiometrically. All biological activities have been carried out by disk diffusion
method under horizontal laminar. The Digital pH meter 335 is used to observe the
pH values of various solutions in present study.

3 Procedure

Potentiometric Study

Potentiometric study has been conducted in non-micellar (alcohol and water) and in
micellar medium (HTAB, SDS and TX-100). Three sets of titrations were prepared
for comparison. Volume of all the system was made up to 25 ml using 60% ethanol.
Titration of the three sets of mixtures has been carried out against a standard alkali
given by Irving and Rossotti method [8].

Biological Study

Biological investigation has been carried out by disk diffusion method. The agar
was prepared in plate, and microorganisms were cultivated on to the surface of the
agar plate. Broth was applied on agar plate; then filter paper disks, impregnated with
different types of sample, were placed on the agar. After incubation of the plates, the
diameter of the zone of inhibition (ZI) of microorganism growth around each disk
was measured [9, 10].



Micellar Potentiometric Determination of Stability … 125

4 Results and Discussion

Potentiometric Study

Proton-ligand Stability Constants (pK):

The proton–ligand formation curves were estimated by plotting graphs between the
values (nA) Vs pH readings. This curve indicates average number of hydrogen ions
(nA) attached to a ligand. The value of pH where nA = 1.5 and nA = 0.5 corresponds
to the values of pK1 and pK2, respectively. The proton-ligand formation numbers
(nA) were calculated by Irving and Rossotti method [8].

nA = Y − (V1 − V2) (No + Eo)

(V o + V1)T o
CL

(1)

where V o = Initial volume of solution (25 ml), Eo = Initial concentration of free
acid (HNO3), Y = Number of dissociable protons from ligand, T o

CL is concentration
of ligand in solution, and (V 1 – V 2) = Volume of alkali (KOH) consumed by acid
and ligand on the same pH [11].

Metal ligand Stability Constant (log K):

Metal ligand stability constant (log K) was determined by metal complex formation
curve, and this curve indicated average number of ligand (n) attached to metal ion.
Metal ligand stability constant (log K) was determined by the half integral method
by plotting n versus pL

n = (V3 − V2)(No + Eo)

(V o + V1)(nA)T o
CM

(2)

pL = log10

∑n
n=0 βH

n . 1
(anti log pH)n

T o
CL − nT o

CM

× V o + V3

V o
(3)

V 3 is the volume of KOH added in the metal ions titration to attain the given pH
reading and T o

CM total concentration of metal present in solution. (pL) is free ligand
exponent function. log K1 and log K2 were calculated from the formation curve by
the known value of pL at which (n)= 0.5 and (n)= 1.5 corresponding to the values
of log K1 and log K2, respectively [12].

The values of nA and pH of ligand in non-micellar medium and micellar medium
have been reported in Tables 1 and 2. The n and pL values of ligand 3, 4, 5-TBT with
Cu (II) metal in non-micellar and micellar medium have been reported in Tables 3,
4, 5, 6, and 7.

Figures 2, 3, 4, 5, and 6 show plots between and pL values of ligand 3, 4, 5-TBT
withCu (II) inAlc.+water, alcohol, HTAB, SDS, andTX-100medium, respectively.
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Table 1 nA and pH values of Ligand 3, 4, 5-TBT in alcohol and alcohol + water

nA and pH value of ligand 3, 4, 5-TBT in
alcohol

nA and pH value of ligand 3, 4, 5-TBT in
alcohol + water

Sr. No. pH nA Sr. No. pH nA

1 4.4 1.03455 1 4.4 1.10368

2 4.65 0.97411 2 4.65 1.22459

3 4.9 1.0259 3 4.9 1.28498

4 5.15 1.03453 4 5.15 1.28923

5 5.4 1.03452 5 5.4 1.31511

6 5.65 1.0302 6 5.65 1.33666

7 5.9 1.01725 7 5.9 1.34527

8 6.15 1.01725 8 6.15 1.35389

9 6.4 1.01725 9 6.4 1.36249

10 6.65 1.02156 10 6.65 1.36679

11 6.9 1.02156 11 6.9 1.3754

12 7.15 1.02156 12 7.15 1.384

13 7.4 1.02587 13 7.4 1.39262

14 7.65 1.02587 14 7.65 1.41417

15 7.9 1.02587 15 7.9 1.41412

16 8.15 1.02586 16 8.15 1.42705

17 8.4 1.03017 17 8.4 1.43997

18 8.65 1.03448 18 8.65 1.44425

19 8.9 1.03448 19 8.9 1.43988

20 9.15 1.03448 20 9.15 1.43981

21 9.4 1.03447 21 9.4 1.43976

22 9.65 1.03016 22 9.65 1.4354

23 9.9 1.03447 23 9.9 1.42671

24 10.15 1.02585 24 10.15 1.43097

25 10.4 1.02154 25 10.4 1.43517

26 10.65 1.03876 26 10.65 1.43505

27 10.9 1.0646 27 10.9 1.50387

28 11.15 1.08612 28 11.15 1.42601

29 11.4 1.08609 29 11.4 1.32648

30 11.65 1.14199 30 11.65 1.22295

31 11.9 1.1591 31 11.9 1.14535

32 12.15 1.40372
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Table 2 nA and pH values of Ligand 3, 4, 5-TBT in HTAB, SDS and TX-100 medium

HTAB SDS TX-100

Sr. No. pH nA Sr. No. pH nA Sr. No. pH nA

1 4.4 1.14255 1 4.4 1.14255 1 4.15 1.10796

2 4.65 1.1382 2 4.65 1.1382 2 4.4 1.082

3 4.9 1.11225 3 4.9 1.11225 3 4.65 1.07766

4 5.15 1.082 4 5.15 1.082 4 4.9 1.06902

5 5.4 1.0302 5 5.4 1.0302 5 5.15 1.08195

6 5.65 1.02157 6 5.65 1.02157 6 5.4 1.08194

7 5.9 1.01725 7 5.9 1.01725 7 5.65 1.08193

8 6.15 1.02588 8 6.15 1.02588 8 5.9 1.07761

9 6.4 1.02156 9 6.4 1.02156 9 6.15 1.08192

10 6.65 1.03019 10 6.65 1.03019 10 6.4 1.08192

11 6.9 1.02587 11 6.9 1.02587 11 6.65 1.08191

12 7.15 1.03018 12 7.15 1.03018 12 6.9 1.08622

13 7.4 1.03018 13 7.4 1.03018 13 7.15 1.07759

14 7.65 1.03449 14 7.65 1.03449 14 7.4 1.07758

15 7.9 1.03449 15 7.9 1.03449 15 7.65 1.08189

16 8.15 1.03449 16 8.15 1.03449 16 7.9 1.08188

17 8.4 1.04311 17 8.4 1.04311 17 8.15 1.09049

18 8.65 1.04311 18 8.65 1.04311 18 8.4 1.09911

19 8.9 1.05604 19 8.9 1.05604 19 8.65 1.09909

20 9.15 1.06035 20 9.15 1.06035 20 8.9 1.1077

21 9.4 1.06897 21 9.4 1.06897 21 9.15 1.11631

22 9.65 1.07758 22 9.65 1.07758 22 9.4 1.12061

23 9.9 1.0862 23 9.9 1.0862 23 9.65 1.13783

24 10.15 1.08189 24 10.15 1.08189 24 9.9 1.15505

25 10.4 1.11637 25 10.4 1.11637 25 10.15 1.16796

26 10.65 1.15511 26 10.65 1.15511 26 10.4 1.24545

27 10.9 1.1809 27 10.9 1.1809 27 10.65 1.3099

28 11.15 1.30141 28 11.15 1.30141 28 10.9 1.63231

29 11.4 1.33574 29 11.4 1.33574

30 11.65 1.43892

Biological Investigations

Study of ligand and metal complexes has been carried out against Escherichia coli,
Staphylococcus aureus, and Bacillus substilis bacterial strain as shown in Fig. 7. By
applying disk diffusion method, following results have been found [13].
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Table 3 n and pL values of Ligand 3, 4, 5-TBT with Cu (II) in alcohol

Sr. No. pH pL n

1 4.4 4.4868107 0.3195978

2 4.65 4.2609902 0.3649481

3 4.9 3.9967165 0.337658

4 5.15 3.7326064 0.3102307

5 5.4 3.4687181 0.2827896

6 5.65 3.2141635 0.2736236

7 5.9 2.9688398 0.282688

8 6.15 2.7235565 0.2917836

9 6.4 2.4736139 0.2917603

10 6.65 2.237801 0.3191001

11 6.9 2.0070459 0.3555403

12 7.15 1.7668527 0.3737433

13 7.4 1.5317474 0.4010744

14 7.65 1.3019717 0.4375007

15 7.9 1.0779026 0.4830352

16 8.15 0.8654858 0.5468104

17 8.4 0.6321628 0.5741051

18 8.65 0.4163853 0.6287567

19 8.9 0.1959426 0.674265

5 Conclusion

The values of logK are determined by potentiometrically and found greater than zero
which clearly indicates the formation of complex between metal ion and thiosemi-
carbazones ligand. The antibacterial properties of the ligands and its complexes were
studied against E. coli, S. aureus, and B. subtilis bacteria. The result shows that all
the Cu(II) complexes have moderate antibacterial activities against these bacteria.
Antibacterial activity of ligand screened in alcohol: water medium has been reported
highest against S. aureus.
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Table 4 n and pL values of
Ligand 3, 4, 5-TBT with Cu
(II) in alcohol + water

Sr. No. pH pL n

1 4.4 4.4801728 0.430544

2 4.65 4.1274677 0.2327738

3 4.9 3.8370127 0.1478531

4 5.15 3.5838412 0.1406337

5 5.4 3.3174715 0.1050328

6 5.65 3.0639467 0.0968726

7 5.9 2.8108415 0.0898289

8 6.15 2.5695255 0.1083793

9 6.4 2.3164084 0.1013519

10 6.65 2.0780982 0.1262862

11 6.9 1.8367029 0.1443137

12 7.15 1.5893726 0.1496406

13 7.4 1.344942 0.1611015

14 7.65 1.0881805 0.1464365

15 7.9 0.8440843 0.1586261

16 8.15 0.6198842 0.2115928

17 8.4 0.4174451 0.3055417

18 8.65 0.2446311 0.4479593

Table 5 n and pL values of
Ligand 3, 4, 5-TBT with Cu
(II) in HTAB

Sr. No pH pL n

1 4.4 4.3807527 0.2010965

2 4.65 4.0944541 0.1238031

3 4.9 3.8625744 0.1619522

4 5.15 3.6278206 0.1935017

5 5.4 3.4011435 0.2408027

6 5.65 3.1555055 0.2492664

7 5.9 2.9268087 0.2913428

8 6.15 2.6967479 0.3296539

9 6.4 2.4582473 0.351294

10 6.65 2.2157494 0.3651476

11 6.9 1.9732291 0.3789075

12 7.15 1.7348384 0.4001118

13 7.4 1.4991081 0.4259305

14 7.65 1.2516322 0.4302488

15 7.9 1.0144085 0.4528618

16 8.15 0.7720571 0.4661816

17 8.4 0.536105 0.4905489

18 8.65 0.3038378 0.5207001
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Table 6 n and pL values of
Ligand 3, 4, 5-TBT with Cu
(II) in SDS

Sr. No pH pL n

1 4.15 4.6533016 0.296045

2 4.4 4.4030557 0.2950866

3 4.65 4.1456334 0.2801811

4 4.9 3.896935 0.282414

5 5.15 3.6373472 0.2630728

6 5.4 3.3995522 0.2869673

7 5.65 3.1619244 0.3108583

8 5.9 2.9293617 0.344101

9 6.15 2.6871618 0.358643

10 6.4 2.4500653 0.3825243

11 6.65 2.2087977 0.3984493

12 6.9 1.9623296 0.4047581

13 7.15 1.7318869 0.4399649

14 7.4 1.4864474 0.4479489

15 7.65 1.2399982 0.4540968

16 7.9 0.9991157 0.4699953

17 8.15 0.7562055 0.4820707

18 8.4 0.5223417 0.5095949

19 8.65 0.2910322 0.5409172

20 8.9 0.1527159 0.7155896

Table 7 n And pL values of
Ligand 3, 4, 5-TBT with Cu
(II) in TX-100

Sr. No pH pL n

1 4.4 4.3516715 0.1209872

2 4.65 4.0950195 0.1062395

3 4.9 3.8606959 0.1397405

4 5.15 3.6316069 0.1834835

5 5.4 3.4148978 0.251231

6 5.65 3.1917471 0.3039875

7 5.9 2.964608 0.3476486

8 6.15 2.7311103 0.3783573

9 6.4 2.5097855 0.4305816

10 6.65 2.2719462 0.452093

11 6.9 2.0471427 0.4959913

12 7.15 1.8206339 0.5357724

13 7.4 1.5858077 0.5608433

14 7.65 1.3446059 0.5751775

15 7.9 1.1101103 0.6001621

16 8.15 0.8706056 0.6168094

17 8.4 0.6174987 0.6116873

18 8.65 0.3832954 0.6364367



Micellar Potentiometric Determination of Stability … 131

Fig. 2 Formation curve b/w
n and pL in alc. + water
medium
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Fig. 4 Formation curve b/w
n and pL in HTAB medium
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Fig. 5 Formation curve b/w
n and pL in SDS medium
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Fig. 7 Biological activity of thiosemicarbazone ligand and metal complexes
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Aging of a Thermoplastic Polymer Under
the Combined Effect of Ultraviolet Ray
and Temperature

Sonya Redjala, Said Azem, and Nourredine Ait Hocine

1 Introduction

The PC is appreciated for its properties such as transparency, impact resistance and
ease of processing. It is used in several applications such as vehicle components,
displays as well as in construction and greenhouses. However, its exposure to bad
weather triggers physical [1] and chemical [2] aging mechanisms. As a result, these
mechanisms cause structural changes and alter its various properties over time [3–5].

In this article, we have studied mixed aging, which consists of exposure of poly-
carbonate samples to a combined action of UV and temperature. For this, aging under
UV-C (λ = 253 nm) combined with isothermal treatments at 40, 80 and 120 °C for
72, 144 and 216 h were carried out on the polycarbonate of bisphenol A. Observa-
tions under an optical microscope, physico-chemical and thermal analyses were then
carried out in order to demonstrate the effects of aging on the various properties.

2 Experimental Techniques

2.1 Aging

The polycarbonate samples were aged in a heating chamber with UV lamps made
of aluminum with dimensions of 50 × 20 × 40 cm3. This is equipped with two
Philips-type UV lamps producing radiation with a wavelength of 253 nm and energy
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of 4.3 eV. They are mounted under the vault with ventilation to prevent degradation
under the effect of heat. Inside the enclosure, an electrical resistance is used to heat
the samples to a controlled temperature. A sheet is installed above the resistance to
properly distribute the heat in the enclosure. The samples are placed on a metal grid
allowing rapid homogenization of the temperature. A sensor records the temperature
in the vicinity of the specimens and transmits the information to a Eurotherm type
regulator which allows the heating rate to be controlled and the set temperature to be
maintained by means of a power dimmer. Thermal insulation is provided by a layer
of alumina wool placed on the walls and floor of the enclosure. Note that only one
side of the samples is directly exposed to UV radiation.

2.2 Different Analyses Used

Characterization by optical microscopy (OM). Micrographs of virgin and aged
PCwere obtained using an Olympus BX60 type optical microscope (MO) which can
magnify the image up to 1000 times.

X-ray diffraction (XRD). XRD analyses were carried out on samples aged under
UV combined with temperature, which revealed a change in crystallinity caused by
the aging of this material.

A Brucker D8 Advance type X-ray diffractometer, with a θ-2θ assembly was
used for this purpose. It is equipped with a 40 kV high voltage generator, which
accelerates the electrons in copper anode X-ray tube with a Kα line of 1.54 Å. The
scan interval was set from 5 to 60° with a step of 0.02° and an exposure time of
one second per step. The software driving the device is Spectrum V5.3.1. The tube
remains stationary while the detector is stepping while the sample is rotating. When
the sample forms an angle θ with the incident beam, the detector moves to 2θ to
record the diffracted radiation.

The 1 × 1 cm2 surface sample is placed on a hollow sample holder so that the
surface to be analyzed is at the same level as the reference surface of the sample
holder in order to avoid line shifts. The sample holder is then fixed in its housing by
a magnetization system provided for this purpose.

Differential thermal and thermogravimetric analysis (DTA/TGA). Differential
thermal analysis (DTA) consists of recording the endothermic and exothermic effects,
which are the consequences of reaction or transformation taking place in the material
during a thermal cycle. To do this, the sample is placed in a boat next to a second boat
containing a reference sample (alumina powder). The two nacelles are arranged on
two thermocouples mounted in opposition so as to be able to record the TDA signal
which is the difference between the signals of the two thermocouples. Thus, any
release or absorption of heat by the sample will be recorded. This manifests itself on
the TDA curve as an exothermic or endothermic peak. This analysis therefore allows
the detection of any transformation that is accompanied by a thermal effect such as,
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for example, melting and crystallization, which are, respectively, endothermic and
exothermic.

Thermogravimetric analysis (TGA) is the instantaneous measurement of the vari-
ation in the mass of a sample as it is heated. The curves reveal the temperatures of
certain phenomena, which are accompanied by changes in mass, such as for example
oxidation, decomposition, etc.

The sample, weighed beforehand, is placed in a basket placed at the end of a
ceramic rod. A silicon carbide (SiC) resistor furnace is used to heat the sample at a
controlled rate. The rod is mounted on an analytical balance to note, via a sensor, any
change in the mass of the sample during heat treatment. In this way, it is possible to
determine the temperature of the phenomenon, which is at the origin of the change
in mass. The signal of the derivative of the TGA “d (TGA)” makes it possible to
precisely identify this temperature.

The device used is of the PERKENELMERDiamond TGA/DTA type. The 10mg
sample is heated up to 800 °C with a heating rate of 10 °C/min. This device records
the thermal effects of reactions or transformations that take place during heating of
the sample. At the same time, the mass is weighed instantly, by an analytical balance,
which allows a recording of any change in the mass of the sample. In order to avoid
oxidation of the sample, we performed our tests in a dynamic nitrogen atmosphere.

The samples for thermal analyseswere obtained by cutting strips of onemillimeter
thick and a few milligrams from the face exposed directly to UV radiation using a
wire cutter. These samples are weighed using an analytical balance.

3 Results and Discussions

3.1 Metallographic Observations

We note the presence of cracks on the surface of the sample aged for 216 h under
the combined action of UV and the temperature of 40 °C (Fig. 1a). Micrographs of
samples aged at 80 and 120 °C show cavities and particles, respectively, as well as
surface waves as shown in Fig. 1b, c, respectively.

3.2 X-ray Diffraction

Aging under UV combined at a temperature of 40 °C. Figure 2 shows diffrac-
tograms of PC aged under UV combined at the temperature of 40 °C for 72, 144 and
216 h. It appears that the intensity of the diffraction peak changes with the duration
of aging. An increase in this intensity is observed at the same level for aging times of
72 and 216 h. On the other hand, for 144 h, there is a decrease in intensity to a value
lower than that of the virgin material accompanied by a shift of the line toward the
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(a) (b)

(c)

Fig. 1 Optical micrographs of the PC aged under UV combined at a 40, b 80 and c 120 °C for
216 h

Fig. 2 XRD of PC aged
with UV combined at 40 °C
for 72, 144 and 216 h
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large angles of diffraction. The increase in intensity corresponds to an increase in
the rate of crystallinity while its decrease reflects an amorphization of the material.
Indeed, at short times, the material begins to undergo the phenomenon of physical
aging under the effect of UV and temperature [1, 2]; the molecular chains become
mobile and rearrange themselves more in the crystalline areas. When the duration is
medium (144 h), the more vulnerable bonds begin to break, which disturbs the order
in the crystallites. This then results in a decrease in the intensity of the diffraction peak
with a shift corresponding to a tightening of the molecular chains in the crystallites.
Over a longer period (216 h), the free radicals, formed by bond breakage, undergo
a crosslinking phenomenon which again increases the crystallinity which manifests
itself by an increase in the intensity of the diffraction peak [6]. Thus, it seems that
the phenomena of bond breaking and crosslinking are successive and contribute to a
modification of the structure as a function of the aging period.

UV aging combined at a temperature of 80 °C. When the temperature increases
to 80 °C, the increase in diffraction intensity, for 72 h, is relatively smaller than that
observed for a temperature of 40 °C (Fig. 3). For 144 h of aging, there is also an
amorphization which results in a relatively greater decrease in the intensity of the
diffraction peak. We observe a shift of the peak toward the large angles, which is the
greater the longer the duration.

UV aging combined at a temperature of 120 °C. Thus, it appears that the increase
in temperature disrupts the order in the crystallites for aging times of 72 and 144 h.
For the duration of 216 h, the intensity increases again due to the phenomenon of
crosslinking favorable to the increase in the rate of crystallinity [7].

Aging at 120 °C causes a gradual increase in crystallinity for 72 and 144 h of
aging. On the other hand, for a period of 216 h of aging, the material is strongly
amorphized. This is evidenced by the diffractogram of Fig. 4 which shows a strong
attenuation of the intensity of the diffraction peak.

Fig. 3 XRD of the PC aged
with UV combined 80 °C for
72, 144 and 216 h
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Fig. 4 XRD of the
combined UV aged PC at the
temperature of 120 °C for
72, 144 and 216 h

3.3 Thermal Degradation

Thermogravimetric anddifferential thermal analysis. Figure 5a–c shows the ther-
mogravimetric curves of virgin and UV aged PC combined at temperatures of 40, 80
and 120 °C, for periods of 72, 144 and 216 h, respectively. These curves all reveal a
reduction in the mass of the samples, which reflects a decomposition of material by
the release of volatile products; in this case, carbon monoxide and carbon dioxide,
as well as water vapor [8]. It can be seen that these curves have different slopes
depending on the aging parameters. The rate of degradation corresponds to the slope
of the TG curve.

Figure 6a–c shows the derivatives of the thermogravimetry curves of virgin and
UV aged PC combined at the temperatures of 40, 80 and 120 °C for periods of 72, 144
and 216 h, respectively. The peak of the derivative corresponds to the temperature at
which the rate of degradation is maximum (zoom of Fig. 6).

Figure 7a, b shows the variations of the temperature of the onset of degradation
and of the average rate of degradation of the PC as a function of the aging time under
UV combined at the temperatures of 40, 80 and 120 °C (Table 1).

This figure shows that the temperature at the start of degradation decreases at the
short durations (72 h) of aging of the PC then increases at the long and medium dura-
tions for temperatures of 40 and 80 °C. On the other hand, for the aging temperature
of 120 °C, the temperature at the start of degradation decreases at low and medium
aging times. However, it grows over long durations while remaining less than that
of the virgin PC. Thus, it seems that aging under UV combined with a temperature
of 40 °C increases thermal stability especially at long periods. On the other hand,
as soon as the aging temperature becomes high (120 °C), the thermal stability is
affected regardless of the aging period. When UV rays are accompanied by heating
at low temperature, the PC undergoes physical aging which makes it more stable at
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Fig. 5 Thermograms (TG) of virgin and UV aged PC combined at temperatures: a 40 °C; b 80 °C;
c 120 °C, for 72, 144 and 216 h

temperature, but as soon as the aging temperature increases, bond breaks are possible
which favors the reduction of thermal stability aged material [7].

It is noted that the degradation rate follows the same pattern as the temperature at
the start of degradation as a function of the duration of mixed aging (UV + T).

Differential thermal analysis. Figure 8a–c shows the differential thermal analysis
(DTA) curves of virgin and UV aged PC combined at temperatures of 40, 80 and
120 °C for periods of 72, 144 and 216 h, respectively. These curves reveal two
endothermic peaks (denoted by 1 and 2) for the samples aged independently of the
aging temperature. In contrast, the virgin material shows a single endothermic peak
of ATD. A third endothermic peak (denoted by 3) is observed only for aging at
40 and 80 °C for 72 h. These endothermic peaks reflect decomposition phenomena
that take place by breaking of bonds under the effect of temperature and UV. The
surfaces of these peaks correspond to the energies brought into play during the various
decompositions.

Note that these peaks have different surfaces, which explains why the decomposi-
tion reactions require relatively lower energy when some of the bonds concerned are
already broken during aging. On the other hand, when during aging, there is forma-
tion of a new substance by crosslinking and oxidation. It will take more energy to
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Fig. 6 TG derivatives of virgin and UV aged PC combined at: a 40 °C; b 80 °C; c 120 °C for 72,
144 and 216 h

Fig. 7 a Temperatures at the start of degradation and b Average speeds as a function of time and
temperature of aging

ensure its decomposition; in this case, the corresponding ATD peak will have a larger
surface as shown in Fig. 8. In addition, the shift of peak 1 toward low temperatures
shows that the structure of the material has undergone changes during aging.

The decomposition temperatures corresponding to the various peaks are reported
in Table 2 as a function of the aging temperatures and the exposure times.
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Table 1 Average speed (V avg) and temperature interval of the start and end of degradation as a
function of the aging time of virgin PC and aged under UV combined at 40, 80 and 120 °C

Times (h) T Beginning of degradation (°C) T End of degradation (°C) Average rate (%/mn)

UV + 40 °C

0 286 410 8

72 269 408 7

144 281 418 7

216 292 415 8

UV + 80 °C

Times (h) T Beginning of degradation (°C) T End of degradation (°C) Average rate (%/mn)

0 286 410 8

72 263 413 7

144 284 420 7

216 280 421 8

UV + 120 °C

Times (h) T Beginning of degradation (°C) T End of degradation (°C) Average rate (%/mn)

0 286 410 8

72 277 417 7

144 254 423 6

216 269 419 7

4 Conclusion

PC subjected to the combined action of UV and temperature undergoes a significant
deterioration of its properties. The modification of these properties is a consequence
of the splitting of molecular chains induced by the action of UV energy and tempera-
ture and the appearance of surface damage is presented by ripples revealed by optical
microscopy.

Ordered areas after aging are evidenced by increased intensities of the X-ray
diffraction peaks as well as an increase in crystal volumes is revealed by a shift in
the diffraction peaks of aged materials. On the other hand, there is an amorphization
of the PC as a function of the aging time, revealed by DRX.

An increase in thermal stability, due to the physical aging of the material, signifies
a delay in the thermal degradation of the PC which has been demonstrated by ther-
mogravimetry and by differential thermal analysis. Additionally, ATD shows that
exposure of the PC to high temperatures results in breaks in the chemical bonds of
the material indicated by decreasing peaks in ATD curves, meaning that the aged
material requires less energy than the reference material.
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(a) (b)

(c)

Fig. 8 TDA curves of virgin PC and aged under UV combined at a 40, b 80 and c 120 °C for 72,
144 and 216 h

Table 2 Decomposition
temperatures

Times (h) Peak 1 (°C) Peak 2 (°C) Peak 3 (°C)

UV + 40 °C

0 360 / /

72 345 508 390

144 363 508 409

216 366 507 404

UV + 80 °C

Times (h) Peak 1 (°C) Peak 2 (°C) Peak 3 (°C)

0 360 / /

72 334 508 387

144 371 505 /

216 368 508 /

UV + 120 °C

Times (h) Peak 1 (°C) Peak 2 (°C) Peak 3 (°C)

0 360 / /

72 371 506 418

144 365 506 413

216 363 508 /
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Effects of Additives and Treatment
on Fly Ash-Based Polymer Composites

Sushant Patel, G. L. Devnani, and Deepesh Singh

1 Introduction

Fly ash which is also called fuel ash is result of burning of coal used in thermal power
plants for the generation of electrical energy. In modern era, thermal power plants
are mostly operated on burning of coal and the resulted fly ash is captured with the
help of electrostatic precipitators or other equipment such as particle filtration. The
coal is extracted from various parts of land not from one particular part; therefore,
its composition varies depending upon the place from where it is extracted. But all
types of coal contain some amount of silicon dioxide, aluminium oxide and calcium
oxide which all are found in fly ash when the coal is burned. In early days when
coal was first used power plants, fly ash that was produced was dumped into land
near the power plants. In the beginning, people did not noticed that it was harmful to
humans as well as environment. But when it was noticed, various laws were passed
to contain the unsafe dumping of fly ash. It was advised to use various equipment
which were helpful in pollution control. Therefore, disposal and utilization of fly
ash is a major issue observed by academicians and researchers. Reinforcement in
various polymer matrix to form composites is an option which can give a new way
of sustainable development and diversity of applications in the field of material
science and composites. Nowadays, concrete is mostly used in construction works,
and binding material is mainly cement. But using cement is also a problem because it
results in emission of 8% of global carbon dioxide. Therefore, many studies suggest
that if we use geopolymer concrete than normal concrete, than it can lower the
emission of carbon dioxide as its binding material consists fly ash [1]. Due to this
reason, almost 15%offly ash produced in India is used tomanufacture the concrete. In
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year 2012–2013 in India, 163.56 million tone of fly ash was generated in comparison
with year 1996–1997 inwhich 68.88million tonewas generated, out ofwhich 63.17%
of ash was utilized [2]. Composition of fly ash varies in different ways as bituminous
fly ash contains SiO2 (20–60%), Al2O3 (5–35%), Fe2O3 (10–40%), CaO (1–12%),
Lol (0–15%). Similarly subbituminous fly ash contains silica oxide (40–60%), Al2O3

(20–30%), Fe2O3 (4–10%), CaO (5–30%), Lol (0–3%), and lignite fly ash contains
SiO2 (15–45%), Al2O3 (20–25%), Fe2O3 (4–15%), CaO (15–40%), Lol (0–5%) [3].
Fly ash can also be used for making bricks. Normally clay is used to make bricks, but
if used fly ash, then it can help in removing fly ash from open grounds or dumpsters.
As dumping of fly ash also results in ground pollution. If we use 25% fly ash in
making bricks, it can help in reduction of weight by 18%, but it will not affect the
strength of bricks [4]. Utilization of fly ash in geopolymer composites increases its
strength, but if it is exposed to sulphuric acid, then it does not helps much but if we
use some amount of OPC in it, then it can further increase its strength. Because OPC
can resist sulphuric acid greatly [5].

2 Fly Ash Composites

Acomposite is amaterialwhich is formedby combining twoormorematerials having
separate physical and chemical properties. When the two materials are mixed, it is
done with the purpose of creating a material to complete a specific task, such as to
make a material stronger than usual, or lighter or immune to electric currents. Most
of the composite materials are mixture of two materials only. One of which is the
matrix or also known as binder. Purpose of the binder is to bind or surround the fibres
or particles of other material. The other material is called reinforcement. The first
composite material formed in modern time was fibreglass. There are various reasons
to use composite materials. One of the main reasons to use composite materials
is because of its unique properties such as its ability to save its weight in relative
stiffness and strength. Reinforcement of fly ash in polymer matrix can not only serve
the purpose of its disposal and at the same time can provide distinct properties as
compared to individual phase. These polymer matrix may be thermoset or thermo
polymer depending on the requirement of application. Some widely used polymer
matrix in which reinforcement of fly ash has been applied is discussed below.

2.1 HDPE Based Composites

HDPE is the most common and important thermoplastic product made from
petroleum, and it is in high demands in recent times due to its high strength, tough-
ness, cost-effective nature; less permeable to moisture and other oxidizing agents;
fine elongation property; and its ability to remain unaffected for surface impacts.
It can also be used for various applications such as packaging or other commercial
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purposes. If we melt down fly ash and mix with HDPE, it will increase its flex-
ural property [6]. If we further study three other methods to study the impact fly
ash composites such as Maleic Anhydride grafting method of matrix, electron beam
irradiation method and irradiation method of fly ash/ nano-fly ash separately then
out of these three methods we will find that electron beam irradiation of HDPE–fly
ash/nano-fly ash results in tremendous increase in physio-mechanical, thermal and
dynamic mechanical properties [7]. These results are the proof that fly is very useful
reinforced filler material for HDPE and its reduced size, i.e. nano-level is further
more useful for future applications [8].

2.2 LDPE Based Composites

These days composites are most commonly used attributes because of its differen-
tiable characteristic which is acquired by the mixing of components. As we spend
more time on this planet, this planet or the people are moving towards the direction
in which we will be using green technology. Nowadays, fly ash-based polymers are
used as filler materials for producing LDPE based fly ash composites. Now if we
increase the filler loading in these composites, it will increase its tensile strength as
well as it will also increase its modulus of elasticity, but it will also decrease the
percentage of elongation [9].

2.3 Epoxy-Based Composites

Epoxy-based composites are low molecular weight pre-polymer or high molecular
weight polymers containing at least two epoxide groups. They are mainly used for
surface coatings. Liquid epoxy composites have extraordinary ability of mixing and
processing with the reinforcement materials in granular form or fibre form [10].
But the overall outcome depends on the combined effort of the materials. Metallic
filled composites are mostly deployed in moulds manufacturing, so that small parts
of plastics can be manufactured. These mixtures of fibres and aluminium are used
for optimizing mechanical and thermal properties of composites for rapid tooling
applications [11]. There are various researches done on the epoxy-based composites
due to its lightweight and other significant properties in one of these types of studies
it is shown that even if we use nano-filler material in smallest ratio possible it will
improve the mechanical and thermal property of fly ash-based composites [12]. It
was also noted that if we use 5 wt% of fly ash and 2.5 wt% of graphene as filler
materials in the manufacturing of composites, then these composites have higher
hardness value compared to other fly ash-based composites [13].
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2.4 PLA Based Composites

PLA {poly lactic acid} is a matrix material which is used in composites to hold
the reinforcing fibres. It is biodegradable in nature; therefore, it is used for making
biocomposite materials. In last few decades, PLA based polymer composites are
being studied and researched because of the unique properties of these composites
such as biocompatibility or biodegradability. Therefore, in one of these researches,
electrical and thermal conducting polymer composites were developed on their
biodegradable PLA basis [14]. Later, it was found that if we add 1% CNT, then
thermal conductivity of ternary PLA composites will increase by at least by 40%
compared to binary PLA composites.

In one of the other studies, it was concluded that heat or ionizing radiation-based
adhesive composites formulation can offer sufficient strength comparable to shear
stress and degree of substrate failure {50–90%} for a variety of adhesive loading in
the range of 95 g/m2 and 300 g/m2 [14].

2.5 PVA Based Composites

Polyvinyl alcohol is a colourless usually non-toxic thermoplastic adhesive prepared
by polymerization of vinyl acetate. Polyvinyl alcohol is a synthetic polymer and
is also considered as true biodegradable product as it is superbly hydrophilic and
biocompatible. Many researches are being done to review mechanical and water
absorption property of PVA bases composites [15]. There are many researches or
studies doneonPVAmainly to study the effect onmechanical properties ofPVAbased
composites while using fibres as reinforcing materials to manufacture PVA blend
films. It was found that one of the serious disadvantages of PVA based composites
was its high usage or its high solubility in water. Researches are being done to
nullify this disadvantage as well as other disadvantages such as high cost, high water
absorption. So that PVA based composites can have a further applications in different
fields [16]. Table 1 presents the brief compilation and key findings of fly ash-based
polymer composites.

3 Conclusion

Fly ash is a very useful material to be reinforced in various polymer matrix. Opti-
mization of loading and treatment method is very important to get superior results.
Proper combination of matrix, fly ash additive and treatment methodology can give
promising results and improve the quality of composites. It also helps us in recy-
cling of fly ash because if it is not recycled then it causes health-related problems to
humans and other environmental problems [20].
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Table 1 Fly ash reinforced different polymer composites

S. no. Matrix used Composition Key result References

1 HDPE 15–20% fly ash At 20% by weight flexural
strength of the composites
is maximum, flexural
modulus is also maximum
(1260 MPa)

[6]

2 LDPE 20–30% fly ash At 25% by weight
compressive strength
improved by 1.44 times
and flexural strength
improved by 2.16 times

[9]

3 PVA 0.5% crosslinking
glyoxal and PVA

It resulted in swelling
power decreased from
105.6% to 78.3%

[16]

4 PLA 1.0 wt% of CNT It was noticed that by
adding 1.0% weight of
CNT thermal conductivity
increased from 10 to 40%

[14]

5 Epoxy 10% fly ash Stability of blend
increased with increase in
fly ash content in epoxy

[12]

6 Epoxy Fly ash volume
fraction (10–50%)

It is shown that if the
volume fraction is 50%,
then the compressive
strength is 165.6 MPa
which is highest

[6]

7 Epoxy-based
composites

NaOH solution 5%,
6% and 10%

It was observed that 10%
solution flexural strength
of fibre composites was
highly improved

[17]

8 PVA based
composites

Synthesization of PVA
& MXenes

It was observed on their
synthesization that thermal
conductivity of PVA based
polymer composites was
highly improved to
47.6 W/(mK), which is
higher than some metals

[18]

9 PLA based
composites

Helical carbon
nanotubes (HCNTs)
interacted with PLA
matrix

When the procedure was
complete, the impact
strength value was
improved 30%

[19]
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• Itwas noticed that fly ash-basedmodified epoxy compositeswith surface treatment
have greater impact strength.

• Compressive strength of fly ash composites was found to be improved.
• Flexural strength was also improved.
• It also solves the environmental pollution problem.
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Powder Mixed Electrical Discharge
Machining of EN 31 Steel

Rakesh Kumar Patel and M. K. Pradhan

1 Introduction

Machining of complex shape in difficult to machine material such as EN 31 (HRC
62) is troublesome by using conventional machining process. For machining of these
difficult to machine material, advanced machining process such as ECM, LBM,
EBM or EDM process, etc., can be used. In the advanced machining process, EDM
gives better geometrical variation and good surface finish [1]. It uses short time
multiple discharge of high-density current between tool and workpiece to remove
thematerial [2, 3]. It canmachine any electrically conductivematerial regardless of its
physical properties. It is generally use in making mold, die, aerospace, automobile
components, etc. The use of EDM is limited due to its low material removal rate
(MRR), high surface roughness and high tool wear. To overcome these limitations,
researchers had tried mixing of conducting and non-conducting powder particle in
the dielectric fluidwhich increase the stability of themachining process and improves
the EDM performance.

Powdermixed EDM (PMEDM) firstly invented in 1970 and first publication came
in 1981 [1]. By adding conductive powder particle in the dielectric fluid, it helps in
breakdownof dielectric, i.e., dielectric strength decreases due to decrease in dielectric
strength the gap between the tool andworkpiece increase [2–4] due to increase in inter
electrode gap proper flushing take place and also due to adding of powder particle
energy per pulse distributed in multiple discharges, so it creates shallow cavity and
surface roughness (SR) decreased [5, 6] used graphite powder, peak current, pulse on
time, voltage taken as input parameter and for experimentation uses response surface
methodology to analyze theMRRandSR [7] addedSiCpowder and uses graphite and
cupper tool electrode and found better machining performance and decrease in white
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recast layer thickness [8] added multi walled carbon nano tube mixed dielectric for
machining of aluminummetal matrix composite and get improvedMRR and reduced
SR.

In the present study, an attempt ismade tomachineEN31 steel alloywith advanced
machining process PMEDM with two different tool material copper and brass elec-
trode with peak current, pulse on time and concentration of micron size powder
particle as input parameter and MRR, TWR and SR determined to the find the effect
of input parameter.

2 Experimental Investigation

EN 31 steel used as a workpiece material. The hardness of the steel is measured
using digital hardness tester and found the hardness value 63 HRC. Tool material
solid copper and brass of circular shape 14 mm diameter used. EDM oil used as
a dielectric fluid and SiC of micron size 45–50 µm used as additives. Attachment
of PMEDM made on Electronica S-50 CNC machines as shown in Figs. 1 and
2. Machining of EN 31 with Cu in reverse polarity (workpiece positive, electrode
negative) found difficulty so we have chosen normal polarity for Cu electrode and
reverse polarity for brass electrode as shown in Fig. 3. Experiments are plan using
Taguchi DOE L18 orthogonal array [9]. Table 1 shows the input parameter with its
level used in experiment and Table 2 shows the Experimental plan and experimental
results.

Fig. 1 Attachment of
powder mixed EDM
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Fig. 2 Attachment in EDM
machine

Fig. 3 Machined workpiece

Table 1 Input parameters Parameter Low level Medium level High level

Ip (A) 5 15 25

Ton (µsec) 100 200 300

Conc. (g/l) 0 5 10

Tool material Cu Brass –
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Table 2 Experimental results

Run Tool Ton (µsec) Ip (A) Conc. (g/l) MRR
(mm3/min)

TWR
(mm3/min)

Ra (µm)

1 Cu 100 5 0 5.2847 0.0309 5.7600

2 Cu 100 15 5 15.2474 0.9959 6.8016

3 Cu 100 25 10 17.1031 1.7579 7.8473

4 Cu 200 5 0 4.9465 0.0087 6.1210

5 Cu 200 15 5 20.8094 0.6239 9.2554

6 Cu 200 25 10 13.9874 0.6174 7.5099

7 Cu 300 5 5 4.3746 0.0233 5.7658

8 Cu 300 15 10 8.1980 0.0370 6.9728

9 Cu 300 25 0 38.8383 2.5319 11.3132

10 Brass 100 5 10 7.9361 0.6366 6.9915

11 Brass 100 15 0 4.0602 2.6050 9.9604

12 Brass 100 25 5 19.1141 5.0580 8.2221

13 Brass 200 5 5 6.3503 1.6319 6.9163

14 Brass 200 15 10 10.0403 0.2594 7.1491

15 Brass 200 25 0 16.6114 3.7899 11.0158

16 Brass 300 5 10 3.7550 0.3812 6.5702

17 Brass 300 15 0 6.5476 1.7270 12.1290

18 Brass 300 25 5 6.7339 0.5852 6.8851

3 Results and Discussion

MRR—Larger is better (Table 3)
TWR—Smaller is better (Table 4)
Surface roughness (SR)—Smaller is better (Table 5)
Figure 4 shows the effect of input parameter on MRR. From the graph and the

calculated value of S/N ratio, it shows that all four parameters significantly influence
the MRR. But peak current is more influencing input parameter. Figure 5 shows
the effect of input parameter on TWR, and current is more influencing parameter.

Table 3 MRR response table for signal to noise ratios

Level Tool Ton Ip Conc

1 17.85 19.76 14.45 18.84

2 20.98 20.61 19.47 20.18

3 17.88 24.33 19.23

Delta 3.13 2.73 9.88 1.34

Rank 2 3 1 4
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Table 4 TWR response table for signal-to-noise ratios

Level Tool Ton Ip Conc

1 −1.588 1.145 18.681 6.450

2 14.225 7.564 5.237 3.848

3 10.246 −4.963 8.656

Delta 15.813 9.102 23.644 4.808

Rank 2 3 1 4

Table 5 SR response table for signal-to-noise ratios

Level Tool Ton Ip Conc

1 −18.30 −17.49 −16.03 −19.08

2 −17.28 −17.88 −18.60 −17.18

3 −17.99 −18.73 −17.10

Delta 1.02 0.51 2.70 1.98

Rank 3 4 1 2

Fig. 4 Main effect plot for MRR
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Fig. 5 Main effect plot for TWR

Figure 6 shows the effect of input parameters on the surface roughness. And all
the input parameters significantly affect the SR concentration of the powder particle
highly parameter compared to others. Figure 7 shows the Cu material tool electrode
give better performance, i.e., higher MRR and lower TWR and SR as compared to
brass tool electrode.

4 Conclusion

From the Taguchi analysis, peak current is highly influencing parameter for all the
responses. Tool material also affects all the responses significantly. From the above
experiment, it is found that tool is different for both the cases. For brass tool, material
reverse polarity, i.e., tool negative and workpiece positive is giving good responses
and for copper tool material normal polarity, i.e., tool positive and workpiece nega-
tive give better responses. By increasing the concentration of SiC powder, all the
responses values are decreasing, so the surface quality improved, but the machining
efficiency is not that much increased. So, for improving the surface characteristics,
powder particle can be used in the dielectric.
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Fig. 6 Main effect plot for SR

Fig. 7 Comparison of performances (Run 1–9—Cu Tool and 10–18—brass Tool)
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Simulation and Analysis of Hybrid
Energy Resources in Chennai Using
Homer Software

P. Abirami, M. Pushpavalli, V. Geetha, P. Sivagami, and R. Harikrishnan

1 Introduction

Our globe gets polluted due to industrialization and automation. The emission of
gases from conventional energy sources is also a cause for polluting nature. The
nature can be saved by using renewable sources in power generation. Though, many
renewable sources are available solar power is one of the most widely used powers
to supply a specific load. If a single PV source is supplying a load, then it is required
to increase the size of system. To avoid complexities solar, wind, and battery storage
systems are connected together to form hybrid energy sources. The resources are
interconnected in order to track maximum energy from them. HRES can be able to
supply the load continuously in both standalone and grid connectedmodes. Themain
motto in designing a hybrid system is to reduce the cost of design as well as to obtain
efficient solutions. Still, researches are carried out to select a best methodology to
achieve this. Among these methodologies, HOMER Pro is an efficient simulation
software which is used to analyze both on grid and off grid hybrid systems. For
computing, simulating, and optimizing hybrid systems HOMER software is intro-
duced by National Renewable Energy Laboratory. Both technological and economic
analysis is successfully simulated using HOMER PRO.

Rohit [1] explains about the energy needs of remote villages in India. HOMER
software results are compared with conventional grid extension which concludes that
the integration of sources without grid location is a cost-effectivemethod. Singh et al.
[2] designed a hybrid energy system to satisfy the load demand of MANIT Bhopal.
Okedu and Uhunmwangho [3] computed the efficiency of renewable energy using
HOMER Pro. Here, a system consists of different sources is investigated and finally
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concluded that the model considered is best suitable for load variations. Jin et al. [4]
conducted a case study of economic assessment process in South Korea where the
carbon emission is reduced by avoiding the usage of fossil fuels. Manmadharao et al.
[5] discussed the integrated-on grid solar system to supply the load in Vijayawada.
From the results, he finalized that the operating cost and losses of the proposed system
are reduced. Now a days advanced software technology has been developed mainly
to perform design and cost analysis of renewable resources [6–8]. From literature
survey outcome HOMER is a desired simulation software to analyze and implement
hybrid resources at Chennai location. Initially, research was carried out for hybrid
sources. In the future, based on location the performance improvement of individuals
will be carried out for meeting the load demands.

2 Proposed System Description

Figure 1 represents the design of proposed system. It is designed for the altitudes
(13°5.0′N, 80°16.2′E) at Chennai in India shown in Fig. 2. It is a off grid hybrid power
system modeled to supply 11.26 kWh/d electric load. The peak load considered is
2.09 kW. The resources used here are G3 generic wind source, From 4.5 Solar source,
Storage Unit, and a Connext Converter.

Table 1 represents the components utilized in the proposed system design. The
components are PV with Maximum Power Point Tracking of 4.4 kW, Generic Wind
Turbine of 3 kW, Storage Battery connected as 15 Strings and Connext converter of
1.92 kW rating.

Fig. 1 Schematic of
proposed system
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Fig. 2 Location of Chennai. Source HOMER

Table 1 Component history

S.No. Component Size Unit

1 PV-(MPPT) 4.40 kW

2 G3—generic wind turbine 3 kW

3 Storage—BAE Secura Solar 12 PVS 1800 15 Strings

4 Schneider conext SW4024 1.92 kW

2.1 Load Detail

Figure 3 represents the scheduled load profile of proposed system. From the diagram,
it is clear that peak load is required mostly in the summer months.

Figure 4 shows electric load details of the proposed system. Here, the daily,
seasonal and yearly requirement of the load is given.

2.2 Solar Panel Detail

Figure 5 represents the PV radiation and clearness index of Solar Source from
National renewable energy lab database. The lifetime of solar panels taken is around
15 years. In the solar system, MPPT algorithm is implemented to get the maximum
output from PV. The output of PV is calculated by using the following formula in
HOMER Pro as referred from [9].
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Fig. 3 Scheduled load profile

Fig. 4 Electric load

Fig. 5 PV radiation and clearness index. Source HOMER
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PV(O/P) = RatedCapacity of PV ∗ PVDerating Factor

∗
(
Solar Radiation Incident on PV/Incident Radiation at 1 kW/m2

)

∗ (
1 + Temperature Coefficient of PV

(
PVCell Temperature−PVCell Temperature at 25oC

))
.

2.3 Wind Source

Figure 6 gives the detail of average wind speed (m/s) for a year. The detailed graph is
taken fromNASAmeteorology above 50 m from earth. The wind speed is calculated
by the following formula as referred from [9].

Wind turbine speed at hub height

= Wind speed at anemometer height ∗ (hub height ofwind turbine/anemometer height)power law constant

From Table 2 various power outputs for corresponding wind speed are discussed.
It is clear that the maximum output is obtained at the speed of 14 and 15 m/s.

The graphical representation of Table 2 is shown in Fig. 7. The graph is plotted
between wind speed and power output. The peak power output 3 kW is attained at a
wind speed of 14 to 15 m/s.

Figure 8 gives us the specification of wind turbine implemented in the system. The
lifetime is taken as 20 years and the hub height (17 and 20 m) is taken for sensitivity
analysis.

Fig. 6 Wind resource. Source HOMER
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Table 2 Wind speed and
power output

Wind speed (m/s) Power output (kW)

0 0

3 0

4 0.06

5 0.11

6 0.28

7 0.56

8 1

9 1.56

10 2.11

11 2.56

12 2.83

13 2.94

14 3

15 3

Fig. 7 Wind turbine power
curve

2.4 Storage Unit

Here, BAE solar 12 PVS 1800 battery is used for storage unit with 15 strings
connected in parallel each carries 2 V.

A connext converter is acting as both rectifier and inverter when required.
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Fig. 8 Wind turbine specification

3 Simulation Results

The proposed model system is simulated by using calculator button in the software.
After simulation, various outputs can be obtained and the tabulation of optimization
results and sensitivity analysis has been displayed in Fig. 9. Here three types of

Fig. 9 Results and sensitivity analysis
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outputs can be compared. They are summary, tables, and graphs of the simulation.
From these results we can conclude at the Net Present Cost of the design.

Figure 10 represents the Net Present Cost of hybrid system. The cost is estimated
based on derating factor of pv and hub height of wind source. The cost is varying
uniformly around Rs. 26,000 to Rs. 28,500.

The detailed cost summary for different units is explained in Fig. 11. Among
these capital cost for PV source is higher when compared with other components.
Red color part indicates connext converter cost, light blue color meant for PV and
wind source cost and violet color shows the battery amount. In this summary capital,
operating, replacement and salvage costs for different unit is discussed.

Fig. 10 NPC of the system

Fig. 11 Cost summary



Simulation and Analysis of Hybrid Energy Resources … 171

Fig. 12 Electrical production of PV

Figure 12 gives us the monthly electric production of PV in MWhr. Also the
consumption of load, excess electricity production, unmet electric load, and storage
capacity details are provided here.

Figure 13 yields the yearly production of PV. From the fig, the mean output
is nearly 17.7 kWh/d. The efficiency of PV is 17%. Total generation of power is
6464 kWh/year.

Fig. 13 Yearly production of PV
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The SOC of battery is given in Figs. 14 and 15 batteries are connected in 15
parallel strings each battery with a voltage of 2 V. The parameters covered here are
autonomy, storage wear cost, nominal capacity of the battery and annual throughput
details, etc.

Figure 15 indicates time series analysis of ambient temperature. Temperature is
maximum in the month of May, June, July, and August.

Time series analysis of total electrical load met in 12 months and 24 h/day in a
month is displayed in Fig. 16.

Daily profile of AC primary load is indicated in Fig. 17. Here, it shows that almost
the load gets energized completely by the sources throughout the year.

Figure 18 represents the monthly profile of unmet electrical load. From the
diagram, it is clear that all demands of the load have been met successfully. Only in
the month of December 0.01 kW of load is not met.

Cumulative Distributive analysis of renewable output is represented in Fig. 19.
The graph is plotted between total renewable output and cumulative frequency. Only
at 50% of CF, the renewable sources deliver power gradually to the load.

Figure 20 represents the CDF of net electrical load served to the system. The graph
is plotted between cumulative frequency and total electrical load served in kW. The
peak demand of the load is achieved at 100% cumulative frequency.

4 Conclusion

Thus, from the simulation results and cost analysis, it is proved that the load is
supplied continuously by the sources which represent that the optimal solution of
proposed system is obtained.Also, cost analysis is carried out for sensitivity cases like
derating factor of PV and different hub heights of wind turbine. So, it is proved that
the proposed simulation technique is an optimized and cost-effective methodology
for implementing hybrid renewable resources. The optimal cost of the system is
around Rs. 26,000 to Rs. 28,500. Capital cost, operating cost, and replacement cost
analysis gives us better idea to design a system without any losses. Here, a small unit
is designed to supply a load of 11.26 kW. In the future, a domestic utility in Chennai
can be analyzed and optimized.
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Fig. 15 Ambient temperature profile

Fig. 16 Total electrical load met
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Fig. 17 Daily profile of AC primary load

Fig. 18 Monthly profile of unmet electrical load
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Fig. 19 CDF of Renewable Output

Fig. 20 Total electrical load served analyzed using CDF
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EDM Process Optimization of Machining
Parameters for Through Hole Making
on HCHCR AISI-D7 Steel Using RSM

Amit Kumar and Mohan K. Pradhan

1 Introduction

The effect of EDM parameters on responses namely TWR, MRR, ROC, and Ra
through the machining of HCHCr AISI D7 steel was investigated in the current
research. Due to difficulty to cut these hard materials, non-conventional machining
like EDM, electrochemical machining, ultrasonic machining, etc. are generally
preferred to get better machining characteristics [1]. EDM is the most common and
generally appropriate machining method among these non-traditional machining
processes for such type of material. Also, it is suitable for any material with excep-
tional machining accuracy in terms of surface quality as long as the material is
conductive [2]. EDM is a non-traditional electrothermal machining technique used
usually for hard-to-cut materials. It is also used in the processing of components
with complex profiles by sparks between the electrode and the workpiece with fair
precision [3]. In a dielectric fluid, EDM tool and workpiece were submerged which
helps to remove debris as well as cool the work material and tool. The restriction of
the spark is one of the key functions of the dielectric in order to provide a greater
energy density which results in higher performance [4]. A substantial flushing pres-
sure is needed to set in EDM machine to take away the debris between the work
material and tool. Abnormal discharge such as arcing and short circuiting can occur
for inadequate flushing pressure, which may lead to process instability [5]. It has
been seen that over cut is a common problem in EDMwhile machining. The process
parameters to be correctly selected to increase MRR and precession. Simultaneously
to reduce overcut, tool wear, and surface roughness, this is the researchers’ main
topic of recent years. The researchers are still attempting to select the best setting
in this direction to obtain better machining characteristics. Weighted based TOPSIS
method along with Shannon’s Entropy for optimization, Ip = 10 A, Tau = 90%, Ton
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= 100 µs and V = 40 V are the optimum operating conditions recognized by gray
relational analysis [6]. During the electrical discharge drilling phase with different
parameter settings. Hammed [7] has seen the effect on surface roughness and wear
ratio of discharge current and Ton of SS AISI 304 in EDM process with copper
rectangular shape tool. It was found that Ra enhances by reducing the peak current.
TWR was increased with the rise in the current Values. Ip = 21 Å, Toff = 15 µs,
Ton = 90 µs, and tool rotation = 600 rpm were recommended to reduce TWR and
optimize MRR by using electrical discharge drilling system with multi-objective
parametric optimization. It was based on pulse component analysis and gray rela-
tional analysis [8]. In order to investigate the variation in input parameters of EDM
on the radial overcut response, a model based on artificial neural network has been
proposed. The accuracy and precision of the object are greatly influenced by the
radial overcut. In the EDM process, a multi optimal combination of process param-
eters for the responses is difficult to find, as these parameters affect them differently
[9]. After many literature surveys, it was found that hollow (tubular) electrodes for
EDM route towards through hole making has rarely been studied onHCHCrAISI D7
steel (hard-to-cut materials), The above-mentioned hole making process can reduce
the work material’s consumption and waste can also further utilize. The aims of the
current work have been defined that to prospect analysis of EDM on HCHCr AISI
D7 steel using hollow copper tool electrode by hole making. To find the effects on
different machining performance measurements namely MRR, TWR, ROC, and Ra
of EDM parameters Ip, Ton, and V during through hole made on the above material.
To use the Response Surface Method (RSM) in design expert software to find the
best process parameter for smooth hole making.

2 Methodology and Experimental Procedure

2.1 Material Details

AISI D7 steel having many areas of application like mold liners for bricks industries,
lining equipment for shot blasting equipment, powder compaction tooling, flattening
rolls, ceramic extrusion, and molding tools. A 65 × 32 × 6 mm3 rectangular plate
has been used and the pictorial view and CAD diagram depicted in Figs. 1 and 2.
HCHCr AISI D7 steel consists of highest percentage of chromium in AISI group
so it is having high resistance to corrosion. Chemical composition of AISI D7 steel
work material and its properties has been depicted in Tables 1 and 2 respectively.
For machining such type of hard material, a suitable conductive tool is required.
So, hollow shape tool made of pure electrolytic copper was used. Selection of pure
copper as electrode is due to its exceptional resistance to wear characteristics. For
machining intricate shapes with better surface finish, wear resistance is very much
required. The dimension of tubular electrode and itsCADdiagramhave been depicted
in Figs. 3 and 4. In Table 3, the properties of pure copper were described. Due to these
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Fig. 1 Work material for
EDM machining

Fig. 2 CAD diagram of
specimen

Table 1 Composition of HCHCr AISI D7 steel

Element Fe C Mn Si P Cr S Ni V Mo Cu W

Content (%) 78.27 2.35 0.6 0.6 0.03 12.6 0.03 0.30 3 1.2 0.02 1.00

Table 2 Mechanical properties of HCHCr AISI D7 steel

Properties Unit

Elastic modulus 180–210 × 109 pa

Poisson’s ratio 0.26–0.30

Rockwell hardness C 62.5
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Fig. 3 Hollow shape copper
tool

Fig. 4 CAD diagram of tool
electrode

advantages, the copper electrode has been selected for the steel work material of hole
making. The hollow shape electrode was machined by turning on the lathe, followed
by grinding to bring it to the required dimension and prepared for machining.
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Table 3 Properties of pure copper

Physical properties Value

Density (g/cc) 8.89

Specific gravity at 20C (g/cc) 8.9

Electrical resistivity (µ�/cm) 1.96

Thermal conductivity (W/m K) 268.389

Melting point (°C) 1083

Table 4 Control parameters and their level

Variants Unit Notation Level of variation

1 2 3

Current (Ip) A A 6 8 10

Pulse on time (Ton) µs B 100 150 200

Voltage (Vg) V C 50 60 70

2.2 Selection of Parameters and Design of Experiment
for Processes

For effective study, it is necessary to select suitable parameters with their range.
Based on the various trials and literature survey three electrical process parameters
were selected while machining on EDM, i.e., Ip, Ton, and V. Duty factor and flushing
pressure, other than these electrical parameters, were fixed to see how they affect
EDM responses such as MRR, TWR, ROC, and Ra. Using central composite design,
experiments were planned according to RSM with randomized subtype, no blocks,
reduced cubic. By applying these parameters in RSM, a total 15 number of exper-
iments was designed with various combination of all three parameters in Design
Expert 11 software. In which Ip, Ton, and Voltage had 3 levels and their ranges were
decided on various trial experiments by considering constraints of machine tools.
All the control parameters and their levels have mentioned in Table 4.

2.3 EDM Experimentation

ADie sinking EDMmachine (Electronica S50 CNC EDM) has been used for exper-
imentation. Electra EDM oil used during machining has good dielectric strength and
high flash point. It is totally safe from fire hazards. An arrangement of tool and work-
piece in EDMmachine as shown in Fig. 5. All 4 responses for 15 no. of experiments
are recorded in Table 5. The machined surface and the removed material have shown
in Figs. 6 and 7.
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Electrode

specimen

Table Vice 

Flushing Nozzle

Dielectric fluid 

Fig. 5 Tool and workpiece arrangement in EDM

Table 5 Experimental results on EDM

Run Ip (A) Ton (µs) Voltage (V) MRR
(mm3/min)

TWR
(mm3/min)

ROC (mm) Ra (µm)

1 8 150 60 10.7227 0.696924 0.407833 6.46533

2 8 200 60 13.7056 0.778823 0.431 4.586

3 8 150 70 12.6803 0.843703 0.772333 6.49067

4 8 100 60 10.42049 0.688153 0.467833 4.42667

5 10 200 50 16.9423 1.255 0.312167 4.25433

6 6 100 50 6.38301 0.126735 0.1916 5.432583

7 10 100 50 13.7256 1.34483 0.197667 4.64933

8 10 200 70 18.9136 1.47637 0.648833 4.798

9 8 150 50 11.9436 0.628153 0.194167 6.33367

10 10 100 70 15.5494 0.954831 0.6015 4.74467

11 6 200 70 9.07301 0.371634 0.690367 4.95633

12 6 100 70 7.86775 0.22738 0.8815 4.89846

13 6 150 60 8.90179 0.333171 0.37833 6.28767

14 6 200 50 7.9028 0.48123 0.1185 5.989633

15 10 150 60 17.9533 1.12182 0.3315 6.78936
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Fig. 6 EDMed removed work surface

Fig. 7 EDMed hole of work material

3 Result and Discussion

3.1 Analysis of Variance (ANOVA)

The different performance parameters and the corresponding ANOVA test were
performed using Design Expert 11 software. For identification of statistically speci-
fied process parameters, there was a need for broad variance analysis called ANOVA
test. The ANOVA analysis is intended to determine the significance of the process
parameters that influence the response of the EDM. In this analysis, p-values were
used to verify the interpretation of the coefficients required to explain the pattern
of variables’ interactions. The lower the p-value, the higher the coefficient of mean-
ingful correlation. A t-test with 95% confidence was performed by ANOVA to get
the value of the regression coefficient. The determination coefficient (R2) articulates
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the excellence of the model equation fit, and an F-test evaluated its statistical signifi-
cance [10]. The mathematical model developed by ANOVA according to fit statistics
are linear for MRR, TWR, and quadratic for ROC, Ra respectively written as Eqs. 1,
2, 3, and 4;

MRR = −13.09269 + 2.14779 ∗ A + 0.025182 ∗ B + 0.071868 ∗ C (1)

TWR = −1.41895 + 0.230635 ∗ A + 0.002042 ∗ B + 0.000380 ∗ C (2)

ROC = −0.575481 + 0.348426 ∗ A − 0.005863 ∗ B − 0.022808 ∗ C

+0.000533 ∗ A ∗ B − 0.003258 ∗ A ∗ C − 0.000046 ∗ B ∗ C

−0.015079 ∗ A2 + 0.000014 ∗ B2 + 0.000680 ∗ C2

(3)

Ra = +6.17347−1.83779 ∗ A + 0.222857 ∗ B

−0.286501 ∗ C−0.001196 ∗ A ∗ B + 0.013790 ∗ A ∗ C

−0.000013 ∗ B ∗ C + 0.067080 ∗ A2−0.000706 ∗ B2 + 0.001420 ∗ C2 (4)

where A, B, C denote input parameters such as peak current, pulse time, and voltage
respectively.

3.2 Impact on MRR of Process Parameters

It is always required to achieve higher MRR for any machining process to get
maximum productivity. The gap between the workpiece and the electrode also partly
affects EDM and also depends on the size of the eroding surface under the machining
condition. MRR can be calculated from the relation written in Eq. 5.

MRR
(
mm3/min.

) = Loss inweight (gm) × 60

The density of specimen
(
gm/mm3

) × Machining Time (sec.)
(5)

From Table 6, the MRR linear model in which the F-value of 90.77 directs the
model is important. Because of noise, there is just a 0.01% chance that such a high F-
value would occur. P-values lower than 0.0500 mean that the terms of the model are
significant. A is a substantial model term in this section. Values greater than 0.1000
mean the terms of the model are not important. If there are a lot of negligible model
terms,model reduction can be done to enhance thismodel (not counting those needed
to facilitate hierarchy). The 0.9354 expected R2 is in fair agreement with the 0.9506
modified R2; i.e., the difference is less than 0.2. As shown in the main effect plot
of Fig. 8a–c, the direct effect of all three process parameters on MRR. The increase
in MRR with an increase in Ip and Ton occurs. It is due to the fact that the energy
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Table 6 ANOVA results for MRR

Source Sum of squares df Mean square F-value p-value

Model 205.54 3 68.51 90.77 <0.0001 Significant

A-Ip 184.52 1 184.52 244.45 <0.0001

B-Ton 15.85 1 15.85 21.00 0.0008

C-voltage 5.16 1 5.16 6.84 0.0240

Residual 8.30 11 0.7548

Cor total 213.84 14

Fig. 8 Effect of process parameters a Ip, b Ton, c V (main effect plot) and d 3D response surface
plot of Ip and Ton on MRR

of the discharge is increased to facilitate melting and vaporization and to promote
the impulse’s large ionization in the spark gap [11]. At high current, however, the
MRR is larger and the debris at the electrode gap is larger and more centered. Large
debris accumulation will cross the gap between the electrodes and reduce the MRR
by subsequent short circuiting [12]. Also, MRR first decreases from 50 to 60 V, and
then it increases till 70 V when increasing the voltage. It can be seen from Fig. 8d,
the MRR increases suddenly with Ip and Ton changes for any voltage value. This is
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because of their superior control of the input energy [13]. The voltage is, therefore,
an irrelevant parameter of the MRR, while the Ton is an important parameter. The
maximum and minimum MRR can be seen from 3D surface Fig. 8d that MRR was
found maximum at Ip = 10 A, Ton = 200 µs and voltage = 60 V and minimum at
Ip = 6 A, Ton = 100 µs, and voltage = 60 V respectively.

3.3 Impact on TWR of Process Parameters

The tool electrode wear is influenced simultaneously by multiple parameters with
varying input values. The tool’s wear rate directly affects dimensional accuracy and
the shape generated which makes TWR another important factor in the analysis of
EDM. TWR is expressed as the ratio of the difference in weight of the instrument
prior, and after machining to the process time of the material. That can be explaining
by Eq. 6.

TWR = �V

t
= �W

ρ*t
(6)

where �V is the electrode volumetric loss, �W is the electrode’s weight loss, t is
the machining time, and ρ is the electrode’s density. The linear model for TWR was
proposed as shown in Table 7, where the F-value of 49.31 means that the model
is relevant and because of noise, there is a 0.01% risk that an F-value high will
occur. TWR increases drastically as Ip increases, as seen in Fig. 9a, while Ton and
V have only a minor effect on TWR, as shown in Fig. 9b, c, respectively. High
pulse current and voltage, therefore, produce high discharge energy and generate a
large TWR. While Ton showed decreasing trends of TWR up to 150 µs and then
it abruptly increases till 200 µs. The probability of electrode surface deposition of
carbon appears to increase overall Ton, lower Ip, and lower voltage, which helps to
reduce electrode wear [14]. It means current affect more causing tool wear. As can
be seen from Fig. 9d, the TWR is more of a higher Ton value, while for any voltage
value, the TWR rises with respect to Ip. For TWR, thus, voltage is an insignificant

Table 7 ANOVA results for TWR

Source Sum of squares df Mean square F-value p-value

Model 2.23 3 0.7440 49.31 <0.0001 Significant

A-Ip 2.13 1 2.13 141.01 <0.0001

B-Ton 0.1043 1 0.1043 6.91 0.0235

C-Voltage 0.0001 1 0.0001 0.0096 0.9239

Residual 0.1660 11 0.0151

Cor Total 2.40 14
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Fig. 9 Effect of process parameters a Ip, b Ton, c V (main effect plot) and d 3D response surface
plot of Ip and Ton on TWR

parameter, while the key parameters are Ton and Ip. The 3D response surface graph
said that the minimum tool wear occurs at Ip = 6 A, Ton = 100 µs, and voltage =
50 V.

3.4 Impact on ROC of Process Parameters

The ROC arising from the electrode wear and discharge gap significantly affects
the dimensional accuracy of EDM. It can be calculated on the basis of tool maker
microscope data by Eq. 7.

ROC = D1 − D2

2
(7)
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Table 8 ANOVA results for ROC

Source Sum of squares df Mean square F-value p-value

Model 0.7528 9 0.0836 142.29 <0.0001 Significant

A-Ip 0.0028 1 0.0028 4.84 0.0792

B-Ton 0.0019 1 0.0019 3.30 0.1291

C-Voltage 0.6659 1 0.6659 1132.74 <0.0001

AB 0.0227 1 0.0227 38.60 0.0016

AC 0.0340 1 0.0340 57.78 0.0006

BC 0.0043 1 0.0043 7.29 0.0428

A2 0.0094 1 0.0094 15.91 0.0104

B2 0.0030 1 0.0030 5.11 0.0733

C2 0.0119 1 0.0119 20.24 0.0064

Residual 0.0029 5 0.0006

Cor total 0.7557 14

where, D1 = Reading on right-side of the optical micrometer, and D2 = Reading
on left side of the optical micrometer. For this Quadratic model was suggested by
ANOVA. The 142.29 model F-value means that the model is relevant, as shown in
Table 8. There is just a 0.01% chance of a high F-value due to noise. In this analysis
p-values lower than 0.0500 suggest important model terms. Figure 10a depicted that
when Ip increase then ROC is first increasing then decreases as opposite to Ton
shows the trends in Fig. 10b. In the main effect plot shown in Fig. 10c, voltage has
a significant impact on ROC, which rises as voltage increases from 50 to 70 V. As
shown in Fig. 10d, the maximum ROC was located at Ip = 8 A and Ton = 200 µs.
There is an average increase in ROC when it comes to gap voltage. Using low Ip and
low V the top radial could be minimized as shown in Fig. 10e, f. The requirement of
minimum ROC value which can be seen from the response plot, at Ip = 6 A, Ton =
100 µs and Voltage = 50 V.

3.5 Impact on Ra of Process Parameters

Surface roughness is a calculation of the product’s technical consistency which
mostly affects the cost of the product’s production. The name of the surface roughness
tester used to measured was Surftest SJ-210. As indicated by the quadratic model
is significant in Table 9, the F-value of 7.2 means that there is only a 2.18% prob-
ability that noise will trigger this high F-value to occur. On the machined surface,
the high energy pulse creates craters that lead to poor quality of the surface finish.
The approximate responses for the Ra in relation to the Ip are shown in Fig. 11a.
It depicts that with an increase in Ip, the Ra increases drastically and hits the peak
value. Large Ip and voltage, therefore, produce large discharge energy and cause a
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Fig. 10 Effect of process parameters a Ip, b Ton, c V (main effect plot) and 3D response surface
plot of d Ip and Ton, e Ip and V, f Ton and V on ROC
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Table 9 ANOVA results for Ra

Source Sum of squares df Mean square F-value p-value

Model 10.19 9 1.13 7.12 0.0218 Significant

A-Ip 0.5424 1 0.5424 3.41 0.1241

B-Ton 0.0187 1 0.0187 0.1176 0.7456

C-Voltage 0.0595 1 0.0595 0.3741 0.5675

AB 0.1144 1 0.1144 0.7190 0.4352

AC 0.6085 1 0.6085 3.83 0.1079

BC 0.0003 1 0.0003 0.0020 0.9658

A2 0.1851 1 0.1851 1.16 0.3299

B2 8.00 1 8.00 50.29 0.0009

C2 0.0518 1 0.0518 0.3258 0.5928

Residual 0.7954 5 0.1591

Cor total 10.99 14

larger crater to result in higher Ra on the workpiece surface. From Fig. 11b, it can
be seen that when Ton increases from 100 to 150 µs then Ra increases after that it
decreases up to 200 µs. Voltage affects slightly similar to Ip as shown in Fig. 11c. It
has been seen that the minimum surface roughness from the 3D response graph of
Fig. 11d is about 4.5µm at Ip= 8 A and Ton= 150µs. Similarly, it can be seen from
Fig. 11e the minimum value of Ra is at Ip = 8 A and V = 70 V and from Fig. 11f
the minimum value of Ra at Ton = 100 µs and V = 60 V.

3.6 Optimization of EDM Parameters

Using an numerical optimization tool, RSM is used to achieve the best optimal values
of the process parameters. It is an interaction of mathematical and statistical methods
that combine independent quantitative variables to model and optimize response
variables. To optimize the process parameters, based on the model developed and
plots of contours and 3D response surface graphs, Design expert software is used.
The optimum MRR, TWR, ROC, and Ra on the EDM machining of HCHCr AISI
D7 steel material is exhibited by the peak of response surface as shown in Figs. 8,
9, 10 and 11 it was found the one optimum solution out of 51 solutions is MRR
= 12.7516 mm3/min, TWR = 0.917112 mm3/min, ROC = 0.234904 mm and Ra
= 4.56426 µm corresponding to control parameters’ Ip = 9.159A ≈ 10 A, Ton =
100 µs and Voltage = 50.8296 V ≈ 50 V respectively at 0.629 desirabilities.
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Fig. 11 Effect of process parameters a Ip, b Ton, c V (main effect plot) and 3D response surface
plot of d Ip and Ton, e Ip and V, f Ton and V on Ra

4 Conclusion

An experimental study has been performed on electrical discharge machine of
HCHCr AISI D7 steel material. Experiments were done based on different combina-
tions of machining parameters. It was seen that this hole making process reduced the
work material’s consumption and waste also further utilized by using hollow shape
tool. A mathematical model was created using the analysis of ANOVA in Design
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Expert software to demonstrate the relation between the control factor and response
parameters. The influence onEDMresponses of all three process parameters has been
observed. The expected values correspond relativelywell with R2 to the experimental
values for MRR, ROC, TWR, and Ra respectively. The most significant factor was
found to be peak current, Influencing all four performance characteristics. With an
increase in Ip and Ton for any voltage value, the TWR increases. Better ROC and Ra
were found at lower peak current. Application of RSM methodology has identified
numerical optimal configuration of process parameters as: Ip = 9.159 A ≈ 10 A,
Ton = 100 µs, and Voltage = 50.8296 V ≈ 50 V at 0.629 desirabilities.
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Improving the Performance of Supply
Chain Through Industry 4.0 Technologies

Mohd Ammar, Abid Haleem, Mohd Javaid, Shashi Bahl,
and Devaki Nandan

1 Introduction

Worldwide technologies from Industry 4.0 are now being adopted. In almost all
sectors, these innovations have tremendous potential and have brought positive
changes. According to a study published by Markets and Markets, Industry 4.0’s
current market share may surpass USD 71.7 billion and is expected to be more than
USD 150 billion by 2024. A report published by PricewaterhouseCoopers (PwC) on
the growth of Industry 4.0 says that 33% of the surveyed companies are digitizing
their supply chains, and 72% of the companies, who had not planned to digitize their
supply chain in the next five years, have also started the digitization. It also said that
enterprises with highly digitized supply chains and activities could anticipate 4.1%
annual productivity gains while rising sales by 2.6% a year. Because of the COVID-
19 pandemic, this technology’s adoption rate has increased, and market share might
also be higher than expected. We require a proper management system for such an
immersive use of these advanced technologies [1, 2].

This paper focuses on the technology of Industry 4.0 for the proper manage-
ment system of the supply chain. Technologies like Data Processing, Cyber Protec-
tion, Industrial Internet of Things (IoT), Advanced Robotics, and Additive Manu-
facturing (AM) are being used in the manufacturing industry. This industry has
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changed tremendously and, in the days to come, it is predicted to change further [3,
4]. With all the latest emerging technologies, it is important to maintain a proper
management structure to handle them appropriately. These inventions can be used to
the best of their ability with properly designed management systems. The applica-
tions of Industry 4.0 technologies are in taking challenges of COVID-19 pandemic.
These technologies fulfill the global medical supply chain crisis during COVID-
19 pandemic [5–12]. This paper’s primary research objectives are to study in brief
about smart supply chain, discuss significant characteristics of smart supply chain
processes, discuss the major role of Industry 4.0 technologies for smart supply chain,
and study digital supply chain using Industry 4.0 technologies.

2 Smart Supply Chain

Supply chain networks have existed for ages now. With time, there are new develop-
ments in every technology. With the advent of technologies like Internet of Things,
Augmented Reality, Advanced Robotics, and many more in Industry 4.0, supply
chain networks have become smarter [13, 14]. Figure 1 shows the characteristics of
smart supply chain processes. Integration of Industry 4.0 technologies in the supply

Fig. 1 Six characteristics of smart supply chain processes
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chain networks has resulted in huge benefits. Though smart supply chain develop-
ment is a complex process, it is still being developed and used quickly [15, 16].
Despite the difficulties, this is still done because the benefits obtained are higher and
more profitable than the time invested and the challenges faced. An improved supply
chain results in an improved business process, ultimately providing quicker response
and higher efficiency. Moreover, in smart supply chain networks, machinery costs
are also low, and most of the processes are operated with smart devices [17].

3 Significant Characteristics of Smart Supply Chain
Processes

Smart supply chains are now being developed and implemented across industries.
It has various advantages and helps in increasing the profits of various industries.
Instrumented, Interconnected, Intelligent, Automated, Integrated, and Innovative are
six main characteristics in a supply chain [18–21]. Table 1 discusses the significant
characteristics of the smart supply chain processes.

Table 1 Significant characteristics of smart supply chain processes

S. No. Characteristics Description

1 Instrumented The information collected in the smart supply chain is very much
dependent on machines. It relies on sensors, meters, RFIDs, and other
such devices. These devices provide more accurate information and
are more reliable

2 Interconnected This kind of supply chain network is designed so that all the entities
and assets are interconnected. Thus in a smart supply chain, all the IT
systems, business entities, products, and other smart objects are
connected

3 Intelligent To optimize the performance of a smart supply chain, they make
comprehensive optimal decisions

4 Automated Most of the processes in Smart Supply chains are automated. This is
done to achieve higher efficiency and to minimize the chances of
errors. Low-efficiency resources such as manually operated machines
and even labors are avoided as much as possible

5 Integrated The collaboration of the supply chain at all stages is very important. In
a smart supply chain, it is made sure that most of the processes like
joint decision making, information sharing, etc. are all integrated

6 Innovative Requirements keep on increasing, and it is important to keep pushing
our systems for more and hence innovation is needed everywhere. In
smart supply chain, innovation is needed to meet the new
requirements, improve existing needs, or inarticulate needs
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4 Major Role of Industry 4.0 Technologies for Smart
Supply Chain

Industry 4.0 technologies play an essential role in developing the smart supply chain.
With the use of predictive analytics methods, organizations could condense fore-
casting errors to nearly half [22, 23]. The demand of medical supply chain during
COVID-19 pandemic can be fulfilled by Industry 4.0 technologies. These are helpful
to smartly track the products during COVID-19 pandemic [24–36]. Table 2 discusses
the major role of Industry 4.0 technologies for the smart supply chain.

Industry 4.0 technologies are helpful for the effective management of the smart
supply chain. These are being used for tracking of inventory for the smooth manu-
facturing processes [37–42]. Figure 2 shows the effective management of a smart
supply chain.

• Better Collaboration: A big problem for businesses is information flow. Inte-
grated software systems reduce bottlenecks and allow information to be seam-
lessly exchanged, providing a large-scale viewof the supply chain fromend-to-end
[43, 44].

• Shipping Optimization: Shipping optimization has become a challenge for supply
chain executives because of the rising prices. Identifying the most effective ship-
ping strategies for small shipments, large bulk orders and other shipping situ-
ations helps businesses get orders to consumers quicker while reducing costs
[13, 16, 45].

• Improved Quality Control: Enhanced quality management benefits businesses
that have better control over their direct suppliers, and the suppliers of their
suppliers. For example, enforcing uniform minimum quality standards allows
direct suppliers to recognize and collaborate with secondary suppliers that fulfill
those requirements [46–48].

• Improved Cash Flow: Disruptions in the supply chain have a domino effect,
affecting every juncture in the supply chain, but the same applies to the posi-
tive: successful management of the supply chain has direct and indirect effects
that facilitate the reliable, smooth flowof information, products, and services from
procurement to final delivery. Enforcing standardizedminimumquality standards,
for instance, encourages direct suppliers to identify and cooperate with secondary
suppliers that meet those criteria. Working with reputable vendors, for example,
not only means fewer delays and more happy clients, but it also increases cash
flow by enabling earlier invoicing [49, 50].

• Keeping up with Demand: Bullwhip effect-This phenomenon is mostly due to
delays in disclosing supply and demand changes. To avoid obstacles like the
bullwhip effect, supply chain leaders with access to real-time, reliable informa-
tion, and integrated data can provide better forecast demand and react quickly to
changing market conditions [41, 51, 52].

• Improved Risk Mitigation: Granular supply chain data analysis may reveal poten-
tial threats, allowing businesses to implement contingency plans to adapt quickly
to unforeseen circumstances. Companies may prevent negative impacts by taking
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Table 2 Major role of Industry 4.0 technologies for smart supply chain

S. No. Role Description

1 Enhanced transparency and precision and
improved lead times in such situations

Internationally established supply chain
networks involve numerous suppliers
operating within the same network. Using
IoT for live tracking and end-to-end
transparency helps prevent supply chain
disruptions

2 Predict obstructions in operations A smart supply chain is often
self-organizing and self-optimizing, and
therefore the real-time data from the
sensors connected across the factory are
often integrated with the data as per the
choice of an individual user. Smart systems
can predict a possible operational problem
arising from a process. Pre-fixing this sort
of issue will streamline the system and stop
waste from excess production. It will
enable leaner manufacturing and
operational efficiency

3 Data analytics for demand prediction Using machine learning, we can predict the
demand for a specific item more precisely
by analyzing data. As compared to
providing a single forecast number, we can
also get the values of probability
distributions of the expected demand
volume. Through this, businesses may also
quantify the possible risks involved in the
supply chain and plan accordingly

4 Augmented reality in inventory and stock
management

Many supply chain networks use
augmented reality to carry out various
processes in the warehouse. It helps in
reducing inventory time. Using smart
glasses, RFID, barcodes, sensors, it
becomes easier to locate the stock and
check the quantity. The user on the
warehouse floor with the AR device can
easily navigate the stocks and perform the
required task without much training

5 Augmented reality for product delivery Delivering products to the end-user
consumes a considerable amount of time.
Instead of struggling for parcels to be
delivered or searching for the right
building, delivery personnel can depend on
AR for identification and location

(continued)
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Table 2 (continued)

S. No. Role Description

6 Mixed reality for remote collaboration With MR, digital collaboration and
specialized assistance for maintenance and
troubleshooting have become possible. It
saves time and is economically more
feasible for the company. This technology
is not new but has gained its importance,
especially during COVID lockdown. As
new safety guidelines were issued, it
became an urgent requirement to solve this
issue

7 Product tracking Using Barcode/RFID: all the parcels now
have a barcode attached to them. It contains
the order information about the package.
The user gets the update at every step of the
delivery. It is a prevalent method and is
being widely used by almost every
advanced logistics network
Using GPS: some shipments contain costly
and valuable items. For such kinds of
shipments, a GPS tracking device is kept
with the package. It provides a real-time
location of the package. Since this method
is very costly, it is used only with costly
shipments

8 Specialized Freight handling Various industries have specific handling
functionality, e.g., in cold chain logistics; it
is necessary to transport perishable foods to
specific standards. By integrating smart
devices with the existing cold chain,
companies have developed technologies to
verify the quality of transported food
products and medicines, if they are being
kept at the right temperature and conditions
until the last mile delivery

9 Supplier management This technology allows for understanding
the contribution of each supplier in the
company’s business model. It also helps to
understand the relationship of the company
with the supplier. Supplier management is
an essential part of a supply chain. With
these technologies, decision-makers can be
more confident while managing a supplier

(continued)
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Table 2 (continued)

S. No. Role Description

10 Collaboration portals This is one of the best uses of cloud
computing in the supply chain. These kinds
of portals allow companies and suppliers to
collaborate. It has helped in overcoming
various collaboration challenges faced in
the industry. Using these portals, both
company and supplier have access to
information like order forecasts, purchase
orders, production progress, shipment
history, and other relevant details

Fig. 2 Eight benefits of effective management of smart supply chain

preventive steps, rather than responding to supply chain delays, quality control
problems, or other issues when they occur [53–55].

• Reduced Overhead Costs: Companies will minimize the overhead costs associ-
ated with storing slow-moving inventory by stocking less low-velocity inven-
tory with more reliable demand forecasts to make room for higher-speed,
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revenue-producing inventory. Another method of achieving leaner operations is
to recognize excessive expenditures [56].

• Higher Efficiency Rate: With real-time details on the availability of raw mate-
rials and production delays, businesses may introduce contingency plans, such as
sourcing materials from a backup provider, to avoid further delays. Implementing
smart automation systems also results in higher performance [4, 57].

5 Digital Supply Chain Using Industry 4.0 Technologies

In Industry 4.0, when implementing technology and smart factory implementation,
there is a new paradigm change due towhichmany new technologies have been intro-
duced in the supply chain industry [54, 58]. Like enabling IoT in manufacturing and
production has helped in the creation of the cyber-physical environment. It focuses
mainly on smart factories’ global networks that can share and monitor informa-
tion [59–61]. The smart factory will function autonomously with this cyber-physical
system.Disruptive revolutions are transforming the environment andbusinessmodels
of many industries. Analytics and supply chains are also critical segments influenced
by the fourth industrial revolution due to the increased introduction of digitalized
processes and impressive data growth as shown in Fig. 3.

• Faster: With Industry 4.0 in the Supply Chain, product distribution processes
have evolved mainly, resulting in reduced delivery time and improved inventory
management systems. Digitization has made it possible to use advanced fore-
casting methods, such as predictive internal data analytics (e.g., demand) and
external data (e.g., industry dynamics, etc.), to ensure that customers are served

Fig. 3 Advantages of digitalization in supply chain
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by their needs and met in advance. For example, Amazon ships the goods before
the customer, and the last orders make an order is matched with shipment already
in the distribution network and is sent to the customer’s location.

• Supple: TheDigital SupplyChain processmanages real-timeplanning that enables
businesses to respond to changes in demandor supplyflexibly and durably, thereby
reducing planning cycles. Planning becomes a continuous process due to sudden
changes in demand and can respond dynamically to changing requirements or
constraints.

• Drilled Down: The demand of today’s time is customization as per the need of
the person. Industry 4.0 in the supply chain helps businesses handle demand
at a much worse level through micro-segmentation, niche market descrip-
tion, mass customization, and a more appropriate scheduling process for more
individualization of the goods.

• Efficient: The days are gone where it was just a physical Endeavor to get goods
down to end customers. There is the automation of both physical activities and
technologyparticipationwith digitization that improves supply chain productivity.
Technology such as robotics,AI, and computer advances effectively handlesmate-
rial handling, automating receiving/unloading, choosing, packaging, and even
shipping final goods. Even transport with an automated transport system for
prompt and non-failure delivery has been upgraded.

6 Limitations and Future Scope

Because of the lockdown during the COVID-19 pandemic, no physical survey could
be carried out. In certain places, therewere very fewpapers available, sowe had to use
business reports and online communications. Work can be conducted in the future on
how to reduce supply chain accidents andmishappening by using Industry 4.0. There
has been no automation of various warehouse processes; researchmust find solutions
for those processes. The autonomy of these supply chains is also an environment that
will change in the future. There is much work required for automation in the logistics
segment of the supply chain industry.

7 Conclusion

Supply chain networks have simplified than earlier, butmany processes need automa-
tion. Much work has been done in the delivery line area, but this network’s trans-
portation line has not changedmuch and needs to be focused on. There are threemain
primary enablers of digital supply chain conversion: a consistent plan, new skills,
and an advanced climate. The digital supply chain begins with an understanding of
the digital waste of the current operation, the lack of information sometimes leads
to a failed path, and it is necessary to encapsulate the technological innovations.
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Digitization technologies must then be generated with preparation. Implementation
of an innovative technical solution is the final prerequisite. This completely blends
with the advancements that contribute to a digitally fitted, creative world ready for
the end customers to enter every segment in and out.
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Significant Applications of Composite
and Natural Materials for Vibration
and Noise Control: A Review

Kartikay Singh Pawar, Ashok Kumar Bagha , Shashi Bahl ,
and Devaki Nandan

1 Introduction and Literature Review

Increasing environmental consciousness and demands more sustainable product has
pushed the manufacture to consider the removal of traditional composite which uses
synthetic fiber as reinforcement such as glass, carbon or kevlar. For this reason,
the substitution of conventionally used synthetic fiber materials by natural fibers
has become an emerging area of interest. Natural fibers fiber based composite have
lower cost as compared to synthetic fiber; they are biodegradable and cause less
pollution and minimal health hazards. These renewable materials could be used to
replace new conventional composite. The use of composite materials in structural
components requires better understanding of static and dynamic properties of the
fiber and matrix. The dynamic properties, damping, and sound absorption are impor-
tant factors in many industrial applications, especially, for automotive industry. The
composite structures could improve the vibration damping since the energy dissipa-
tion of composite materials is much better than the convention structure and hence
is a better alternative.

Composites reinforcedwith natural fiber such as sisal, jute, andkenaf have recently
drawn a lot of attention from researchers due to their good mechanical properties,
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light weight, environmentally friendly, and sustainability. Composite reinforced with
sisal has shown potential for structural application at low economic cost [1]. Natural
fiber has good potential. They have many advantages such as low density and cost
and sustainability. The product derived from natural fiber reinforced composite can
be reused or incinerated and do not have to be land filled as other synthetic fiber [2].
Composites reinforced with natural have better acoustic performance and vibration
damping properties over synthetic fiber based composites [3, 4]. Natural fiber based
composite flax-PP found widespread uses especially in the automotive sector with
Polypropylene (PP) be most widely used matrix with natural fiber [5, 6].

Hadiji et al. [7] has analyzed the composite of the flax-PP, hemp-PP, kenaf-PP, and
glass-PP with nonwoven fabrics and influencing factors such as type of fiber used,
the volume fraction of fiber/matrix, the fiber orientation, and the porosity content,
on the damping behavior of these composites is analyzed and compared with the
convention glass fiber-PP composite. Free flexural vibration test is conducted with
different fiber orientations and porosity (4–64%). It also shows as the porosity is
increased the loss factor is also increased at 64% porosity the increase in loss factor
by 108.7%. Thus porosity can play a vital role in increasing the damping property
of the composite. Merotte et al. [8] has analyzed the effect of porosity content of
flax-PP composite and how it affects the acoustical and mechanical properties of the
composite. It explores the compaction rate during the manufacturing which directly
affects the porosity and at which porosity we get the best sound absorption without
sacrificing other mechanical properties. The porosity content varies from (0–70%).
When the porosity is 60% the porous network is tortuous, the sound wave spread
through the network due which the fiber rub against each other which eventually
dissipate the energy into heat.

Mamtaz et al. [9] studied factors such as bulk density, fiber finesse, grain size,
sample size thickness, and granular size in sound absorption of the composite. Fiber
size can increase the sound adsorption at lower frequency levels. Authors also investi-
gated the fibrogranular composites which have better sound absorption than conven-
tional fiber composite, the granular size granulates of grain sizes between (0.71–1)
mm and consolidated material of grain size less than 2 mm contribute higher to the
flow resistivity and hence increases the sound absorption of the composite, it also
states that the bulk density also increase the sound absorption of the composite in
medium and high frequency range, increasing the sample thickness increases sound
absorption at low frequency region but not at high frequency region. Rahman [10]
studied dampingmechanismwhich is present in composite. It shows results regarding
fiber aspect ratio, volume fraction, fiber orientation, polymer material (viscoelastic
nature), and effect of frequency on the damping of the composite. The increase in
volume fraction of fiber increases the vibration damping in spite of the decrease of
the viscoelasticity at it increases overall interface area, with more area there is more
energy dissipating site so the vibrating damping increase. With the decrease of fiber
aspect ratio there is the interface area also increases thus more vibration damping.
Fiber orientation also play role in vibration damping with different matrix and fiber
material there is different orientation of the fiber at which the vibration damping is
maximum.
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Nor et al. [11] has investigated different factors that affect the sound absorption of
coir fiber based composites the factor such as bulk density, fiber diameter, and layer
thickness of the coir fiber based composite it has also compared the fresh coir fiber
with industrial coir fiber. It has shown that fresh coir fiber has better sound adsorp-
tion than industrial fiber, comparison of coir fiber with different diameters has shown
that fiber with fewer diameters has better sound absorption. Composite with more
bulk density has better sound absorption. Increasing the thickness of the composite
has improved the sound adsorption at lower frequency without much change in the
value of sound absorption. Koizumi et al. [12] has investigated the bamboo fiber and
analyses factors such as fiber diameter, thickness, and density which affect the sound
adsorption. The reduced fiber diameter has shown an increase in the sound absorp-
tion, the thickness increased has shown an increase in sound adsorption at low level
of frequency range. Increased density has also shown increased sound absorption.
Porous material gives sound absorption over broadband range of frequency. Senthil
Kumar et al. [13] has investigated the vibration damping of randomly oriented banana
and sisal fiber in polymer matrix and observed with the increase of the fiber content
there is an increase in the natural frequency of the composite of all length thus
increase in the stiffness of the material has impact on the natural frequency of the
composite. Banana fiber based composite showswith the decrease in the fiber content
the damping should increase due to viscoelasticity of the polymer matrix. However,
for sisal based fiber composite it shows reverse trend which may due to the interface
stiffness and thickness as banana fibers are having smaller diameters which can cause
thicker interface and thus increasing the damping of the composite.

Muller et al. [14] has investigated the acoustical property of cotton based
composite in thermoset and thermoplasticmatrices. Hybrid fleecewith phenolic resin
binder and fleece with epoxy binder are compared. Phenolic binder has shown better
results than the epoxy based binder in higher frequency range of above 2 kHz. The
sound adsorption is better with lower degree of compression. The higher compres-
sion rate results in lower sound adsorption at every frequency range. Cotton based
composite showsgood sound adsorptionbecause of highfibrous structure.But fibrous
structure has low stiffness thus cannot be used as structural member. Cotton fiber has
also been used with other fibers and with different blending ratios. This affects the
sound absorption coefficient on different frequency range [15, 16]. Zhang et al. [17]
has investigated the sound and vibration damping of PLA fiber with natural fiber.
Equal weight of PLAfiber with natural fiber is carded and blended together forming a
nonwoven homogeneous mat which is further processed to form a composite panel.
The acoustic performance is measured with the help wave number. Cotton-PLA
and hemp-knead-PP composites have similar acoustic behavior with coincidence
frequency at 2170 Hz and 2134 Hz respectively; as hemp kenaf-PP composite has
been used in the automobile industry thus cotton-PLA gives a good alternative. Hu
et al. [18] has investigated thedamping characteristic of composite from theviewpoint
of micromechanical analysis and purposed two damping models, the viscoelastic
damping model, and specific damping capacity model. The author also compares the
model’s result with the experimental data and found considerable agreement between
both.
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Melo and Radford [19] has investigated fiber reinforced composites with the
DMA and has shown trend in which there is an increase in damping loss factor as
temperature increases. Senthil Kumar et al. [20] has investigated the effect of layering
pattern and chemical treatment on the static and dynamic characteristic of banana and
coconut sheath reinforced hybrid composite. The dynamic characteristics are studied
with the help of impulse hammer technique layering pattern coconut sheath-banana-
coconut sheath layering pattern showing better result the other layering pattern.
Sargianis et al. [21] has studied the vibration and sound damping characteristics of
naturalmaterial based composites and comparedwith synthetic fiber based composite
with the help ofwave number. The loss factor is determined by the frequency response
function for each composite. Le Guen et al. [22] new has investigated the effect of
addingpolyglycerol on theflaxfiber reinforced composite andhas found that at polyol
loading under 5 wt% the damping coefficient of the composite was improved by 15–
25% when compared to flax fiber composite which is not impregnated by polyol.
Talib et al. [23] has investigated the PLA composites with randomly oriented kenaf
fiber with different volume fractions of the fiber on DMA at 1 Hz and has concluded
that damping peakwithmore than 50wt%of fiber has reduced amplitudewith respect
to neat PLA. Wielage et al. [24] has studied the PP composites reinforced with flax
fiber, hemp fiber, and glass fiber with different volume fractions, they concluded that
as the fiber content increased the loss factor decreases.

2 Composite and Natural Fibers for Noise and Vibration
Absorption

In this section, we have discussed chemical treatment of the fiber which improves
the properties of the natural fiber. Treatment of the fiber plays a vital role in many
properties of the composite. It cleans the surface of the fiber, reduces the diameter,
stopsmoisture absorption,modifies the surface of thefiber, and improves the adhesion
between the fiber and matrix [25–33]. It can also increase the strength of the natural
fiber as in case of ramie fiber which went under alkali treatment and register increase
in strength of about 4–18% more than the untreated fiber [34]. Alkali treatment also
called mercerization reduces the diameter of the fiber. Clean the surface of the fiber
and overall produces higher quality fiber [33]. Concentration of NaOH affects the
reduction in diameter as shown in Fig. 1. A number of coupling agents such as saline
coupling agents can be used to enhance the interfacial bonding between the fiber
and matrix and thus improving properties of the composite [35]. Alkalization also
improves the fiber-matrix bonding [36].

Theoretical calculations of sound absorption coefficient can be obtained by the
predictions of the Delany-Bazley and the Garai-Pompoli models. The acoustic
absorption coefficient of fibrous materials is usually determined by porosity, thick-
ness and pore size, etc. The sound absorption coefficient can be measured with the
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Fig. 1 Effect of NaOH concentration on fiber diameter of the natural fiber [33]

help of an impedance tube tester according to the ASTM standard E 1050 [37].
Schematic diagram of impedance tube MIC1 and MIC2 is shown in Fig. 2.

Three processes constitute the absorption of sound energy in the fibrous mate-
rial. Initially, when the sound waves hit the fiber the sound wave transmits into the
fibers, and due to viscous effect between the fiber frame and air cavities the energy is
converted into heat. The heatwill be further dissipated due to the temperature gradient
between different fibers. The vibration of fiber will also happen due vibration of air
in the bulk of the material [38]. Factors such as porosity, bulk density, fiber diam-
eter, grain size, sample size thickness, granular size, and fiber size affect the sound
adsorption in the composite material [7, 9]. The sound absorption of any composite
material can be increased with more tortuous path. This provides more flow resis-
tivity to the sound wave traveling. This can be achieved by reducing the diameter
of the composite, this allows more fibers to be in the unit volume which increases
the flow resistivity [39]. Noise reduction coefficient gives value for easy comparison
between comparing the acoustic behavior of various materials [36]. Noise reduction
coefficient (NRC) can be defined as the arithmetic mean of sound absorption coef-
ficients at 250, 500, 1000, and 2000. NRC values are used as indexes of the sound
absorbing efficiency of the material.

Fig. 2 Schematic diagram of Impedance tube MIC1 and MIC2 denote two microphones [37]
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Damping can be categorizing into two groups: material damping and structural
damping. Material damping is due to the energy dissipated from the volume of the
material and structural damping is due to the relative motion between the different
components which causes rubbing [40]. Mechanism of damping in composite differs
considerably from the conventional material. Viscoelasticity of the composites plays
an important role in the vibration damping of thematerial. Composites withmaterials
having viscoelasticity can improve the vibration damping of a composite without
reducing strength and stiffness of the composite material [41–49]. The viscoelastic
layers are very effective in improving the damping (loss factor) of the structure [50,
51]. Vibration damping is caused due to interphase. Interphase is the region between
fiber and matrix and is along the fiber length. Interphase properties differ from both
matrix and fiber. The properties of interphase play an important role in vibration
damping of the composite. Vibration damping is caused due to damage. It is mainly
of two types: damping due to energy dissipation and frictional damping.Damping due
to energy dissipation is caused due damage to thematrix and fiber which causes crack
in matrix and damage the fiber. It causes energy dissipation due to friction at cracks
and delamination sites [52, 53]. Frictional damping is caused due to interface slip
between unbound regions between fiber andmatrix in composite interface. Frictional
sliding between thematrix and the nanotubes in the nanocomposite is themain source
of dissipation of energy and causes damping [54].

There are numerous ways by which we can measure damping such as logarithmic
decrement, the damping ratio, the specific damping capacity, quality factor, loss
factor, and specific damping capacity [55]. Loss factor can be easily being calculated
from the dynamic mechanical analyzer by which we can estimate the damping of
the composite. DMA cannot be used for material with high modulus however it
measurements are still important to validate the damping in material [54]. Figure 3
shows the comparison in approximate value of loss factor between the natural and
synthetic fiber with natural showing better damping characteristics. Finite element
method can also be used to find the damping factor of the composite.
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Fig. 3 Comparison of loss factor between the synthetic fiber (GF and CF) reinforced epoxy and
natural fiber (FF) reinforced epoxy [56]
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3 Conclusions

Natural fibers are already replacing common synthetic fibrous materials for acoustic
absorption and vibration damping as in case of automotive industry where natural
based composites are becomingmorewidespread.Theuseof chemical treatment such
as alkali treatment cleans the fiber, reduces the fiber diameter, improves fiber matrix
adhesion, and increases the quality of the natural fiber. Porosity of the composite
which can be controlled during the fabrication of the composite can increase both
vibration damping and acoustic performance of the fiber. More fibrous fiber such as
cotton material can also increase the vibration damping and acoustic performance
of the fiber however it reduces mechanical strength of the fiber by using hybrid
composite of two natural fibers with different bends we can mitigate this issue.
Viscoelasticity of the matrix and aspect ratio of the fiber surface influence the vibra-
tion damping and acoustic performance of the composite. The properties of the
interphase which can change by the chemical treatment also affect the vibration and
acoustic performance of the composites. Fiber reinforced PLA composite and bio
composite a good alternative to conventional natural fiber based composite as the
matrix used is also biodegradable plastic which is even more sustainable.
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Digital Management Systems
in Manufacturing Using Industry 5.0
Technologies

Nadia Fazal , Abid Haleem , Shashi Bahl , Mohd Javaid ,
and Devaki Nandan

1 Introduction

Industrial revolutions aremeant to segregateman’s andmachine’swork andhandover
jobs to robots that are difficult and dangerous for theworkforce. Due to the significant
impact of machines on society, it is crucial to understand their relation [1]. The first
industrial revolution can be traced back to 1780s, which started off, with the gener-
ation of power from water, steam, and fossil fuels. The second industrial revolution
started in the 1870s, which led to electrification andmass production.With the arrival
of electronics and information technology, the third industrial revolution started with
automation in the 1970s. The development of new technologies paved the way for the
fourth industrial revolution, which started in 2011 by the German Federal govern-
ment but is still unknown and not yet well grown. This utilizes cloud computing and
the Internet of Things (IoT) to establish cyber-physical systems (CPS). This CPS
will deploy digital twin technologies to increase the level of digitization in every
industry [2]. Digital technologies are used during the COVID-19 pandemic to create
significant advancements in healthcare. These technologies can digitally store the
patient data, which helps for proper monitoring and treatment process [3–12].

With growing technologies, another industrial revolution is bound to happen in
the future, which will be the industrial revolution 5.0, better known as Industry

N. Fazal · A. Haleem · M. Javaid
Department of Mechanical Engineering, Jamia Millia Islamia, New Delhi 110025, India

S. Bahl (B)
Department of Mechanical Engineering, I.K. Gujral Punjab Technical University Hoshiapur
Campus, Hoshiarpur 146001, India
e-mail: shashi.bahl@ptu.ac.in

D. Nandan
Department of Industrial and Production Engineering, G.B. Pant University of Agriculture and
Technology, Pantnagar 263145, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
P. Verma et al. (eds.),Advancement inMaterials, Manufacturing and Energy Engineering,
Vol. II, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-16-8341-1_18

221

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-8341-1_18&domain=pdf
http://orcid.org/0000-0002-7272-7116
http://orcid.org/0000-0002-3487-0229
http://orcid.org/0000-0001-9294-8226
http://orcid.org/0000-0001-8871-2886
mailto:shashi.bahl@ptu.ac.in
https://doi.org/10.1007/978-981-16-8341-1_18


222 N. Fazal et al.

Fig. 1 Summary of Industrial revolutions, their period, and their characteristics

5.0. Researchers have already started talking about industry 5.0, based on learning
human behavior with artificial intelligence (AI) [13]. Figure 1 depicts the summary
of industrial revolutions, their period, and their characteristics. This paper aims to
establish various technological advancements in the upcoming revolution and how
these can prove beneficial to the manufacturing industry in solving their problems.

2 Industry 5.0

The term Industry 5.0 was first published in an article on LinkedIn by Michael Rada
on December 1, 2015. The implementation of this revolution is meant for solving
industrial and social problems related to industrialization [13]. Industry 4.0 is all
about increasing the process’s efficiency by automating manufacturing processes
ignoring all other aspects like employment and environmental pollution. Industry
5.0 will create a smart manufacturing system and smart supply chains which will
use data intelligently. Smart factories will provide greater flexibility to communicate
among themselves [14]. The transition from Industry 4.0 to Industry 5.0 will create
better ideas with humans’ brainpower [15]. Industry 4.0 brought mass customization,
but Industry 5.0 will bring mass personalization according to the customer’s needs. It
focuses on continuous development, value-added activities, and lesswaste generation
[16].
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3 Need for the Study and Research Objectives

Today, quintillion bytes of data are created every day by technology like IoT. This
has imposed many severe challenges. The need to leverage Big Data has become of
utmost importance for every manufacturing industry. The unstructured data needs
to be structured in order to get useful business insights. Industrial manufacturers
can use this data to optimize resources’ cost and consumption by creating a digital
management system driven by industry 5.0 technologies [17, 18]. These new tech-
nologies’ help can easily tackle the problem of waste generation and pollution. This
paper addresses the following primary research objectives:

• To identify major technologies of Industry 5.0.
• To explore challenges faced by the contemporary manufacturing industries with

Industry 4.0.
• To understand the digital connectivity ofmanufacturing systems by using Industry

5.0 technologies.
• To identify the application of Industry 5.0 technologies in managing manufac-

turing industries.

4 Advancements in Industry 5.0 as Compared to Industry
4.0

Industry 4.0 focuses onmass customization and provides better coordination between
machines and information technology. The main idea of Industry 4.0 is to fulfill indi-
vidual customer requirements through smart manufacturing. This revolution deals
with intelligent devices and systems for creating digital factories [14]. The important
drivers of Industry 4.0 are the Internet of Things (IoT), Industrial Internet of Things
(IIoT), Cloud computing, Cybersecurity, Big Data, and Smart manufacturing [19].
Industry 5.0 will emerge as the age of augmentation when humans and machines
will reconcile and work together. Unlike Industry 4.0, this paradigm will combine
both humans’ strength and the Cyber-Physical Production System (CPPS) [20]. This
efficient relationship will solve all the problems of the economy, ecology, and social
world. They will impact the environment in the field of reducing waste materials that
may also reduce the material cost, thereby decreasing the social impact of industrial
processes [21].



224 N. Fazal et al.

5 Major Technologies of Industry 5.0

5.1 Collaborative Systems and Other Smart Systems

Cobots are different from robots in industries as they are equipped with susceptible
smart sensors for assembling products. They work alongside humans in order to
enhance personalization in products. This will save time and can be produced in
large quantities. Unlike industrial robots, these systems are designed not to harm the
workers working along with them [22].

5.2 Digital Twin

In today’s world, where everything is now on a virtual platform, manufacturers
also need to adopt this concept to reduce the cost of collecting data. Its adoption
requires integrating other technologies like Big Data analytics, smart sensors, and
other IoT technologies. In manufacturing industries, it becomes necessary to clarify
the product’s specifications to optimize the final product. The solution provided by
the digital twin can be used in this process [23].

5.3 Smart Manufacturing Through Exoskeletons

With increasing social distancing rules and a need for a safer work environment,
an advanced robotic technology called exoskeletons can help humans assist them
in various manufacturing industries activities. These are a bit different from collab-
orative robots as humans must be present in the environment while wearing them.
Exoskeletons can be an asset to the industry if it incorporates technologies like virtual
reality (VR) and machine learning (ML) [24].

5.4 Smart Materials

With the advent of new, advancedmaterials and structures, smart materials have been
recently engineered. Light, reactive smart materials have the potential to be used in
the 4D printingmethod. The use of polymeric composite materials in producing arms
of cobots will increase production performance in manufacturing industries. Intelli-
gent materials, on the other side, are more sophisticated and responsible than smart
materials. Research is being carried on this topic to employ them in manufacturing
industries for smarter production [25].
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5.5 Advanced Implementation of AI, IoE, and Cloud
Computing

As we proceed to the next industrial revolution, advancements in various technolo-
gies like IoT and AI will occur. With time IoT will transform into IoE (Internet
of Everything), which will connect the physical assets and various other intangible
assets. Advances in intelligent CPS will prove to be an emergent technology in the
Fifth industrial revolution [26]. These technologies are also applicable in healthcare
during COVID-19 pandemic. The successful implementation of these technologies
is helpful to reduce the load of healthcare workers [27–35].

5.6 4D Printing

For manufacturing products that are more creative and personalized, the 4D printing
technique will be inaugurated in the fifth industrial revolution, focusing on the design
process. 4D printing technology will require different smart materials that are flex-
ible and adaptable in nature, like Shape memory alloys (SMA) and Shape memory
polymers (SMP) [36]. 4D printed structures can significantly reduce the volume
of storage in industries. These materials can self-adapt and self-repair, which can
prove advantageous to the manufacturing industries [37]. Figure 2 shows significant
technologies of Industry 5.0 used to create the manufacturing system smarter and
intelligent.

6 Personalization in Industry 5.0

The customer’s ever-growing demands and the basic humanurge cannot be neglected,
which has led to personalization. Industry 5.0 will provide technologies that will
enhance customers’ personalization experience, thereby increasing affordability and
comfortability. Such high quality and unique products are possible because of the
cyber-physical systems driven by mass customization, making them affordable. This
symbiotic relationship between man and machine working together improves effi-
ciency and uniqueness [26]. It is only possible because robots can do repetitive and
tedious jobs while humans can have more out of the box thinking.
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Fig. 2 Significant technologies of the fifth industrial revolution to create the manufacturing system
smarter and intelligent

7 Digital Management System

A digital management system benefits from leveraging digital technologies to
improve a physical operation’s efficiency and performance. With the increase in
technologies and resources, manufacturers need to optimize their production, logis-
tics, supply chain, and various other domains. Digital transformation will lead to
disruption, which is a necessary disruption. So, the manufacturers need to automate
and digitalize their management system for the upcoming changes in technology.

8 Challenges to Contemporary Manufacturing Industries

Manufacturers need to identify the technical, social, and environmental barriers
which can hamper their productivity and profitability. The future of manufacturing
industries depends on the decisions and actions and is thus required to provide a solu-
tion. Table 1 discusses major challenges to manufacturing Industries which are to be
taken care of by Industry 5.0 technologies. These challenges need to be addressed in
order to find effective ways to solve a manufacturer’s problem. Reducing the quality
of the manufactured product will not help increase the manufacturing industry’s
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Table 1 Challenges to contemporary manufacturing industries

Sr. No. Challenges Description References

1 COVID-19 Pandemic COVID-19 pandemic has severely impacted
the manufacturing industries and is causing
disruptions to economic activity. Most of the
manufacturers must revamp their raw
material stock and production capacity. This
pandemic has slowed down trade between
different countries, thereby disrupting the
supply chain

[38–43]

2 Globalization Globalization is the worldwide exchange of
technologies or trade. However, along with
these come great challenges. This has led to
the concentration of capital in the developed
countries or countries which are developing
at a high pace

[44]

3 Automation Automation is considered one of the biggest
challenges for the manufacturing industries.
With an increased demand for customization
and personalization of products,
manufacturers need flexible automation
tools. Manufacturers need to shift quickly to
modular, flexible, and collaborative
automation system

[45]

4 Manufacturing skills These days most of the manufacturing sector
is transforming itself according to the
technologies. Lack of digital skills and less
software knowledge hampers the firm’s
growth. As the industries are becoming
data-driven, a highly skilled workforce is
essential

[46]

5 Supply chain The manufacturing sector generates a
massive amount of real-time Big Data from
sensors, machines, and digital devices. Good
supply chain management must be carried
out in order to enhance visibility throughout
the process. Also, this will reduce the
wastage of resources during the procedure

[47]

6 Environmental challenges Due to industrialization, a major part of
climate change can be attributed to the
manufacturing industries. Global warming is
one of the most critical issues that need to be
taken seriously. There is considerable
pressure on the government and the
manufacturing sectors to ensure that the
environment is protected. Combining robust
green products and clean production will
help the manufacturers attain sustainable
growth

[48]

(continued)
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Table 1 (continued)

Sr. No. Challenges Description References

7 Digital transformation In today’s competitive landscape,
manufacturers need to gear up for the
changing industrial environment. For a
smooth transition, every industry must
ensure that they are technically
intellectually, and strategically available.
Manufacturers have to adapt their business
to the digital world. For this ample number
of resources are required

[49]

production or profit. Therefore, technologies associated with the fifth industrial revo-
lution will help them copewith the challenges, further increase profit and production,
and maintain their quality.

9 Significant Management Areas in Manufacturing
Industries Using Industry 5.0 Technologies

The technologies associated with the fifth industrial revolution can solve various
contemporary manufacturing industries’ problems in different domains [22, 50].
Figure 3 shows the interconnection of a different areawhere Industry 5.0 technologies
are helpful in manufacturing.With proper implementation, these are used to improve
the efficiency and productivity of the industry.

Table 2 discusses the significant management areas in manufacturing industries
that would be extensively using Industry 5.0 technologies.

10 Limitation and Future Scope of the Study

This study is purely theoretical, and the ideas proposed by this paper have not
been practically implemented. Any reliable statistics or surveys are not available.
As Industry 5.0 is yet to arrive, it is in the conceptual state; not much research is
available on this topic, and manufacturing industries are trying to find solutions to
their problems with the implementation of Industry 3.0 and Industry 4.0. Extensive
research needs to be done on developing the right set of skills among the workforce
for the upcoming transition.

The paper mainly focused on the components and technologies associated with
Industry 5.0, challenges and issues associated with the manufacturing industries,
and its application in manufacturing industries by creating an efficient digital
management system. As the implementation of Industry 5.0 increases, new research
streams should be discovered. Differences and disputes can appear between man
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Fig. 3 Areas in the manufacturing industry where Industry 5.0 technologies can be applied

and machines. It must be minimized in the future. Risks and challenges that may
come with this new revolution have to be determined as technology comes with great
power.

11 Conclusion

The Fifth Industrial revolution is supposed to bring mass personalization along with
smoother production and higher efficiency. It is also expected to positively impact our
environment, which is being gradually declining due to industrialization. This revo-
lution uses smart machines with intelligence to automate manufacturing processes.
The new technologies in Industry 5.0 enhance not only efficiency but also the interac-
tion between humans and robots. Contrary to the assumption that people would lose
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Table 2 Significant management areas in manufacturing industries need Industry 5.0 technologies

S. No. Management areas Description

1 Manufacturing On the whole, manufacturing becomes less sophisticated with
introducing technologies like AI, IoE, Cobots, etc. Products
manufactured are less defective, more personalized, as well as
cost-effective. Repetitive and arduous tasks can be performed by
exoskeletons and robots, while humans can do the intellectual and
creative part [51, 52]

2 Finance For transparency in transactions and exchanging data securely,
manufacturers can leverage IoT and Blockchain concepts. These
can help secure transactions within the manufacturing sector. With
the help of a digital assistant, invoices and expenditures can be
calculated intelligently saving time [53, 54]

3 Processes With the help of more advancement in collaborative robots,
automation in the industry will indeed occur. With the help of IoT
and AI, manufacturing processes can be interlinked with each other
so that real-time data can be transferred, leading to higher
efficiency in production and more outstanding quality [55, 56]

4 Quality Industry 5.0 technologies not improve the quality of life but also
maintain the quality of the product. By the use of the concept of
smart manufacturing, they can optimize the workflow and other
processes. Mass personalization is achievable by employing the
correct business strategy in these industries. This revolution puts
much focus on the design and manufacturing of products [57]

5 Supply Technologies like cobots, AI, wearable exoskeletons can transform
the traditional supply chain into a smart supply chain leading to
robust logistics. This will reduce supply risks and increase
customization, which in turn lead to customer satisfaction. It will
help us gain business insights which will help in gaining enormous
profits [58]

6 Inventory By using correct techniques and technology in the manufacturing
industry, a vast amount of resources can be saved in inventory
management. There is a need to balance the right amount of
inventory in the warehouse for a smooth supply chain. This kind of
inventory management software is available like warehouse
management software and RFID and barcode scanners for orders
[59]

7 Transportation Intermodal transportation can help save time in the supply chain
process also save much money. Manufacturers can pool their
resources and use sophisticated Transport Management Systems
(TMS) for reducing their costs. It will effectively manage the
massive amount of data generated from the supply chain and take
care of how much resources are being spent anywhere [60, 61]

(continued)
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Table 2 (continued)

S. No. Management areas Description

8 Workforce Collaborative robots will work along with humans to perform
hazardous and repetitive jobs in order to improve efficiency. Cobots
are installed with GPS, AI, and smart sensors to learn behavior,
while humans can use their innovative ideas for smart production.
Industry 5.0 will produce different roles like Chief Robotics Officer
(CRO) in the manufacturing industry, which will require new skills
to learn in the coming future [62]

jobs, we see that this revolution will create different roles that will indeed differ from
today’s workforce. The government, industry, and researchers will have to make sure
that they are relevant in the future by investing in them.
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Mathematical and Computational
Analysis of Shell and Tube Heat
Exchanger on Varying Tube Patterns
in Excel© and Ansys©

Ranjeet Prasad, Ajay Gupta, Pankaj Kumar, and Amit Kumar Mishra

1 Introduction

The HE (heat exchanger) is a thermal energy transferal device which exchange the
heat between hot fluid and cold fluid (liquid, gas) without mixing of both fluid which
take part in the HT (HT stands for heat transfer) since both fluids are maintained no
contact with each other by help of a solid wall usually. There are some unique sorts of
HE (HE stands for heat exchanger) that are utilized depending on the application. For
instance, double pipe HE is used in chemical processes like condensing the vapour to
the liquid. The size ofmaterial that wants to usemust be considered since it affects the
overall HTC (HTC stands for heat transfer coefficient) to make this type of HE. The
outlet temperature for both hot and cold fluids obtained is assessed by using the best
design for this type of heat exchanger. In process industries, heat exchanger has great
value applications. Heat exchanger exchanges thermal energy between two bodies
carrying flowing fluids. In any process which involves heat transfer (like condensa-
tion heating, cooling, boiling, etc.) demands a HE to attain thermal energy exchange.
Heating and cooling of moving streams of fluids happens in initial stages and then
phase transformation may take place on further heating or cooling. On the basis of
purpose, a HE serves, those HE which is used for condensing are named condensers
while those used for boiling fluid are named boilers. Amount of HT using minimal
area for HT and pressure drop are a measure for calculating efficiency and perfor-
mance. Overall HTC is an appropriate acquaintance for its efficiency calculations.
Capital investment and energy pre-requisite (operating cost) of a HE can be estimated
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by pressure drop and area requirement for desired amount of HT. Generally, a lot of
theories and literature are available to draft a HE as indicated by the requirements.

Heat exchangers are an essential part of the industries such as: process indus-
tries, power plants, oil refining and so on. While the STHE (shell and tube heat
exchangers) have almost 40% share in various applications in industries. So, it is
essential to increase the performance of heat exchanger. Arrangement of Tubes
effect on the performance of the shell and tube heat exchanger. Particularly, the
very common type of problem in baffle segment that is fouling zone due to which
high drop in pressure occurs in between the flow, another type of misshapen is due
to flow vibration across the bundles of tube. The basic literature supports the present
works represents against experimental data by Kern, Tinker and Delaware [1–3].
University of Delaware [3] carried out sixteen years of research on shell and tube
heat exchanger (STHX) and the first report based on heat transfer and pressure drop
presented in 1950, subsequently, four reports are presented on spacing, baffles and a
number of new features are comprised. Bell [4, 5] designed a heat exchanger based
on report given by Delaware University and present a comprehensive investigation
report on program. In comparison of various methods in literature Palen and Taborek
[6] provided the appropriate effects in comparison to other approaches in literature.
The phenomenon of flow through shell and tube can be understood by numerical and
experimental analysis. The structure, shape and configuration of tubes and cylinder
of heat exchanger configuration was clarified by Gay and Mackley [7] (Bell 1963)
who have given great effort in the of heat transfer, while Halle et al. and Pekdemir
et al. [8] (Gay et al. 1976) examined drop in pressure during flow. These days, the
numerical techniques have turned into an efficient option for the examination of
STHE and through a complete stream design and a heat transfer field, it could be
acquiredwith considerably less problematic explained by Seemawute and Eiamsaard
[9], Rhodes and Carlucci [10].

In this research paper emphasized optimizing the heat transfer and fluid flow of
water inside STHE by applying different shapes of segmental baffle and ribbed tube.
Different shapes of ribbed tubes (Circular, triangular, zig-zag shape, plus shape)
are used with STHE. The fluent part of work is simulated by fluent module in
ANSYS’s workbench (Ver. 17). All the desired results are compared with numerical
and experimental data presented in the literatures.

2 Methodology and Numerical Analysis

Procedure/Steps in Conducting Project

(1) Design Analytically heat exchanger coil.
(2) Design Numerically heat exchanger coil through Ansys.
(3) Analytical and Numerical design Validation.
(4) Analytical optimization of parameters of heat exchanger.



Mathematical and Computational Analysis of Shell and Tube Heat … 237

1. Analytical Study

Equations (1) and (2) shown below can be used to calculate heat transfer in between
fluid streams under steady-state conditions between the heat exchanger and its
surroundings:

Qh = (
m.Cp

)
h .(Th1 − Th1) (1)

Qh = (
m.Cp

)
c.(Tc1 − Tc1) (2)

The heat transfer can be explained by LMTD, as the temperature difference varies
locally on both sides of shell and tube in STHE.

Q = U.A.T1m (3)

whereU in Eq. (3) represented overall coefficient of heat transfer considering fouling
resistance, associate with heat transfer area and the LMTD evaluated on the basis of
temperature of both sides of fluid.
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On the basis of the above Formulation. An excel sheet is prepared to determine
the dimension of Heat exchanger as shown in Figs. 1 and 2. On that basics, four
different design is prepared as shown in Figs. 3, 4, 5 and 6. It shows no error between
numerical and analytical but further in Table 1 shows the deviation in effectiveness of
numerical and analytical values under tolerance at different patterns and at different
flow rates.

3 Numerical Design of the Heat Exchanger Coil Through
Ansys

3.1 Geometry of the Studied Model

A three-dimensional, schematic of the shell and tube heat exchanger (STHE) system
is depicted in Fig. 1 respectively. The dimension of the respective shell and tubes of
STHE system are listed in Table 1. The dimensions of present model of shell and
tubes are same for allmodels of STHE, only position of tubes are arranged in different
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Fig. 1 Design analysis using excel

E ec veness 
( )
0.8

Fig. 2 Confirm the effectiveness (ε) similar as in numerical analysis
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Fig. 3 a Front view and side view of plus (+) pattern, b 3D-view of STHE with plus pattern

Fig. 4 a Front view and side view of zig-zag pattern, b 3D-view of STHE with Zig-zag pattern
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Fig. 5 a Front view and side view, b 3D-view of STHE with circular pattern

patterns like (triangular, circular, zig-Zac, etc.). To facilitate the Computational fluid
dynamics (CFD) simulation process of the analysis, some assumption is considered.

• The system wall temperature was 400 K.
• There is no leak in between connection of shell and tube.
• Consider the thermal flux of shell is to be zero.
• Consider the fluid properties of the system to be kept as constant.

Shell and tube heat exchanger geometrical model is created in the ANSYS work-
bench in design module section. This heat exchanger (HE) is a counter flow HE and
tube side is made with 10 different inlets comprising of 9 complete tubes with 1 half
tube symmetry consideration. Outlet length of the shell is also greater than before
to make easy modelling software to avoid or escape the back flow condition. That’s
given in Fig. 8, the simplified model or geometry can be seen with the original model
or geometry.
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Fig. 6 a Front view and side view, b 3D-view of STHE with triangular pattern

Table 1 Boundary condition
of STHE

BC type Shell Tube

Inlet Mass flow rate 10 kg/sec 5 kg/sec

Outlet Pressure-outlet 0 0

Wall Zero slip condition Zero heat flux Fixed

Turbulence Intensity 3.5% 4.1%

Temperature Temperature Inlet 300 K 500 K

3.2 Governing Equations

The k – ε turbulent model is taken for turbulent flowmodelling in fluent for numerical
simulation. In the computational domain, governing equations for continuity, energy
and momentum are given below:

∂

∂x1
(ρu1) = 0 (6)

∂

∂x1
(ρu1T ) = ∂

∂x1

(
∂T

∂x1

k

cp

)
(7)
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∂

∂x1
(ρu1uk) = − ∂P

∂x1
+ ∂

∂x1

(
μ

∂uk
∂x1

)
(8)

Inside the shell part of heat exchanger, fluid flow is taken as turbulent. Navier–
Stokes equations are implemented for the simulation of fluid module, where time-
averaged effects on flow parameters of flow turbulent in STHE are considered. The
implementedmodel comeacross accuracy and reliability necessities in the considered
heat transfer and fluid flow.

3.3 Heat Transfer and Pressure Drop

3.3.1 Heat Transfer Rate Inside Shell Fluid Flow in STHE is Given
Below

Q̇ = ṁCps
(
Ts,in − Ts,out

)
(9)

3.3.2 Heat Transfer Coefficient Inside Shell Fluid Flow in STHE is
Calculated Using the Following Equations

hs = Q̇

A0�Tm
(10)

A0 = Nt .πd0L (11)

�T_m = �Tmax − �Tmin

ln
(
�Tmax

/
�Tmin

) (12)

�Tmax = Ts,in − Tw (13)

�Tmin = Ts,out − Tw (14)

where, A0 is the outer area of tubes, Nt is no. of tubes, Tw is the temperature of tube
walls and s and t represent shell and tube sides. To compare the fluid dynamics and
thermal performance of STHE by using performance evaluation criteria index (PEC)
which is prepared with new position or shape of tubes configuration to evaluate the
heat transfer efficiency. Calculation is done by predicted friction factor and Nusselt
numbers.

PEC = Nu/Nun
( f/ fn)

1/3 (15)
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Table 2 Thermal properties of working fluid in shell side of STHE

ρ kg/m3 μ * 103 Pa s k W/m K cp kJ/kg K β * 106 K−1

997.0 0.855 0.613 4179 276.1

where Nu and Nun are the averaged Nusselt number for STHE. Also, f and f n are the
friction factor for STHE which is prepared with the new position or shape of tubes
configuration, respectively.

4 Boundary Conditions

1. According to the need of the model, the boundary conditions are applied or
used. The applied boundary condition for both heat transfers as well as fluid
flow simulation is summarized as follows.

2. The turbulence BC have an infinitesimal or negligible effect over the solution
and its result, after that it is seen that. With respective boundary conditions,
the walls are individually specified ‘No slip’ condition for each and every wall.
Excluding tube wall, zero heat flux condition is set for each wall. Tube walls
are set to ‘coupled’ for transferring heat between shell sides stream of fluid and
tube sides stream of fluid. In Table 3 all details about all BC can be seen.

4.1 Thermal Properties of Shell Side Fluid of STHE

The temperature of the fluid at inlet is at 300 K and the pressure side is at 100 kPa. In
accumulation, the thermal properties of the shell fluid that is water are represented
in Table 2.

4.2 Mesh Generation

Comparatively coarse mesh or grid is generated starting with, 1.825 Million cells. In
this grid or mesh containing mixed cell (the cell type is mainly Hexahedral and Tetra
cells) which having quadrilateral and triangular both faces at the boundaries as shown
in Figs. 7 and 8. When using structured cells (Hexahedral cell), care is taken to as
possible as, for that reason, geometry or model is divided into numerous fragments or
parts for using the automatic methods existing in the ANSYSmeshing. It is intended
to diminish numerical dispersion as conceivable by structuring or generate the mesh
in a proper way or method, for the most part, close to the wall region. After that, for
mesh independent model, generate a fine mesh is with 5.6525 M cells. After the use
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Table 3 Compression of analytical and numerical values

Pattern unit Effectiveness CFD Effectiveness
analytical

Press. drop CFD Press. drop
analytical

Zig 0.8 0.8 219 278

Zig 0.55 0.58 229 308

Zig 0.66 0.45 224 348

Zig 0.76 0.65 241 389

Plus 0.3 0.4 152.4 255

Plus 0.32 0.25 161 326.1

Plus 0.4 0.55 298 329.6

Plus 0.31 0.2 278 333.1

Cir. 0.4 0.45 202 336.6

Cir. 0.43 0.46 275 340.1

Cir. 0.5 0.4 217 343.6

Cir. 0.24 0.3 290 347.1

Tri. 0.45 0.55 216 350.6

Tri. 0.35 0.34 223 354.1

Tri. 0.23 0.25 225 357.6

Tri. 0.3 0.44 215 361.1

Fig. 7 Meshing of the different pattern of STHE
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Fig. 8 Meshing of the different pattern of STHE

of fine mesh, the edges and region of high pressure and temperature gradients have
finely meshed.

RESULT

Optimization Results
To optimize the givenmodel, consider a set of 16 design points and optimal values

are obtained from those design points which are well satisfying the constraints and
minimizing the objective.

Final result of the project is shown in Table 3.
The table shows the effectiveness of the HE with respect to the different mass

flow rates and temperatures. In the table, we can see the zig-zag pattern have better
effects than others.
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4.3 Conclusion

1. The objective of the present study is to provide a more complete understanding
Flow maldistribution in tubular heat exchangers by studying area weighted and
mass weighted temperature profiles for maldistribution without back flow and
maldistribution with back flow.

2. Comparison of average temperature profiles of flow maldistribution with the
average temperature profiles of uniform mass flow distribution.

3. The objective of this study is to develop a CFD simulation to predict heat
Transfer in concentric tube heat exchangers by using different mass flow rates
of fluid.

4. The obtained value of effectiveness through analytical shows the conformity
result with numerical result within expectable uncertainty range as shown in
Table 3.
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Design Analysis of Robotic Arm

Mahesh T. Kanojiya , Nitin K. Mandavgade , Chandrasekhar Padole ,
and Dipak Gulhane

1 Introduction

The robots are used in many industries. The purpose of the utilization of the robot is
to reduce the error and improve the productivity. The robotic arm plays an important
role in improving the productivity rate of the production industry [1]. The robotic
arm consists of the hands, joints, end effectors, gripper, etc. Most of the robotic
arm is operated by the electric motors. Various operating mechanisms are available
for operation of the robotic arm; it includes hydraulic and pneumatic mechanism
[2]. In hydraulic mechanism, the liquid is pressurized under the high pressure, and
in pneumatic mechanism, the gases are pressurized. The hydraulic mechanisms are
utilized for operating the heavy work, and pneumatic mechanism is used for precise
work or light work. There are many ways to define the robot. It may be defined as the
mechanical structure which is programmed for performing various functions as per
the requirement. The definition adopted by International StandardOrganization, ISO,
and agreed upon by most of the users and manufacturers is “an industrial robot is an
automatic, servo controlled, freely programmable, multipurpose manipulator with
several areas, for handling of workpieces, tools or special devices”. Therefore, we
can define an industrial robot a general-purpose, programmable machine possessing
certain anthropomorphic characteristics. The most important characteristic of an
industrial robot is itsmechanical arm,which is supposed to performvarious industrial
tasks. Other humanlike characteristics are the robot capabilities to respond to sensory
inputs and communicate with other machines among other, and these capabilities
permit the robot to perform a variety of useful tasks [3].
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Fig. 1 Three-axis
accelerometer

2 Objective of Work

The objectives of work are:

• Design of gesture-controlled arm operation.
• Fabrication of gesture-controlled robotic arm.
• Programming for controlling of robot.
• Simulation of the complete system.

3 Manufacturing Components

The basic components used in design and development of robotic arm are as follows.

3.1 Accelerometer

Accelerometer is used to give the desired motion to the robotic arm [4, 5]. In this
project, 3 accelerometers are used for the motion of 6 motors (2 at the base and 4
in the arms). There are 5 pins in the accelerometer, viz. x, y, z, −ve and +ve, as
shown in Fig. 1. The motion of the accelerometer gives the value of the voltages in
the different planes.

3.2 Microcontroller

Microcontroller used in this system is AVR (ATmega32). As ADC is inbuilt in this,
there is no need to use the extra ADC device. Two microcontrollers are used for the
system, one for the transmitter and second for the receiver section. In this, there are
four ports, viz. Port A, Port B, Port C and Port D. Each port contains eight pins [6].
There are totally 40 pins in the microcontroller as shown in Fig. 2.
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Fig. 2 Microcontroller
ATmega32

(a) 32 pins for the 4 ports (each port contains 8 pins).
(b) Pin 10 and 31 for –ve supply and 11 and 30 for the + ve supply (4 pins).
(c) Pin 9 for the RST and 12 and 13 is of XATL, and pin 32 is of ARED (4 pins).

The input can be taken from the Port A, and the output can be taken through any
one of the three ports.

3.3 LCD Screen

LCD screen is used to display the values of analog signal of the accelerometer.

3.4 Encoder (HT12E)

The function of encoder is to encode the information received from the microcon-
troller and send it to the transmitter in the form of the binary signals [7]. There are
18 pins in the encoder (9 pins on either side) as shown in Fig. 3. 1 M� resistance is
connected across the pins 15 and 16. Transmitter is connected to the pin 17, and the
pin 18 is of VCC. Input supply (−) is given to the pins 9 and 14.

3.5 Transmitter (315 MHz)

Transmitter is used to transmit the encoded information collected from the encoder
to the receiving section (receiver) in the form of the analog signal [8]. There are four
pins to the transmitter as shown in Fig. 4. The first pin is for the –ve terminal, 2nd is
connected to the pin 17 of the encoder, 3rd is for the +ve terminal (VCC), and the
4th pin is connected to the antenna.
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Fig. 3 Encoder

Fig. 4 Transmitter

3.6 Receiver

Receiver receives the information which is sent from the transmitter and passes it to
the decoder [8]. There are 8 pins to the receiver. All these pins are shown in Fig. 5,
respectively. Pin 1 is for the antenna, −ve supply is given to the pins 2, 3 and 8, and
pins 4 and 5 are connected to the VCC (+ve). Pin 6 is connected to the pin 14 of the
decoder [9].
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Fig. 5 Receiver

Fig. 6 Decoder

3.7 Decoder (HT12D)

Decoders decode the information collected from receiver into the original form
(digital signal) and send it to the microcontroller. Decoder contains 18 pins. –ve
supply is given to the pins 9 and 18; also, resistance of 47 K� is connected across
the pins 15 and 16. LED is connected to the pin 17, and pins 10, 11, 12 and 13 are
connected to the pins 40, 39, 38 and 37 of the microcontroller, respectively [6]. All
these pins are shown in Fig. 6.

3.8 Amplifiers (L293D)

Amplifiers amplify the voltage and supply it to the motors. Generally, the amplifier
is having 16 pins. 12 V power supply is directly given to the pin 8 from the battery,
and +ve 5 V is given to the pins 1, 9 and 16. –ve supply is given to the pins 4, 5
and 12, 13. The output is taken from the pins 3, 6, 11 and 14. Pins 2, 7, 10 and 15
are connected to the Port D of the microcontroller. One amplifier can drive the two
motors, so three amplifiers are used to drive six motors. The basic amplifier is shown
in Fig. 7.
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Fig. 7 Amplifier

Fig. 8 Voltage regulator

3.9 Battery

12 volt power supply battery is used for the operation of the overall system.

3.10 Voltage Regulator (7805)

As the whole system (escape motors) operates on the+5 V power supply, the voltage
of the battery should have to reduce to +5 V. The voltage regulator is shown in
Fig. 8. 7805 step-down voltage regulator was used. Last two digits in 7805 indicate
the voltage which is needed for operating the system.

3.11 PCBs

PCB stands for the “printed circuit board,” which is used to mount the components
on it. The software used for drawing and designing the PCB is “PCB Artist.”

3.12 Transmitter End

The transmitter module is shown in Fig. 9. The transmitters attached to various
components are shown in Fig. 9.
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Fig. 9 Block diagram of the transmitter module

Fig. 10 Block diagram of the receiver module

3.13 Receiver End

In the receiver end, a receiver module is attached with the circuit which detects the
signal transmitted from the transmitter end and sends to the decoder for decoding the
signal into its original form [10, 11]. Now, decoder decodes the signal in the form of
digital and sends it to the microcontroller for controlling the movement of the robotic
arm. In electronic part of the project, the most important thing is printed circuit board
(PCB) designing. The software used for the PCB designing is PCB Artist. This is
the advanced software used to design the PCB. The working flow of the receiver is
shown in Fig. 10.

4 Mechanical Designing and Fabrication

4.1 Mechanical Structure of Robotic Arm

Figure 11 shows the prototype of the robotic arm that is calibrated precisely and
accurately. The complete structure is made up of aluminum.
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Gripper

Arm 2

Wheels

Arm 1
Control unit

Fig. 11 Fabricated model

4.2 Design

Components designed:

1. End effecter.
2. Base frame.
3. Robot arm.

4.3 End Effecter

The end effectors are having the following specifications.

Weight of object to be lifted = 150 gm.
Dimensions of object: diameter of the ball (r) = 30 mm.
Material used for end effecter is aluminum.
We select end effecter by make or buy decision.
An end effecter consists of gripper and gear mechanism.

4.3.1 Gripper

Gripper employs mechanical grasping for holding object.
Total length of gripper=17 cm.
There are various types of gripper:

(a) Flat-type gripper
(b) V-block-type gripper
(c) Circular arc-type gripper.

We are using circular arc gripper because it coversmaximum circumferential area.
Size of gripper during relaxation = 10 mm
Size of gripper during opening = 118 mm
Length of link of gripper = 130 mm.
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Fig. 12 Arm length

4.3.2 Gear

Gear is the mechanical element used for transmitting power and rotary motion from
one shaft to another shaft. Gears used in designing of end effecter are worm gear and
spur gear.

4.4 Design of Base Frame

Design of base frame is considered from system layout.
Length = 13 cm; width = 13 cm; height = 6 cm.

4.5 Arm Design

4.5.1 Given Conditions

The arm has the following specification (Fig. 12):

BC = L2 = 140 mm.
CD = L1 = 240 mm.
AC = L3 = 310 mm.

AB—Length of gripper.
BC—Length of ARM 2.
CD—Length of ARM 1.

4.5.2 Force Analysis

Force on Gripper

Let

m = mass of object.
m = 150 gm.
m = 0.15 kg.
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Therefore, the force acting on the object due to mass is

F = m × g where F is force acting on object and g is gravitational force [10]
F = 0.15 × 9.81
F = 1.47 N

There is some friction between the fingers of the end effecter or gripper and the
object.

Let, μ be coefficient of friction.
This friction is responsible for gripper to hold object exerting the force W.
Therefore, the friction force is as follows [10].

F = μ × N × Pg (1)

where

N no. of fingers
Pg gripping force
μ coefficient of friction.

But the capacity of the force increases due to incorporated safety by F.O.S.
Let, n be factor of safety (F.O.S).
Therefore, design force is as follows [10].

Fd = n ×W (2)

From Eqs. (1) and (2),

Design force = friction force

N ×W = μ × N × Pg
Pg = (n ×W )/μ × N

According to consideration
From design data book
From Table no. 1.20A
For electric motor and dynamic load with light shock
F.O.S, n = 1.5

W = m × g, where W is dynamic load [10]
= 0.15 × 9.81
W = 1.47 N
μ = 0.3 (generally)
N = 2
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Put all the values in equation

Pg = (1.5× 1.47)/(0.3× 2)

Pg = 3.675

If we supplied 12 V (V ) and 1 A current (I) and resistance (R) of dc motor having
10 rpm, can be calculated using Joules law as below.

By Joules law [10],

P = I × I × R

where P is power.
I is current supplied.
R is resistance.

Therefore, V = R × I (by Ohm’s law)

where V is voltage
R = 12/1
R = 12 �

P = 1 × 1 × 12
P = 12 W
But, P = (2πNT )/60
12 = (2 × 3.145 × 10 × T )/60
T = 11.46 N-m
where T is torque on motor.
As T = force × perpendicular distance [10]
T = F × r
where r is radius of ball as we have considered 3-cm diameter object.

For holding 3-cm diameter, so we take 8 cm distance between two jaws for
relaxation.

11.46 = F × 0.04
F = 286.5 N.

For Relaxation

For gripping the 3-cm diameter part, the gripping length should be more than 3 cm;
therefore, we are considering it as L = 13 cm.

Pg = 0 and L = 13 cm
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Fig. 13 Force analysis of arm

4.5.3 Force Analysis of Arm

Here,
L1 = Length of Arm 1.
L2 = Length of Arm 2.
L3 = Length from gripper and Arm 2.

The material of arm selected is aluminum (Fig. 13).

Consider:
Weight of object to be lift = 1500 gm.
Length of Arm 1 = 240 mm.
Length of Arm 2 = 140 mm.

Let

Weight of Arm 1 (W1) = 80 gm
= 0.08 × 9.81 = 0.7848 N.

Weight of Arm 2 (W2) = 60 gm
= 0.06 × 9.81 = 0.6 N.

Weight of end effecter (W3) = 100 gm
= 0.10 × 9.81 = 0.981 N.

Weight at joint J2 (W4) = 150 gm
= 0.15 × 9.81 = 1.47 N.

After consideration, moment arm calculation is done by multiplying downward
force and linkage length. In the above FBD, it has just two degree of freedom which
is required for lifting.

Moment of arm = downward force× linkage length
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Torque about joint 1 [10, 12]

M1 = L1/2×W1+ L1×W4+ (L1+ L2/2) ×W2+ (L1+ L3) ×W3

= 0.24/2× 0.7848+ 0.24× 1.47+ (0.24+ 0.14/2) × 0.6+ (0.24+ 0.31) × 0.981

M1 = 1.2N−m

Torque about joint 2 [10]

M2 = L2/2×W2+ L3×W3

M2 = 0.346N−m (3)

We know that

σ = P

A

where

σ Stress developed at the end of the gripper.
P Load at the end of the gripper.
A Area of the objet to be considered.

σ = 286
π
4 d

2

σ = 286
π
4 30

2

σ = 0.404N/mm2

Thus, the stress coming on the end of the grip, i.e., on the object to be hold, is
0.404 N/mm2. The analysis of the robotic arm was done using the Ansys software,
and it has been found that the stress coming on the end of the gripper is 0.026 N/mm2

as shown in Fig. 14. Comparing the stress value of the theoretical calculation and
software-based result, it has been found that the stress which is at the end of the
gripper is less; hence, the designed purpose is solved.

5 Conclusion and Future Scope

With the increasing demand to procure goods on time, with greater accuracy and
perfection, the need to switch over to robotics seems imperative. The employment
of robotics in the workstations will revolutionize the production process. The field
therefore is very promising and offers vibrant scope and growth prospects. Generally,
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Fig. 14 Deformation analysis of arm

the robots manufactured have a fixed base but our robot possesses a unique feature;
i.e., it has mobile base; with the help of its four-wheel drive, it can move right, left,
forward, backward and complete 360 degrees of rotation. We have used aluminum
links because of its higher strength and lightweight properties.Wemade use of square
bar because that makes it easy to fit the nuts and bolts on a square bar than a round
bar. Nylon gears have been made to reduce the weight of the assembly, and it also
possesses characteristic like anti-corrosive which makes it unique in application.
Metal shafts have been employed in place of nylon shafts to handle high torque
transmission which could have not been possible using nylon shafts.

Microcontroller usedwas8951which is now replacedbyAVRATmega32 to incor-
porate the analog-to-digital converter. The 8951 microcontroller does not possess
inbuilt ADC which otherwise should have to be installed separately but with the use
of ATmega32, ADC is present inside it, so the problem was solved. Parallel commu-
nication was initially used for the system data transfer which is now replaced by
serial data communication because in parallel communication only 16 combinations
can be obtained which is not sufficient to accommodate all the features of the robot;
also, it is one sided which is not adequate. Hence, it was replaced and now the robot
functions properly.

Hence, the following conclusions can be drawn by:

(a) The robot efficiently performs the taskof detecting, picking andplacingobjects.
(b) The infrared sensors and feedback sensory system operate effectively and

efficiently maneuver the robot in the autonomous mode.
(c) The use of ATmega32 was compatible with the system.
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(d) The robot can be used in arena, and without any human intervention, it can
perform various tasks and can also be employed in similar assembly line.

(e) The stress which is at the end of the gripper is less; hence, the designed purpose
is solved.
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Pine Oil Extraction and Characteristics
of Engine Using Pine Oil

Uddeshya Kumar and Siddharth Jain

1 Introduction

Pine oil is an oil which is obtained from different species of pines, mainly by Pinus
sylvestris. It is obtained with the help of steam distillation of needles, stumps, and
twigs of different kinds of pines. Pine oil is very popularly known as a Christmas
tree. Historically pine tree is very much familiar for the mankind because its wood is
very rich in resin which makes it ideal for the production of tar, turpentine and also
proves its importance as use of fuel and products of pine oil are used in construction
and painting industries. According to different mythologies, it is believed that pine
tree refers to the reputation as it is always growing taller to catch the beams of sun,
this is the reason that it is also known as a “The Master of Light” and “The Torch
Tree.” Pine oil is traditionally used in medicals such as to prevent fungal infections,
i.e., athletes foot and it is also famous for its effectiveness against minor abrasions,
such as bites, cuts, and scrapes from developing infections. When applied to the hair,
Pine Oil is having a big reputation to exhibit an antimicrobial property that cleanses
to remove bacteria as well as a build-up of excess oil, dead skin, and dirt [1–12].
But in this paper, we are focusing on the “Modification of pine oil to biodiesel with
different experiments and Engine characteristics by using pine oil as a fuel”.

We know very well that for a country’s growth its energy sector and transporta-
tion sector plays a vital role as same as a backbone of human body and fuel is the
most important parameter for these sectors, here biodiesel provides us an advantage
because now in this competitive world where every country wants to be superior to
other, biodiesel shows us a path of sustainable development. As we know biodiesel
is the near future as it is one of a few methods to reduce global warming as well as
providing sufficient amount of fuel for mankind so that different power generation
and other operations can be performed however right now the cost of biodiesel and
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Fig. 1 Different types of indexes [19, 24]

its feasibility in the market is a big challenge but on the other hand it provides us
an opportunity to develop in a manner of eco-friendly mankind and it also gives an
advantage over other methods, i.e., biodiesel can run on the normal or current Diesel
engines with slight modifications so it will not create a mess and challenge for the
engine producing industries. In this world, with a pass of every second, the pollution
level is increasing rapidly some persons know the effect of this pollution and some
people don’t know but this will harm us all, we can fulfill our needs from the conven-
tional source of fuel (for example coal, wood) but for a long run, it will dangerous
for all of us in the world [9–33]. The use of renewable energy and production of
energy from the waste biomass becomes a light of hope for all of us because it can
change the future in a fruitful way. The amount of pollution varies from country to
country and it is no longer a secret that we have only a few weapons like renewable
energy to fight against this climate change, which is the biggest of the whole world.
There are different types of indexes which are originated in order to rank different
countries on the basis of their improvements in the renewable energy sector (fight
against global warming) such as climate change performance index, environmental
performance index, renewable energy country index,World Energy Council’s energy
trilemma index, population index, S&P Global Timber & Forestry Index, renewable
energy country index and other (Fig. 1).

2 Transesterification

Transesterification is a reaction in which an Ester molecule reacts with an alcohol
molecule in order to get a different ester molecule. Generally, it is also defined as the
reaction of an Ester in order to convert one form of an ester into another form with
the help of an acidic or basic catalyst/conditions in the presence of alcohol (Fig. 2).
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Fig. 2 Transesterification [1–4]

As we all know that biodiesel is another form of diesel fuel that is obtained from
the long chain fatty acid esters, plants or animals by reacting them with alcohol by
the application of transesterification process (the process of converting s animal or
plant oil into biodiesel). The most common blend of biodiesel is B20 which shows
the 20% volume of biodiesel and 80% volume of diesel, however, B5 is also a very
common type of biodiesel blend which implies 5% of biodiesel and 95% of diesel
in volume proportion.

3 Torrefaction

The torrefaction process is basically the carbonization of biomass in limited oxygen
supply. In otherwords, it can also be defined as the thermal process to convert biomass
into a coal likematerial, whichwill provide better fuel characteristicswhen compared
to original biomass. Torrefaction is widely accepted and used method because of its
advantages such as it makes biomass hydrophobic, transport and material handling
is easier and less expensive, outdoor storage is possible, longer storage life without
fuel degradation, smoke producing compounds removed, and more (Fig. 3).

4 Different Methods of Pine Oil Extraction

Pine oil extraction is carried out for many decades and for the extraction of this
oil there are many conventional methods as well as some advanced methods. Very
first method was the steam distillation method then Soxhlet extraction followed by
solvent extraction, rectification and fractionation of solvent extracts, maceration, and
presently techniques like accelerated solvent extraction, microwave hydro-diffusion
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Fig. 3 Torrefaction [21]

and gravity method, supercritical fluid extraction method, extraction method assisted
by ultrasound, solvent free microwave extraction and many more.

1. Steam distillation

This is one of the oldest methods used for the extraction of oil. In this method, steam
generator is used to generate steam, which then passes through the plant material.
The plant material is present in the apparatus, when vapors pass through it then they
are condensed with the help of a condenser. Anhydrous Na2SO4 is used in order to
dry the oil which is collected after condensation. In this method of oil extraction,
extraction needs to be performed many a time (at least 3 times).

2. Solvent extraction method

It is a conventional extraction method that is employed for the extraction of oil from
oilseeds with low oil content (<20%), like soybean. This method is most commonly
used for the extraction of vegetable oil. Mr. Bhutiya researched the oil’s extraction
optimization, found out that solvent extraction method is a very effective method
with high yield value along with a consistent performance but this method is costlier
as compared to mechanical press method. One of the reasons for this higher cost is
Solvent cost, which is used in this method of extraction. There are many solvents
like diethyl ether, ethanol, and hexane, which can be used in this extraction method.
Muzenda et al. [5] work on the optimization of process parameters for castor oil
production suggested that solvent’s ability during solvent extraction is improvedwith
an increase in extraction time. Research work done by Ikya et al. [6] in 2013 on The
effect of extraction methods on yield and quality characteristics of oils from shea nut
shows that when Solvent extractionmethod is used then oil yield of 47.5% is obtained
which is higher than the old traditionalmethodof extraction having 34.1%of oil yield,
also lower flash point, lowermoisture content and lower fire point values are obtained
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by employing solvent extraction method. According to Buenrostro andMunguia [7],
thismethod has several disadvantages such as long extraction time,more requirement
of energy, higher solvent consumption, volatile organic compound’s emission into
the atmosphere, due to high processing temperature it gives poor product quality and
relatively higher number of processing steps.

3. Mechanical expression

It is as simple as its name, in this method pressure is applied to the oil material from
which oil is to be extracted. This method of oil extraction is often used for vegetable
oil when the quantity of oil content is greater than 20%. According to Mwithiga
and Moriasi [17] oil yield increased linearly with compression pressure and they
got the peak yield at about 75 °C where compression pressure was (40–80 kgf/m2),
time duration of pressing (6–12 min) and increase in bulk temperature of preheated
oilseeds takes place. After seeing the work of Oyinlola et al. [8], it is suggested that
mechanical presses for small scale oil extraction are simpler, inhibit less steps, and
are safer for use. Mainly there are two types of mechanical press methods, i.e., Cold
press and Hot press. Hot press process is carried out at a higher pressure and at a
higher temperature, whereas Cold press process is carried out at a lower pressure
and a lower temperature (generally below 50 °C). Higher temperature press method
increases the efficiency of the extraction process and yields up to a maximum of 80%
but this higher temperature adversely affects the quality of oil. One of the reasons
for high yield in hot press is the inverse relationship between the viscosity of oil and
temperature.

4. Microwave assisted extraction

This is a modern technique for the extraction of oil from oilseeds, it is a simple
and more efficient method for the extraction of vegetable oils as compared to other
thermal extraction processes. MAE uses radio waves for the flow of energy and
converts this energy of 300 MHz frequency–300 GHz frequency into heat energy.
The study done by Damirichi et al. [9] shows that microwave radiation technique is
very much useful in order to get higher extraction yield from oilseeds and improved
mass transfer coefficient can be obtained.

Moreno et al. [10] also experimented with microwave pretreatment for the extrac-
tion of oil from avocado and found out that the efficiency from Soxhlet-hexane
extraction of 54% is increased to the efficiency of 97% when Soshlet-hexane extrac-
tion is coupled with microwave pretreatment. If we are concerned about the quality
of oil obtained frommicrowave technique then we can refer Veldsink et al. [11], who
reported that due to the increment in phenolic antioxidants, better oxidative stability
is obtained.

5. Ultrasonic assisted extraction (UAE)

This is one of the most popular and innovative methods of oil extraction in which
ultrasonic sound waves are used. In this method heat and vibration is produced by
ultrasonic waves which result in the breakage of rigid cell walls of plant, thereby
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increasing the contact between plant material and solvent. For the comparison of
this UAE method with the Conventional solvent extraction, one can refer Samaram
et al. [12] research work who employed both of these techniques for the production
of oil from papaya seeds, they resulted that the conventional solvent extraction was
lasted 12 h, whereas UAE method lasted for only 30 min, which makes this method
more efficient in terms of reduced time lag and yield. Li et al. [13] also applied this
UAEmethod for the production of oil from soybean by employing hexane as solvent,
they suggested that UAE inhibits a better oil extraction efficiency and may impact
significantly on the edible oil industry. There are certain advantages of UAE like
Reduction in extraction time as studied by Stanisalvjevic et al. [14] in 2007, Lower
energy consumption and eco-friendly as suggested by Tian et al. [15] in 2013 and
this UAEmethod also Increases extraction yield as mentioned by Takadas and Doker
[16] in their research work.

6. Supercritical fluid extraction (SFE)

It is one of the special types of extraction method by using solvent which is in
a gaseous form. Supercritical Fluid is also known as a dense gas. According to
Schaneberg and Khan [23], most commonly used supercritical fluid for the extrac-
tion of oil is Carbon Dioxide, for the supercritical CO2 extraction, temperature, and
pressure are maintained above 304 K and 74 bar respectively. As suggested by them,
we have to be very careful with the selection of temperature and pressure because
supercritical fluid’s properties can be altered by these parameters. This type of extrac-
tion process is not very efficient if we are considering economical methods due to
the requirement of high pressure (cost is higher than conventional methods).

5 Pine Oil’s Performance in Engine Experiments

Keivani et al. [21] and his research fellows done their research on the pine wood’s
torrefaction in a continuous system along with torrefaction conditions optimization.
The torrefied red pinewood particles continuously in a screw conveyer reactor system
having a capacity of 5 kg/hr. They obtained higher heating value of 26,761.9 kJ/kg,
energy yield of 47.49%, hardgrove grindability index of 91.76, H/C ratio of 0.099,
and O/C ratio of 0.312 and optimum bio coal yield of 56.59% at 299.71 °C and
28.4 min (approximately 300 °C and 30 min). They also concluded that bio coal
prepared in this research work displays very similar properties as that of Turkish
lignite. So, it is suggested that this bio coal can be used as a supplementary fuel in
the coal fired combustion system for energy production.

Islam et al. [24] studied oil extraction from pine seed by the application of solvent
extraction method and they gave several conclusions. Firstly, the extracted pine oil
exhibits slightly greater density as compared to diesel fuel but lower than that from
pyrolytic pine oil. Secondly, the extracted pine oil has a calorific value 34.65 MJ/kg,
which is lower than that of diesel fuel but higher than pyrolytic pine oil. Lastly, the
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extracted pine oil has 62% lower dynamic viscosity (8.74 centipois @30 °C) and
19% lower kinematic viscosity (10.43 centistoke @30 °C) than pyrolytic pine oil
respectively.

Sendilvelan et al. [18] performed their experiments on the Analysis of Perfor-
mance, Combustion and Emission Characteristics on Biofuel of Novel Pine Oil,
with different parameters and load variations, they came to know a very unique
result, i.e., In a Diesel engine, pine oil can be used directly without any transester-
ification process because of its unique chemical possessions. They came to know
that thermal efficiency and consumption of 5% pine oil is very very close to that of
diesel. From the emission report, it is clearly shown that emissions of CO & HC has
been decreased significantly and an advanced level in emission of NOx is obtained.

Research work done by Vallinayagam et al. [19] shows that there is a comparable
calorific value between pine oil and diesel. They perform their experiments on a
single cylinder 4 strokes direct injection Diesel engine with pine oil biofuel blends
of 25, 50, and 75%with diesel and they came to know that at full load condition, 100%
pine reduces CO emission by 65%, HC emission by 30% and Smoke emissions by
70% and also the maximum release rate of heat is increased by 27%with an increase
in brake thermal efficiency of 5% hence it was clearly shown that 100% pine oil can
be directly used in diesel engine and hidden advantages of pine oil can be utilized.

Kiran et al. [22] along with his fellows perform different experiments on the
different blends of pine oil and use them as an input fuel for Diesel engines and
their experiments are focused on the usefulness of biodiesel in compressed ignition
engines. The biodiesel used by them for their experiments is obtained from the
transesterification of pine seed oil and they blend it at different concentrations i.e,
B10, B20, B30, and B100. Experiments and emission analyses were performed at
different load conditions on a 4 stroke single cylinder engine. After the completion of
analysis, it is concluded that B20 holds better potential to use as fuel in compressed
ignition (CI) engines because B20 shows a significant reduction in pollutants of CO,
CO2 and HC while the mechanical efficiency and brake thermal efficiency of pine
oil have increased by 4.85% and 23.2% respectively. This B20 blend also shown an
increase in NOx emission about 9.12%.

6 Conclusion

Researchers have done huge work to develop biodiesel from pine oil using various
catalysts like heterogeneous and homogeneous catalysts. The present paper dealt
with the fuel extraction methods from pine oil and a review on engine performance
using the pine fuel. It was found that the biodiesel performance on engine is very
good as compared to diesel.
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Microstructure Tribological
Characterization of Copper Metal
Matrix Reinforced with Cerium Oxide

Vivek Pandey, Tushar Choudhary, and Anup Bajpai

Abbreviations

Cu Copper
CeO2 Cerium oxide
UTM Universal testing machine
SEM Scanning electron microscopy
XRD X-ray diffraction

1 Introduction

In the growing technology, most of the heavy mechanical industries are looking
for new technologies to develop certain specific property combinations. Composite
materials are produced by combining materials into a single material to better suit
for a specific application than either of the original materials separately.

Ahmed et al. [1] investigated nanostructures which are made by semiconducting
pure and Gd-doped cerium oxide (CeO2) with application to gas sensors. After
tested by X-ray diffraction, Raman spectroscopy and transmission electron micro-
scope nanostructures with gas sensor have improved sensitivity, stability, and cam
operate in lower temperature. Elena et al. [2] investigated hot stamping process on
boron steels; the dies are tested at conditions like adhesive wear, abrasion, thermal
stresses, and fatigue. The results showed an increase of COF. Wear mechanism of
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coated and uncoated sample comes out as adhesive and oxidative when tested. Ali
Mazahery et al. [3] investigated microstructure and tribological properties of SiC
particles reinforce with Al-based composite on different size and volume fraction.
Compocasting process is used for making composites. Pin-on-disk wear tester, hard-
ness measurement, and SEM were used for microstructural characterization. Ana
et al. [4] show that for improving surface properties of different steels and alloys
plasma nitriding processes are widely used. Three nitride layers were cold rolled
and then tested by SEM, XRD, and Rietveld method and hardness measurement.
Result shows that as nitriding temperature increases the compound layer of Fe2–
3N increases and of Fe4N decreases. Liu et al. [5] examined cerium oxide (CeO2)
nanoparticles by using ammonia water and oxalic acid from precipitation method.
They were tested by X-ray, SEM, and FT-IR. The results showed that the average
particle size and crystallite size increased with increasing the temperature. Kanwarje
et al. [6] take P20 tool steel and develop coating from microwave hybrid heating
process with addition of CeO2 (modified coating) with varying wt%. On addition
of CeO2 (1 wt%), it improves microstructure pattern, hardness (30%), and wear
behavior of coatings. Makoto et al. [7] examined cerium oxide and Cu-containing
cerium oxide. The results show that presence of copper enhances reducibility and
sulfidation in cerium oxide. Kenneth et al. [8] investigated the behavior of copper
matrix composites when reinforced from chips of steel on wear and different proper-
ties of mechanical. Low porosity was found when steel chip was added as compared
to addition of alumina chip in cupper matrix. Wear resistance, mechanical properties
hardness, and tensile strength are also improved. Ke-Chao et al. [9] investigated on
samples of coppermatrix composites reinforced byWCparticle. Result indicated that
addition of WC increases the hardness, coefficient of friction, and resistance against
the scratch. As the normal load increases, material removal mechanism improves.
Debalina et al. [10] investigate iron matrix composites which were reinforced by
tungsten carbide on the dry sliding wear test at room temperature. Result shows that
WC increases the microhardness, wear resistance and nanocomposites showed lower
COF and surface roughness. Yusoff et al. [11] investigated the effect of copper tung-
sten and graphite manufactured by ball mill operation. XRD, SEM, hardness, and
electrical conductivity were finding out. Increasing milling time shows increase in
hardness of composite but reduction in electrical conductivity. Zhang et al. [12] used
SiCp/Cu composite to investigate dry sliding wear behavior by using pin-on-disk
tester. Volume loss gets starts with sliding distance and by application of load; this
happens because of enlargement of mean free path between particles, and wear resis-
tance is proportional to reinforcement particles. Deshpande et al. [13] investigated
the effect of WC particle-reinforced copper matrix composites on wear behavior
by using pin-on-disk tester against a sintered SiC abrasive disk. Tiwari et al. [14]
quoted that the wear rate and friction coefficient depend on Cu part of mix, when
applied with harder material. This is because of adhesive bonding and layer forming
between particles. From the detailed literature review, it was found that no work was
done to investigate the effect of cerium oxide on mechanical, wear, and microstruc-
tural property of copper metal powder. The purpose of the project is to find out the
characterization of copper specimen with variable addition of cerium oxide in its
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composition through various mechanical properties. The project will also help us to
find out any abrupt changes in the properties of copper with changing percentage of
cerium oxide on different sintering temperature.

2 Materials Selection

To obtain copper-based powdermetallurgy specimens and study the effects of cerium
oxide content and temperature on its microstructure properties, graphite powder is
used as lubricant. The copper powder having purity of about 99.5% and cerium oxide
of 99.95% are used. Graphite powder of 98% purity is used for lubrication purpose.
All purchased from Qualikems Fine Chemicals Pvt. Ltd., Vadodara.

3 Methodology

3.1 Preparation of Specimen

The pin-on-disk machine has a pin holder of capacity varying from 6 to 12 mm.
As the powder preforms should have sufficient contact area with the disk, the pin
diameter was decided as 12 mm.

3.2 Design of Experiment

Sintering temperature (◦C) Cerium oxide content (weight percentage)

T1 = 900 (CeO2)1 = 0

T2 = 950 (CeO2)2 = 0.2

T3 = 1000 (CeO2)3 = 0.6

(CeO2)4 = 1

3.3 Process of Experiment

From preparing of specimen to examine them, it contains different stages of
experiment. Flowchart of experiment is shown in Fig. 1.
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Fig. 1 Flowchart of experiment

Steps for making specimens.

1. Powder mixing
2. Cold compaction
3. Sintering process
4. Finishing operations

4 Test Performed

4.1 Hardness Test

The Vickers microhardness was calculated by a microhardness tester machine using
a load of 50 gf. 20 readings were taken and average values were reported in the graph.

4.2 Wear Test

The samples formed are then being tested to analyze the wear behavior of the copper-
cerium oxide powder performs in dry sliding condition of room temperature and
humidity of 60–65%. This experimentation is being carried out on a pin-on-disk
wear testing machine using samples of Ø 12 mm (avg. value) 15 mm in length (avg.
value).
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Fig. 2 Wear and friction tester, digital controller box, reading on MAGVIEW-2010

4.3 Wear Testing Operation

To study wear behavior of specimens to pin-on-disk type wear testing instrument
(Model: DUCOM TR-20) having a hardened steel disk of diameter 160 mm ×
10mm thick, set required track radius 60 mm. Keep normal test weight of 10 N. The
adjusted wear display is to be within ±5 µm. Select the mode of operation (time)
20 min distance traveled by sample about 2300 m. The setup is shown in Fig. 2.

Start push button on the controller front panel to commence the test. Set there
required RPM by rotating the SET 300 RPM knob in clockwise direction. The test
stops automatically after the complete of preset time.

4.4 SEM Test

The scanning electron microscope test of specimen was examined for microstructure
conducted in the instrument model used for the SEM analysis which was JEOLJSM-
6380A analytical scanning electron microscope device in IIITDM SEM, as shown
in Fig. 3.

4.5 XRD Test

The experiment was conducted at Lab of Raja Ramanna Centre for Advanced Tech-
nology RRCAT, UGC-DAE Consortium for Scientific Research, Indore, India, on
XRD machine which is D8Advance X-ray diffractometer (XRD) at an angle range
of 200–950 range and wavelength of 1.54 nm. X-ray diffraction (XRD) is a high-
tech, non-destructive technique for analyzing a wide range ofmaterials. Themachine
setup is shown in Fig. 4. This XRD machine is capable to measure nine samples in
a series. Samples in powder form and in thin film can be measured using this XRD
machine. We have use thin-film coating in our study.
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Fig. 3 JEOLJSM-6380A scanning electron microscope

Fig. 4 D8 Advance X-ray
diffractometer (XRD)
machine

5 Result and Discussion

5.1 Effect of CeO2% and Sintering Temperature on Hardness

The increased hardness is attributed to the CeO2 particles which act as barriers and
prevents the movement of dislocations within the matrix. It was found that as CeO2%
increases hardness is also increases because CeO2 increases density. It is verified by
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Table 1 Average hardness
(BH) at different sintering
temperature and CeO2
content

CeO2 content
wt%

900 °C
sintered
temperature

950 °C
sintered
temperature

1000 °C
sintered
temperature

0 32 34 35

0.2 34 35 36

0.6 37.333 38 38.333

1 44 46.333 48

microstructure.As sintering temperature increases, the hardness shows the increasing
trend because bounding increases with temperature. The same can be seen in Table
1. When sintering temperature increases densification is also increases and sample at
1000 °C shows maximum hardness and sample at 900 °C shows minimum hardness.

5.2 Effect of CeO2% and Sintering Temperature on Density

Figure 5a shows the variation of density with respect to CeO2 content (wt%). As
CeO2 content (wt%) increases, density is also increases from 0 to 1%. In 900 °C
temperature by increasing the CeO2%, from 0 to 0.2% density increases 1.34%, 0.2
to 0.6% it increases 0.646%, and from 0.6 to 1% it increases 1.12%. In 950 °C
temperature by increasing CeO2 from 0 to 0.2% density increases 0.22%, 0.2 to
0.6% it increases 1.23%, and from 0.6 to 1% it increases by 0.68%. In 1000 °C by
increasing CeO2 from 0 to 0.2% density increases 0.86%, 0.2% to 0.6% it increases
0.53%, and from 0.6 to 1% density increases by 0.85%. Sample at 1% shows dense
structure, and sample at 0% shows minimum density.

(a) (b)

Fig. 5 a Effect of CeO2% on density. B Sintering temperature on density
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Figure 5b shows the variation of density with respect to sintering temperature.
As sintering temperature increases, density also increases from 900 to 1000 °C.
In 0% CeO2 by increasing the temperature from 900 to 950 °C density increases
1.22% and from 950 to 1000 °C it increases 0.50%. In 0.2% CeO2 by increasing the
temperature from 900 to 950 °C density increases 0.10% and from 950 to 1000 °C
it increases 1.13%. In 0.6% CeO2 by increasing the temperature from 900 to 950 °C
density increases 0.69% and from 950 to 1000 °C it increases 0.43%. In 1% CeO2

by increasing the temperature from 900 to 950 °C density increases 0.26% and from
950 to 1000 °C it increases 0.59%. Sample at 1000 °C shows dense structure, and
sample at 900 °C shows minimum density.

5.3 Effect of CeO2% and Sintering Temperature on Wear

Pin-on-disk machine (Model: DUCOM TR-20 Bangalore, India) with ASTM-G99
standard was used for measuring the sliding wear. The following four combinations
0, 0.2, 0.6, and 1% cerium oxide were mixed with copper metal powder composite.
10 KN load was applied to investigate the wear performance. The wear is higher in
0% CeO2, and it was minimum at 1% CeO2 in copper metal powder matrix. The
initial increase in wear loss was reduced after 500 s, beyond this wear loss curve
followed moderately increase path. The high wear loss is in initial stage possibly due
to high contact pressure between the sample and counter surface. After increasing
the time, the real count area between these two surfaces increases and adhesive wear
takes place. A layer is formed between the sample and the counter surfaces which
prevent the material lose so in later stage wear loss reduces. Figure 6a–d shows wear
effect.

5.4 SEM Results

Figures 7, 8, 9, and 10 show themicrostructure of 0%CeO2, 0.2%CeO2, 0.6%CeO2,
and 1% CeO2 in copper metal powder matrix. There is large number of microcracks
in the copper matrix, and the structure is porous because in 0%CeO2 no cerium oxide
is added and it start reduces up to 1% of CeO2. Black patches represent the presence
of CeO2, and it is clearly seen where white patches represent the copper. It is seen
that in 1% cerium oxide the structure is dense, very less microcrack occurs and it
is also validated by hardness and wear resistance. At 1% cerium oxide, it shows the
behavior of high hardness. It was also found that the CeO2 is uniformly distributed in
copper matrix. From analysis it has been observed that as the CeO2 contain increases
the black patches become more remarkable, on comparing Figs. 7, 8, 9, and 10.
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Fig. 6 Average wear (µm) with sintering temperature (in °C) at 0–1% CeO2 specimen

Fig. 7 SEM results for pure copper
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Fig. 8 SEM results for 0.2% cerium oxide

Fig. 9 SEM results for 0.6% cerium oxide

5.5 XRD Test

Figure 11 indicates the XRD diffraction pattern of 0, 0.2, 0.6, and 1% CeO2 particle.
Peaks found at angle 2θ = 36,043’, 43,032’, 50,047’, 74,015’, and 89,093’. In graphs,
1 shows CeO2 and 2 as Cu. After addition CeO2 from 0.2 to 1% no new peak was
found in the diffraction pattern which indicates the good solubility of CeO2 in copper
matrix but a reduction of the peaks was also observed in the diffraction pattern that
conforms the uniformly distribution of CeO2 in copper matrix. It was also observed
that peaks center shifted toward the smaller value. The result is stressed evaluation
in the matrix which causes the reduction in the peaks intensity. It can be inferred that
the addition of CeO2 has fine microstructure.
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Fig. 10 SEM results for 1% cerium oxide

6 Conclusions

On the basis of the observations taken and result derived, the following conclusions
can be made:-

1. The experiment shows that copper-cerium oxide specimen hardness increases
with increase in sintering temperature and cerium oxide content. Although the
rise was slower initially, the value of Brinell hardness number increased in the
specimen with higher cerium oxide percentage at higher sintering temperature.
So, it may be suggested that there should be some lattice modification at higher
CeO2 content.

2. Aconstant trendof increasing densitywas seenwith increasing sintering temper-
ature and cerium oxide content. The voids of the copper metal matrix are filled
by progressive fusion of cerium oxide atoms with copper.

3. The specimen with highest cerium oxide content and sintering temperature has
very less value of porosity in it.

4. Observing the wear trend of the copper composite specimen, it is clear that
cerium oxide is providing good amount of wear resistance to copper as the wear
of specimen with no cerium oxide was excessively high as compared to that
with 0.2% CeO2 and it decreased further as cerium oxide was added to 1%.

5. The SEM test showed that the addition of cerium oxide provided pitting corro-
sion and oxidation resistance to the copper composite samples as white flakes
of copper can be seen in the image of 0% CeO2 specimen cleaner surface that
can be observed in the final image with 1% CeO2 content.

6. XRD result indicated that addition of CeO2 from 0.2% to 1% no new peak
was found in the diffraction pattern which indicates that good solubility of
CeO2 in copper matrix but it was also observed that a reduction of the peaks in
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Fig. 11 XRD diffraction pattern for different % of cerium oxide

the diffraction pattern conforms the uniformly distribution of CeO2 in copper
matrix.

7. Thus copper composite using for engineering applications such as automobile,
defence and shipping industries applications.
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Investigation on Vibration of Crankshaft
in Reciprocating Engine

Abhishek Gatlewar , Dipak Gulhane , Vijay Kalbande ,
Nitin K. Mandavgade, Rupesh Khorgade , and Mahesh T. Kanojiya

1 Introduction

Crankshaft dynamics has gradually become an activity of automobile companies,
and the stab is constantly rising in the sense of noise, vibration, and roughness
(NVH) [1]. The vibration and noise generated by the crank gearbox through high-
speed software are the primary issues in dynamic research. The main difficulty in
finding a crankshaft is related to the way the crankshaft wraps around the bearing and
rotates uninterruptedly. This effect is called reciprocating rotation, and the influence
between the crankshaft and the crankshaft jointly participates in the appearance of
engine noise and vibration which determines the load capacity of the crankshaft and
its bearing life [2].

Crankshafts are widely used in the automotive industry. It has been observed
that everything from small-capacity laptops to machines with great potential is used
correctly. During the operation of the notebook computer, the curved bearing is
subjected to variable loads, which can cause variable anxiety. The connecting rod
mechanism of the crank experiences various anxieties during the entire work cycle.
Evidence shows that due to various load conditions, the crank itself vibrates that have
hundreds of effects on its bearings, resulting in increase of the wear and tear of the
crank [3]. Therefore, it is predictable that by estimating its vibration, the impact of
various load regulations on a unique unit on its overall performance can be noted.
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2 Formulation of Present Work

Literature survey has shown that crankshaft plays a very important role in strength-
ening and motion transmission. Therefore, it is necessary to understand its dynamic
behavior under operational situation. Due to its intricacy and the establishment
of geometric shapes, it is difficult to use the analysis potential to evaluate the
crankshaft. Therefore, in this research software platform methods to analyze the
dynamic behavior of the crankshaft has been used. There aremany software programs
such as CATIA, HYPER MESH, ANSYS, and among others that are used to check
the problems opposite to the improvement of stress, strain, etc. In fact, it provides
the concept of the fatigue life cycle of the tested aspect. However, software platforms
still face challenges; that is, how to truly announce the value of the parameter that
the factor will work on. Therefore, it is difficult to confirm the existence range of the
factor or point out the exact reason for its failure.

The results obtained from the software program depend on calculations performed
with the aid of a software packagemanually entered by the programmer. The software
program only indicates the effect saved in the memory and has nothing to do with the
wise situation. Therefore, it is stated that analytical capabilities are as important as
software platform. However, the final results obtained through the use of analytical
skills are limited by the range of variables considered, and in the end no specific
answers can be obtained.

The general techniques for evaluation are as follows:

1. Get the specific size of the thing to be tested.
2. Use any modeling software platform to create models.
3. Save the created model file so that it can be imported into evaluation software,

ANSYS, Unigraphics, etc.
4. Open the file in the analysis software program [ANSYS] to perform static

evaluation (using dynamic force as input) and model evaluation [vibration].
5. Apply the meshing situation. Since the difference between the real answer and

the approximate answer depends on the mesh, we choose.
6. Get the value of stress, natural frequency, strain, and mode shape.

3 Model Analysis by Vibration

However, since there are unique strategies for performingmodel vibration evaluation,
the following will introduce the step-by-step technique of the method used in the
existing setup:

1. The body gadget [engine] is converted into a basic dynamicmodel. The dynamic
model is a crank chain, assuming that the center of gravity of the engine in each
phase is located at the geometric center.
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2. The kinematics evaluation of the model is performed graphically. Under this
evaluation, the speed and speeding up of the center of gravity of each hyperlink
have been expected.

3. After the kinematics evaluation of the model, it will be regarded as a dynamic
evaluation according to the regulations proposed by D’Alembert. Accordingly,
when the inertial force generated due to the acceleration related to the hyperlink
is considered on the link, the dynamic situation can be regarded as the static
situation.

4. Calculate the load torque on the engine crankshaft when the crank rotates.

Finally, the calculated load torque is used to estimate the torsional amplitude of
the shaft below the torsional vibration.

4 Slider–Crank Dynamic Analysis

The dynamic conduction of the reciprocating engine’s crankshaft is shown in Fig. 1.
The slider–crank associations and their centers of gravity are assumed to be concen-
trated in the core of each link. For evaluation purposes, the reciprocating engine is
modeled as a simplified crank–crank combination, and the positions of the recipro-
cating engine cylinder, crank, connecting rod, and piston are represented as hyperlink
1, hyperlink 2, hyperlink 3, and hyperlink 4.

A. Estimate link power Start

In the above situation, the crank rotates in a counterclockwise path, and its
angular displacement is 360°, so dynamic evaluations were performed on 400°,
112°, 256°, 328°, 400°, 472°, 616°, and 688°. At this time, the angle function
of hyperlink 2 is 360°, and it appreciates hyperlink 1. Since all the hyperlinks
of the mechanism move at a certain speed and acceleration, the inertial force
related to the hyperlink cannot be ignored. Therefore, it is necessary to evaluate
the kinematics of the link at each angular function. Tables 1 and 2 show all the
calculated pace and acceleration values and plotted as shown in Figs. 2 and 3.

Fig. 1 Slider–crank
arrangement
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Table 1 Crankshaft velocity
calculation

Ø V2 V3 V4

40 95.24 82.66 85.84

112 95.24 32.41 79.52

256 95.24 35.55 76.38

328 95.24 82.84 85.80

400 95.24 32.41 79.52

472 95.24 35.55 76.38

616 95.24 35.55 76.38

688 95.24 82.84 85.80

Table 2 Crankshaft
acceleration calculations

� ag2 ag3 ag4

40 98,779.75 194,412.3 205,253.9

112 98,779.75 143,098.8 142,098.8

256 98,779.75 139,151.7 126,310.1

328 98,779.75 194,412.3 205,253.9

400 98,779.75 194,412.3 205,253.9

472 98,779.75 143,098.8 142,098.8

616 98,779.75 139,151.7 126,310.1

688 98,779.75 194,412.3 205,253.9
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Fig. 2 Crank rotation versus velocity

As shown in Fig. 4, the dynamic evaluation of the slider–crank mechanism when
θ = 328°. In this figure, we focus on the force applied to the connecting rod, crank,
and slider. These forces are represented by FP, F14, FW, Fi4, Fi3, F34, Fi2, and F23

where FP is the stress pressure performed on the slider or piston due to the strength
stroke at the coefficient C, and F14 is the daily response due to the pressure and the
pressure generated. For the cylindrical inner wall, Fi4 is the inertial pressure caused
by themovement of the slider, FW is the pressure caused by themass of the slider, and
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Fig. 3 Crank rotation versus acceleration

Fig. 4 Slider–crank schematic diagram at 328°

F34 is the pressure caused by the hyperlink 3 on the hyperlink four (i.e., the slider).
But the F34 pressure is unknown, and the pressure F34 is calculated by decomposing
the pressure F34 into two elements, namely F34(t) and F34(n). The position F34(t)
represents the tangential factor F34(n) represents the everyday elements that appear
perpendicular to the cylinder floor [4, 5].

In the same way, the forces exerted on the connecting rod and crank are F43(n),
F43(t), Fi3, F23 and F32, Fi2, respectively, which are proved in the determination
standards 1.4(c) and (e), where F43(n) represents daily things appearing in the factor
Con hyperlink 3, F43(t) represents the tangent factor of the hyperlink 3 on the floor
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C, Fi3 represents the inertial pressure appearing through the center of gravity of the
hyperlink 3, and F23 is the hyperlink 2. The generated pressure is on the hyperlink
3; that is, from the crank to the connecting rod, F32 is the pressure caused by the
hyperlink 3 on the hyperlink 2, and Fi2 represents the inertial pressure performed
through the center of gravity of the hyperlink 2. Forces FP, FR, Fi2, Fi3, Fi4, and FR
can be calculated using the following formula:

FP = P × Area,
(
Area = π

4
∗ D2

)

where P = Pressure.
D = Diameter of cylinder.

FR = FP − Fi4
Fi2 = m2 × ag2
Fi3 = m3 × ag3
Fi4 = m4 × ag4

where FR = Resultant force, Newton.
Fi = Inertial pressure, Newton.
m = Mass in kg.
ag = Acceleration due to gravity, m/s2.
Among them, m2, m3, and m4 are the masses of the crank, connecting rod and

slider. ag2, ag3, ag4 are acceleration caused by gravity. Further, R is the resultant force
of forceF32 andFi2 passing through point B as shown in Fig. 4. The forces calculated
for links 2, 3, and 4 as shown in Table 3.

Thus, the load torque for each position is computed as shown in Table 4.

Table 3 Forces calculation Link Forces (N)

2 Fi2 = 12,777.87
F32 = 4,650,000

3 Fi3 = 50,132.47
Ft43 = 4,400,000
Fn43 = 1,400,000
F23 = 46,500,000

4 Fi4 = 4,454,000.9
FP = 10,530
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Table 4 Torque calculation Crank rotation (θ) Load torque (K-Nm)

40 167.4

112 9.62

256 9.03

328 167.4

400 167.4

472 9.62

616 9.03

688 167.4

5 Crankshaft Vibration Analysis

The comparison of dynamic crankshaft was carried out, and it is concluded that
the location a single-cylinder engine is a model as a simplified slider–crank affilia-
tion which types the groundwork for vibration evaluation. Taking into consideration
slider–crank affiliation, all the propagating forces by using the hyperlinks has been
probable and quicker or later a load torque performing at crankshaft is calculated.
This evaluation was conducted at different levels of crank rotation with an interval
of 360°. The projected load torque is validated as shown in Fig. 5.

In the modern research, the crankshaft factors of the engine are selected for evalu-
ation purposes. We can observe that the crankshaft is guilty for altering reciprocating
motions of the slider piston into rotary motion of the gearbox. This problem appears
a payload from the engine (developed interior cylinders) and a payload from the
gearbox (because of the weight of the system). Consequently, crankshaft will
carry torsional vibrations. At this, instant torsional vibrations related to crankshaft
are noted in component in a piece of writing.
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6 Crankshaft Torsional Vibration

The crankshaft modeled as a single rotor shaft machine for study purposes is shown
in Fig. 6. The piston and connecting rod of a crank assembly position changed by
way of rotor and equal inertia computed I0 is 753,798,081.2 kg-mm2.

The equation of action for torsional vibrations thinking about a rotor of inertia,
i.e., hooked up on the shaft of torsional stiffness kt , the equation of motion used for
torsional vibration of the shaft be able to write as:

I0θ̈ + ktθ = T (t) = 167.4 cosωt (1)

Fig. 6 Crankshaft of single cylinder
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I0
d2Ø

dt2
+ kØ(t) = 167.4 cosωt (2)

d2Ø

dt
+ kt

I0
Ø(t) = 167.4 cosωt

I0
(3)

(
D2 + kt

I0

)
Ø = 167.4 cosωt

I0
(4)

(
m2 + kt

I0

)
= 0 (5)

m = ±
√
kt
I0

(6)

but

Kt = π

32
Xd4X

(
G

Le

)
(7)

I0θ̈ + ktθ = T (t) = 167.4 cosωt

kt = π

32
× 504 ×

(
79 × 103

50

)

kt = 969, 475, 857.9

kt
I0

= 1.28

m = ±1.28

C.F. = A cos

(
kt
I0
t

)
+ B sin

(
kt
I0
t

)
(8)

C.F. = A cos(1.28t) + B sin(1.28t) (9)

P.I. = 1

D2 + kt
I0

2 × 167.4 cosωt

I0
(10)

Replacing D2 by − ω2



296 A. Gatlewar et al.

P.I = 167.4

I0
× 1(

−ω2 + kt
I0

2
) cosωt

P.I = 167.4

I0
cosωt

1(
kt
I0

2 − ω2
) (11)

θ(t) = C.F. + P.I (12)

θ(t) = A cos

(
kt
I0
t

)
+ B sin

(
kt
I0
t

)
+ P.I

θ(t) = A cos(1.28t) + B sin(1.28t) + 2.22 × 10−7 cos(2094.36)t × 1(
1.282 − 2094.362

)

θ(t) = A cos(1.28t) + B sin(1.28t) − 5.06 × 10−14 cos(2094.36)t

By applying the boundary condition, we get
At t = 0, θ (t) = 0

θ(t) = A − 5.06 × 10−14 = 0 (13)

A = 5.06 × 10−14

At the value t = 0.03, then θ (t) = 0.628 rad

θ(t) = A cos(1.28t) + B sin(1.28t) − 5.06 × 10−14 cos(2094.36)t

0.628 = 5.06 × 10−14 cos(1.28 × 0.03) + B sin(1.28 × 0.03)

− 5.06 × 10−14 cos (2094.36 )0.03

B = 16.35

The solution can be written as

θ(t) = 5.06 × 10−14 cos(1.28t) + 16.35 sin(1.28t) − 5.06 × 10−14 cos(2094.36)t

The inertia force values are calculated as shown in Table 5.
From Fig. 7, the inertia forces of link 3 and link 4 do not exhibit as much varia-

tion as found in link 4 of inertia forces. The version of slider inertia stress may be
demonstrated via a cosine that is the same to the version demonstrated through load
torque with admire to the rotation of crank.

Figure 8 generates in MATLAB shows an evaluation of the slider–crank
mechanism of an engine that helps to find the consequences of the evaluation.



Investigation on Vibration of Crankshaft … 297

Table 5 Inertia forces values
θ Fi2 Fi3 Fi4

40 12,777.87 50,132.47 4,454,001

112 12,777.87 36,832.01 308,354.5

256 12,777.87 35,808.9 274,092.9

328 12,777.87 50,132.47 4,454,001

400 12,777.87 50,132.47 4,454,001

472 12,777.87 36,832.01 308,354.5

616 12,777.87 35,808.9 274,092.9

688 12,777.87 50,132.47 4,454,001
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Fig. 7 Load torque and inertia forces

Fig. 8 Forced torsional vibration response of crankshaft
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7 Conclusion

Vibrations including bending, torsion, and axial coupling have been observed to
affect the crankshaft. Torsional vibration is responsible for crankshaft failure. The
engine’s inertia and combustion load sources produce bending and torsion loads
on the crankshaft. The effect of modal evaluation is very important because it is
the resonance frequency, or perhaps the frequency that provides the most vibration
results. The present studies have also shown that deformation is usually located on
the hyperlink between the bearing housing and the crankshaft pin. This helps predict
the chance of interference between the crankshaft and different parts. Through the
use of excellent shape maps, the resonant vibration of gadgets can be effectively
avoided and the results provide a theoretical basis for the calculation of optimized
formats and fatigue life styles. Vital places on the crankshaft structure are all placed
on the clean areas due to the fact of high-stress gradient in these places; however, at
the end it results in high-stress awareness factor.
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Comparative Thermodynamic Analysis
of Simple Gas Turbine Fueled
with Renewable Fuel

Abhinav Anand Sinha, Tushar Choudhary, and Mohd. Zahid Ansari

1 Introduction

In the late 1930s, gas turbines, initially postulated and theoretically studied during
the initial decade of the twentieth century, became a reality in engineering. The
technology of aircraft gas turbine has evolved steadily and in a continuous manner
over the last 50 years [1]. Energy is the main initiator of nearly everything, and it
is important for our everyday lives and activities in different industries. Gas turbine
(GT)power plants are commonlyused for the generationof electricityworldwide, and
natural gas is also used in such plants as a frequent fuel [2]. The increase in demand
for energy typically contributes to an increase in global environmental issues [3].
Gas turbine (GT) output is affected by the quality of components and the working
temperature of the turbine. The overall performance of the gas turbine cycle depends
mainly on the compressor’s pressure ratio (rp) [4].

Exergy-based optimization is considered one of the best methods for the assess-
ment of the performance of power plant in this respect. The use of energy is very
much governed by thermodynamic laws (majorly second law of thermodynamics)
[5]. In thermodynamics, efficiency is one of the most commonly used concepts, and
it demonstrates how well an energy transfer or method is done. In thermodynamics,
efficiency is also one of the most widely misused words and is also a source of confu-
sion [6]. Traditionally, efficiency has been mainly specified based on the first law
(i.e., energy). Exergy research has found progressively more widespread acceptance
in recent decades as a valuable method in the design, evaluation, optimization, and
development of energy systems [7]. While the exergy analysis approach is often seen
as a new method for the analysis of energy systems, the basic concepts were imple-
mented as early as the 1940s. An exergy-based performance analysis overcomes the
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constraint of an energy-based analysis and utilizes second law of thermodynamics
[8]. Whenever an irreversible process happens, energy is destroyed [9].

M. Fallahet has addressed simple gas turbine (SGT), steam injection gas turbine
(STIG), gas turbine with evaporative inlet air cooler (EVGT), and steam injection
gas turbine with evaporative inlet air cooler (ESTIG) in his paper and has done exer-
getic comparison between four different configurations. The results show that the
precedence order for the optimization of system components varies when calculated
with ESTIG [10]. In evaluating the efficiency of the Omotosho Phase I Gas Thermal
Power Plant, this paper explains the use of exergy analysis and suggests solutions
to decrease exergy destruction in power plants. As temperature of ambient rises in
the plant and its components, the exergy effectiveness decreases and the efficiency
of exergy destruction increases. To solve this problem, the turbine air inlet cooling
system is therefore suggested for the plant [11]. Ali Mousafarash and Mohammad
Ameri has conducted energy, exergy, and exergo-economic study of various working
conditions of gas turbine power plant located near Tehran, the capital city of Iran and
concluded that the finest working conditions that can be considered for the power
plant are 100 MW load at 40 °C. An increase in temperature of ambient has a nega-
tive effect on the cycle’s energy efficiency, so in order to counter this aspect this
we can use cooling methods at gas turbine air inlet. The effects of pressure ratio
(rp), compressor inlet temperature (CIT), and turbine inlet temperature (TIT) on the
output parameters of open cycle gas turbines have been studied byHüseyin Kurt et al.
The result showed that a decrement in CIT and an increase in TIT and pressure ratio
(rp) values improved the net power output and thermal efficiency. The CIT should
be selected as low as possible, and the TIT should be selected as high as possible
if it is intended to provide a high net power output and thermal efficiency for the
turbine [12]. The cooling process of blade is studied in depth for reheating, as it is
considered to be of critical importance for performance optimization [13]. In addi-
tion, Tushar Choudhary has worked on novel combination of high-temperature solid
oxide fuel cell that is coupled with recuperative gas turbine-based hybrid power plant
(SOFC-blade cooled GT). The suggested SOFC-blade cooled gas turbine hybrid has
hybrid efficiency of 73.46% [14]. In another paper, author deals with the thermoeco-
nomic investigation of the gas turbine cycles with potential application as marine gas
turbines. Appropriate objective function in a form of decision variables was consid-
ered to carry out the study. Fuel cost and investment cost both were combined and
taken as objective function. The total cost flow rate for basic gas turbine (BGT),
recuperated gas turbine (RcGT), and intercooled gas turbine (IcGT) has been found
to be 0.37646 $/s, 0.3518 $/s, and 0.40791 $/s, respectively [15]. This paper deals
with computational fluid dynamics modeling of solid oxide fuel cell (SOFC) which
is combined with cogeneration system. Commercial software COMSOL 4.3.1 has
been used to carry out the CFD modeling of SOFC using finite volume approach.
Performing parametric analysis was used to examine the performance characteris-
tics of an SOFC. It has been witnessed that in terms of power supply and thermo-
economics internal reforming is advantageous over the external reforming system
[16].
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A literature study indicates that all research papers used exergy analysis exploring
gas turbine cycle irreversibilities. Many scientists are trying to work with various gas
turbine configurations. In most cases, in the GT cycle, natural gas is the primary fuel
for combustion. No detailed discussion on different fuels is obtained like Jatropha,
Soybean, and coconut husk, and coconut shell. This paper shows the comparative
analysis on the performance of gas turbine with different fuels and also shows the
exergy analysis of system components with these fuels.

2 System Configuration

In BGT (Fig. 1), at ambient temperatures, fresh air enters into compressor (state 1),
where the air is compressed and its pressure and temperature are increased (state 2).
This air at high pressure and temperature enter into combustion chamber. Fuel (mf) is
introduced at this pressure and temperature in combustion chamber which increases
the temperature of combustible gas (state 3) at constant pressure and then expands
in gas turbine.

Conventionally, natural gas is used as combustible fuel in the simple gas turbine
cycle.Most of the researchers’ works are with natural gas. In this paper, four different
fuels are used having calorific values as shown in Fig. 2 [17]. Most of the energy
generated in the world is obtained from conventional fuel like oil, coal, and natural
gas. Since these sources are limited andwill deplete soon [18, 19], biodiesel is a future
fuel that can replace the existing diesel made from nonconventional sources such as
vegetable oils and animal fats. The use of biodiesel will allow the development of
agriculture, economy, and environment.

Fig. 1 Basic gas turbine cycle
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Fig. 2 Calorific value of different fuels

3 Mathematical Model

In the subsection, thermodynamic modeling of different components used in the
previous section of the proposed cycles will be evaluated and analyzed as follows.
The first and second laws of thermodynamics are taken into consideration over the
entire calculation under steady flow assumptions. For the cycle, air is used as the
main stream of working fluid and is believed to be the optimal gas for the various
states. Compressor, gas turbine, combustion chamber, and recuperator are shown in
Figs. 3, 4, 5, and 6, respectively.

The thermodynamic properties of air are taken into consideration and aremodeled
as follows: Touloukian and Tadash and Sahu [19, 20] discussed this polynomial
function for specific heat of air is given as below.

Cpa = 1.023204 − 1.76021 × 10−4T + 4.0205 × 10−7T 2 − 4.87272 × 10−11T 3

(1)

Polynomial equation for the specific heat of combustion gases has been modeled
is [19]

Fig. 3 Compressor
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Fig. 4 Gas turbine

Fig. 5 Combustion chamber

Fig. 6 Recuperator

Cpg =
[
15.276826 + 0.01005T − 3.19216 × 10−6T 2 + 3.48619 × 10−10T 3

+x0
(
0.104826 + 5.54150 × 10−5T − 1.67585 × 10−8T 2 + 1.18266 × 10−12T 3

)]
/V

(2)

Thus, the enthalpy and entropy of the gas and air can be evaluated as follows

h =
T∫

Ta

Cp(T )dT (3)

θ =
T∫

Ta

Cp(T )
dT

T
(4)

s = θ − R ln
P

Pambient
(5)
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First law efficiency: It is defined as the ratio of the output energy to the input
energy of a device, which is derived from the first law of thermodynamics, states
that energy cannot be created nor be destroyed, it can be converted from one form to
another. The first law is only concerned with the quantities of energy and disregards
the form in which the energy exists.

ηI = wnet,out

Qin
(6)

Second law efficiency: It is defined as the ratio of the minimum available energy
(or exergy) which must be consumed to do a task divided by the actual amount of
exergy consumed in performing the same task

ηI I = wout

Exin
(7)

Exergy is defined as the maximum amount of useful work that can be
obtained theoretically from a system when it comes in equilibrium with its envi-
ronment. It is shown by Eq. (8) where h0 and s0 are enthalpy and entropy taken at
room temperature T0 and at atmospheric pressure P0. In contrast to energy, exergy
depends on the state of the system along with the state of the external environment.

exT = (h − h0) − T0(S − S0) (8)

dS = dh − vdp (9)

s − s0 = Cp ln
T

T0
− R ln

p

p0
(10)

By using the mathematical definitions of enthalpy and entropy, Eq. 8 can be
expressed as

eTx = Cp[T − TO ] − TO

[
CP ln

T

TO
− R ln

P

PO

]
(11)

In finding out Gibbs function for fuels, the ratio (∅) of chemical exergy, and “the
change in the standard Gibbs function of reaction (kJ/kg) to the change in enthalpy
of reaction (kJ/kg).”

Total rate of exergy input = −�G0 = ∅ × m f × CV (12)

Energy balance equations for various parts of gas turbine plant that are discussed
in the previous section are as follows:
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• Air compressor

Real temperature at the compressor exits:

Te = Ti

[
1 + 1

ηAC

(
r

γ−1
γ − 1

)]
(13)

Using SFEE balance equations for the system, the following equation for
compressor work is.

Wc = maCpa(Te − Ti ) (14)

The specific exergy destruction in the compressor without bleeding of air for
cooling is given by

maT0

[
Cpa × ln

Te
Ti

− R × ln
Pe
Pi

]
(15)

• Combustion chamber

The working fluid of the cycle with the product gaseous fuel is burnt in the
combustor,

Energy balance in combustor is given as follows

m f ×LCV × ηcc = me×cpe × Te − mi × cpi × Ti (16)

And exergy loss in combustor is given by relation:

To

{[
meCpa ln

Te
To

− meRe ln
Pe
P0

]
−

[
miCpg ln

Ti
T0

− mi Ri ln
Pi
P0

]}
+ T0�S0

(17)

• Gas turbine

Actual temperature at the exit of turbine is

Te = Ti
[
1 − ηGT

(
1 − r

1−γ

γ

)]
(18)

The specific exergy destruction in the turbine

mg × To ×
[
Cpg × ln

Te
Ti

− R ln
pe
pi

]
(19)
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4 Results and Discussion

The influence of various operating parameters has been taken for operating conditions
which are provided in Table 1. Figure 7 shows the comparison of fuel-wise mass flow
rate for BGT and RGT cycles. It is clear from the results that less amount of mass
flow rate of fuel is required as increases the pressure ratio (rp) of system. In Fig. 7,
large amount of coconut husk is required to produce 80 kJ/kg as compared to other
soybean, jatropha, and coconut shell. Soybean shows the same trend as jatropha, or it
is clear from Fig. 7 which is soybean and jatropha overlaps each other. But either of
these fuels show that initially that is at lower pressure ratio (rp) large amount of mass
flow rate is required and it will reduce as increases the pressure ratio (rp). Network
of the system initially increases but after attaining some peak it will reduce rapidly.

Table 1 Operating
parameters

Cp for air ( kJ/kg K) 1.005

Isentropic efficiency of compressor
(%)

88

Air inlet temperature in compressor
(K)

293

Pressure ratio (rp) 10

Turbine inlet temperature (TIT) ( °C) 900

Isentropic efficiency of turbine (%) 90

Efficiency of combustion chamber
(%)

98

Calorific value ( kJ/kg) Soybean—39,480
Jatropha—39,455
Coconut Shell—17,400
Coconut Husk—10,010
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Fig. 7 Ratio of mass flow rate and network versus pressure ratio (rp)
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Fig. 8 Efficiency and network versus pressure ratio (rp)

This is just because of the exergy loss in the compressor increases. For producing
104.45 kJ/kg network, mass flow rate of fuel per kg of air required is 0.0139 kg/s
for soybean and jatropha, 0.0328 kg/s for coconut shell, and 0.0602 kg/s for coconut
husk.

Figure 8 shows the first law efficiency of system with different fuels. All four
fuels show approximately same efficiency trend with pressure ratio (rp). Initially, it
increases at lower pressure ratio (rp) and then decreases at higher pressure ratio (rp).
Efficiency of soybean and jatropha overlaps each other and shows approximately
the same values. This happens just because of its calorific value. Calorific value of
soybean and jatropha is 39480 kJ/kg and 39,455 kJ/kg, respectively. Due to nearly
the same calorific value, they have the same heating value. Therefore, the efficiency
of system is same for both the fuels. Coconut husk has the lowest calorific value and
therefore has lower heating value. From Figs. 7 and 8, it clearly shows that lower
the mass flow rate higher the efficiency of the system. It means small amount of
mass flow rate of fuel per kg of air is required to produce more amount of network
at corresponding pressure ratio (rp).

Figure 9 shows that exergy destruction within the system components with
different fuels. Combustion chamber has the largest exergy destruction as compared
to other components. Turbine has the lowest exergy loss within the system. Consid-
ering four different fuels for comparing the exergy destruction of system components
and with soybean and jatropha, compressor shows the same value of exergy destruc-
tion. The lowest exergy destruction in compressor is observed with the coconut husk
and second lowest with coconut shells. Same as for turbine and combustion chamber
is observed. In gas turbine system, the largest exergy loss is observed with soybean
and then jatropha and then with coconut shell and the lowest with coconut husk.

First law efficiency gives the quantitatively approach to analyze the system but
exergy efficiency provides a way to get the system performance qualitatively. Exergy
efficiency is given an actual picture of system performance. Figure 10 shows that
the thermal efficiency of the system with soybean and Jatropha is maximum and
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decreases in order to coconut shell and coconut husk. While when considering the
exergetic efficiency of the gas turbine cycle, the lowest exergy efficiency is observed
with coconut husk and maximum with soybean and Jatropha. It means more energy
is available for converting work into useful work with soybean and Jatropha as
compared to coconut shell and coconut husk.

Figure 11 shows that the destruction of exergy within the system components
with different types of fuels. Chamber of combustion has more exergy destruction
as compared to other parts. Turbine has the lowest exergy loss within the system.
Considering four different types of fuels for comparing the exergy destruction of
system components, it was found that the compressor shows the same value of exergy
destruction with Soybean and Jatropha. The lowest exergy destruction in compressor
is observed with the coconut husk and second lowest with coconut shells. Same as
for a turbine and combustion chamber is observed. In the gas turbine system, the
largest exergy loss is observed in case of soybean and after that in case of Jatropha
and then with coconut shell and at last lowest in case of coconut husk.
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5 Conclusions

In this paper, a thermodynamic model has been developed with the help of first and
second laws of thermodynamics for each components of gas turbine cycle. Following
conclusions are made from this study and are detailed below:

Lesser mass flow rate of fuel per kg of air is required as increases the pressure
ratio (rp) of system. Soybean shows the same trend as jatropha, or it is clear from
Fig. 8 is soybean and jatropha overlap each other. But either of these fuels show that
initially that is at lower pressure ratio (rp), large amount of mass flow rate is required
and it will reduce as increases the pressure ratio (rp).

Efficiency of soybean and jatropha overlaps each other and shows approximately
the same values. This happens just because of its calorific value. Calorific value of
soybean and jatropha is 39480 kJ/kg and 39,455 kJ/kg, respectively.

Combustion chamber has the largest exergy destruction as compared to other
components.
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Solar Thermal Receivers—A Review

Manish Saini, Abhishek Sharma, Varun Pratap Singh, Gaurav Dwivedi,
and Siddharth Jain

1 Introduction

The energy requirements of today’s world are fulfilled by the combustion of fossil
fuels, which is not only limited and emits hazardous waste and environmental pollu-
tion. It is polluting the environment and causing climate change. To combat this,
scientists are trying to phase out all fossil fuels in favour of natural resources such
as light, water, and other non-traditional alternative sources. Such non-traditional
renewable technologies have the opportunities to resolve energy crises. Renewable
energy sources like biofuels [1–9], wind energy [10], and solar energy accounts for
a sizable portion of non-traditional energy sources [11].

The tradition of regular use of solar power dates back to 1455 BC, but the compre-
hensive operation of this form of energy has yet to be achieved. The energy absorbed
from the earth by the sun in a single hour is larger than the amount of energy
consumed in a year. After passing through a series of atmospheric layers, solar
radiation that strikes the Earth’s surface reaches it either directly or indirectly. Solar
energy’s primary issue is its unusual nature, as well as the question of how to collect
and store it. Even in small parts of the world, this tradition of using solar energy in
everyday life experiences has not been possible old time. In an hour, the amount of
energy absorbed by the earth’s surface exceeds the amount spent in a year.

Solar radiation enters theEarth’s surface direct or indirect, passing through a series
of layers of the atmosphere. Solar energy’s main challenge is the unpredictability
of its supply, as well as its capture and storage. It also disseminates solar energy in
small regions around the world [12].
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Solar energy is used to switch to renewables in a variety of industries, including
power generation, heating, agriculture, and industrial processes such as disinfection,
refining, pasteurization, drying, cooling, and climate control, as well as distillation.

2 Solar Receivers

Solar power receivers are a specific type of heating systems that convert solar radi-
ation into the heat capacity of the transport media. The major part of a solar-based
system is a solar receiver, which collects solar energy, transforms it to the desired
location, and transports that heat to a fluid passing through the collector (usually air,
liquid, or oil). The solar energy received is transferred directly from fluid flowing to
the warm water or air ventilating facilities, or to a heat storage reservoir, from which
it could be obtained for use at nighttime and/or during overcast weather [13].

3 Receivers’ Classification

3.1 Stationary Receivers

Solar energy receivers are essentially differentiated by their movement and stagnant
nature, the axis of tracking, and the working temperature. In this study, researchers
evaluate the solar receivers on stationary and working temperature bases. Those
receivers remain fixed in place and, therefore, do not move with the sun. This
classification includes three types of receivers:

1. Flat-plate receivers (FPR).
2. Static compound parabolic receivers (SCPR).
3. Evacuated tube receivers (ETR) (Table 1).

3.1.1 Flat-Plate Receivers (FPR)

Figure 1 depicts the basic flat-plate solar receiver. As sunlight strikes a blackened
coated absorber surface with a high absorption coefficient via a transparent cover, a
significant part of the energy is captured by the surface and transported to the trans-
port medium throughout the fluid channels, where it is taken away for conservation
or even use. FPRs have the benefits of being cheap to produce, collecting simultane-
ously beam and diffuse radiation, and being firmly fixed in place, requiring no sun
monitoring.

The following are the primary parts of an FPR as shown in Fig. 2:
Upper Surface (Cover): Glass or other radiation-transmitting materials (one or

more sheets).
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Table 1 Solar energy receivers [14]

Movement Receivers type Receivers type Concentration
ratio (CR)

Temperature
range (°C)

Stationary Flat-plate
receivers (FPR)

Flat 1.0 30–80

Evacuated tube
receivers (ETR)

Flat 1.0 50–200

Static compound
parabolic
receivers (SCPR)

Tubular, Line
focus

1.0–5.0 60–240

Single-axis
tracking

Compound parabolic
receivers (CPR)

Tubular, Line
focus

5.0–15.0 60–300

Linear Fresnel
reflector (LFR)

Tubular, Line
focus

10.0–40.0 60–250

Cylindrical trough
receivers (CTR)

Tubular, Line
focus

15.0–50.0 60–300

Parabolic trough
receivers (PTR)

Tubular, Line
focus

10.0–85.0 60–400

Two-axis
tracking

Parabolic dish
reflector (pdr)

Point focus 600.0–2000.0 100–1500

Heliostat field
receivers (hfr)

Point focus 300.0–1500.0 150–2000

Fig. 1 Schematic view of a flat-plate receiver [15]
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Fig. 2 Section view of an
FPR with major components
[15]

Fluid tunnels for heat dissipation: Heat transfer fluid is carried or directed from
the source to the drain via tubing, fins, or channels.

Absorber surface: Absorber surface is a type of surface that is used to absorb
water. Coils, fins, or channels are connected to flat, corrugated, or grooved surfaces.

The encoded fixing shown in Fig. 2 is a common attaching technique. A high-
absorber and low-emittance coating is commonly applied to the plate.

Pipe Channels: To provide passage for working fluid.
Insulation: To reduce the thermal loss from the bottom and sides of the receivers.
Container: The enclosure covers and defends the foregoing elements from dirt,

humidity, and other foreign matter.

3.1.2 Static Compound Parabolic Receivers (SCPR)

Static compound parabolic receivers (SCPRs) are receivers that do not require
imaging. These also can reflect all incident radiation to the absorber in certain limits.
Winston emphasized their possibilities as solar energy receivers. Using a trough
with two parts of a paraboloid approaching each other, shown in Fig. 3 [16], reduces
the need to move the concentrator to accept changing solar orientation. Compound
parabolic receivers are capable of accepting incident radiation from a broad range
of angles. The radiation approaching the aperture inside the receiver acceptance
angle makes its way to the absorber tube at the base of the receiver due to various
internal reflections [17]. The absorber can be configured in several ways. It can be
a linear, cylindrical, rectangular, bifacial, wedge, or flattened. There are two main
types of CPR receivers: symmetric and asymmetric.
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Fig. 3 Different types of
CPR available

3.1.3 Evacuated Tube Receivers (ETR)

General flat-plate receivers (FPR) were originally designed to be used in bright days
and in hot climates. When weather conditions are unfavourable, such as colder,
cloudy, rainy, and windy days, their advantages are reduced significantly. Also,
weathering factors such as precipitation and humidity cause seriousmaterials to dete-
riorate prematurely, resulting in decreased quality and efficiency and also become
the cause of system failure [15].

Solar receivers (pipes) with evacuated heat piping function differently than
most other receivers available on the marketplace. As seen in Fig. 4, such solar
receivers consist of a heat pipe in a vacuum-sealed container. As shown in Fig. 5,
several tubing is linked to the same section in the setup.

The conjunction of a particular surface, as well as an efficient convection silencer
in evacuated tube receivers, has demonstrated significant performance at the high-
temperature range. The receivers can run at higher temperatures compared to FPRs
because the vacuum boundary decreases losses due to convection and conduction
heat transfer. These accumulate both beam and diffuse radiation, similar FPRs, as
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Fig. 4 Schematic diagram of an evacuated tube receiver

Fig. 5 a Evacuated tube collectors; b representation of a concentric tube [18]

they are more efficient at a low incident angle. This makes ETRs a productivity edge
over FPRs over the course of a day.

3.2 Sun-Tracking Concentrating Receivers

The temperature of the energy distribution system can be raised by reducing the area
where heat is lost. If a significant amount of solar energy is focussed on a limited
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collection area, temperatures far exceeding the achievable by FPRs can be attained.
This is accomplished by placing an optical device between both the radiation source
and also the energy-absorbing face. Concentrating receivers have a few benefits over
traditional flat-plate receivers [19].

For concentrating receivers, a variety of concepts were already proposed. Concen-
trators may be reflectors or refractors, cylindrical or parabolic, continual or parti-
tioned, and rectangular or curvatures. Convex, smooth, curved, or contoured receivers
may be shielded with glass or left exposed. Concentration ratios, or the proportion
of aperture to absorption zones, may range from marginally above unity to levels on
the scale of 10,000. Higher ratios result in higher temperatures where the energy can
be supplied, but this also means that these receivers need more accuracy in optical
quality and optical system orientation [15].

Solar energy is optically focussed in focussing receivers before being converted to
heat. Solar radiation may be reflected or refracted using mirrors or lenses to achieve
concentration. The energy density in the receiving target is increased as the reflected
or refracted sunlight is concentrated in a focal zone. Based on whether the picture
of the sun is aimed at the receiver, concentrating receivers can be categorized as
non-imaging or imaging receiver [20].

The CPR is a receiver that belongs to the very first category, while all other
concentrators are imaging receiver.

1. The Parabolic Trough Concentrator (PTC).
2. The Linear Fresnel Reflector (LFR).
3. Parabolic Dish Reflector (PDR).
4. Heliostat Field Receiver (HFR).
5. Fixed Focus Elliptical Scheffler Reflector.
6. The Solar Tower.

3.2.1 The Parabolic Trough Solar Concentrator

Scholars constructed several parabolic troughs concentrators andused trackingmech-
anisms to monitor the sun. The sun monitor layer (or reflective surface) is used to
direct the solar radiation to the central-focus point of the reflector. Scholars used
glass, copper, or aluminium solar concentrator trough’s focal point to absorb the
reflecting solar radiation. The working fluid, primarily water, consumes the latent
and sensible heat radiation which allows the fluid to flow through the system [13]. A
high-performance solar receiver is needed to deliver high temperatures in high effi-
ciency and maximum reliability. With parabolic through receivers (PTRs), systems
with light support frame and moderate technology for process heat operations up to
400 °C could be achieved. PTRs can efficiently generate heat at temperatures ranging
from 50 to 400 °C. Sheets of reflective material are bent into a parabolic shape to
create PTRs. Along the focal axis of the receiver, a metallic black tube is mounted,
which is covered with a glass tube to minimize heat losses Fig. 6.
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Fig. 6 Parabolic trough concentrator [21]

3.2.2 Fresnel Lens Solar Concentrator

The Fresnel lens receiver (FLR) can be seen in Fig. 8, and the linear Fresnel reflector
(LFR) can be seen. The first is made out of plastic and moulded in the manner shown
to concentrate suns radiation onto a point receiver, while the latter relies on arrays
of linear mirror stripes to reflect sunlight over to a linear receiver. The LFR receiver
looks like a broken-up parabolic dish reflector (see Fig. 3); however, unlike parabolic
troughs, the individual stripes do not have to be parabolic. The stripes can also be
installed on a flat piece of ground (field) to focus light on a linear stationary receiver
on a tower (Fig. 7).

Fresnel lens quality characteristics such as limited length, lightweight,massmanu-
facturing, and cheap cost have made this profitable in the energy department [22].
The Polymethyl methacrylate (PMMA) components (a Fresnel lens modification
discovered by some experts in 1928) can construct Fresnel lenses (discovered by
Augustine Jean Fresnel) because of their exceptional sunlight resistance and trans-
missivity [23, 24]. A lens of a Fresnel concentrator comprises a flat optical segment in
which it removes heavy materials as its surface comprises many concentric grooves.
Because each groove is calculated by a smooth surface that reflects at the position
of the regular lens due to curvature, prisms are formed [25].
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Fig. 7 Experimental setup of Fresnel lens solar concentrator [26]

Fig. 8 Fresnel lens and normal lens [20]

3.2.3 The Solar Tower System

A large number of dual-axis tracking mirrors are mounted over a tower of solar
thermal turbine power plants. These strongly angled mirrors are sometimes called
heliostats; the optimal location for each of these is determined by a computer, and
a motor drives them towards the sun. To guarantee the sunlight is much centred on
the top of the tower, the device needs to be accurate. The absorber is situated there,
and it heats this to temperatures of 1000 °C or higher. Heated air or molten salt then
carries the heat energy from the absorber to a gas turbine or steam generator creates
super-heated water vapour which operates a turbine and electrical generator [27]. A
large number of dual-axis tracking mirrors are mounted over a tower in solar thermal
power plants. Often called heliostats are those strongly angled mirrors. A machine
determines the optimal location for both of these and drives them towards the sun
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Fig. 9 Solar tower power plant [29]

with a motor drive. To guarantee the sunlight is very centred on the top of the tower,
the device needs to be accurate [28] (Fig. 9).

Most of the old towers were using steam as a heat transfer agent but owing to
their improved heat transfer and energy conservation capacities, newer buildings use
molten salts [30]. Transferring the heat to water transforms into steam. The steam is
then transferred to a traditional turbine for the generation of electric energy [31].

3.2.4 Parabolic Dish Based Solar System

A parabolic dish reflector (PDR), as can be seen in Fig. 10, is a central-focus receiver
that follows the sun in 2 axes, focussing the sun’s radiation onto a receiver only at
the dish’s point of focus. To reflect the beam into another thermal receiver, the dish
system must completely follow the sun. The receiver absorbed solar radiation and
converts it into thermal energy in a fluid flowing. The thermal energy can also be
converted into electrical energy using a direct-coupled engine power generator or
transferred to a centralized power conversion system via pipelines. Temperatures of
over 1500 °C can be achieved using parabolic dish arrays. Parabolic dishes are also
referred to as distributed receiver systems since these receivers remain distributed
across a receiver field, similar to parabolic troughs.
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Fig. 10 Schematic diagram of parabolic dish collector

Application in Cooking

In the 1950s, Ghai developed a solar parabolic dish cooker (PDSC) at the National
Physical Laboratory located in New Delhi, India [32] Since then, many researchers
have proposed and analyzed various shapes and designs for concentrating solar
cookers [33, 34]. A parabolic dish solar cooker consists typically of a parabolic
platter-fashioned solar concentrator fitted on a suitable structural base. The cooking
vessel is directly placed on a solar cooker and tracked in conjunction with the
parabolic platter (Fig. 11).

3.2.5 Fixed Focus Elliptical Scheffler Reflector

A paraboloid reflector dish/mirror is a reflecting plate that is used to collect or
focussing on energy such as solar radiation. It takes the shape of a circular paraboloid,
a surface formed by a parabola rotating around its axis. The arriving plane light wave
moves along the axis, and the parabolic reflector transforms this into a spherical wave
which converges itself on focus. Parabolic reflectors gather energy from a remote
point and concentrate it into a specific point of focus, eliminating the chromatic aber-
rations seen inmore basic nearly spherical reflectors [36]. Because the reflection laws
are reversible, parabolic reflectors can also be used in a parallel light ray to project
the light of a source at its focus outward, as seen in car lights and searchlights.

The reflector Scheffler is titled after Wolfgang Scheffler, the developer of the
device. As seen in Fig. 12, it is a main concentrating reflector that monitors the sun’s
motion and focuses the light on a fixed point. Because the focus would move as the
dish rotates if the utilized reflector was a rigid paraboloid, the reflector is made more
flexible and twists as the platter rotates [37]. The reflector will always be perfectly
paraboloid. The light concentrated by the reflector heats a huge vessel that can be
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Fig. 11 Layout of a EURODISH parabolic trough system “EURODISH” TM is a Stirling solar
dish system with a 10kWe capacity [35]

Fig. 12 Scheffler reflector section in a paraboloid shape [36]
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applied for heating systems, steam generation, preparing food, including making
pieces of bread, and among other things. The Scheffler reflector can be used to heat
water in the home [38]. Via the use of sub-uniform solar radiation dispersed on the
heated cylindrical absorber surface, Scheffler reflectors can provide efficient water
heating. This has a wide spectrum of uses, including solar cooking (in which the sun
is concentrated on the cooking vessel), textiles, pharmaceuticals, and so on [39].

4 Conclusion

• This paper discusses a few of the most popular kinds of solar receivers. Flat plate,
compound parabolic, evacuated pipe, parabolic trough, Fresnel glass, parabolic
dish, solar tower, Scheffler reflector, and parabolic mirrors field collectors are
among the different types of collectors mentioned.

• The temperature of the energy delivery system can be raised by reducing the
area where heat is lost. If a significant amount of solar energy is focussed on a
restricted collection area, temperatures far exceeding the achievable by FPRs can
be attained.

• In a concentrator receiver, the working fluid can reach higher temperatures than
in an FPR with the same solar energy-collecting surface. As a result, greater
thermodynamic performance can be enhanced.

• It is possible to obtain a thermalmatch between temperature level and tasks using a
concentrator receiver. It may be necessary to operate thermionic, thermodynamic,
or other high-temperature devices.

• Solar energy receivers can be used for a wide range of systems, can provide
substantial economic and environmental advantages, and can be used wherever
possible, as the potential applications areas outlined in this paper.

• Reflecting panels use fewer materials and have a simpler structure than FPRs.
As a result, the price per unit area of the solar-collecting surfaces for a focussing
receiver is lower than for an FPR.

• When compared to FPRs, concentrator systems receive little or no diffuse
solar radiation, based on the concentration ratio.
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Powder Mixed Electric Discharge
Drilling of Aluminum Based Metal
Matrix Composite

Pabitra Kumar Sahu and Sabindra Kachhap

1 Introduction

A very important, very interesting technical approach in present research is the
blending of powder into dielectric fluid in electric discharge drilling (EDD). In EDD,
conductive powder is frequently blended into dielectric fluid as it is an efficient solu-
tion to increase efficiency and surface strength after machining. There have been
several types of powder materials employed, such as Al, W, Si, Cu, WC, SiC, and
MoS2, etc. Powders are mixed into dielectric fluid to improve the material removal
rate (MRR) and electrode wear ratio (EWR) surface roughness (SR) in EDD. Micro-
hole drilling in different materials has been an important method in the medical,
automobiles, and electronics industries for themanufacture ofminiature instruments,
heat exchangers, micro-fluidic devices, printing equipment, nozzles, etc. PM-EDD
is found to be an important method of micro-manufacturing, and it is generally used
to create complex shape independent of the hardness of the work piece. Electric
sparks are created at the smallest intervals and temperature increases and melts and
vaporizes because of this plasma channel. Due to melting and vaporization, material
removes from work piece. The molten material is flashed out by the dielectric fluid
as the current supply is switched off. A variation of EDM is EDD, and it is used to
machine hole of high aspect ratio.

Khanna et al. [1] optimized the input variables of EDD by using the Taguchi
method for enhanced tool wear during machining the aluminum 7075 drilling
process. Multi-objective optimization of response such as MRR and TWR were
done by using the gray relational analysis method (GRA). The results of opti-
mization found that the mixture of maximal on-time pulse and minimal off-time
pulse provides maximum MRR. Pulse-on time was the most influential parameter
for MRR. Kachhap and Singh [2] studied the effects of input control parameters
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such as discharge current, pulse-on time, pulse-off time, and tool electrode speed
on output response such as MRR and tool wear rate TWR during metal matrix
composite machining. In contrast with the electric discharge machining process, the
rate of material removal in the electric discharge drilling process is maximum. In
contrast to the traditional EDM process, the rate of too wear in the EDD process is
still large. Hollow slotted instruments have the highest MRR and TWR of all tool
geometries.

Kumar et al. [3] investigated on the micro-EDD (µ-EDD) method for CFRPs.
The result indicated that it was possible to drill high aspect ratio micro-holes in
CFRPs using EDD by concentrating the energy of the discharge on the carbon layer
fiber. Increasing the discharge capacity raised both MRR and TWR. The largest
MRR, moderate TWR, and maximum aspect were obtained by a single notch elec-
trode compared with double notch electrode ratio. The most powerful tool speed of
1500 rpmwas found in order to improve theMRR.A better surface quality was found
during morphological research at lower discharge energy levels. Kachhap et al. [4]
studied on a comparison study of EDM and EDD to assess the efficiency measure-
ments for the drilling of blind holes in work piece Al6063/10% of SiC-based MMC.
Results have shown that discharge current is the most important factor impacting
numerous output characteristics in both EDM and EDD systems. MRR and SR have
also been shown to be higher in EDD relative to EDM.

Davis et al. [5] experimented on a comparative analysis in the creation of holes by
EDD and PM-EDD of Inconel 718 alloy specimen with copper tool electrode. The
finding showed that in powder mixed EDD, MRR went better than EDD, electrode
with a rotary copper tool. With an improvement in pulse-on time, rate of material
removal raised and deteriorated with an increase in pulse-off time. The MRR only
improved to the value of 600 rpm tool speed in bothPM-EDDandEDD, although later
the same resulted in a negative outcome in both cases when the tool speedwent above
600 rpm. Kumar et al. [6] experimented by drilling on Ti-6l-7Nb using an electric
discharge machine, and the input process parameters were pulse-on time, pulse-off
time, electrode material, electrode rotation rate, drilling angles. Drilling rate and
electrode wear ratio had been taken as response parameter. The process parameters
were optimized for maximum drilling rate and minimum electrode rate by using
non-dominated sorting genetic algorithm II (NSGA-II) approach. It was found that
increase in drilling rate and EWR with increase in peak current and pulse-on time.
The drilling rate raised with rise in pulse-off time but EWR reduced. Jeevamalar et al.
[7] experimentally investigated on the efficiency of TWR by machining Inconel 718
super alloy using EDD mixed with tungsten powder. The result showed that with
rise in peak current, then the TWR increased, but steadily declined with the rise in
pulse-on time.

The experimental characterization of MRR in the dry EDD process was proposed
by Govindan and Joshi [8]. It was clear that the rate of material removal was highly
affected by the gap voltage, the current discharge, and the rotational velocity of the
electrode. Single-spark dry EDM study showed that there was an improvement in
MRR as well as crater radius (Rc) in dry EDM relative to liquid dielectric EDM
at low input energies. D’Urso et al. [9] investigated on a micro-EDM machine to
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conduct an experimental campaign focused on the implementation of micro-holes
on stainless steel surface. It was found that higher material removal rate was achieved
using brass electrode as compared to tungsten carbide electrode. TheMRR increased
frequently due to increase both peak values of current and voltage. High electrical
conductivity resulted in a quicker drilling process, but the holes were smaller in size
as well as geometric accuracy. Munza et al. [10] investigated on electric discharge
drilling with the electrode diameter of 1 mm to drill in ZTA-TiC ceramics. The
outcomes showed that triangular pulses with 20 A discharge current or smaller were
appropriate for EDM ZTA-TiC drilling relative to rectangular pulses. Feed rate as
well as drill oversize during machining rely on primarily on the proper flushing state
regulated by the volumetric flow rate. Calignano et al. [11] experimental researched
using EDD for obtaining holes of 0.4-mm diameter as well as an aspect ratio of 20 in
Al2O3–TiC, utilizing copper tool electrodes. The result showed that crater diameter
had been observed to increase with increasing power on the eroded surface and
demonstrates little dependency on pulse length.

Singh et al. [12] had done comparative study between EDM and EDD during
machiningMMC. The current work describes the optimized input process parameter
such as discharge current, tool speed as well as arc on time for maximum MRR and
minimum TWR. It was found that comparison to the EDD system, the MMR for
EDM is very small and the TWR for EDD is large compared to the EDM. Islam
et al. [13] investigated on elimination of burrs in drilled hole in work piece made of
CRPF composite by using dry EDM. In this research, a comparative study had done
between dry EDMand oil EDM. In both case, positive polarity of tool provides better
material removal rate as compared to negative polarity. With increase in capacitance,
gap pressure aswell as voltage thenMRR raised in both case of EDM. From the above
literature review, it concludes that few research have done using powder mixed EDD.
In this experiment, the optimization of process parameters has done, and investigation
was done to knoweffect of process parameters onMRRby using powdermixedEDD.

2 Experimental Details

The current study dealing with the aluminum-based MMC using PM-EDD is shown
in Fig. 1. The experimental investigation was performed at the Tool Room and
Training center (TRTC) in Patna, India, on Electronica Expert 1 CNCEDMmachine.
After making some improvements in the experimental configuration the traditional
electric discharge drilling, a drilling setup was designed as well as integrated into
the current EDM configuration, to achieve the EDD system. The EDD configuration
was connected to the EDMmachine’s servo motor. The fixed input control variables
selected for the work were the flushing pressure of 20 psi, the voltage difference
of 60 V and the straight electrode polarity. In this analysis, the tool electrode was
attached to the negative end and the work piece to the positive end of power supply.
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Fig. 1 Powder mixed electric discharge drilling

The 9 mm diameter and 60 mm length of copper tool electrode was used. Commer-
cial EDM oil was taken as dielectric fluid and SiC powder with concentration of 6
gm/l was mixed.

3 Methodology

The research consists of design of experiment including implementation of central
composite design approach of response surface method (RSM). In this experimental
work, the input control variable such as discharge current, duty factor, tool speed,
and pulse-on time were taken. The rate of material removal was taken as response
variable, and it was calculated by using below formula.

where W i = Initial weight of work piece (mg), W f = Final weight of work piece
(mg), t =Machining time (Min), and = Density of work piece (kg/m3).
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Table 1 Selected input control parameters and their levels

Symbol Process parameters Units Levels

−2 −1 0 +1 +2

A Discharge current Amp 3 6 9 12 15

B Pulse-on time µs 50 100 150 200 250

C Duty factor – 8 12 16 20 24

D Tool speed Rpm 400 600 800 1000 1200

The discharge current, pulse-on time, duty factor as well as tool speed were taken
as the input process parameters for this experimental investigation. To build the
experiment, the central composite design approach of the response surface system
was used. The design expert software was utilized to design the experiments. The
experimentwere designed and analyzed by design expert software. Each input param-
eter of five level was chosen as shown in Table 1. MRRwas taken as output response
parameter.

4 Results and Discussion

The response parameter such as MRR obtained by running the experimental test. It
has been again tested using ANOVA to find out most effective parameters. Table 2
shows material removal rate of observations. Table 3 shows analysis of variance of
material removal rate.

In 95% confidence interval, to be statically significant, the probability should be
less than 0.5. But it is considered insignificant if it reaches 0.1. Table 2 showsmaterial
removal rate of observations.

The experimenter needs significant models and an insignificant lack of fit. For
powder mixed electric discharge drilling, the insignificant of fit values of 0.0552
suggests that the models fit well with the experimental results. The model F value
of 121.86129 shows that the model is significant. The calculated values of R2

0.99128443 reports a good association between the values measured and expected.
There is also a sound correlation between the predicted R2 values (0.95355924) and
the adjusted R2 values (0.9831499). The degree of accuracy is indicated by the coef-
ficient of variance (CV = 5.910062381). Discharge current, tool speed as well as
pulse-on time have a significant effect on the rate of materials removal. The discharge
current was most effective parameter as compared to other parameter.

The normal probability plot for MRR, as shown in Fig. 2, represents a straight
line followed by residuals at a closer range and errors along the normal distribution
format. Figure 3 indicates a suitable match between the experimental values and the
regression model between the real and expected values in the usual probability map.

Figure 4 represents, MRR rises with rise in discharge current to high discharge
energy.When pulse-on time increase form 125–175µs, theMRR raised but pulse-on
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Table 2 Results of observations

Std. order Discharge
current A
(amp)

Pulse-on time
B(µs)

Duty factor C
(–)

Tool speed D
(rpm)

MRR
(mm3/min)

1 6 100 12 600 29.41887

2 12 100 12 600 78.25411

3 6 200 12 600 19.96271

4 12 200 12 600 78.74016

5 6 100 20 600 39.48963

6 12 100 20 600 106.1365

7 6 200 20 600 30.39601

8 12 200 20 600 104.1646

9 6 100 12 1000 31.06644

10 12 100 12 1000 75.61275

11 6 200 12 1000 21.72142

12 12 200 12 1000 77.20626

13 6 100 20 1000 40.16335

14 12 100 20 1000 105.2476

15 6 200 20 1000 36.75785

16 12 200 20 1000 103.4905

17 3 150 16 800 12.47437

18 15 150 16 800 112.2852

19 9 50 16 800 56.37965

20 9 250 16 800 49.43973

21 9 150 8 800 40.71007

22 9 150 24 800 75.18336

23 9 150 16 400 63.56827

24 9 150 16 1200 64.43156

25 9 150 16 800 58.99058

26 9 150 16 800 61.52179

27 9 150 16 800 60.64112

28 9 150 16 800 62.22059

29 9 150 16 800 63.79731

30 9 150 16 800 58.66049

time in 175–200 µs, then MRR decreased. The MRR increases with the discharge
current because of the higher discharge energy, and the configuration of the work
piece varies rapidly because the heat energy is supposed to be used in a relatively
limited part of the geometry due to the higher discharge energy. Figure 5 demonstrates
the impact of pulses on time and duty factors on performance parameters. The duty
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Table 3 ANOVA for MRR

Source Sum of squares Df Mean square F value p-value
Prob > F

Model 21,887.03442 14 1563.359601 121.86129 <0.0001 Significant

A-discharge
current

19,238.25825 1 19,238.25825 1499.59034 <0.0001

B-pulse-on
time

91.37325211 1 91.37325211 7.12239355 0.0175

C-duty
factor

2068.517722 1 2068.517722 161.237528 <0.0001

D-tool speed 1.723084629 1 1.723084629 0.13431159 0.7191

AB 54.95008567 1 54.95008567 4.2832681 0.0562

AC 260.7334404 1 260.7334404 20.3237395 0.0004

AD 16.36127668 1 16.36127668 1.2753344 0.2765

BC 0.015254103 1 0.015254103 0.00118903 0.9729

BD 3.170100128 1 3.170100128 0.24710405 0.6263

CD 2.435214868 1 2.435214868 0.18982096 0.6693

Aˆ2 11.68987615 1 11.68987615 0.91120647 0.3549

Bˆ2 80.64527069 1 80.64527069 6.28616518 0.0242

Cˆ2 5.688984328 1 5.688984328 0.4434469 0.5156

Dˆ2 30.69485972 1 30.69485972 2.39261344 0.1427

Residual 192.4351374 15 12.82900916

Lack of fit 173.2131115 10 17.32131115 4.50558938 0.0552 Not significant

Pure error 19.2220259 5 3.844405181

Cor total 22,079.46956 29

factor is ratio of pulse-on time to total time. Total time is sum of pulse-on time and
pulse-off time. With rise in duty factor and pulse-on time, the material rate gradually
increases.

Figure 6 shows the counter plot of the current discharge and Duty Factor for the
rate of material removal. The spark energy increases at higher current values because
of the expansion of the plasma channel in the discharge gradient due to the rise in
current values. Figure 7 represents that when a higher MRR is achieved with rise in
tool speed. The higher rotational speeds of the tool electrode enhance the occurrence
of greater centrifugal force magnitude, resulting inmore favorable flushing of eroded
particles and, thus, greater MRR results.

The scanning electron microscope (SEM) evaluation was carried at the NIT in
Durgapur, India, and the images as below have noticeable observations. During EDD
with solid tool electrodes, the surface properties shown with the following SEM
images were observed. The lower MRR result, where discharge current is 3 amp,
pulse-on time 150 µs, duty factor 16 and tool speed 800 rpm, is shown in Fig. 8.
In this SEM image, the forming of surface cracks, blow holes and debris globules
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Fig. 2 Normal plot of residuals

Fig. 3 Predicated versus actual

is detected. This images shows that due to lower discharge current, the small cracks
were formed on the work piece surface. The higher MRR result, where discharge
current is 15 amps, pulse-on time 150 µs, duty factor 16 and tool speed 800 rpm, is
shown in Fig. 9.
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Fig. 4 Discharge current versus pulse-on time

Fig. 5 Pulse-on time versus duty factor

5 Conclusion

The solid tool electrode was effectively utilized to machine aluminum-based MMC
workpieces in the latest experimental study.The influence of input control parameters
on rate of material removal was found. The findings of the PM-EDD of aluminum-
based metal matrix composite make it more usable for making a hole and further
research. Tool speed has a lower influence on MRR. Because of current, pulse-on
time, as well as duty factor, the performance of material removal rate rises. The influ-
ence of input process parameters on process performance was shown by ANOVA.
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Fig. 6 Discharge current versus duty factor

Fig. 7 Duty factor versus tool speed

The important input parameters for the substance removal rate were identified to be
the discharge current and duty factor.
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Fig. 8 Surface machined at a discharge current of 3 amp, pulse-on time of 150 µs, duty factor 16
and tool speed of 800 rpm

Fig. 9 Surface machined at discharge current is of 15 amp, pulse-on time of 150 µs, duty factor
of 16, and tool speed of 800 rpm
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Investigating the Change in Water
Characteristics and Scale Formation
Under the Varying Turbulent Flow

Amrit Anand Dosar and Vivek Srivastava

Abbreviations

TDS Total dissolved solids (mg/L)
EC Electrical conductivity (µs/cm)
PVC Polyvinyl chloride
GI Galvanized iron
MTD Magnetic treatment device
MWT Magnetic water treatment
FESEM Field emission scanning electron microscope
FL Lorentz force (Newton)
q Quantity of charged species (Coulomb)
v Velocity of particles (m/s)
B Magnetic field Tesla (T)
8 Angle between v and B vectors (Degree)

1 Introduction

Hard water scaling is a major problem in various industries and household instal-
lations [1–3]. Scale reduces the heat transfer from pipes in heat exchangers and
blocking thewater flow in pipes [4]. For scale removal, various conventional methods
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are generally used like, the application of chemical product, the pre-precipitation of
the scale with soda ash or lime and by ion-exchange process. All these conventional
methods are very efficient, but they can change the water chemistry and are much
costly. So to avoid the chemical use, physical methods were developed, andmagnetic
treatment device (MTD) methods are the example of such method to prevent scale
formation and water treatment. Chemical products used in conventional methods
were harmful to the atmosphere as well as human health [5, 6]. Magnetic treatment
device helps in reducing the scale formation and deposition on the walls of various
domestic and industrial equipments [7]. In water system, MWT has been used for
several years as a preventing and controlling tool for scale deposition [8, 9]. Various
magnetic devices have been developed to get maximum anti-scale prevention effi-
ciency from last few decades. It changes only the morphology of CaCO3 scale not its
chemical composition [10]. Since 1995 after the first patent of MWT, the use of this
method for water treatment has improved [11, 12]. Grimes et al. [13] and Parsons
et al. [14] reported about scale reduction byMTD, while Busch et al. [15] found only
minor influence on scale reduction.

The deposits of CaCO3 from magnetically treated water are maybe in the form of
calcite and aragonite [10, 16]. Chang et al. [17] analyzed the effect of the magnetic
treatment on the growth of aragonite crystals. They observed that under the effect of
magnetic field, aragonite crystal grows with faster at low pH and at the high level
of supersaturation. Tai et al. [18] analyzed the influence of the static magnetic field
on the crystallization of CaCO3 using a permanent magnet and the calcite crystals
growth rate was examined at various levels of supersaturation, pH, and ionic strength.
They observed that themagnetic field reduces the growth rates of calcite crystals, and
their suppression percentage was higher for the magnetic field of higher intensity.
Simonic et al. [19] analyzed using SEM and XRD methods that initially calcite
precipitates were formed in water, which converted in to non-adhesive aragonite
form after magnetic treatment (0.6 T). That could be removed easily by turbulent
flow of water.

The efficiency of MWT depends on the material of pipe, used for water circula-
tion. Alimi et al. [20] investigated the effect of magnetic treatment on different pipe
material (PTFE, Tygon, copper, PVC, and stainless steel) by circulating hard water
at 0.16 T magnetic field. They found that the increase in total precipitation ratio
was obtained when the magnetic field was applied through pipes of non-conductive
material.

The rate of flow of water affects the scale formation and water characteristics due
to the Lorentz force. Latva et al. [21] examined using a pilot project that MWT gives
the best result at 2.3 m/s flow velocity of water and found that the magnetic field
reduced calcium scaling by 15% from the pipe.

Magnetic field effects the water characteristics by changing its hardness, alka-
linity, pH, TDS, electrical conductivity, etc. Khater et al. [22] analyzed the effect
of the magnetic field (18 Gauss) on the physico-chemical characteristics of water,
as it decreases conductivity, pH, carbon dioxide and alkalinity in water samples.
The magnetic field also decreases the heavy metal concentration like Zinc, Copper,
Cobalt, andAluminum inwater. Bali et al. [23] analyzed the scaling effects on treated
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water using themagnetic method. The result shows that magnetic treatment increases
pH and decreases the resistivity of the solution. Helal et al. [24] analyzed the effect
of magnetic treatment at 1500 °C at 6480 Gauss magnetic field. They analyzed that
the magnetic field reduces scale formation and changes the electrical conductivity of
CaCO3. The application of a magnetic field decreases the surface tension of water
and increases its volume evaporated [25].

On calcium carbonate precipitation by MTD, various experimental works have
been done [26, 27]. Othman et al. [28] studied the effect of magnetic water treatment
under various conditions. They observed thatMWT controls the growth rate of scale;
hence improve the life of water pipeline and its performance.

Out of all the above research, very few literatures are available on the effect of
the magnetic treatment on scale formation and physico-chemical characteristics of
water flow through different pipe materials. The effect of flow rate and circulation
time on the percentage change in water characteristics also needed to be explained.

The objective of this research was to experimentally analyze the effect of static
magnetic treatment on the formation of aragonite crystal in different materials of
pipe and to analyze the change in water characteristics on increasing the flow rate
and circulation time. The effect of pipe material on water characteristics also to be
examined.

2 Experimental Procedures

The experimental magnetic treatment device (MTD) is shown in Fig. 1. It consists
of 3 pairs of permanent magnets with facing each other. The water that has to be
treated passed through the pipe arranged between the magnets of opposite polarity,
perpendicular to the flow of water. The hard water to be treated was circulated in
pipe through the magnetic gap by the centrifugal pump. Three different materials

Fig. 1 Experimental setup and its corresponding layout
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Table 1 Variables used to
conduct the experiment

Variables Specifications

Number of magnets used 3 pairs

Size of magnet 40 × 25 × 6 mm3

Intensity of magnets 3800 Gauss

Centrifugal pump power 0.5 hp

Diameter of pipe 0.5 inch

Water circulation time 30 h

of pipes were tested: PVC, G.I., and copper. The water was circulated in pipes at
three different flow rates in a turbulent range (3, 5, and 7 L/min). Table 1 shows the
different variables like magnets, centrifugal pump, pipe, etc., that is used to conduct
experiments.

The series of magnets is used with a static permanent magnetic field. Hardened
water was circulated in the different materials of pipe-like copper, GI, and PVC
under magnetic and non-magnetic condition (magnetized sample and un-magnetized
sample) and different flow rates. Further the analysis was done to obtain the effect
of scale formation on different pipe materials. The total dissolved solids, electrical
conductivity, hardness, and alkalinity in the water samples were measured for all
flow rate conditions.

The field emission scanning electron microscope (FESEM); model Gemini Zeiss
Supra 35 VP is used to analyze the morphology of crystal CaCO3 on pipe walls. The
magnifications of this test were at 10,000 X zoom for all materials of pipe and in
both magnetic and non-magnetic case.

The TDS, EC, hardness, and alkalinity of water were checked with a 1-L sample
of magnetized and non-magnetized water for all flow rates and different materials of
pipes.

3 Results and Discussions

3.1 Effect of Magnetic Field on Scale Removal

A small number of deposited scales was formed on the inner surface of the pipe walls
after magnetized and non-magnetized treatment of water pipes of different materials
which was analyzed by FESEMmethod. Figure 2 shows the size and morphology of
the scale. Figure 2a–c shows the magnetized and non-magnetized FESEM images
of copper, GI, and PVC pipes, respectively.

All these FESEM images show that the crystal structure on the inner surfaces
of pipes of treated water is of orthorhombic or needle crystal, which means after
magnetic treatment aragonite crystals are formed which have low-adhesive calcium
crystal phase and can easily remove by the turbulent flow of water, while on untreated



Investigating the Change in Water Characteristics … 343

(a)

(b)

(c)

Fig. 2 a FESEM image of untreated and treated copper pipe. b FESEM image of untreated and
treated GI pipe. c FESEM image of untreated and treated PVC pipe

water pipes surface trigonal-rhombohedral-shaped calcite crystals are formed which
are usually associated with a hard scale and are difficult to remove.

Figure 3 presents the photos of the plumbing tube of different materials shows that
how the scales are formed in treated and untreated water pipes after 30 h circulation
of hard water. The scale formed in the pipe is not visible by an unaided eye for this
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(a)                                                          (b)                                                          

(c)                                                          (d)                                                          

(e)                                                          (f)                                                          

Fig. 3 Photos ofwater pipes inner section a untreated copper pipe,b treated copper pipe, c untreated
GI pipe, d treated GI pipe, e untreated PVC pipe, f treated PVC pipe

interval of time. However, the FESEM images at 10,000 X zoom easily show the
scale structure on the inner surface of pipes.

After magnetic treatment, FESEM images show that due to the formation of
aragonite crystals the scale removal from pipe increases and less scale formed on
the surface of pipes. The results are confirmed with an earlier study in which the
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experiment claimed that the aragonite crystals are formed due to the magnetization
of the solution [18]. Simonic et al. [19] found by XRD and SEM methods that after
magnetic treatment at 0.6 T intensity of magnetic field the calcite crystals of hard
water converted into the form of non-adhesive aragonite that could be easily removed
by turbulent flow. Chang et al. [17] also analyzed the impact of the magnetic field on
aragonite crystals. They observed that under the effect of magnetic field aragonite
crystal grows and they grew faster at low pH, high level of supersaturation, and at
activity ratio far from unity.

Hence, by the formation of aragonite crystals after magnetic treatment, the scale
formation in pipes can be reduced and enhances the life of the pipe.

3.2 Influence of Magnetic Field on the Characteristic
of Water

The magnetic field affects the total dissolved solids (TDS), electrical conductivity
(EC), hardness, and alkalinity of water under different flow rates in turbulent ranges
for PVC pipe. Water circulation time for the study was taken 30 h.

Figure 4a–d shows the effect of flow rate onTDS,EC, total hardness, and alkalinity
of water after magnetic treatment. For the above study, PVC pipe material is used in
all cases. The graphs are plotted between the characteristics ofwater and themagnetic
circulation time. All the four figures show that on increasing the circulation time the
above characteristics of water goes on decreasing due to the magneto-hydrodynamic
(MHD) effect. In the magnetic water treatment process, the magneto-hydrodynamic
(MHD) mechanism is involved [29, 30].

Hence, themagnetic field reduces the TDS, EC, hardness, and alkalinity of treated
water. The results are consistent with an earlier study in which Alkhazan et al. [31]
experimentally analyzed the effect of the magnetic field on TDS of water by using
magnets of different intensities (130, 260 and 390µT) and found that TDS decreases
on increasing the magnetic field intensities. Kashef et al. [32] examined the effect of
the static magnetic field (B = 1.45 T ± 0.05) at open and dead-end flow conditions
at a flow rate of 41.93 L/min and 52.16 L/min, respectively. They found that the MF
reduces the electrical conductivity and TDS of water. Electrical conductivity analysis
was done by Szczes et al. [33] who analyzed the effect of magnetic treatment by
exposing water to weak static magnetic field, generated from permanent magnets (B
= 15 mT) at flow condition. They found that the conductivity of water decreases,
which is inversely proportional to the flow rate. Khater et al. [22] also examined the
effects of the magnetic treatment on water purification. Water was exposed to the
weak magnetic field of 18 Gauss. They found that the magnetic field decreases the
conductivity and alkalinity of water. Banejad et al. [34] analyzed the influence of the
magnetic field on water hardness. For this, the different intensities of magnetic field
0 T, 0.05 T, 0.075 T, and 0.1 T and the different flow rates 4 and 30 L/h was taken.
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(a)                                                                               (b)

(c)                                                                               (d)

Fig. 4 Influence of flow rate on a total dissolved solids (TDS), b electrical conductivity (EC), c
total hardness as CaCO3, d alkalinity as CaCO3

After analysis, they found that on increasing the intensity of the magnetic field and
flow rate the hardness of water reduces.

3.3 Influence of Circulation Time

It is also observed from Fig. 4 that the water characteristics change rate is higher for
the first 15 h of the circulation time and comparatively became less for the remaining
15 h. Table 2 shows the percentage reduction of TDS, EC, alkalinity, and hardness
of water after 30 h of magnetic water circulation in the PVC pipe.

The reduction in water characteristics is higher for initial hours because of MHD
affects. This process is going on as the circulation time increases but most of the



Investigating the Change in Water Characteristics … 347

Table 2 Water
characteristics change rate for
circulation time

Water characteristics Percentage reduction

For the first 15 h For the last 15 h

TDS 10.41 6.99

EC 18.26 8.36

Alkalinity 24.68 16.29

Total hardness 25.64 21.89

bonds break in the initial interval of time due to MHD effect and maximum physico-
chemical properties of the solution changed in that period.

3.4 Influence of Flow Rate

Figure 4a–d is plotted between water characteristics and magnetic circulation time
for different flow rates (3, 5 & 7 L/min). The figure shows that the flow rate is
inversely proportional to the above water characteristics. The average reduction in
TDS, EC, hardness, and alkalinity of water on increasing the flow rates are 16.66%,
25.10%, 36.87%, and 41.85%, respectively, while at 7 L/min flow rate the change
in above water characteristics is 20%, 27.27%, 43.12%, and 47.22%, respectively.
These changes are occurring due to the Lorentz force. The Lorentz force can be
defined as:

|FL | = q|v × B| = qvB sin θ

The experiment shows that the flow is perpendicular to the magnetic field and q
& B are fixed. So on increasing the velocity of particles, the Lorentz force increases,
which increases the magnetic field effect. The above statement can be justified by,
Saksono et al. [35] who related the effect of flow rate with Lorentz force. They stated
that the increase of Lorentz force directly proportional to the increase in velocity of
moving particles. Therefore, on increasing the flow rate, themagnetization effect also
increases. Alimi et al. [5] and Fathi et al. [7] also analyzed that the effectiveness of the
magnetic field on CaCO3 precipitation was increased with the flow rates increased.

3.5 Influence of Pipe Material

For analyzing, the effect of pipe material the magnetic water treatment was done
on three different materials of pipe-like PVC, GI, and copper pipe. The water was
circulated for 30 h, and different water characteristics are analyzed.

Figure 5 shows the influence of pipe material on the TDS of water under the effect
of the magnetic field. For the above study, the flow rate was fixed at 7 L/min and the
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Fig. 5 Influence of pipe material on TDS of water

only TDS of water was measured. The result shows that after magnetic treatment
maximum reduction in TDSwas observed for PVC pipe 20%, while in GI and copper
pipes less reduction was observed 18.12% and 15.62%, respectively. This shows that
the efficiency of the magnetic field is different in different materials of pipe and it is
maximum non-conductive PVC pipe material. Alimi et al. [20] who experimentally
analyzed the effect of MF treatment on various pipe materials also verify the above
results. They exposed the water to the static magnetic field (0.16 T) with different
flow rates (0.54–0.94 L/min) for 15min and found that non-conductive pipematerials
are much effective than others in respect to the homogeneous and total precipitation
ratios. The type of material of pipe plays an important role in the formation of scale
also [36, 37].

The rate of TDS reduction is different for different materials of pipe. In PVC and
GI pipes, the maximum reduction is obtained in the first 15 h, while for copper pipe
maximum reduction is obtained in the last 15 h because magnetic field effectiveness
is higher for non-conductive and less conductive material.

4 Conclusions

In the present study, the hard water is circulated in different materials of pipe (PVC,
GI, and copper) and at different flow rates (3, 5, and 7L/min).After 30 hof circulation,
it is concluded that:

1. The magnetic treatment enhances the aragonite crystals formation, which is less
adhesive than calcite crystals.

2. Magnetic field reduces the TDS, EC, hardness, and alkalinity of the water, and
it goes on decreasing on increasing the circulation time of water.



Investigating the Change in Water Characteristics … 349

3. The reduction rate ofwater characteristics likeTDS,EC, hardness, and alkalinity
is higher for the first 15 h in comparison with the remaining 15 h of circulation
time.

4. Flow rate is inversely proportional to the water characteristics (TDS, EC, hard-
ness, and alkalinity), means on increasing the flow rate from 3 to 7 L/min the
TDS, EC, hardness, and alkalinity decreases at a faster rate.

5. At 7 L/min the TDS reduction rate in PVC pipe (20%) is much higher than GI
(18.12%) and copper (15.62%) pipe.

6. For magnetic treatment, the PVC pipe is much effective than GI and copper
pipe.
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A Study on Post-harvest Loss Reduction
with Solar Dryer

Ajay Vishwakarma, Sunanda Sinha, and Prashant Malik

1 Introduction

Preservation and storage of food are essential and inseparable part of human life.
Various techniques have been used to increase the shelf life of food, such as
fermenting, dry salting, smoking and sealing all these methods were used for vegeta-
bles and fruits [1].When coming to grains, traditional drying after harvest performed
in which grains were spread over the ground and exposed to the sun which is also
referred to as open sun drying. Open sun drying has drawbacks like dust contamina-
tion, insect infection, etc., which causes spoilage. There is no control over drying rate
in open sun drying leads to over drying of grains which causes discoloration, change
in nutritional value, and loss of germination power [2]. Because of improper drying
or without drying, farmer faces heavy losses of food in the pre- and post-harvest
period [3]. In India, cumulative post-harvest loss of fruits and vegetables is esti-
mated to be 5.8–18% which costs 44,000 crores/year [4]. It is important to eradicate
this issue by drying agricultural products [5], as it helps to mitigate food scarcity by
minimizing the agricultural losses that arise due to the presence of moisture content
above the healthy moisture level [6]. Healthy moisture content can be obtained by
drying under regulated temperature and humidity conditions, which allows agricul-
tural food products to dry up relatively easily to safe moisture content level and
maintain a high quality of the commodity [7]. Mostly in industrial drying processes,
controlled drying is practiced. Hot air is commonly produced by the combustion of
fossil fuels for industrial drying, and vast amounts of fuels are used for this purpose
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worldwide. Non-access to grid power is struggling in many rural areas of developed
countries; supplies of other non-renewable energy sources are often either inacces-
sible, inadequate, or too costly for many farmers. The high cost of fossil fuels, the
rapid decline of their supplies and the effects of their use on the atmosphere have
put significant restrictions on their use. The immense potential of solar energy in the
food processing industries is not much exploited scientifically, although drying and
thus storing agricultural and horticultural products is one of the oldest applications
of solar energy [8]. The use of solar dryers for drying foods is one of the best solu-
tions for the preservation of food as well as a reduction in fossil fuel dependency
in the food industry. As a typical solar dryer can easily attain the temperature of up
to 60–70 °C more than enough for drying agricultural products [9] and a correctly
designed solar dryer can reduce the disadvantages associated with open sun drying,
and the consistency of the dried product can be increased [10]. There are many types
of solar dryers available based on their working and design for more detail refer
to [11]. Performance and advancement in different solar dryers were analyzed by
many researchers [12–15]. Bhardwaj [16] used a solar dryer for drying medicinal
plants. Djebli et al. [17] used potatoes to analyze drying behaviour in solar dryers. An
economic analysis was done by Hage [18]. Mishra [19] reviewed various advance-
ment and parameter impact on the performance of greenhouse dryer. In most of these
studies, the emphasis was on the construction and testing of the system, whilst some
of them performed drying analysis [20] and simulation analysis [21] but harvest loss
due to improper drying was not emphasized. Mohana et al. [22] reviewed solar dryer
recently based on concept design and advancement and suggested that there is a need
for low cost and energy-efficient dryers for high-quality foods.

In this paper, drying importance of agricultural products has been investigated
by pointing out loss associated with improper drying and further, a comparative
study of cabinet type solar dryer with open sun drying on chillies and carrot also
conducted in Madhya Pradesh to show the effectiveness, benefits of solar dryer in
drying applications over open sun drying.

2 Importance of Drying of Agricultural Products:
An Indian Context

Open sun drying depends on the weather conditions leads to many problems such
as dust, rain, insect infection, etc., which leads to spoilage of yields. India produces
150 million tonnes of food grains per year accounts for 47 million tonnes of wheat,
64 million tonnes of rice from which nearly 70% are stored by local farmers on
their own. And due to this storage of food without proper drying causes losses
of nearly 6% of total yield. A study conducted by Agricultural Development and
Rural Transformation Centre reported that India faces pre- and post-harvest loss
which accounts for 25% in rice and maize and 15% in wheat of total production.
The projected farm-level post-harvest losses are 3.82 kg/q for rice and 3.28 kg/q
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for wheat for 2003–2004 [23]. According to a report published by the Ministry of
Agriculture & Farmers Welfare, post-harvest losses account for 9.5 per cent of the
output of total pulses.

As shown in Fig. 1a, percentage loss of paddy was highest in Karnataka andWest
Bengal accounts 16.2% and 15.05% of total yield [24]. Wheat loss due to improper
drying and improper storage in Assam and West Bengal was 13.79% and 15.29% of
total production, respectively, which shown in Fig. 1b, whereas loss of Tur due to
improper drying and storage was maximum in Karnataka nearly half of the yields
were spoiled which 43% of the total production of Tur as shown in Fig. 2a, b shows
loss of Tur and soybean in different states [25–29], respectively.

This amount of food can feed nearly 10 crores of the population. According to
Oxfam’s Food Availability Index [30], India stand 97th and 103rd in the Global
Hunger Index which makes these food losses even more critical and makes proper
drying of grains and vegetables essential.

Fig. 1 a Loss percentage of Paddy. b Loss percentage of wheat

Fig. 2 a Loss percentage of Tur. b Loss percentage in soybean
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3 Materials and Methods

In this section, description of the manufactured dryer and followed methodology
(Fig. 4) was discussed.

3.1 Description of the Manufactured Dryer

The dryer has a single compartment for fruit drying and solar energy collection. A
rectangular section with an area of 100 × 50 cm2 was made using plywood. The
inner sidewall of the rectangular compartment was attached with thermocol which
acts as an insulator avoiding heat loss to the surrounding trough conduction. Then,
an aluminium foil is laminated over the thermocol to increase the reflectivity of the
walls. Figure 3a, b shows the diagram of solar dryer. At the top two 5 mm, thick
glass seats having 2 mm separation in between were attached. Two glass with gap
provides better trapping of solar radiation and also reduces convective loss from the
top. The front height and back height of the dryer were 30 cm and 45 cm, respectively.
Ventilation holes of 2-cm diameter are made at the bottom of the cabinet it acts as
inlet point of the fresh air, at rear side of the cabinet which acts as the access point
inside the cabinet outlet points for warm air is made with the same dimension. A tray
is constructed using a wood frame and steel mesh. Steel mesh is used to avoid rusting
due to moisture present inside the cabinet. The tray can be accessed and removed
from the rear side.

Fig. 3 a 3D model of solar dryer with dimension. b Actual dryer
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Fig. 4 Followed methodology

3.2 Experimental Details and Methodology

Experiments were conducted in JUET, GunaMadhya Pradesh in the summer season.
Two experiments were conducted one using chillies and the other with carrot as
shown in the methodology Fig. 4. Experiment begins with weight measurement of
two samples of chillies using PCE-BSK 310 balance. Two samples of 50 g each,
of chillies were placed, one inside the solar cabinet and the other one is on the
floor. Temperature and radiation level were recorded using a digital thermal scanner
and pyrometer, respectively. After 30 min, weighing was done of both samples and
temperature was noted. This process was repeated after 30 min for 3 h. The weight
difference between the initial stage and final stage gives weight reduction. And
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consecutive weight difference gives weight reduction rate. Weight reduction with
time was plotted for both samples as shown in Fig. 6a.

On the next day, the sameprocesswas repeated for carrots from the initialweighing
to the final weighing stage. The initial weight was 140.3 g, and its weight reduction
curve with time was plotted for both samples as shown in Fig. 6b.

4 Results and Discussion

Figure 5 shows a variation of solar radiation with time and the variation of cabinet
temperature in comparison with ambient temperature which is similar to [8, 31]. The
maximum temperature achieved by the dryer was 63 °C at 14:00 h which is the ideal
temperature for any dryer to remove moisture at a healthy moisture level. Whereas a
maximum ambient temperature of 33 °C was recorded this difference increases the
drying rate in solar dryer.

Figure 6a shows drying curve of chillies of 50 g. In which, pink line shows weight
reduction curve inside the cabinet, and blue line represents weight reduction in open
drying. For the same time duration, there was 85.44% of weight reduction in cabinet
drying, whereas only 48.64% weight reduction was observed.

Figure 6b shows weight reduction curve for carrot in which black and red lines
represent open and cabinet drying, respectively. 140.3 g of carrot shows 83.72%
of weight reduction in case of cabinet drying, whereas for open drying it was only
77.4%.

After the experiment, it was observed the quality of the carrot and chillies in the
cabinet was superior to the open sun-dried one as shown in Figs. 7a, b and 8a, b.
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Fig. 6 a Weight reduction curve for chillies. bWeight reduction curve for carrot

Fig. 7 a Carrot in open drying. b Chillies in open drying

Fig. 8 a Carrot after cabinet drying. b Chillies after cabinet drying
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Even though it was a simple solar dryer made with locally available materials, it
was able to attain a temperature difference between cabinet and ambient temperature
more than 30 °C similar to other studies [8], which is good for a solar dryer for
drying vegetables and fruits. Dryer efficiency for chilies and carrots was found to be
9% and 12.53%, respectively, calculated based on the loss of weight in 3 h. which
is quite low for a solar dryer with a similar design [32] having dying efficiency of
approximately 20%.

5 Conclusion and Recommendations

An economical passive cabinet type solar dryer was constructed to demonstrate
the effectiveness of solar dryers using carrots and chillies. A maximum temper-
ature difference of nearly 30 degree was observed between ambient temperature
and cabinet temperature. This difference in temperature increases the drying rate in
cabinet drying. 85.44 and 83.72% of weight reduction were observed in just 3 h of
a short period of solar exposer of solar dryer shows its effectiveness in food drying.
Drying of agricultural products is essential as it increases the shelf life of the yield
and thus reduces post-harvest losses. In India, farm-level post-harvest losses are
3.82 kg/q for rice and 3.28 kg/q for wheat which is sufficient to feed 10 crores of the
population. Post-harvest loss is being neglected in India but sooner or later it will be
reflected. This study emphasizes the use of solar dryers for drying agricultural prod-
ucts to reduce post-harvest loss and provides data on loss of agricultural products
especially grains in India which need to be taken under consideration.

Following of some suggestions that can help in reducing post-harvest loss.

• Promoting solar dryer-based drying in a rural area by distributing cabinet dryers
for drying vegetables at the domestic level can helps farmers to understand the
concept of the solar dryer.

• The government of India does not have any policies on the promotion of solar
dryers. Though the government provides 50–60% subsidy on the purchase of
agricultural machinery, which is shared by 60% and 40% of central and state
government, respectively, andmost of the farmers does not aware of these schemes
due to lack of proper information at rural level.

• The modern warehouse does not have enough space to store crops that are
produced so there is a need for a secondary greenhouse dryer-based storage unit
at panchayat level so that grains can be preserved for a longer duration.
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1 Introduction

Solar energy is an inexhaustible, eco-friendly, and freely accessible energy resource
on earth. The utilization of solar energy in the civil and industrial sectors is increasing
at a rapid pace because it is a lower ecological impression than other conventional
ones [1]. Many researchers around the world are worked on the solar base systems.
Terrestrial solar radiation comprises 43% infrared rays (IR), 48% visible rays (VR),
and remaining are ultraviolet rays (UVR). These radiations are not monochromatic
and range of wavelengths between 0.25 and 2.5 µm. These total radiations are not
used by photovoltaic system to produce the electricity since it depends on band gap
energy of solar cell material and remaining radiation (more than band gap energy)
will disseminate as heat in solar cell. This heat is increased the temperature of cell
therefore photovoltaic efficiency is decreased [2]. Now photovoltaic cell efficiency
varied between 7 and 40%. To improve the performance of photovoltaic system
required tomaintain lower temperature of solar cell in PVmodules, somany research
works are carried on heat extraction system.

Yang et al. [3] proposed open loop air-basedBIPV/T protype system and improved
thermal efficiency; it adds vertical glazed solar air collector with wire mesh packing.
They observed effect of multiple inlets, wind speed, mass flow rate, and wire mesh
on thermal efficiency. They developed numerical control volume model and vali-
dated with experimental result. They found that 5, 8, and 10% thermal efficiency
improved with used of two inlet, vertical glazed, and wire mesh packing. Marginal
increment occurs in electrical efficiency. Ozakin et al. [4] had done experimental
thermodynamic studies of air-based PVT system with use of different type material
fins such as copper, aluminum, and brass. They also used optimization techniques
Taguchi and ANOVA to determine best combinations of control parameter like fin
material, air velocity, and panel temperature. It used frequent (55 fins) and sparse (27
fins) fins configurations for mono and poly crystal panels. They found that best result
occurs in frequent configurations for copper fin material, and it increased electrical
efficiency, thermal efficiency, and exergy efficiency 45–48, 61–63, and 107–109%
with respect of without fin configurations. Fan et al. [5] developed dynamic model
of hybrid photovoltaic thermal collector–solar air heater (PVT-SAH). It is studied to
assess the potential of system to provide high temperature outlet air (60–90 °C) with
the use of longitudinal fins under dynamic boundary condition. They observed that
35% overestimate thermal gains provided by PVT-SAH under steady-state condi-
tion compare with prediction of the dynamic model. Nazri et al. [6] studied on
energy economic analysis of photovoltaic thermal thermoelectric air collector. It is
described that concept and previous work conducted on thermoelectric and theoret-
ical study performed on PVT-TE air collector. They observed that maximum effi-
ciency is obtained 0.97% at mass flow rate of 0.1 kg/s by use of 90 TE. Annual
uniform cost is high for annual overall exergy gain with respect to annual thermal
energy gain. Tiwari et al. [7] studied to explore literature on photovoltaic air collector
and its integrated greenhouse drying system; they found that forced drying provided
better performance in term of controlling drying attributes, and PVT air collector is
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better than standalone PV system in term of storage energy. The outcome shown that
average thermal, electrical, and overall thermal efficiency are 26.68%, 11.26%, and
56.30%, respectively, for PVT air collector. Amanlou et al. [8] performed numerical
and experimental analysis on low concentrated photovoltaic thermal solar collector
by use of uniform temperature distribution approach on PV plate. They used eight
different geometries diffuser for investigating uniform air flow using CFD method.
Results shown that three inner deflectors concave side diffuser improved 20% elec-
trical efficiency. Bambrook et al. [9] done experimental study on unglazed, single
pass, open loop PVT air collector. They focused on maximizing the electrical and
thermal output by influence of fundamental parameter such air flow rate (0.03–
0.05 kg/s m2). It is purposed energy-efficient hydraulic design by using large duct to
minimize pressure loss and selection of fan that produce high air flow at low input
power. They found that thermal and electrical energy increased with increment of
air mass flow rate around 28–55% thermal energy and 10.6–12.2% electrical energy
increased. Shahsavar et al. [10] has been experimental and theoretical investiga-
tion done on a direct coupled PV/T air collector in which free or forced convection
technique used by two four and eight dc fans; therefore, air flow is unsteady and
systemperformance analysiswith glass orwithout glass. Theyobserved that optimum
number of fans required for achieving maximum electrical energy and setting glass
cover on system lead to improve thermal efficiency and decrease electrical efficiency.
Bambrook et al. [11] solved energy balance equation to determine temperature that
is functions of distance along collector and calculated thermal energy output under
steady state condition. They used RC circuit and capacitor to demonstrate model
of PVT air collector. They found that by using of solvable circuit PVT air collector
complexity can be easily analyzed. Farshchimonfared et al. [12] determined optimum
value of key parameter like channel depth and airmass flow rate for PVT air collector.
They varied collector area (10, 15, 25, and 30 m2) and length and width ratio (0.5, 1,
1.5, and 2) to optimize performance of system. They found that for 10° temperature
rise and maximum thermal energy output, optimum value of mass/area is constant
around 0.021 kg/s m2 and optimum depth or air distribution duct are varied 0.09–
0.026 m and 0.3–0.5 m, respectively. Fiorentini et al. [13] developed and optimized
an innovative solar-assisted HVAC system. This system consisted air-based PVT
collector and phase change thermal storage unit integrated with reverse cycle heat
pump. This system worked both summer and winter conditions by used day time
solar radiation and night time sky radiative cooling, respectively. They presented
optimization methodology in operating mode for involving component. Farshchi-
monfared [14] done optimization and sensitivity analysis of a PVT air collector and
linked with residential building. They used optimization methodology for rate of
effective thermal output with wide range of air mass flow rate per collector unit
areas (0.01–0.2 kg/s m2) and channel depth (0.01–0.09 m). The outcomes show that
smaller depth provided good performance, and air mass flow rate is a very sensi-
tive parameter at higher temperature rise opposite this larger depth provide lower
temperature rise and less sensitive occurs to variations in air mass flow rate.

By literature survey, it has been observed that limited studies worked on air-based
PVT system. This paper represented electrical, thermal, and exergy efficiencies of
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air-based PVT system added to two types of PVT arrays such as opaque and semi-
transparent arrays. In this study, triangular duct has been used to extract heat and
cooling in natural climate condition of Rajasthan. This study shows comparative
performance of both type of arrays and follow second law of Thermodynamics.

2 Description of Experiment Setup

The system consists of two type of PVT array which is opaque and semi-transparent
PVT array having 7 number of PVT air collectors and each PVT air collector having
1.94 m2. In this study, for extract heat from PVT array provided triangular duct.
Specifications of both PVT module is shown in Table 1. This parameter is tested
under standard conditions at 1000 W/m2 and 25 °C. In this study, outlet of one PVT
air collector is connected to inlet of second PVmodule and second PVmodule outlet
is connected to third inlet of PV module and continued up to seven PV module so it
is called series connection.

All experiment works done in engineering college Bikaner, Rajasthan, at
September month. The main section of air-cooling duct is shown in Fig. 1 in which
single inlet and outlet has been provided in circular section.

To ensure thermal insulation, the bottom and sides has been covered by wooden
ply (6 mm), polyvinylchoride sheet (6 mm) and polystyrene (25.4 mm). Natural air
has been circulated through the duct, and air velocity has measured by anemometer
with hot wire. The inlet and outlet air temperature has been measured by K type
thermocouples. All measuring devices have been calibrated and adjusted according

Table 1 Specification PVT module

Array type Pmax (Wp) Voc (V) Isc (A) Im (A) Vm (V)

Semi-transparent 270 37.80 9.10 8.66 31.20

Opaque 270 38.16 8.96 8.48 32.46

Fig. 1 Front and side cross section view
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to requirement range. Daily climate data have been recorded by weather condition
station in data logger.

3 Research Methodology

In this study, electrical, thermal, and exergy have been evaluated by considering
natural climate of Rajasthan for September month. For calculating hourly perfor-
mance of both system, averaging data methodology [15] has been used to carryout
performance parameter.

3.1 Electrical Efficiency

Electrical efficiency of opaque and semi-transparent photovoltaic system has been
calculated follows:

Pout = FF ∗ Voc ∗ Isc(kW) (1)

Here Fill Factor(FF) = Vm×Im
Voc×Isc

.

Pin = I (t) ∗ Apv(kW) (2)

where Pout is electrical energy output, FF is fill factor, V oc is hourly average open
circuit voltage, Isc is hourly average short circuit current, I(t) is hourly average solar
radiation, andVm and Im aremaximumvoltage and current. Then electrical efficiency
(η)

Electrical efficiency (η) = Pout
Pin

(3)

3.2 Thermal Efficiency

Eout = Pout + ṁcp(Tout − Tin)(kW) (4)

where Eout is output energy of PVT system, ṁ is air flow rate (kg/s), cp is specific
heat capacity of air (kJ/kg K), T in and T out are inlet and outlet temperature of air
(°C). Ein input energy of PVT system is as

Ein = I (t) ∗ Apv(kW) (5)
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Then thermal efficiency (ηt)

Thermal efficiency(ηt) = Eout

Ein
(6)

3.3 Overall Exergy Gain

Maximum useful work that can be obtained by any energy conversion process is
known as exergy.

� =
[
1 − 4

3

Ta
Ts

+ 1

3

(
Ta
Ts

)4
]

(7)

where � is a conversion efficiency coefficient proposed by Petela, T a is ambient
temperature (K), and T s is sun temperature which is taken as 5777 K.

Exout =
∑

Pout +
∑

ṁcp(Tout − Tin)(kW) (8)

Here, thermal energy is converted into electrical energy by utilization of Carnot
cycle, and Exout is output exergy, and Exin is input exergy as follow

Ein = � ∗ I (t) ∗ Apv(kW) (9)

Exergy efficiency of PVT system has been calculated by

�PVT = Exout
Exin

(10)

4 Experiment Result

The performance of the air-based PVT system for opaque and semi-transparent has
been determined by electrical and thermal properties. Experimental work has been
performed in Engineering College Bikaner, Rajasthan, under natural climate condi-
tion. Experimental work and calculations have been performed with average values
obtained from the weather monitoring station installed on the roof top of mechanical
engineering department. Hourly variation of solar radiation and ambient temperature
is shown in Fig. 2. It has been recognized that maximum solar radiation and ambient
temperature are obtained between 12:00 a.m. and 03:00 p.m.
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Fig. 2 Hourly variation of solar radiation and ambient temperature

Electrical current and voltage are depended on solar radiation; therefore, electrical
current and voltage are fluctuated during the day. Hourly fluctuation in open-circuit
voltage and short-circuit current for opaque and semi-transparent PVT array are
shown in Fig. 3.

Electrical performance parameter of opaque and semi-transparent has been shown
in Table 2. Result of electrical performance depicts that opaque PVT systemperforms
better as compared to semi-transparent PVT system. As seen in Fig. 4, the average
electrical efficiency of opaque PVT system is 8.08% higher with respect to semi-
transparent PVT system. It can also be observed that the electrical gain reaches a
maximum at 5 pm due to less temperature of the modules which can be attributed to
the dependence of electrical efficiency on temperature.
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Table 2 Parameters of electrical performance

Time
(h)

Solar
radiation
(W/m2)

Opaque PVT system Semi-transparent PVT system

Pin (kWh) Pout (kWh) η (%) Pin (kW) Pout (kW) η (%)

10 526.85 7.15 1.22 17.06 7.15 1.17 16.30

11 627.32 8.52 1.24 14.61 8.52 1.20 14.06

12 733.33 9.96 1.42 14.27 9.96 1.34 13.46

13 767.13 10.42 1.48 14.19 10.42 1.43 13.70

14 740.74 10.06 1.36 13.50 10.06 1.45 14.42

15 604.17 8.20 1.19 14.49 8.20 1.11 13.55

16 411.11 5.58 1.05 18.79 5.58 0.84 14.96

17 251.85 3.42 0.95 27.73 3.42 0.80 23.31

0.00

5.00

10.00

15.00

20.00

25.00

30.00

0

10

20

30

40

50

60

70

80

10 11 12 13 14 15 16 17
E

le
ct

ri
ca

l 
E

ff
ic

ie
n

cy
 (

%
)

T
h

er
m

al
 E

ff
ic

ie
n

cy
 (

%
)

Time (Hr.)

Thermal efficiency (Opaque) Thermal efficiency (Semi-transparent)

Electrical efficiency (Opaque) Electrical efficiency (Semi-transparent)

Fig. 4 Hourly variation in thermal and electrical efficiency for Bikaner location

The average thermal efficiency values of the air-basedPVT systemwith changes in
the mass flow rate values from 0.03 to 0.10 kg/s for the opaque and semi-transparent
were compared. The study shows that the thermal efficiency of the air-based PVT
system greatly depends on solar radiation and mass flow rate. All parameters have
been shown in Table 3.

The hourly variation of thermal efficiency of opaque and semi-transparent PVT
array for Bikaner region has been shown in Fig. 4. The results show that thermal
efficiency of system increased with increase of air mass flow rate and solar radiation.
Maximum thermal efficiency occurs between 2 and 5 p.m. under natural convection.

It has been observed that under natural convection, the heat extraction greatly
depends on the velocity inside the duct, and in the month of September, the velocity
was observed to be higher during 4–5 p.m. which has resulted in higher thermal
efficiency of both the arrays. The average thermal efficiency of semi-transparent
PVT system is increased 10.71% with respect of opaque PVT system due to heat
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Table 3 Parameters of thermal performance

Time (h) Air mass flow rate (kg/s) Opaque PVT system Semi-transparent PVT
system

T in (K) Tout (K) ηt (%) T in (K) Tout (K) ηt (%)

10 0.09 311 340 35.58 310 343 39.86

11 0.07 314 350 30.01 312 351 32.84

12 0.03 316 356 11.53 314 355 11.95

13 0.06 318 361 23.90 315 364 26.88

14 0.10 319 365 45.83 315 367 52.14

15 0.04 317 358 21.57 314 361 24.94

16 0.09 313 351 58.68 312 353 63.05

17 0.06 312 346 57.58 311 351 67.22

dissipation rate of semi-transparent PVT system is higher as compared with opaque
PVT array.

The hourly variation of overall exergy gain and overall exergy efficiency of opaque
and semi-transparent PVT array for Bikaner region has been shown in Table 4. The
result depicts that the overall exergy is higher in opaque PVT system as compared to
semi-transparent PVT array, but at 02:00 p.m. the performance of semi-transparent
PVT array is higher because of marginal difference in the temperature of both
the arrays; therefore, the heat extraction of semi-transparent array is increased as
compared to opaque PVT array and thereby increasing the efficiency of the former.

Figure 5 shows that the average overall exergy gain and exergy efficiency of
opaque system is higher 1.3%, 2.4%, respectively, as compared to semi-transparent
system, but at 02:00 p.m., the overall exergy efficiency of semi-transparent system
is increased 9.94% with respect to opaque PVT system. The overall performance of
opaque PVT system and semi-transparent PVT array are shown in Fig. 6.

For the September month, energy gain distribution is shown in Fig. 7. The elec-
trical and exergy gain of opaque PVT array is higher by 5.8% and 1.3%, respectively,
as compared to semi-transparent, but thermal gain for semi-transparent PVT array is
10.47% higher due to maximum solar energy intensity absorbed by packing area of
semi-transparent PVT array and remaining energy is transferred to duct section by
non-packing area.

5 Conclusion

In the present study, a comparative performance analysis of opaque and semi-
transparent PVT system has been conducted. This analysis was to investigate elec-
trical efficiency, thermal efficiency, and overall exergy gain for both PVT systems.
Triangular heat exaction systemwas fabricated for air flow configuration. All experi-
mental work was conducted in the month of September, and performance evaluation
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has been carried out during 10:00 a.m. to 05:00 p.m. for both PVT systems. The
average electrical efficiency of opaque PVT array in the month of September is
8.08% higher with respect to semi- transparent PVT array and the highest being
15.9% at 05:00 p.m. The average thermal efficiency of semi-transparent PVT array
is 10.7% higher with respect to opaque PVT array and the highest value obtained
12.09% at 02:00 p.m. The average overall exergy gain of opaque PVT system is 1.3%
higher with respect to semi- transparent PVT system, and maximum gain is 7.2% at
05:00 p.m. At 02:00 p.m., the overall exergy gain performance of semi-transparent
PVT system is 9.94% higher with respect to opaque PVT system. This investigation
can provide a guideline for the analysis of the performance of PVT air collectors
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with different type of module. Our goal in future is to control affecting parameters
and evaluate optimum condition for our system.
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Fabrication of IoT System for Structural
Health Monitoring Considering
Maintenance 4.0
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Abbreviations

IOT Internet of Things
PIC16F877 Microcontroller
NodeMCU Microcontroller
ADC Analog to Digital converter
DGA Dissolved Gas Analysis
Tan Delta Dielectric Dissipation

1 Introduction

There are different types of systems used in monitoring the condition of distribution
transform. Traditionally, the monitoring of distribution network is more focused on
primary distribution stations, which are located near the power grids because of their
high value compared to the distribution transformers placed in a subdivisions such
as (locality, industry, villages, etc.) [1]. Distribution transformer is a very useful
component as it is a main connection link between utility and customer. Because of
this, there can be a tremendous effect on reliability of distribution network due to the
failure of distribution transformer. In present, there are smart systems that can be used
to monitor the load on a transformer which can monitor the condition of transformer
and internal or external electrical failure [2].Monitoring of a distribution transformer
enables the possibilities of avoiding premature aging, fast detection of the fault in a
transformer, proactive communication with authority for an appropriate action, etc.
There can be an economical constraint in considering the implementation of a smart
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system in a large scale as there is a huge amount of distribution transformer in a
small region compared to power transformer. The economical comparison between
the implementation of these systems and the cost of maintenance once distribution
transformer is damaged will be very heterogeneous as we will be able to observe the
clear difference between the costs. This system can reduce the economic losses due
to breakdown of the distribution transformer by providing the real-time data and the
analysis done over it. This systemwill not be involving any disruption to the working
of the distribution transformer to analyze the condition of the system. Economic
aspects of a condition monitoring of a distributive transformer and online condition
monitoring system for distribution transformer is discussed in [3, 4], respectively.
There can bemany reasons of the failure of distribution transformer such as dielectric
stresses, electrical stresses, electromagnetic stresses, and chemical stresses. Themain
reason for failure is difficult to deduce as there are so many process parameters. The
measurement of the temperature, oil level, sound level, etc., are just a way of finding
some of the issues in a transformer rather than finding an exact cause of the fault [5].
There are different type of failures and all of them are shown in a Table 1 given in
[5].

There will be no cause to the body of the proposed system as the system will be
mounted over the bodyof the distribution transformer. Thiswill also not interferewith
the working of it. This system will be easy to install over the distribution transformer
and can be operational as soon as it is installed and connected to the internet for data
transfer. This quick and easy installation will make the system easy to use and can
be handled by anyone with basic technical knowledge. System is also using some
common components which can be easily available in a market in a case of damage
by any means. One can modify the system as per their requirement for Maintenance
4.0, where it is a subsystem of Industry 4.0 [6, 7].

Table 1 Causes of
distribution transformer
failure

Causes % of failures

Insulation failure 26

Loose connection 7

Over loading 24

Manufacturing Problem 5

Improper Maintenance 16

Oil contamination 4

Line Surges 4

Fire/Explosions 3

Lightning 3

Floods 2

Moisture 1

Unknown 5
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2 Literature Review

There are many research papers describing the system for condition of distribution
transformer and using some Web Services and these are discussed in a paragraph.
Mohamadi and Akbari proposed an on-line monitoring system having GSMmodem
with a single chip microcontroller and sensors. One will be getting an SMS and data
in computer server by using a software [8].

Thiyagarajan and Palanivel had a design which was used to monitor and control
different parameters such as oil level, temperature, voltage, and power [9].

Nelson et al. [10] used a system in which multiple sensors are connected to
a single chip PIC16F877, a microcontroller, and an application is used made on
VisualStudio.NET and MATLAB.

Nelson et al. [3] describe the economical aspect of all the distribution transformer
which are having remote condition monitoring systems. These systems are used to
provide essential information regarding the status and operation of the distributive
transformer. They have compared and analyzed the DT with and without the system
in terms of consumer and economic life, revenue loss to utility as well.

Pawar and Deosarkar [11] proposed the development of a mobile-embedded
systemwhichwill be used tomonitor the different parameters of the distribution trans-
former using multiple sensors and an 8-channel analog to digital converter (ADC)
in an embedded system with system memory. They also designed a system to send
an alert to mobile phones and monitoring units. They have used PIC18F4550 micro-
controller connected with GSM module and a self-made software for the processing
of the data collected from the sensors.

Jamal et al. [12] developed an efficient and reliable IoT-based system which
is developed for thermal monitoring and protection system. They have developed
different units such as current sensing unit, humidity, and temperature measuring
units which will be sensing the data and sending it to microcontroller and then to
network space called ThingSpeak. This will be used to update data in real time for
monitoring purpose, and then alert can be sent to the recipient using it. This system
will also trigger the coming fan in a transformer as the system is developed for
thermal monitoring and protection.

Jaiswal et al. [4] had a proposal of an economical approach to calculate and
determine the status of health by processing an online available data by intelligent
condition monitoring system. These online data can be either measured by self-using
multiple sensors connected to it or by the online data available.

Faria et al. [13] presented a solution for the condition monitoring and diagnosis
for the distribution transformer. They proposed a systemwith lots of different sensors
and components in such a way that they have used three PCB to mount them in a U-
shape. Thiswill enable the study of all the elementswhich are being observed andwill
improve the quality of the services such as preventive and predictive maintenance.

By going through all the literature and reviewing them well, it was concluded that
everyone has their own system tomonitor the condition of the distribution transformer
and each system is developed to reduce the cost and improve the efficiency and quality
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of data and analysis. But by proposed microcontroller NodeMCU and Amazon Web
Service (AWS), we can enhance it more and can move one step ahead by using cloud
applications from AWS for IoT.

3 System Design and Fabrication

As we have already discussed the literature for the system development and analysis
of the data by them, but in this paper, we have proposed the system fabrication
as a primary objective to collect the data from the distributive transformer. This
system will collect the essential data from the distribution transformer and send
those data to the AWS IoT apps. To collect data, one should know the parameters
to be monitored, and for that, we will be measuring temperature, current, oil level,
humidity, and sound level (humming noise). These are not the only parameters to
be considered for the condition monitoring of the distribution transformer; there are
other parameters too such as DGA, TAN, and DELTA measurement of bushiest,
etc., which are not considered due to the economical concern as we are working on
making an economical system for the distribution transformer monitoring [14].

3.1 Components

The system contains the various components which will be using to measure the
parameters we have mentioned earlier in this paper.

The component used to measure the temperature and humidity will be DHT 22
(temperature and humidity) sensor. This sensor is used due to its configuration such
as measuring temperature ranging from− 40 °C to+ 125 °C with±0.5 °C accuracy.
Talking about humidity measuring range from 0 to 100% with 2–5% accuracy.

Next, we will be measuring the current, so we will be using ACS712ELCTR-
30A-T because it can measure 30 to − 30 A current, and if there is 66 mV change
in output, voltage from initial state represents 1-A change in input current. We will
be using 3 ACS712ELCTR-30A-T sensors tech for the three different phases.

Next, we will be measuring the sound and the oil level. To measure the sound,
we are using SparkFun Sound detector which will be giving us analog and digital
output with. Analog output will be in.wav format because it is small in size [14].
Potentiometer will be coupled with the magnetic oil gage (MOG) which is coupled
with an analog needle which represents the level of the oil in an oil level meter of
the overhead oil reservoir of the distributive transformer. As the needle rotates due
to the magnetic coupe, the potentiometer note will also rotate as it will be coupled
to the needle of the gage and give an analog output which will be converted into the
level of oil by programming.

To connect these all components together and process a data and upload it, we
will be using a brain called NodeMCU which is best suited for the development of
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any IoT project as it is low in cost with WiFi module using ESP8266 chip. This
is a compact microcontroller which is economical and can be used anywhere with
low voltage. The only disadvantage of this microcontroller is that it is having one
analog port (A0) and rest of the ports are digital. This makes us to connect an external
component so that we can connect the sensors with analog output to the NodeMCU.

By using 74HC4051 Multiplexer/Demultiplexer chip which is a digitally
controlled analog switch. It is a single 8 channel multiplexer having binary control
inputA, B, andC also having an inhibit input. These three binaries collectively decide
to select 1–8 channels to be turned on and connect one of the 8 different inputs to
the output. So, 8 different analog output sensors to one NodeMCU can be connected
for high performance and less cost.

3.2 Overall Structure of System

From Fig. 1, one can understand the basic working principle of the proposed system.
As there will be different sensors mounted over the surface of the distribution
transformer, and these sensors will be connected to the brain of the system called
NodeMCU. These connections will be made either directly if they are having digital
output or indirectly by using 74HC4051Multiplexer/Demultiplexer chip if the output
of the sensors is analog. DHT 22 and SparkFun sound detector (one of its PIN)will be
having digital output and ACS712ELCTR-30A-T, Potentiometer & SparkFun Sound
Detector will be having analog output. (It is recommended to use all the sensors with
the voltage of 5 V as that can help to collect the data for the sensor by using a long
wire cord too) (Fig. 2).

Fig. 1 System diagram representing working structure for monitoring
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Fig. 2 Connection of all the components to develop a proposed system

3.3 Wireless Monitoring

By using NodeMCU-ESP8266 as a microcontroller for the system, it can be
connected to the Internet by any nearby network using WiFi so that connection
between cloud and sensor data can be established and used for research purpose for
anyone (open source) or to trigger the alert if any of the parameter is out of its desired
level. Amazon Web Service (AWS) will be used for this. AWS is having a dedicated
section for IoT applications [15]. The connection of the AWS and the system can be
established and different apps can be used to analyze data and use it to send a mail,
SMS, control the components, etc.

4 Conclusion

Prototype of the proposed system is developed and the connection is well established
between the AWS and the hardware. This system is collecting the data well, and its
working is encouraging for now. There are different types of applications used from
AWS IoT to explore the possibilities and capability of the system to monitor the
distribution transformer. In further work and publication, the results will be evaluated
and different applications use will be discussed and published.
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5 Future Work

In future work, one can work on placing the proposed system on distribution trans-
former and collect the sensors data periodically in a cloud database. Then the different
type of applications can be used on the data stored by the system by using the appli-
cation provided by AWS IoT such as: AWS IoT Core, FreeRTOS, AWS IoT Green-
grass, AWS IoT 1-Click, AWS IoTAnalytics, AWS IoTButton, andAWS IoTDevice
Defender. The data collected will be in an open platform from where any researcher
or engineer can use the data for their study and research purpose. The analysis of data
can be used to prevent and predict the faults and failures in distributive transformer;
note that the first paragraph of a section or subsection is not indented.
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Effect of Biodiesel on Engine
Performance and Emissions

Anna Raj Singh, Sudhir Kumar Singh, and Siddharth Jain

1 Introduction

The overusage of natural resources is at its highest peak due to which the cost in the
synthesis of natural petrol resource is increasing and cannot be recycled. Biofuels
work as a substitution for natural resources, and these resources can be in different
varieties as liquid or gas synthesized from the source of biomass. Biofuels can be
operated separately in diesel engines or combined with petrol. Biofuels are catego-
rized into three varieties of biodiesel [1]. In the first generation, biofuel is ethanol
which is developed from sugar. Wheat, corn, and barley come under the same cate-
gory. The second-generation biofuel is synthesized from lignocellulosic biomass
such as grass, straw, and wood. The algae oil comes under the third generation which
has been produced from varieties of feedstock materials from algal biomass. The
researchers have been focused on renewable sources of biofuel; as incoming gener-
ations, the non-renewable resources will be in a limited range. Global warming is
the reason due to increase in the amount of carbon dioxide from fossil fuels [2]. The
algae are the best choice in the production of biodiesel as it has less range of pollu-
tants like carbon, hydrocarbon, and nitrogen oxide which make it environmentally
friendly and can be reused again. The production of algae can be easily done in any
environmental conditions in aquatic or salty areas. With the use of the third genera-
tion of biodiesels, the demand for crude oil can be reduced as such type of biodiesel
can be reused and recycled very easily and is cheaper than diesel fuel [3, 4]. The
biodiesel in the diesel engines leads to the elevation of nitrogen oxide particulates
and reduction in hydrocarbon with carbon dioxide. Blends of biodiesel have been
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Fig. 1 Generation of biofuel [13]

used by researchers in which B 30 biofuel has been more effective as compared with
diesel fuel [5–7]. The use of response surface methods in the synthesis as well as in
the enhancement of varieties of blends seems to be efficient jatropha curcas oil and
has been considered as a favorable feedstock in the yielding of natural fuel. The pure
configuration of such oil is not suited until the addition of some metal adulterants
[8–12] (Fig. 1).

2 Comparison of Properties of Biodiesel with Petroleum
Diesel Fuel

Themolecular size in both fuels remains accurate but there is variation in the chemical
structure. Chemical like FAME is present in the biodiesel as compared to petroleum
diesel with 95% hydrocarbon along with 5% fragrant compounds. The biodiesel
has better lubricating properties and can result in a reduction of friction in moving
parts of the engine. The contents of sulfur pollutants are lower than petroleum diesel
which reduces the pollution in the environment. The oxygen contents are excessive
in biodiesel which results in minimization of power in the engine as compared to
petroleum diesel fuel. In low-range temperature, the biodiesel gets stiffened than
petroleum diesel fuel. The chemical activity in the form of solution is due to which
it can easily react with some substance which is invulnerable with diesel fuel. Few
properties present in biodiesel are not suitable for the performance of the engine. The
use of additives makes them idle for operating diesel engines. The use of additives
makes them stable in low temperatures up to 5 °C. The additives keep the fuel in
stable condition and bring down the chances of decomposition of biofuel. They also
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avoid the formation of corrosion in the engine parts by developing a shield of a layer
to reduce the wear and tear of engine parts due to corrosion [14–20].

3 Methods of Biodiesel Production

Figure 2 shows different biodiesel preparation/oil modification methods.

3.1 Pyrolysis

It is the conversion of a natural substance into solid, liquid, and gaseous forms at peak
temperatures of 500–800 °C with the help of decomposition in the lack of air. The
pyrolysis at the same time faces variation in chemical distribution and the physical
properties. Thismethod is irreversible and endothermic. The products of the pyrolytic
are fuels, biochar, and gases like methane, carbon dioxide, carbon monoxide, and
hydrogen gases. The materials used are coal, paper, biomass, and waste products of
food and animals. There are two types of pyrolysis which are named slow and fast
pyrolysis. The slow pyrolysis method is less favorable as it is very time-consuming.
The temperature for slow pyrolysis is set at 300–700 °C and the product is biochar.
The fast pyrolysis works in a range of 400–800 °C. This method is quicker than
that of slow pyrolysis and provides residence time which is lower than one second.
The synthesis of bio-oil is estimated to be 60% with a calorific rate of 3500 kcal.
In areas where there is a lack of petrol this methodology been preferred for decades
[22] (Fig. 3).

Fig. 2 Methods of biodiesel production [21]
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Fig. 3 Pyrolysis method [22]

3.2 Blending

Different blends of biodiesel are been performed by researchers for the usage of
biofuel in diesel engines. The various categories are B5, B20, and B100. B20 is
cheaper, ecofriendly to the natural surroundings, suitable with the material and oper-
ative in cold climate reigns. Such type of biofuel blends can be easily used in any
type of engine model without making any adjustment in the design of the engine.
The performance of the diesel engines on diesel fuel is similar to the application of
B20 biofuel blends. The pollution of harmful gases from 10 years older car engines
has been reduced with the use of biofuel blends. The engines installed with catalytic
converter devices also resulted in less formation of harmful pollutants with the usage
of both biofuel anddiesel fuel. These are the best alternatives to reduce the greenhouse
gases which result in global warming.

The B100 shows different properties as compared to B10 biofuel blends. B100
biofuel blends result in less power as compared to petroleum diesel fuel. The purest
form of biodiesel is B100 which indicates higher the purity of biodiesel less power
it will provide to the engine. The B100 may damage the sealing in diesel engines. It
is not suitable in cold climatic reigns as compared to B10. In some engines, issue of
excessive viscosity is resolved with the process of transesterification [23, 24].

3.3 Transesterification Process

It is a method through which the biodiesel is produced in which the present ester
gets modified to a new variety of ester. The by-product that remained in the process
of transesterification is glycerol which gets settle down and the biodiesel which is
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Fig. 4 Acid-catalyzed transesterification [25]

Fig. 5 Base-catalyzed transesterification [26]

lighter in weight gets collected at the top. There are three reversible stages. The trans-
formation of triglycerides in the form of diglycerides, in the second stage of diglyc-
erides gets converted into monoglycerides and in the third stage, monoglycerides get
converted into glycerol. In the transesterification process, there are three varieties
of catalyzed type transesterification. The researchers mostly prefer the acid-based
transesterification method to synthesize the biofuel. If the quantity of free fatty acids
is larger, it will result in the formation of soap in the transesterification process. The
enzyme-catalyzed transesterification process is very less preferable as it is expensive
to operate but an issue of catalyst separation is easier in this method (Figs. 4, 5, and
6).

4 Effect of Biodiesel on Engine Performance

In this, the review toward the variation of engine parameters like consumption of fuel
and output power of engine along with its efficiency has been analyzed by various
researchers.

Cherng et al. [28] analyzed the performance of the engine by using fish oil which
has been produced by waste organs of fish. It has been observed that with the rise
in the speed of diesel engines the overall efficiency of the brake fuel alteration has
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Fig. 6 Enzyme-catalyzed transesterification [27]

improved. The diesel engine seems suitable to operate and is eco-friendly with the
environment.

Godiganur et al. [29] measured the variation in the engine performances by
purposing methyl esters of a fish oil operated on Kirloskar H4394 diesel engine.
It has been observed that biofuel seems a better substitute for diesel-based fuel from
natural resources. It is concluded that the specific brake consumption of fuel for the
B100 result seems to be favorable. The range of thermal efficiency was noted to be
31.74% which is more preferable as compared to diesel fuel.

Murugesan et al. [30] discussed that the B100 biodiesel in the form ofmethyl ester
can be operatedwithout changing the design of the enginemodel. TheB100 biodiesel
resulted in slighter enhancementwith low brake specific energy as compared to diesel
fuel.

Lujan et al. [31] concluded that the varieties of biodiesel blends can be easily
operated in diesel engines in varied proportions combined with the diesel-based
fuel. The efficiency of the diesel engine remains compatible for operating which has
been recorded same from diesel fuel separately.

Utlu and Kocak [32] used the waste frying oil to produce methyl ester which
is examined to inspect the performance of diesel engines which consist of a direct
injection system. The waste frying oil can be recycled and reused again which is
not possible in the case of diesel fuel. The properties present in the waste frying oil
either in chemical or physical form are quite comparable with the diesel-based fuel.
Biofuel is cheaper for application purposes and serves better economy as well as
efficient performance in diesel engines.
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Xue et al. [33] stated that many methodologies were adopted by various
researchers in the production as well as in the study of biodiesel on engine param-
eters. There was no closure for the case of power restoration in some case study of
biofuel.

Chhetri and Watts [34] concluded that the chances of reduction in the engine
performance are due to the cause of deficient atomization inside the engine cylinder
as the biodiesel consists of intensified tension in its surface.

Carraretto et al. [35] cleared that the increase in the proportion of biodiesel in
form of blends will reduce the power and the performance of the diesel engine. They
used different varieties of biofuel blends from B20 to B100 and operated them on
diesel engines which resulted in a reduction in the efficiency of the engine.

5 Review Based Observation From Various Journals

With the use of biodiesel in the engine, it is very common to face power loss. The
loss of this power is resolved by using a low proportion of biofuel blends, and also
if the load on a vehicle is less, the engine efficiency as well as its performance will
be accurately similar to a diesel-based fuel with less pollution. The heating range
of biodiesel is lower as compared to diesel fuel which has been accepted by various
researchers. The role of feedstock toward the reduction in the engine power seems
to be less concerned.

Proper knowledge of the functioning of the injection system in the cylinder head
along with the suitable range of pressure used for spraying inside the engine must
be researched widely to get the best favorable design for using the biodiesel. The
use of additives helps in the reduction of incomplete combustion by improving the
timings of ignition in the cylinder [36]. The overconsumption of biodiesel is due to
the reduced value of the biofuel heating and also the density along with the viscosity
are at peak level. The researchers experimentally perform different categories of
feedstock in the biodiesel which have variations in its heating value and the design
structure of the carbon chain, and all these parameters affect the performance or
economy in the engine.

The use of additives is a betterway to improve the economyaswell as the operating
parameters. Various types of oils have been performed at a reduced temperature
range with biofuel blend which resulted in a fair yield which is up to 81.98%. The
use of various heterogeneous catalysts enhanced the transesterification process as
compared to homogenous catalysts. The issue related to the oxidation has been sorted
by the addition of petroleum-based biodiesel at a low ratio without antioxidants in
it. The waste products have also been utilized in the synthesis of bioenergy as well
as biofuels. Less amount of modification inside the engine cylinder is needed for
the low proportion of biofuel blend like B20 [37–45]. The use of soybean blends
provides the same results when compared to petroleum diesel in comparison with
torque and performance in its engine speed in Fig. 7.
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Fig. 7 Engine performance with use of soybean biodiesel blends [46]

6 Effect of Biodiesel on Engine Emission

In this, the review of the emissions of gases like nitrogen dioxide, carbon dioxide,
carbon monoxide along with hydrocarbon has been evaluated by researchers.

Karthikeyan et al. [47] performed the experimental analysis by using Botry-
ococcus braunii algae as feedstock along with nanoadditives of CuO2. To examine
the characteristics of the emission, the engine is operated at a fixed rpm of 1500.
The nanoadditives used in the diesel engine yield a reduced amount of hydrocarbon,
carbon monoxide, and smoke pollutants. A slight rise in the level of nitrogen oxide
pollutants has been observed. The ratio of surface to volume along with the rise of
the mixture of air and fuel has considered the reason for increase in nitrogen dioxide.

Mahendran et al. [48] analyzed emission gases by using blends of biofuel which
are named B5, B15, and B25 and have inspected, and their performance is correlated
with the diesel fuel. It is been observed that the amount of carbon monoxide gas
released is larger as compared to diesel fuel. It is due to incomplete atomization
which results in improper combustion leading to a rise in the gases of hydrocarbon
which is not burned properly inside the cylinder. The smoke formation is larger as
compared with the clean diesel fuel. It seems a fairer biofuel that can be operated at
a cheaper cost.

Saravanan et al. [49] worked toward the reduction of the particulates of carbon
dioxide by the use of antioxidant named butylated hydroxytoluene with B20 biofuel
blend. The timings in the injection system are to be analyzed at the leading stage and
backward stage in the diesel engine. When the timing in the injection is lowered and
raised, the particulates of nitrogen oxide gas are reduced; similarly, when injection
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timings have been raised and lowered, the particulates of gases like carbonmonoxide
and unburnt hydrocarbon gas are enriched.

Sayed et al. [50] performed the experimental analysis by running dissimilar prod-
ucts of biofuel and biofuel blends. The variation in loads of engine has been done to
analyze the engine emissions at a fixedmomentum of 1500 rpm. It has been remarked
that the gases like carbonmonoxide, hydrocarbon, and the particles of smoke showed
less emission for the biodiesel varieties like palm, jatropha, and biofuel blends. The
waste cooking oil resulted in a large quantity of carbon dioxide gas which has been
used in the form of blends. Rise in the particulates of nitrogen dioxide from the
mixtures of biodiesel is in the form of B20 and B10.

7 Conclusions

Biodiesel got a large amount of experimental analysis in the research field as it is the
best source of eco-friendly biofuel which can be yielded at a cheaper cost. Biodiesel
developed from a variety of feedstock as well as in the form of blends resulted in
similar properties which are suitable with natural diesel. Due to the enlargement
of its requirement in the global areas of the transportation sector, researchers are
now studying possible new methodologies to develop cleaner and efficient biodiesel
with less harmful gases while using it for the industrial and automobile sector. The
use of heterogeneous catalyst is to be given more attention in transesterification as
these types of catalyst have a good surface area and can be reused again and will
lead to the enhancement of engine performance as well as low emissions. Based
on the following reviews, it has been concluded that the synthesis of biodiesel by
the implementation of various blends or from various starting material of biofuel
seems a better processing technique to develop eco-friendly biofuel and will make
the environment cleaner and will diminish toxic pollutants.
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Jatropha: A Sustainable Source
of Transportation Fuel in India

Rahul Chamola, Nitin Kumar, and Siddharth Jain

1 Introduction

In the past few years, science and technology have progressed very swiftly due to
modernization, industrial advancement, and economic growth [1]. Technology has
great impact to improve living standards of people. For example, transportation has
extended for human comfort, and scientific research in various sectors and expan-
sion in communication engineering has reduced human fatigue and effective time.
However, technical growth is also associated with many problems such as energy
demand, climate change, air pollution, and hazardous human risk. As per the report
of world energy scenario 2014, world coal energy consumption was 40.8% and
fossil fuels will be primary sources of energy by the end of 2040 (world energy
2015 report). The largest share of energy is consumed by transportation sector, and
it accounts 98% of CO2 emission [2]. Fossil fuels are conventional fuels usually
related with environmental concerns like acid precipitation, global warming, air and
ground water pollution, toxic emission of exhaust gases such as oxides of nitrogen
(NOx), carbon monoxide (CO), unburned hydrocarbons, carbon dioxide (CO2), and
particulate matter. Hence, these limitations of conventional fuel draw the attention
of researchers, and there was an urgent need for clean and sustainable alternative
fuels in order to fulfill the demand of energy by eco-friendly resources [3]. In the
last few decades, renewable energy is found one of the most promising and alter-
nate future fuels. Renewable energy sources are environment-friendly, clean, and
most reliable sources till date. Many scholars and researchers are now focusing
on biofuels. It includes both edible (soybean, sunflower, coffee, and palm oil) and
non-edible (jatropha curcas, mahua, micro-, and macroalgae) biofuels.
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Numerous works have been conducted in the field of unconventional energy yet
it contributes only 13.5–17.9% of total world energy consumption [4]. Traditional
renewable energy resources are organic matter taken from or produced by plants
and animals. It comprises mainly wood, agricultural crops and products, aquatic
plants, forestry products, wastes and residues, and animal wastes. In its most general
meaning, biofuels are all types of solid, gaseous, and liquid fuels that can be derived
from biomass. Traditional renewable energy sources cause air pollution and respi-
ratory infections when burn directly in open atmosphere [5–7]. Moreover, plant
residual, cowdung, and charcoal are excessively used for the domestic energyproduc-
tion in various part of India till date, as a result of which deforestation, poor soil
fertility, and heart-based diseases are very common in several part of the country
[8, 9]. Hence, traditional resources can be converted in useful biofuels by direct
combustion practices.

Biodiesel refers to long fatty acid alkyl esters (FAAE) with biodegradability, low
sulfur content, and thus reducing emissions [10]. To use biodiesel as a fuel, it should
be mixed with petroleum diesel fuel to create a biodiesel-blended fuel. Biodiesel
refers to the pure fuel before blending. Almost 95% of biofuel is produced from
edible biodiesel resources like soybean, sunflower, palm oil, maize, etc., but these
energy sources are responsible for deforestation, land issues, and loss of biodiversity
[11–13]. Hence, non-edible energy sources such as Jatropha curcas,Madhuca indica,
sea mango, algae, waste cooking oils, and animal fats are being used for sustainable
biodiesel production. Commercially, biodiesel is produced by transesterification of
triglycerideswhich are themain ingredients of biological origin oils in the presence of
an alcohol (e.g., methanol and ethanol) and a catalyst (e.g., alkali, acid, and enzyme)
with glycerin as amajor by-product Dube et al. [14]. After the reaction, the glycerin is
separated by settling or centrifuging and the layer obtained is purified prior to using it
for its traditional applications (pharmaceutical, cosmetics, and food industries) or for
the recently developed applications (animal feed, carbon feedstock in fermentations,
polymers, surfactants, intermediates, and lubricants) by Vicente et al. [15].

India has a vast potential of renewable energy resources. Ministry of New &
RenewableEnergy (MNRE) supports the implementation of newand renewable ener-
gies. Exploitation of hydrogen energy, geothermal energy, tidal energy, and biofuels
for power generation and automotive applications has also planned by the ministry.
With high economic growth rates and over 15% of the world’s population, India is
a significant consumer of energy resources. Recent IBEF analysis 2020 shows that
Indian renewable energy capacity will be 175 GW by 2022. Government is looking
forward to achieve 227 GW of renewable capacity including 114 GW solar and
67 GW of wind energy by 2022. Power generation from renewable sources accounts
127.01 billion units in FY20.
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2 Challenges in Jatropha Cultivation

Jatropha is one of the most widely used feedstock for biodiesel production that
requires lower processing time than that of another feedstock. Plant that has high
percentage of fatty acids makes it most suitable for biodiesel production. The plant
can grow in desert or semi-arid regions. Jatropha has high seed oil content. It can be
planted anywhere where land is marginal [16, 17]. Jatropha curcas is successfully
employed for biofuel production that can be used in diesel engine without major
modification. Despite huge benefits of jatropha plant, many jatropha-based biodiesel
producer companies across the globe wrapped out their investments. The success of
jatropha biodiesel hampered since production cost increases 70–80%. Some of the
factors like environmental, ecological, social, and economic are responsible for the
failure of jatropha production around the world. Various studies have been conducted
by scholars and researchers to look into the sole effect of failure. The inter-corelated
factors like low-income, low-yield, and cultivation issues are examined by scholars.
In this review, we deal with all-inclusive and crucial factors effecting the sustainable
biodiesel production from jatropha. Thus, large-scale production of biodiesel from
jatropha can be improved by comparing the performance of biodiesel fuel character-
istics and combustion quality with various relevant information available. This study
could be used as policy directive for sustainable growth of biodiesel production from
jatropha.

Jatropha belongs to euphorbiaceane family, fast-growing tree with height ranges
from 3 to 7 m. The plant is widely available in Mexico, America, Asia, and Africa
[18–21]. Some of the author considers the plant as magical crop [22] because of
its huge biodiesel potential and ability to grow even in dry and semi-arid regions.
The deep roots [23] of the plant help to uphold soil against land erosions. Plant
species are also called green gold because of its economic benefits for small and
developing countries which are facing environmental issues and pollution. Jatropha-
based biodiesel can fulfill the requirements of a country by prevailing climatic and
energy security issues [24, 25]. Therefore, jatropha is one of the most reliable and
eco-friendly sources of future fuel due to its multiple advantages and availability.
Jatropha plant can survive for over 49 [26] years and capable of producing seed
for 30–40 years [16, 27]. Jatropha plant can be propagated by seed sowing and
stem cutting. First flowering since plantation in 12 months and seeds appears within
90 days [28] after flowering. Jatropha plant needs very less agronomic practices
like pesticides water and pest/diseases control than that of other feedstock make it
most suitable for sustainable future fuel. Jatropha plant requires certain atmospheric
conditions such as temperature from 18 to 40 °C, rainfall (1250–3000 mm), [16, 17,
29] soil nutrients like nitrogen phosphorous and potassium, soil depth that should be
greater than 50 cm, and altitude(500–2150 m.a.s.l) to grow. Usually, plant has pest
and diseases resistance properties [29] but some of the studies claimed that jatropha
is highly vulnerable to pest attack [30–32]. The optimum yield of 2.236 L oil\tree
can be generated through jatropha which is third highest after palm and coconut in
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terms of oil yield [33]. The plant oil is non-edible, toxic, and contains fatty acid alkyl
ester for biodiesel production.

The cost of jatropha seed is inferior to other feed stocks, although it accounts
70–80% [34] of total operating cost. Need of farm equipment and agronomic prac-
tices are also justifiable than that of anticipated. Plant can grow in marginal land
[35] without any conflict with other food crops. All these virtues make it a valu-
able feedstock for biodiesel application. Even with all such great qualities, there is
no mass scale production from jatropha. Numerous companies invested in jatropha
cultivation leading toward disinvestment due to lower biodiesel yield than the antic-
ipated production contributed. On the other hand, agricultural properties of jatropha
are underestimated somewhere due to poor soil quality. A study [36] conducted in
Ethiopia on large-scale jatropha plantation revealed that inferior soil properties and
poor agronomy of the area influence Jatropha production. 5-ton\ha\year [27] can
produce with moderate rainfall ranging from 900 to 1200 ml, which is higher than
the rainfall of 750 mm per year. The soil type and quality played vital role. Most
of the study reported well-drained soil is suitable for production. In contrast water-
logged soil or clay-rich soil reported lower production capabilities. Despite all the
challenges, various methods are introduced to convert jatropha into biodiesel in labo-
ratories [37]. The primary stage includes the collection of seeds and processing for
oil extraction. The initial stage is labor-centric and that is why consumes maximum
production expansive. This is one of the reasons of jatropha project’s declination and
termination [38].

2.1 Factors Affecting Jatropha Seed Yield and Its Oil Content

The main criteria for selecting of any feedstock for sustainable biodiesel should
have sufficient oil content for biodiesel production. This review mentioned all the
parameters that are assumed to be essential for optimum yield and oil extraction
process [39]. Near-infrared spectroscopy conducted on jatropha seeds by Vaknin
et al. [17] to examine the influence of various geographical locations on oil content.
Study reported that Ethiopian jatropha seed has low oil content than that of Ghana.
Dry climatic conditions are favorable for high oil content than that of wet climates.
Signification variation in Jatropha oil content in Brazil, Nigeria, China, and Congo-
Brazzaville has been reported [40–43]. Jingura et al. [29] examined the impact of
land use and different agronomical conditions on oil percentage. Biotic factors such
as pest, human intervention, diseases, and genotype and abiotic factors like soil prop-
erties temperature rain, thinning, and agronomical conditions play significant role in
oil yield of jatropha [5, 31, 44]. Jatropha is very sensitive toward the temperature. It
grows better at a higher temperature but enable to sustain at very low temperature
below 0 °C [45]. Some of the studies revealed that lower seed yield of jatropha in
temperature ranges between 15 and 17 °C; the ideal condition for growing jatropha
in temperature ranges of 15–30 °C; rainfall is of 250–3000 mm\year [23, 28]; and
elevation bellow is 500mabove sea level. Although jatropha is highly resistant to pest
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attack, many reports also claimed that stem, root, fruit, and bark could be affected
due to some dominating pets likePempeliamorosalis, Stomphastis thraustica,Pachy-
coris klugii, and Agonosoma trilineatum [32]. Apart from pest and diseases, jatropha
oil yield is also affected by different genotypes and maturity level of plant [46].
Usually, yellow brown colored fruit contributes higher seed content; however, it is
also identified that oil extraction method could affect oil yield. Farahani et al. [47]
reported higher oil yield of 10.38–59.38%with suitable process parameters like time
temperature and solvent-to-solid ratio. The optimum yields were received through
supercritical and ultrasound extraction methods whereas comparatively lower yield
is achieved by mechanical extraction technique.

3 Methods for Jatropha Oil Extraction

Jatropha biodiesel requires many preprocessing which includes shelling, drying,
crushing, and grinding. Different oil extraction processes are famous among scholars
such as mechanical processing, thermal cracking (pyrolysis), enzymatic extraction,
supercritical extraction, and solvent extraction [48]. The pros and cons of each
process are critically examined in this review.

3.1 Mechanical Oil Extractions

Mechanical oil extraction is closed to traditional methods, and the role of this method
has been obsolete now. In this process, boilingwater is used as solvent and completely
dried crushed seeds are dipped into boiled water. Further, the moisture is processed
under mechanical stirring for a certain time limits. The paste is filtered at last using
different filtration techniques. Although the operation carrying cost is not so much
than that of other techniques, the oil yield from this method is lower. Aboubakar
et al. [1] reported 75% seed yield from mechanical extraction technique [49]. This
technique is adopted for commercial oil production; however, yield is lower as
compared to supercritical and solvent technique. Mechanical oil extraction depends
upon various process parameters, viz. processing time, reaction temperature, mois-
ture content, and mechanical equipment used and stirring speed. According to Evon
et al. [50], twin screw extruder with rotational speed of 153 rpm, 80 °C temperature,
and 4% moisture content can be used in place of mechanical screw press for high
yield approx. to 70.6%.
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3.2 Solvent Extraction Methods

Kernel powder is most adopted solvent widely applied in laboratories for high oil
content. It recovers almost 98% of available oil. As per a study conducted in India,
kernel solvent is more effective (55.2%) than that of seed with coat intact (25.5%)
[51].Nodoubt solvent techniquehas clear advantages over traditional andmechanical
method but the results of this method are vulnerable to reaction time, temperature,
moisture content and grain size of seeds and solvent-to-seed ratio [42, 52]. Sepidar
et al. [53] conducted research on jatrophawith 68 °C temperature, 8 h of reaction time,
grain size of 0.5–0.75 mm and hexane as a solvent for maximum yield. N-hexane
is widely used by scholars for optimum output. Other solvents like petroleum ether,
ethyl ether, pentane, isopropane, ethyl acetate, acetone, chloroform, ethanol, and
methanol are also including in biodiesel extraction [54].

3.3 Supercritical Oil Extraction

Supercritical oil extraction is recent in method for extracting oil from jatropha seed.
The process is carried out with controlled flow rate of CO2. Supercritical fluid with
the pressure and temperature higher than critical point is used as a solvent [39].
The process needs critical pressure 350 bar and critical temperature 220 °C. Higher
oil yield of around 40.28% was obtained by supercritical extraction in comparison
with subcritical extraction and ultrasonic extraction at a temperature and pressure
90 °C and 5 bar, respectively. Chen et al. [55] found that optimum oil yield of
45.51% as compared to other methods using 60 °C, temperature, 350 bar pres-
sure, and 125:1 solvent-to-solid ratio. Method is environment-friendly due to need
of minimum purification and no use of solvent. Supercritical methods take almost
50 min process time whereas other methods take several hours [56]. High operation
cost and high temperature resisting equipment control the uses of this method for
large-scale production of yield.

3.4 Ultrasound-Based Solvent Extraction

Ultrasound solvent extraction is based on the application of high-intensity and high-
frequency sound waves that interacts with the materials so that seed yield can be
improved [57]. Sound waves accelerate the heat and mass transfer to boost the oil
output with no use of solvent [47]. Farahani et al. [47] examined that ethanol-assisted
ultrasonic solvent extraction method is efficient as compared to other solvents, viz.
n-hexane, chloroform, and acetone. They obtained yield of 59.38% at 35 °C temper-
ature and 30 min of reaction time. Recently an in situ transesterification method is
being used by many scholars for jatropha oil extraction to reduce processing time
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and solvent requirements. Kumar [58] worked on ultrasonic-based reactive transes-
terification on jatropha oilseed with methanol, catalyst (KOH), seed grain size of
1–2 mm and for reaction time of 0.3 s cycle to get 92% yield.

3.5 Enzymatic Extractions

This technique uses water as a solvent which is safe, inexpensive, and widely avail-
able. It is also called aqueous enzymatic extraction by some researchers [51]. The
oil yield concentration is relatively lower than that of solvent extraction. The other
demerits are long processing time and energy. The cost of enzyme is also higher
compared to anticipated methods. Aqueous enzymatic method is mostly influenced
by enzyme, water, particle size, temperature, and process speed.

4 Techniques for Converting Jatropha Oil as Engine Fuel

Jatropha is non-edible oil which is being used as a fuel in combustion engine without
any major modifications in diesel engines. Different methods such as microemulsi-
fication, thermal cracking, blending, and transesterification are employed to utilize
jatropha as a biofuel [16, 59, 60]. The main objectives of these methods are to reduce
process time, obtain high oil yield, and to minimize the cost associated with produc-
tion of fuel. Thus, some of the techniques used to convert jatropha oilseeds into fuel
are examined in this section.

4.1 Direct Use and Blending of Jatropha Oil with Diesel

Numerous studies have conducted for the direct use of jatropha oil in place of diesel
and petrol without any mixing. However, direct use of biodiesel was not satisfactory
due to high viscosity lower calorific value and lower volatility [61, 62]. That is why
biofuel is used as blends. It means that jatropha biofuel mixes with regular diesel
for use to limit its drawbacks. Ong et al. [16] examined high viscosity is one of
main drawbacks of biofuel, leads ignition delay and knocking. According to Wang
[63], high viscosity of jatropha promotes flue gases and thus reduces engine effi-
ciency. Jatropha oil is mixed with diesel in concentration of 40–50%. Tainaka et al.
[60] conducted a research on jatropha blend biodiesel for soot formation character-
istics (SFC) in a 550 kW class furnace using an optical measurement system. They
conclude that SFC reduced with heavy petrol oil, while Hashimoto et al. reported
that radiation intensity was declined when jatropha oil was mixed with heavy oil.
Therefore, blend of jatropha oil and diesel is used nowadays in various parts of the
globe [43, 46, 52, 60–85].
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4.2 Microemulsification Process

Higher viscosity issues of jatropha oil can be resolved by emulsificationwith alcohol.
Theprocess is non-polluting and energy efficient [59]. Surfactant employs as an emul-
sifier to provide stability to the fuel. The most commonly used surfactants [64] are
ethanol and butanol. The kinematic viscosity and calorific value are improved by the
application of this method which result in lower carbon emission than conventional
liquid fuels.

4.3 Pyrolysis

Pyrolysis refers to chemical change caused by application of thermal energy to crack
complex hydrocarbon of triglyceride. The process needs relatively high tempera-
ture compared to the conventional processes and pressure and catalyst (if required).
Catalyst like KOH, ZnO, ZrO2, Na2CO3, and zeolite increases the rate of reaction
at minimum possible temperature [65, 66]. Pyrolysis is carried out in batch reactor.
Thermal cracking refines oil quality and octane number. Zheng et al. [67] worked
on jatropha oil and analyzed that utmost biodiesel yield and lower reaction time
were obtained at high catalyst volume. The biofuel production through pyrolysis is
affected by excessive equipment cost [13].

4.4 Transesterification

Transesterification is a process that eliminates certain stages like extraction to biofuel
production that makes it most effective and efficient process for biodiesel extraction
[81–101]. Transesterification is carried out with catalyst, solvent, and an alcohol for
biodiesel production [3, 68]. It helps to reduce experimental installation and energy
cost. Ong et al. [16] worked on two-step transesterification process on jatropha seed
with both acid and base catalyst. Dubey et al. [69] stated that viscosity of jatropha oil
can be minimized by the use of transesterification by 74.8% than that of unprocessed
oil.

Transesterification process depends upon methanol-to-seed ratio, temperature,
reaction time, catalyst concentration, and solvent [70]. Homogenous (acid and base)
and heterogeneous catalysts (alkaline and acids) are used in this process. Most
commonly used homogenous catalyst is NaOH and KOH. Studies showed that low
free fatty acid (FFA) is one of the drawbacks of homogenous catalyst. Homoge-
nous catalyst is prohibited for large-scale production which can be compensated by
homogenous acid catalyst namely H2SO4, HCl, and H3PO4. Homogenous acid cata-
lyst increases the FFA. However, reaction time is much slower as compared to base
[12, 13]. Heterogeneous catalysts are also in demand due to green and economical
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properties. Heterogeneous catalyst gives relatively higher biodiesel with minimal
side saponification process than that of homogenous catalyst. However, cost along
with temperature and processing time affects the application of heterogeneous cata-
lysts [71]. Recently, desire of ultrasonic-based transesterification has been increased
in order to lessen reaction time and energy demand. Some scholars are also working
with enzymatic transesterification [13] due to their green characteristics. However,
high cost of enzymes prevents its application for large scale application [72].

5 Physicochemical and Fuel Properties

Below are the physicochemical and fuel properties of biodiesel which need to be
focussed while using the same in the engine:

• Viscosity
• Density
• Flash point
• Fire point
• Free fatty acid content
• Water content and sedimentation
• Flashpoint
• Calorific value
• Cetane number
• Cloud and pour point properties
• Oxidation stability

6 Conclusions and Future Directions

The greatest expense and serious rivalry with food and feed creation because
of biodiesel making from consumable oils have examined analysts, governments,
ventures, and policymakers to discover new stumpy cost and non-eatable energy oil
crops. Jatropha is recognized as a likely rawmaterial for reasonable biodiesel making
because of its appropriate physicochemical structure, higher seed and oil yields, and
lower rivalry with food crops. Though getting practical and adequate measures of
Jatropha oil for huge scope biodiesel making is not accomplished at this point, the
usage of fresh jatropha tasks has been dropped, and a few continuous activity tasks
have been ended. The development of jatropha for supportable biodiesel making is
essentially influenced by different aspects, which could be deliberated as natural,
financial, social, institutional, and mechanical boundaries. Lacking business sector
opportunity, littlemotivators from the public authority, non-attendance of clear strate-
gies and authoritative, possession issue, deficiency of land, restricted innovation in
seed assortment and preparing, and inferior agronomic performance Jatropha seed
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were the fundamental imperatives influencing the development of jatropha for reason-
able biodiesel making. Taking everything into account, the capability of jatropha for
feasible biodiesel making ought to be assessed as far as its monetary, social, ecolog-
ical, and specialized points of interest for the separate rising area prior to setting up
an enormous scope biodiesel production.
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1 Introduction

Diesel engines are the primary source of transport from light ground vehicles to
heavy-duty trucks [1]. Diesel engine exhaust emissions consist of a high amount of
nitrogen oxides (NOx) and particulate emissions. Reducing these exhaust emissions
and meeting, the standard of strict emissions legislation is a challenge. Particulate
matter (PM) is primarily composed of black carbon/soot formed due to the incom-
plete combustion of fuel [2] and have an adverse effect on both human health [3]
and the environment [4]. Thus, it is extremely important to reduce the negative
effects of PM by evaluating the physiochemical properties of diesel soot. Various
techniques have been implemented to reduce gaseous emissions and PM. Selective
catalytic reduction (SCR) [5] and lean NOx trap (LNT) [5] are used to reduce NOx
emissions. Diesel oxidation catalyst (DOC) [6] is a modern after-treatment system
to reduce carbon monoxides (CO), hydrocarbons (HC), and NOx by the process of
oxidation. Diesel particulate filters (DPF) are used to trap particulate matter, and
after a certain period of time, the trapped PM may cause high-back pressure and an
increase in engine fuel economy, hence needs to be regenerated [7, 8]. The regener-
ation of DPFs depends on the oxidation of soot which consequently depends upon
the structural characteristics of the soot particle deposited on the filter surface [9].
The variability of geometrical characteristics of soot agglomerates can be computed
by the size distribution and fractal dimension, whereas the oxidation reactivity of
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soot particles can be quantified by nanostructural analysis of soot particles [10]. It
has been reported in the literature that the morphological and nanostructural charac-
teristics of PM have been analyzed by transmission electron microscope (TEM) [9,
11–13]. However, authors have implemented various analytical techniques such as
Fourier transform infrared spectroscopy (FTIR), X-ray photoelectron spectroscopy
(XPS) to study the functional groups present on soot surface, thermogravimetric
analysis (TGA) and differential scanning calorimetry (DSC) for the analysis of soot
reactivity by identifying the temperature and time, respectively, required by the soot
to be oxidized.

Several studies have been conducted to investigate the impact of the combustion
process on exhaust emissions. It has been well documented that the type of engine
used, air–fuel ratio and engine operating conditions affect the exhaust emissions and
the size distributions of diesel particulate matter [14]. Engine operating conditions
and fuel injection timing effects on soot emissions have been observed by Chan et al.
[15]. He reported that delaying fuel injection timing increases the soot concentra-
tion significantly, whereas it decreases NO. There have been mixed observations
in the literature on the morphology and nanostructure characteristics of soot parti-
cles. Savic et al. [2] observed an increase in the fractal dimension of diesel exhaust
compared to different oxygenated fuels, whereas Agudelo et al. [16] observed oppo-
site trends. Some researchers have observed an increase in primary particle diameter
and aggregate size with an increase in engine load and temperature. Therefore, a
deeper understanding of physiochemical characteristics of soot particles is required
for the reliability of the DPF and the overall performance of the engine. The main
objective of this analysis is to examine the effect of engine operating conditions on
the characteristics of soot particles (morphology and nanostructure).

2 Experimental Methods

For this experimental study, a common rail compression ignition, turbocharged, after-
cooled, six-cylinder diesel engine were used. To control the engine load, the engine
was coupled to a water brake dynamometer which was electronically controlled. The
specifications details of the engine can be found in references [17]. Experimental
details are shown in Fig. 1. Different operating modes for engine run were selected
based onmaximumpower (at 2000 rpm, 162 kW) andmaximum torque (at 1500 rpm,
820 Nm) of the engine. Steady states test was performed at different loads (25, 50,
75, and 100%) for two speeds (1500 and 2000 rpm) using ultra low-sulfur diesel
fuel.

Nanometre aerosol sampler (NAS) (TSI 3089) was used to collect soot samples on
300-carbonmesh copper-coated TEMgrids. For nanostructure andmorphology anal-
ysis, the sampling time was adjusted approximately five minutes for enough collec-
tion of soot particles. A transmission electron microscope (TEM) (JEOL 2100) with
LaB6 filament equippedwith TVIPS 4KF416CCD camerawas used to capture TEM
imaging. Low-resolution images at 120Kmagnification with a resolution of the order
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Fig. 1 Engine schematic

of 100–200 nmwere captured for determining the morphology of soot agglomerates.
Approximately, 50 imageswere captured by placing the sample in different positions.
High-resolution images at 500k times magnification with a resolution of the order
of 20 nm were captured for nanostructural analysis of soot particles. To analyze the
TEM images and study the nanostructural and morphological characteristics of soot
particles, a MATLAB code is used mentioned in literature [18].

3 Results and Discussions

3.1 Morphology Characteristics of Soot Particles

Primary particle diameter and fractal dimension are the twomain essential parameters
considered to study the morphology of soot agglomerates. TEM images of soot
aggregates captured at lowmagnification for diesel fuels at different loads and speeds
are shown in Fig. 2. It can be seen that soot aggregate has irregular clusters, and the
shape of soot particle becomes more compact with an increase in engine load. The
size of the soot particle is directly related to the oxidation of soot and surface growth.
The dominance of each process varies at different stages of the oxidation process
[19]. Thus, it is important to study the role of engine operating conditions on the
primary particle diameter and fractal dimension. The size of the primary particle has
been observed to increase with an increase in engine load, while the particle size
decreases with an increase in engine speed, as shown in Fig. 3a.

Lower engine load would result in fuel-lean mixture; therefore, the oxidation of
primary particle is enhanced by the presence of excess air resulting in smaller size of
soot particle. Higher engine load results in a fuel-rich mixture, hence burning more
fuel in the combustion chamber. A decrease in air–fuel ratio results in less oxygen
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Fig. 2 TEM low-resolution images for different loads a 1500, b 2000 rpm

Fig. 3 a Primary particle diameter. b Fractal dimension for diesel at different speeds and loads
(error bars show standard error)

availability which results in dominance of surface growth over soot oxidation leading
to large size of soot particle. The formation of soot nuclei and surface growth is time-
dependent processes [12]. Therefore, lower engine speeds allow more time to the
soot particles for surface growth than higher engine speeds resulting in smaller size
particles with an increase in engine speed.

Soot aggregates have fractal-like morphology and consist of a number of spherule
primary particles clustered irregularly. The fractal dimension helps us to understand
the degree of aggregation and the growth process of soot structure [20]. Figure 3b
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represents the variation in fractal dimension (Df) for different operating modes of
the engine. Fractal dimension value varies from 1 to 3, where value 1 a chain-like
structure and value 3 means a spherical structure. Across all engine operating condi-
tions, the value for fractal dimension varies from 1.55 to 1.78. Similar observations
were reported by researchers [13, 21]. The maximum value for fractal dimension
was observed at 75% load and 1500 rpm.

3.2 Nanostructural Characterization of Soot Particles

High-resolution TEM images were used to obtain the information for nanostructure
analysis. Figure 4 represents the high-resolution TEM images of soot aggregates
for diesel at different loads and speeds. Fringe length, fringe tortuosity, and fringe
separation distance are the three important parameters considered for the study of
nanostructural characteristics of soot particles. Fringe length can be described as
the atomic distance of the carbon layer. It has been reported that the soot particles
with shorter fringes and higher curvature have a lower degree of graphitization.
Alternatively, long and straight fringes tend to have a high degree of graphitization
[10, 22, 23].

Figure 5a represents the change in fringe length with respect to load and speed.
Similar observations were reported in the literature [2, 13]. It has been observed
that the value of fringe length increases with an increase in load. A more ordered
graphitic structure is observed for higher engine loads. Researchers reported that the
longer fringe length could be related to the combustion cylinder’s temperature [24].
Higher in-cylinder temperature promotes the formation of nuclei which enables the
formation of orderly graphitic structure. Longer fringe length could also be related

Fig. 4 TEM high-resolution images for different loads a 1500, b 2000 rpm
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Fig. 5 aFringe length,b fringe tortuosity at different loads and speeds (error bars represent standard
error)

to the residence time of soot in the combustion chamber. As discussed before, longer
residence time promotes surface growth, and this could also be a potential reason for
ordered graphitic structure. As engine speed increases, a decrease in fringe length
has been observed. Less residence time at higher engine speeds results in shorter
fringes.

Fringe tortuosity is an important parameter that helps in determining the structural
disorder within the carbon layer. Fringe tortuosity is a dimensionless parameter and
is expressed as the ratio of actual fringe length to the endpoints distance of a fringe.
Increase in fringe tortuosity results in an increase in the gap between the adjacent
fringes. The change in fringe tortuosity with respect to loads and speeds is presented
in Fig. 5b. Results show that as engine load increases, fringe tortuosity increases,
and as engine speed increases, fringe tortuosity decreases. Researchers have observed
contrary results for the mean fringe tortuosity.

The distance between two adjacent fringes in a carbon layer is defined as fringe
separation distance. As shown in Fig. 6, the fringe separation distance increases with
an increase in engine speed and decreases with an increase in the engine load. The
results for the fringe separation distance correlate well with the literature [2, 10, 13,
25].

The internal arrangement of the soot particle is highly dependent on the in-cylinder
temperature. The higher temperature in the combustion chamber results in a more
ordered graphitic structure of soot [26]. Verma et al. [10] concluded that as the
temperature inside the combustion chamber increases with engine load, polyaro-
matic hydrocarbon (PAHs) experiences growth due to the presence of sufficient soot
precursors, which in turn results in an increase in the carbon layers and hence, lower
the oxidation reactivity of soot.
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Fig. 6 Fringe separation
distance at different loads
and speeds (error bars
represent standard error)

4 Conclusion

The impact of engine operating conditions on the morphology and nanostructure of
diesel soot particles has been investigated. The main parameters investigated for this
studywere: the size of primary particle, fractal dimension, fringe separation distance,
fringe tortuosity, and fringe length. The summary of the outcomes from the study is
as follows:

1. Results show that increasing the engine load results in an increase in the primary
particle size. Fuel-rich mixture at higher engine loads decreases the oxidation
of soot particles resulting in surface growth being the dominant factor in the
process. Soot agglomerate from diesel has compact structure resulting in higher
fractal dimension. Shorter fringes at low loads and speeds were observed. Fuel-
rich mixture at high loads could be the reason for longer fringes resulting in an
ordered arrangement of soot internal structure. Temperature inside the combus-
tion chamber could possibly the reason for ordered structure of soot particles.
Increasing the load on the engine results in a decrease in mean fringe tortuosity.
Also, as engine load increases, fringe separation distance decreases.

2. An increase in the size of the primary particle was observed due to an increase
in engine speed. Less residence time at high-engine speeds results in a decrease
in the size of primary particle as surface growth is a time-dependent process.
Longer fringes with high tortuosity were found for higher speeds. Higher tortu-
osity results in a disordered structure, hence a higher oxidation reactivity of the
soot particles. As engine speed increases fringe separation distance increases.
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Higher fringe spacing distance results in the higher oxidation reactivity of the
soot structure.
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Design and Simulation Study
of a Piezoelectric Microcantilever-Based
Energy Harvester for Ambient
Vibrations

Vinod Belwanshi, Vishnuram Abhinav, and Vibhor Kumar

1 Introduction

The inherent properties associatedwith the piezoelectric materials have been enabled
it as an attractive material for small magnitude energy harvesting from the environ-
mental and other vibration sources. The increasing demands of the microsystem
with energy harvesting technology make it a very prominent candidate to replace the
conventional chemical batteries or external power supply. Hence, the piezoelectric-
based micro energy harvesters can eliminate battery constrain and complicated
wirings in low-power microsystems and sensor arrays, which are generally used
for IoT (Internet of Things) applications. Therefore, it becomes a solution for the
wireless microsensor network that is deployed in a remote location [1]. The various
designs of the energy harvester are proposed in the literature [2]. Piezoelectric, elec-
trostatic and electromagnetic transduction mechanisms are mainly adopted for the
energy harvester in MEMS technology. The transduction mechanism is accountable
for converting mechanical domain physical inputs into electrical domain output. In
the case of the piezoelectric technique, the input mechanical displacement/vibration
generates stress/strain that is responsible for the generation of the charge in the
piezoelectric material, hence output voltage. Piezoelectric-based energy harvesters
are commonly used in the microsystems due to their ease of implementation and
comparatively higher electrical output. The frequency for human body motion (i.e.
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≤10Hz) andmachine induced vibration (i.e.≥50Hz) lies in the lower end of the spec-
trum. Therefore, it is a prime concern to design and simulate a piezoelectric energy
harvester that can generate micropower using ambient vibration. It has the poten-
tial application to power a few microsensors used in IoT applications. In this paper,
a multilayered microcantilever design is presented for the micro energy harvester.
The design was carried out based on the piezoMUMPs process. The response of
microcantilever is analyzed in terms of displacement, generated charge, power and
energy output. The paper is divided as follows: Section 2 introduces the theory and
mathematical model used, Sect. 3 describes methodology and material, Sect. 4 deals
with the results and discussions, and Sect. 5 presents the conclusions.

2 Mathematical Modelling

A piezoelectric crystal exhibits the property to generate electrical charges under the
applied mechanical force and vice versa. The charges are generated due to the defor-
mation and induce stresses in piezoelectric materials on top of the microcantilever.
An applied mechanical force gives rise to the charge separation; hence, voltage
is induced. The piezoelectric effect is reversible. Therefore, by means of applied
mechanical input, it resulted in the output voltage and by applying the electrical
voltage it will give vibration as mechanical output.

2.1 Electrical Modelling

The equivalent circuit of the piezoelectric crystal is depicted in Fig. 1. Based on the
applied input to the piezoelectric crystal, there are two categories of constant which
are used to describe the piezoelectric effect: (1) g constant; when voltage is applied
to the crystal as input and mechanical vibration become the response (output), and
(2) d constant; when mechanical input is applied to the crystal and voltage induced is
a response (output). These are written as gi j and di j ; i is the direction of the electric
effect, j is the direction of a force.

(i) g constant is defined as:
g33 = V/c

F/ab ; field produced in direction 3 and stress applied in direction 3.
(ii) d constant is defined as: d33 = q

F ; charge generated in direction 3 and force
applied in direction 3

Ceq = Cs + Cc + Ca (1)

Req = Rs ||Ra (2)
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Fig. 1 Schematic of microcantilever beam a Geometrical dimensions. b Multilayer view of
microcantilever. c Electrical equivalent of a piezoelectric crystal

dq

dt
− Ceq

dV

dt
= i (3)

Vo = i Req =
(
dq

dt
− Ceq

dV

dt

)
Req (4)

ReqCeq
dV

dt
+ Vo = Req

dq

dt
(5)

By the Laplace transform,

Vo(S)

q(S)
= Reqs

ReqCeqs + 1
(6)

2.2 Mechanical Modelling

The charge is being generated based on the applied force. At this juncture, the micro-
cantilever beam is utilized to convert the force in the induced stress, and hence,
the charge is developed in the piezoelectric material. To get the maximum output
power density one has to tune a resonant frequency of microcantilever equal to the
frequency of the environmental vibration. The maximum output is not attained if the
resonant frequency fails to match with the vibration frequency [3]. An acceleration
of vibration source is an important parameter in which the device can withstand.
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The commonly available vibrating source lies in the moderate acceleration ampli-
tude (<1 g) and low-frequency range (60–200 Hz) [4]. Current work is projected
to design an energy harvester for natural vibration and low magnitude of accelera-
tion using a multilayered microcantilever based on MEMS technology. A multilayer
microcantilever comprises of Pt/PZT/Pt/Si/SiO2 multilayers that are deposited in the
silicon substrate. The PZT layer is sandwiched between two electrodes of platinum.
Silicon is the main structural material for the microcantilever. The proof mass on the
tip of the microcantilever is created to decrease its resonant frequency that leads to
better sensing for natural vibration to covet in energy.

The resonant frequency of a cantilever (without a proof mass) as a first-order
mass-spring system is expressed as;

fn = 1

2π

√
keff
meff

(7)

The effective mass of a cantilever beam with the proof mass is modelled a point
load at the tip is defined as;

The total effective mass is

meff = 0.236ρAl + mproof (8)

Similarly, the effective stiffness of the rectangular cantilever beam (without proof
mass) is;

keff = 3E I

l3
; (9)

Analytically, modal frequency of the cantilever is calculated by [5];

fn = ν2
n

2π

1

l2

√
E I

m ′ ; (10)

where, νn = 1.875, 4.694, 7.885, … is nth eigen value, which shows the modes of
the natural frequency. fn is the natural frequency of cantilever, l is the length of the
cantilever, E I is the flexural rigidity, and Dp = E I/w is the bending modulus per
unit width.m ′ is the mass per unit length of the cantilever beam, I is the area moment
of inertia about the neutral axis.

fn = ν2
n

2π

1

l2

√
Dp

m
; (11)

where, Dp is the dependent on the young’s modulus of silicon (Esi ) and piezoelec-
tric material (Ep) and their thickness tsi (silicon) and tp (piezoelectric material),
respectively, for unimorph composite cantilever.
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Dp = [
E2

pt
4
p + E2

si t
4
si + 2EpEsi tptsi

(
2t2p + 2t2si + 3tptsi

)] × [
12

(
Eptp + Esi tsi

)]−1

and mass per unit area m is calculated from the thicknesses and densities.

m = ρptp + ρsi tsi (12)

The resonant frequency of a cantilever with a point proof mass placed at free end
tip can be approximated as,

f
′
n = ν

′2
n

2π

1

l2

√
keff

mcanti + mproof
(13)

where ν
′2
n = ν2

n

√
0.236/3 and effective mass at the cantilever tipmcanti = 0.236mwl

and m = ρptp + ρsi tsi mproof is added at the free tip of the cantilever.

keff = 3Dpw

l3
(14)

For a distributed mass at the free end of the cantilever, centre of mass will be
the centre of the proof mass at lproof/2., therefore effective spring constant in this
location is given by [6]

k ′ = k

(
l

l − lproof
2

)3

(15)

Substituting these values.

f
′
n = ν2

n

2π

√√√√ 0.236Dpw(
l − lproof

2

)3(
0.236mwl + mproof

) (16)

The targeted resonant frequency has been reached by modification in the lengths
and widths of the cantilever beam and dimensions of the proof mass.

3 Methodology and Materials

The MEMS technology-based energy harvesters are becoming a very prominent
candidate for low-power devices. The piezoelectric material-based energy harvester
with a microcantilever is commonly used to detect natural vibration and produce
the corresponding electrical output. A microcantilever with multilayered films of
SiO2/Pt/PZT/Pt-Ti deposited on the structural cantilever of silicon material. The
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Table 1 Material properties dimension of multilayered cantilever [7]

Properties Si SiO2 Pt Pt-Ti PZT

Density (kg/µm3) 2.3 × 10–15 2.2 × 10–15 2.1 × 10–14 2.1 × 10–14 7.8 × 10–15

Young’s modulus (MPa) 1.65 × 105 7.0 × 104 1.68 × 105 1.68 × 105 26.2 × 104

Thickness (µm) 465 0.5 0.1 0.12 1

silicon as proofmass is used at the end of the cantilever beam to enhance its sensitivity
towards the natural vibration and decreased in natural frequency. To create the solid
structure of the multilayered microcantilever the material properties, process steps
of fabrication and layout are defined in advanced. The major material properties
are listed in Table 1. Moreover, the predefined fabrication process sequence is used.
The geometrical dimension of the cantilever is optimized for the desired frequency.
The geometrical dimension is selected for the microcantilever with proof mass is
(2260 µm × 400 µm × 12 µm) and (940 µm × 1560 µm × 465 µm), respectively.

Process steps for fabrication of microcantilever for energy harvester used as
PiezoMUMPs process:

(i) Substrate selection
(ii) oxide growth
(iii) oxide etching
(iv) sputtering of the bottom electrode
(v) PZT chemical solution deposition
(vi) Metal deposition for the top electrode
(vii) patterning of the top electrode
(viii) patterning of PZT
(ix) patterning of the bottom electrode.

The required initial inputs (i.e. material properties, fabrication process and layout
for microstructure and microelectronics components) are given to the software. The
final 3D model is created based on the input. The analysis of the solid model is
performed after messing the model. Mechanical analysis has been performed to get
the modal frequency of the microstructure, followed by the piezoelectric analysis.
The results are presented in the subsequence section.

4 Results and Discussion

The designed microcantilever is analyzed to predict its performance as an
energy harvester using the commercially available MEMS tool. Investigation of
microcantilever-based energy harvester is presented in this section. The desired
modes, generated output voltage andoutput charge and resulting current are presented
for the microcantilever energy harvester.
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Fig. 2 Six modes of the vibration in which the first mode is desirable

4.1 Modal Analysis

Modal analysis is used to calculate the resonant frequency of the microcantilever.
The first mode is a desired mode of operation for the microcantilever. The vibration
modes are analyzed and presented in this section. The desired operating frequency
is obtained by modifying the geometrical parameter of the cantilever. Results with
six modes are presented in Fig. 2.

4.2 Harmonic Piezoelectric Analysis

The harmonic analysis is carried out in order to find the frequency response of the
microcantilever, and a piezoelectric analysis provides the generated output charge
and voltage when it is subjected to an oscillating load in a certain mode of vibra-
tion. The output charge and voltage around the natural frequency are plotted for the
microcantilever with varying frequency. The analysis for the response of the micro
energy harvester is presented with varying frequency and amplitude of the vibration
(0.1–1 g). The piezo analysis is performed to get an output charge or output voltage
which corresponds to the close circuit and open circuit analysis, respectively. In close
circuit analysis (Rload = 0), the piezoelectric layer generates only charge (no voltage)
across the electrode. However, in open circuit analysis, output voltage is generated.
Simulation for charge calculation: Both electrode potential is set to zero to get the
charge output. However, the simulation for voltage calculation is carried out with top
electrode as Tiepotential is set to zero, and also, the bottom electrode potential is set
to zero. The displacement magnitude of the microcantilever is observed maximum
at the resonant frequency (~126 Hz) of the structure shown in Fig. 3.
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Fig. 3 Harmonic
displacement magnitude of
microcantilever for a varying
magnitude of applied
acceleration

The magnitude of displacement of microcantilever is increasing linearly with an
increase in the acceleration magnitude of vibration from 0.1 to 1 g. Displacement of
microcantilever is responsible for the generation of stress on the micro-cantilever.
Hence, PZT material layer experienced the same stress and result in the charge
separation on its top and bottom layer shown in Fig. 4. Based on the harmonic
analysis, the charges are induced in the piezoelectric material. The induced charge is
due to applied stress in the material. It is also observed that the maximum charge was
generated at the resonant frequency. It is also seen that generated charge is increasing
with an increase in the acceleration (Fig. 4).

Similarly, the induced voltage analysis using an open circuit configuration was
carried out. It was observed that the maximum voltage at the resonance frequency
of the microcantilever. It is also seen that the maximum generated voltage was
increasingwith the applied acceleration shown in Fig. 5. It is observed that maximum
charge induced at the resonant frequency of the microcantilever, and it leads to the

Fig. 4 Generated charge
versus frequency under
varying magnitude of
acceleration (0.1–1 g) at
resistive load of 1 M�
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Fig. 5 Induced voltage as a
function of frequency with a
varying magnitude of
acceleration (0.1–1 g) at 1
M� load

maximum output voltage and current as shown in Figs. 5 and 6, respectively. It is
because of matching the input frequency of vibration with a resonant frequency of
microstructure.

Moreover, the maximum power is achieved at the resonant frequency of the
cantilever due tomaximum current and voltage.Maximumpower is transferredwhen
the load resistance is equal to an internal resistance of the equivalent circuit. Hence,
load optimization analysis is done around the resonance frequency of the microcan-
tilever as shown in Fig. 7. The maximum power transfer depends on the internal
impedance of the PZT layer; therefore, varying load analysis has been carried out to
find out the internal resistance, and hence, maximum power and energy dissipation
were depicted in Figs. 7 and 8, respectively.

Fig. 6 Generated current
versus frequency with a
varying magnitude of
acceleration (0.1–1 g) at
1 M� load



428 V. Belwanshi et al.

Fig. 7 Power dissipation
versus load around the
resonance frequency of the
microcantilever at 1 g
acceleration

Fig. 8 Energy dissipation
versus load at 1 g
acceleration

5 Conclusions

The design and simulation of a multilayered microcantilever-based piezoelectric
energy harvester are presented. The micro energy harvester is modelled based on
the piezoMUMPs process. The micro energy harvester can be used to drive low-
power microsensors. The results are presented in terms of displacement magnitude,
total charge induced, generated output voltage and output current of the PZT based
micro-cantilever. It is observed that maximum power is generated at the resonant
frequency of the cantilever. The finalized design gives a significant energy to drive
a microsensor in a remote location. The internal impedance of 100 k� is obtained
with a maximum power transfer of 2.5 µW for the piezoelectric energy harvester.
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Utilization of Local Riverbed Sand
in Green Sand Mould Casting—A Study

Jatin Sadarang, Ramesh Kumar Nayak , and Isham Panigrahi

1 Introduction

Foundry industries use high silica content sand in mould making. The silica sand
has high refractoriness and is readily available; therefore, it is used in foundry appli-
cations [1]. The foundry industries used around 85% silica sand to prepare a sand
mould [2]. Silica sand is the basic raw material of foundry industries. Nowadays,
foundry industries are facing challenges due to shortage and rise in price of silica
sand. Silica sand is also used in various industrial applications like glass making,
ceramics, refractory lines, construction, etc., which increases its consumption and
cost. Therefore, foundry engineers, researchers and scientists are trying different
sands in sand mould casting.

Aweda and Jimoh [3] evaluated compactibility, shatter index, permeability, dry
and green compressive strength of Ilesha and Ilorin (river sand) sand mould. They
observed that both moulding sands had desired mould properties for non-ferrous
casting.

The refractoriness of river Gurara located in Nigeria is 1500 °C and has desired
mould properties for non-ferrous, light grey iron and some grade of steel castings [4].
The use of chill in sandmould increases the cooling rate of casting [5, 6]. Permeability
of moulding sand affected by particle size distribution [7]. The sand having an 80:20
ratio of coarse and fine particles provides good surface morphology for aluminium
alloy casting [8]. Oyun river sand contains 84.49–84.58% silica and has desired
mould properties for non-ferrous casting [9]. Niger river sand has a 1575 °C melting
point and contains 94%silica. Therefore, it is used in green sandmould for ferrous and
non-ferrous casting [10]. The river Niger sand mould has 420 permeability with 4%
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moisture content. The shearing of Niger sand mould increases as the concentration
of moisture increases [11]. The green and dry shear strength of Igbokoda silica
sand increase with increase in clay concentration [12]. Enugu silica sand has desired
mould properties for steel casting with 3%moisture and 8% binder in moulding sand
[13]. The fine mould aggregates reduce mould compactibility; therefore, increase
in bentonite percentage in river sand mould compactability decreases [14]. Many
researchers used different sands in mould and evaluated mould properties for the
feasibility of the casting process. Hence, in the present investigation, local river sand
is used in sand mould and evaluated shear strength and compactibility at different
percentage of moisture and bentonite content.

2 Materials and Methods

2.1 Materials

Thematerials required tomake the sandmould is basically silica sand, bentonite, coal
dust and moisture. In this investigation, instated of silica sand, we have used local
riverbed sand for the analysis. The local riverbed sand was collected from Cuttack,
Odisha. Figure 1a–d shows the physical appearance of all materials.

Fig. 1 Physical appearance of a silica sand, b riverbed sand, c bentonite clay and d coal dust
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Table 1 Particle size
distribution of river sand

Sieve size (µm) Retained %

River sand

4750 0

4000 0

2360 0

600 0

212 84.5

150 12.7

106 0.8

75 0.8

Pan 0.2

AFS number 54

2.2 Sieve Analysis

The particle size distribution ofmould ingredients effectmould properties. Therefore,
in the present investigation, sieve analysis was carried out to determine particle size
distribution of river sand. The river sand sample of 100 g was put in top sieve and
vibrated in sieve vibrator for 15 min. The sand sample retained in each sieve was
measured with weighing machine and reported in Table 1. It is observed that the sand
sample contains 90% of sand particles of size between 600 and 212 µm. The grain
fineness number (GFN) of river sand was evaluated as per Eq. 1. The GFN of river
sand is 54.

AFSGrainFinenessNumber = Sumofmultiplicationproduct

total%ofretainedgrains
(1)

2.3 Sample Preparation

The systematic flow diagram of testing of river sand mould is shown in Fig. 2. The
mould ingredients (river sand, bentonite clay, coal dust andwater)weremixed in sand
muller for uniformmixing.Mould shear strength and compactibilitywere determined
with different compositions of mould, as reported in Table 2. The moisture content
in moulding sand was determined by moisture teller equipment as shown in Fig. 3a.
River sand mould sample and calcium carbide powder of 6 and 12 g, respectively,
were mixed in moisture teller. Moisture reacts with calcium carbide powder and
generates acetylene gas. The gas raises pressure in moisture teller. The calibrated
pressure gauge of moisture teller shows percentage of moisture in moulding sand.
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Fig. 2 Systematic flow
diagram of river sand mould
testing

Table 2 River sand mould composition

Specimen Moisture (%) River sand (%) Bentonite clay (%) Coal dust (%)

RS-1 3 85 10 5

RS-2 3 83 12 5

RS-3 3 81 14 5

RS-4 4 85 10 5

RS-5 4 83 12 5

RS-6 4 81 14 5

RS-7 5 85 10 5

RS-8 5 83 12 5

RS-9 5 81 14 5

RS-10 7 85 10 5

RS-11 7 83 12 5

RS-12 7 81 14 5

American foundry society (AFS) standard sample was used to determine shear
strength of mould. The cylindrical sample was prepared with sand rammer having
6.35 kg ramming mass and 50 mm falling height, as shown in Fig. 3b. The sample
tube was filled with 140–145 g river mould sample, and three ramming strokes were
applied. The cylindrical sample was formed having 50 mm diameter and height.

2.4 Shear Strength

Universal strengthmachine (USM)was used to determine the green shearing strength
of river sandmould. TheAFS cylindrical sample was placed between shearing heads,
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Fig. 3 a Moisture teller and b sand rammer

and shear force was applied. The green shear strength of river sand was recorded
from an attached computer.

2.5 Compactibility

Compactibility of moulding sand is defined as reduction in volume percentage of
loose moulding sand under standard compressive load. The compactibility tube was
filled with loose riverbed sand mould mixture. Then, three ramming strokes were
applied before testing. The reduction in volume was evaluated with compactibility
measuring scale.

3 Results and Discussions

The shear strength of green sand mould casting is very important to understand the
mould’s load-bearing capacity during casting. Figure 4 shows the shear strength
versus moisture content in the sand mould mixture. It is observed that with the
increase in moisture content, shear strength increases up to 5 wt% and decreases
with further increase in moisture contact. However, the shear strength increases with
increase in bentonite content and maximum as 5 wt% of moisture. This is because
bentonite acts as binder in the presence of moisture [15]. Therefore, as concentration
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Fig. 4 Shear strength versus
moisture content of riverbed
sand mould

of moisture increases, the shear strength of the mould increases. However, excess
moisture content creates a thin layer on sand mould ingredients which reduces green
mould strength. Therefore, the shear strength decreases with addition of moisture
above 5% in moulding sand.

Compactibility of sandmould gives an idea about its porosity or permeability level
of sand mould. If the compactibility increases, sand mould’s permeability decreases
and leads to gas-related defects in casting products. Therefore, in this investiga-
tion, the effect of moisture content on compactibility has been studied and shown in
Fig. 5. It is observed that with the increase in moisture content, the compactibility
increases irrespective of binder content in the mould. This is because with the
increase in moisture content the lubricating properties increases and hence increase

Fig. 5 Compactibility
versus moisture content of
riverbed sand mould
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Fig. 6 Comparison between silica sand and local riverbed sand a shear strength and b
compactibility

the compactibility. The compactibility of the mould has related to the density of the
mould [16]. It is observed that the compactibility is 41 at 5 wt% of moisture and
10% binder, which is suitable for sand casting process.

The newly developed riverbed sandmould properties are compared with commer-
cial silica sand mould in Fig. 6a, b. It is observed that the shear strength of riverbed
sandmould is lower than silica sandmould at same amount of moisture and bentonite
content. This is due to smaller particle size of commercial silica sand as compared
to local riverbed sand. Nevertheless, the shear strength of local river sand is as per
the sand casting process requirement [15]. However, the compactibility of both silica
sand moulds is similar.

4 Conclusions

The demand for high purity silica sand is increasing day by day. The authors have
tried to investigate the suitability of local riverbed sand for sand mould casting. In
this investigation, some of the sand mould properties were evaluated and compared
with high purity silica sand mould. The following conclusions are made.

• The shear strength of local riverbed sand mould has lower value than commercial
high purity silica sand mould at same wt% of moisture and bentonite content.
However, the shear strength of local riverbed sandmay be suitable for non-ferrous
and small size casting.

• There is no significant difference in compactibility in silica sand and river sand
mould having moisture (5%), coal dust (5%) and bentonite (14%) content.

• The local riverbed sand may be used for non-ferrous casting process, where the
surfacefinish is not so critical. Thedetail analysis on the effect ofmold constituents
and casting quality need to be investigated before use in Industries.
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Ferrochrome Slag as an Alternative
Mould Material for Green Sand Mould
Casting—A Study

Jatin Sadarang, Ramesh Kumar Nayak , and Isham Panigrahi

1 Introduction

Natural materials like sand are readily available in the earth crust. Foundry indus-
tries are continuously using high silica content sand in green sand mould casting.
High silica content sand is used as raw materials in various industrial applications.
Consumption and cost of silica sand increases due to increased requirements in indus-
tries. Therefore, foundry engineers, researchers and scientists find different materials
and additives to replace silica sand and improve mould properties. Sahoo et al. [1]
used 1% camphor powder and 2% coconut shell ash in mould to increase mould
permeability. They observed that moulding sand containing 1% camphor powder
has high mould permeability [2]. The green and dry compressive strength increase
with the use of 2.25% molasses and 15% fly ash in moulding sand [3]. Zirconium
alcohol coating reduces mould permeability. However, it gives a better surface finish
[4]. The mould compressive strength increases as percentage of binder increases;
however, mould permeability decreases [5]. Mould dry strength increases as mois-
ture content increases [6]. The compactibility and shear strength of river sand mould
increases as the percentage of moisture increases [7]. The thermal conductivity of
green sand mould increase with the use of chill [8, 9].

Slag is wastematerial generated during the production of pig iron, steel, and ferro-
alloys plant. Slags are the impurities that float on molten material during smelting
process. Worldwide around 11.8 million tons of blast furnace slag is generated [10].
A large area of land is required to dispose of slags. Therefore, researchers and scien-
tists used slags in different applications. The use of blast furnace slag in cement
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increases the mechanical property and reduces construction costs [11]. Compres-
sive strength increases by adding around 70 wt% of blast furnace slag with cement
[12]. Water-quenched slag is used for the manufacturing of cement [13]. Bricks
with blast furnace slag have shown good properties compared to conventional sand
bricks, thereby increasing structure life and decreasing manufacturing cost [14].
Blast furnace slag is a good industrial waste product for the manufacturing of the
glass–ceramic [15]. Ferrochrome slag used in CO2 mould has similar surface finish
to silica sand mould [16, 17]. Mould hardness increases with the use of blast furnace
slag in CO2 mould [18]. Therefore, in the present investigation, ferrochrome slag is
used in green sand mould. The effect of bentonite clay and moisture on mould shear
strength and compactibility is also evaluated.

2 Materials and Methods

2.1 Materials

In the present investigation, crushed slag, silica sand, bentonite clay and coal dust
were used, as shown in Fig. 1a, b, c, and d. The slag was collected from a ferrosteel
plant, Jajpur, Odisha, India. Silica sand, bentonite clay, and coal dust are procured
from different industries in India.

Fig. 1 Mould ingredients a silica sand, b slag, c bentonite clay and d coal dust
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Table 1 Sieve analysis of
slag

Sieve size(µm) Retained % slag

4750 0

4000 0

2360 0

600 0.7

212 78.9

150 9.7

106 2.6

75 6.6

Pan 1.5

AFS number 63

2.2 Sieve Analysis

Sieve analysis was carried out to determine particle size distribution and grain fine-
ness number (GFN) of slag. The sample of 100 g was placed on the top sieve and
vibrated for 15 min in sieve vibrating equipment. The leftover sample weight in each
was weighted in a digital weighing machine. Equation 1 was used to determine the
American foundry society (AFS) GFN of slag. Table 1 shows the particle size distri-
bution of slag. It is observed that the GFN of slag is 63. The slag contains 78.9%
particle having a particle size between 600 and 212 µm.

AFS Grain Fineness Number =
Sum of multiplication product

Total % of retained grains
(1)

2.3 Sample Preparation

TheAFS samplewas preparedwith different percentages of bentonite andmoisture in
moulding sand, as reported in Table 2. Figure 2 shows the flow chart to evaluate shear
strength and compactibility of slag mould. The mould ingredients were uniformly
mixed with the use of sand muller. Rapid moisture teller was used to ensuring the
desired quantity of moisture in moulding sand. Figure 3a shows the moisture teller
equipment. Moulding sample of 6 g was vigorously mixed with 12 g calcium carbide
powder in rapid moisture teller equipment. The moisture present in sample reacts
with calcium carbide and forms acetylene gas inside moisture teller chamber. A
calibrated pressure gauge mounted on moisture teller shows the moisture percentage
in moulding sand.

Sand rammer was used to prepare AFS standard cylindrical sample. The sample
tube was filled with 150–155 g moulding sand. The moulding sand was compacted
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Table 2 Composition of slag mould

Specimen Slag (%) Bentonite clay (%) Coal dust (%) Moisture (%)

SM-1 81 14 5 3

SM-2 81 14 5 4

SM-3 81 14 5 5

SM-4 81 14 5 7

SM-5 83 12 5 3

SM-6 83 12 5 4

SM-7 83 12 5 5

SM-8 83 12 5 7

SM-9 85 10 5 3

SM-10 85 10 5 4

SM-11 85 10 5 5

SM-12 85 10 5 7

Fig. 2 Flow chart to evaluate shear strength and compactibility of slag mould

Fig. 3 a Moisture teller, b USM
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with three rammed strokes having 6.35 kg and falling height 50 mm. The AFS test
samples were produced by sand rammer having 50 mm height and 50 mm diameter.
The AFS sample was used to determine shear strength.

2.4 Shear Strength

The universal strength machine (USM) was used to determine shear strength of slag
mould samples. Figure 3b shows USM. The AFS sample was placed in between the
shear strength gripper of USM. The shear force was applied to the sample, and shear
strength of the sample were noted down from the attached computer.

2.5 Compactibility

The reduction in volume of loose moulding sand under the standard compacting
load is known as compactibility. The compactibility tube was filled with loose
moulding sand, and three ramming strokes were applied through sand rammer.
The compactibility measuring scale was used to determine the compactibility %
of moulding sand.

3 Results and Discussions

The shear strength of slag mould under different moisture and bentonite content is
shown in Fig. 4. It is observed that as the concentration of bentonite clay andmoisture
increases, the shearing strength of slag mould increases. The bentonite clay creates
a bond with mould ingredients in the presence of moisture or water [19]. Therefore,
as moisture and bentonite clay concentration increases, the shear strength of slag
mould increases. The moulding mixture contains 7% moisture, and 14% bentonite
clay has 0.47 kg/cm2 shear strength.

The effect of moisture and bentonite content on slag mould compactibility is
shown in Fig. 5. It is observed that as the percentage of bentonite clay increases in
moulding sand the compactibility decreases. The compactibility of moulding sand is
inversely proportional to bulk density [20]. As the concentration of fine aggregates
increases in moulding sand, the bulk density increases. Therefore, compactibility of
slag mould decreases as increase in bentonite percentage. The moisture increases
the lubricant property of moulding sand. Hence, as the concentration of moisture
increases, slag mould compactibility increases. The moulding sand containing 14%
bentonite and 7% moisture has 51% compactibility.

The slag mould containing 14% bentonite and 7% moisture has high shear
strength. Therefore, shear strength and compactibility of silica sandmould containing
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Fig. 4 Effect of bentonite
clay and moisture on shear
strength

Fig. 5 Effect of bentonite
clay and moisture on mould
compactibility

14% bentonite clay and 7% moisture are evaluated and compared with slag mould.
Figure 6 shows comparative study between silica sand and slag mould (a) shear
strength and (b) compactibility. It is observed that the compactibility of both moulds
is similar. The slag mould contains less shear strength than silica sand mould with
the same moisture and bentonite content. The shear strength of slag is lower than
silica sand but in the accepted range [19]. In future, mould property like compressive
strength, permeability, and hardness can be evaluated to determine the feasibility of
slag mould for ferrous or non-ferrous castings.
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Fig. 6 Compression between silica sand mould and slag mould a shear strength and b
compactibility

4 Conclusions

The slag mould samples were prepared with different moisture, and bentonite
percentage and shear strength and compactibility were evaluated. The following
conclusions are drawn from this study.

• The shear strength of slagmould increases as percentage ofmoisture and bentonite
increases.

• The slag mould containing 14% bentonite and 7%moisture has 0.47 kg/cm2 shear
strength. However, ferrochrome slagmould has less shear strength than silica sand
mould at similar bentonite and moisture content.

• Mould compactibility of slag mould increases as the percentage of moisture
increases. Fine particles of mould aggregates reduce compactibility of moulding
sand. Hence, as percentage of bentonite increases, the compactibility decreases.

• Further investigation on other mould properties is required to confirm the
suitability of ferrochrome slag as alternative materials for sand mould casting.
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Evaluation of Compactibility and Shear
Strength of Sand-Less Casting Mould
for Sand Casting Process

Jatin Sadarang, Ramesh Kumar Nayak , and Isham Panigrahi

1 Introduction

Sand casting process is the oldest and mostly used to cast ferrous and non-ferrous
castings [1]. Silica sand is the main mould ingredient of sand mould. The silica
sand is obtained from riverbed by river sand mining. The river sand mining causes
water pollution and also affects biodiversity in the nearby area [2]. Therefore, many
researchers and scientists used different additives in sand mould to replace silica
sand and improve sand mould properties. The mould permeability increases with the
use of 1% camphor powder in moulding sand [3]. Saw dust additives improve mould
compaction properties which improve mould compressive strength [4]. Nayak et al.
[5, 6] found that the sand mould and casting interface heat transfer coefficient is
sensitive to the solidification process of sand casting process. Mould permeability
depends on the size of mould aggregates, and also the blow holes and pin holes are
formed in casting due to low mould permeability [7]. Fine aggregates like bentonite
clay and coal dust decreases mould permeability [8]. Binder percentage increase in
sand mould decreases mould permeability; however, mould compressive strength
increases [9]. The mould compactibility decreases as increase bentonite percentage
in river sand mould [10].

The crushed stone powder is a waste material produced during production of
various sized stones in stone crushing plant. The crushed stone powder contains
fine aggregates, flowing in air and creating air pollution [11]. The fine aggregate
of crushed stone powder affects soil fertility [11] and causes respiratory and skin
problems in nearby human beings [12]. The waste crushed stone powder is used in
construction industries as a raw material. The use of 35% crushed stone powdered
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powder in concrete gives better mechanical property [13]. The compressive strength
of mortar is increased by 85% with the use of crushed stone powder in place of river
sand [14]. The replacement of 50% fine aggregate with crushed stone powder gives
better flexural, split, and compressive strength to concrete [15]. The crushed stone
powder used as a filler material in bituminous concrete decreases indirect tensile
strength at elevated temperature [16]. The construction industries use crushed stone
powder as a raw material in concrete and cement. A large quantity of crushed stone
powder is not utilized. Therefore, in the present investigation, an approach was made
to utilize crushed stone powder in mould to decrease casting costs and develop
alternative materials for green sand casting process.

2 Materials and Methods

2.1 Materials

The materials used in present investigation were crushed stone powder, commer-
cially available silica sand, bentonite clay, and coal dust. The physical appear-
ance of mould ingredients is shown in Fig. 1a, b, c, and d. The crushed stone
powder was collected from nearest crushed stone powder plant in Bhopal, India.
The commercially available silica sand, bentonite clay, and coal dust were procured.

Fig. 1 Physical appearance of a silica sand, b crushed stone powder, c bentonite clay and d coal
dust
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Table 1 Particle size
distribution of crushed stone
powder

Sieve size(µm) Retained % crushed stone powder

4750 0

4000 0

2360 0

600 1.1

212 87.9

150 6.9

106 0.4

75 1.4

Pan 2.1

AFS Number 58

2.2 Sieve Analysis

Compactibility and strength of mould depend on particle size distribution of sand
mould aggregates. Therefore, in the present investigation, particle size distribution of
crushed stone powder was determined using the sieve analysis method. The crushed
stone powder sample of 100 g is sieved through a set of sieve and vibrates in sieve
vibrator for 15 min. The leftover weight of crushed stone powder in each sieve was
weighed and reported in Table 1. It is observed that 87.9% of crushed stone powder
has particle size between 600 and 212micron. The American Foundry Society (AFS)
Grain fineness number was obtained as per Eq. 1. The AFS number of crushed stone
powder used in the present investigation was 58.

AFS Grain Fineness Number =
Sum of multiplication product

Total % of retained grains
(1)

2.3 Sample Preparation

The uniform sand mould properties were obtained by proper mixing of sand aggre-
gates. Therefore, in the present investigation, a sand muller was used to properly mix
sandmould aggregates. The different sandmould composition was used to determine
the effect of moisture and bentonite on mould compactibility and shear strength as
reported in Table 2. The systematic diagram of the testing procedure is shown in
Fig. 2. The bentonite clay and moisture content vary from 10 to14 and 3 to 7%,
respectively. Moisture teller equipment was used to ensure the moisture content in
mould mixture. The moulding sand of 6 g was properly mixed with 12 g calcium
carbide powder in moisture teller pressure chamber. The calibrated pressure gauge
shows moisture percentage in sand mould mixture.
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Table 2 Composition of crushed stone powder mould mixture

Specimen Bentonite clay (%) Moisture (%) Coal dust (%) Crushed stone powder (%)

S-1 10 3 5 85

S-2 10 4 5 85

S-3 10 5 5 85

S-4 10 7 5 85

S-5 12 3 5 83

S-6 12 4 5 83

S-7 12 5 5 83

S-8 12 7 5 83

S-9 14 3 5 81

S-10 14 4 5 81

S-11 14 5 5 81

S-12 14 7 5 81

Fig. 2 Systematic flow diagram for crushed stone powder mould properties

The AFS standard sample 50 mm diameter and 50 mm height was prepared with
sand rammer, as shown in Fig. 3a. The rammer has a 6.35 kg ramming weight and
50 mm falling height. The sample tube of sand rammer was filled with 145–150 g of
moulding sand. The sample tube was placed at the sand rammer, and three ramming
strokes were applied to prepare AFS cylindrical sample. The prepared samples were
used to determine mould shear strength.

2.4 Mould Compactibility

Reduction in the volume of loose moulding sand under standard load is known
as mould compactibility. Figure 3b shows compactibility tube and scale. The
compactibility tube of 50 mm diameter and 100 mm height are filled with loose
moulding sand. The compactibility tube was placed at the sand rammer, and
three ramming strokes was applied. The reduction in volume was measured with
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Fig. 3 a Sand rammer and b compactibility tube and scale

compactibility scale. The scale reading shows the compactibility percentage of
moulding sand.

2.5 Shear Strength

Universal strength machine (USM) was used to determine shear strength of crushed
stone powder mould. The AFS test sample placed in between the shearing gripper of
USM and shearing force was applied. The USM connected to the computer having
USM software shows the shear strength of the crushed stone powder mould.



454 J. Sadarang et al.

3 Results and Discussion

Mould compactibility depends on the moisture and bentonite content in moulding
sand. Figure 4 shows the effect ofmoisture and bentonite content on stone dustmould
compactibility. It is observed that as the concentration of bentonite in moulding
sand increases the compactibility decreases. The small size bentonite clay particle
increases bulk density due to which compactibility of moulding sand decreases
[17]. The compactibility of moulding sand was higher at 7% moisture content. The
excess amount of water in mould increases mould lubricating property; therefore,
as the concentration of moisture increases, the compactibility of moulding sand
also increases. Hence, crushed stone powder mould contains 7% moisture and 10%
bentonite content and has high compactibility (55%).

The effect of moisture and bentonite clay on shear strength of crushed stone
powder mould (sand-less) is shown in Fig. 5. It is observed that as the concentration
of moisture and bentonite clay increases the strength of crushed stone powder mould
increases. Bentonite clay is used in moulding sand to bind mould ingredients. The
binding action of bentonite develops in the presence of moisture [18]. Hence, as the
concentration ofmoisture and bentonite increases, the shear strength of crushed stone
powder mould increases. The crushed stone powder mould contains 14% bentonite
clay and 7% moisture and has high shearing strength (0.52 kg/cm2).

The high shear strength of crushed stone powder mould was obtained at 7%mois-
ture and 14% bentonite clay content. Therefore, compactibility and shear strength of
silica sand mould containing 7% moisture and 14% bentonite clay were determined
and compared with 7% moisture and 14% bentonite clay containing crushed stone
powder mould. Figure 6 shows comparative study between silica sand and crushed
stone powder mould (a) compactibility and (b) shear strength. It is observed that
compactibility of both the moulding sand is equal; however; shearing strength of
crushed stone powder mould is slightly lesser than silica sand mould.

Fig. 4 Effect of moisture
and bentonite on mould
compactibility of crushed
stone powder mould
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Fig. 5 Effect of moisture and bentonite on shearing strength of crushed stone powder mould

Fig. 6 Comparative study between silica sand and crushed stone powder mould a compactibility
and b shear strength

4 Conclusions

The effect of moisture and bentonite content on compactibility and shear strength
of crushed stone powder mould (sand-less mould) has been evaluated and compared
with commercially available silica sandmould. The following conclusions are drawn
from the present study.

• The crushed stone powder mould (sand-less) compactibility increases with
increase in moisture content and decreases with increase in bentonite content.

• Themaximumcompactibility (55%) of crushed stone powdermouldwas obtained
at 7% moisture content.
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• Shear strength of crushed stone powder mould increases as the concentration of
moisture and bentonite increases.

• The high shear strength (0.52 kg/cm2) of crushed stone powder mould was
obtained at 7% moisture and 14% bentonite clay content.

• The compactibility and shear strength of crushed stone powder and silica sand
mould is similar and may be used as alternative material for green sand mould
casting. However, other sand mould properties such as porosity, compressive
strength, flowability, collapsibility, and fusion point of crushed stone powder need
to be evaluated to understand the full potential of the material to be used as
alternative material for green sand mould casting process.
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A Study on the Design and Fabrication
of Dry Cell Electrolysis Setup
for Hydrogen Generation

Kamaraj Nithyanandhan, S. Ranjithkumar, Gaurav Dwivedi,
and Somasundaram Periasamy

Abbreviations

KOH Potassium Hydroxide
H2 Hydrogen
O2 Oxygen NOx: Oxides of Nitrogen
CO Carbon-monoxide
CO2 Carbon-dioxide
CNG Compressed Natural Gas
LPG Liquefied Petroleum Gas
DC Direct Current
PWM Pulse Width Module

1 Introduction

Many environmental concerns were caused by air contaminants such as CO and
NOx and international concern for its regulation, and restriction was raised. Alter-
native fuel is the only way to reduce emissions from IC engines. Many alternative
fuels are there in the World. Some of the alternative fuels are Compressed Natural
Gas (CNG), Liquefied Petroleum Gas (LPG), Dimethyl Ether (DME), Gas to Liquid
(GTL), and hydrogen [1–3]. From that, hydrogen fuel is used to reduce the emission.
Hydrogen fuel can be generated by using various methods like steam method, elec-
trolytic method, biological process. For our project, an electrolytic method is used
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because an electrolytic method is the easiest and cost-effective method of hydrogen
generation. Wet cell electrolysis and dry cell electrolysis are two distinct kinds of
electrolytic techniques. The dry cell electrolysismethod is used in our project because
the rate of hydrogen generation is more than the wet cell electrolysis method [4, 5].
Many catalysts are used for electrolysis methods like sodium hydroxide, sodium
bicarbonate. It uses Potassium Hydroxide (KOH) as a catalyst. Catalyst is used to
speed up the reaction process for hydrogen generation. This process can be done by
using distilled water. Many electrodes are used for dry cell electrolysis processes
like stainless steel, platinum, nickel. If using the stainless steel plates, hexavalent
chromium was formed at the surfaces after 2–3 months duration [6, 7]. Hexavalent
chromium can irritate the nose, throat, and lungs. Also, the HHO gas generation is
less. So, nickel-coated stainless steel plates are used. By using this plate, generate
hydrogen effectively [8].

2 Design and Fabrication

2.1 Design Layout

The battery is used to supply the DC power supply to the PWM circuit. The PWM
circuit is used to supply the constant power flow into modulated pulse flow to the
dry cell electrolyzer. The stainless steel plates are coated with nickel and are used as
anode and cathode. Hydrogen and oxygen are split from the electrolyte by electron
decomposition between electrodes. The bubbler tank which has two purpose—as
electrolyte holder and moisture separation from the HHO gas [9–11]. Pyrogallol
tank is used to absorb the oxygen from the gas. The flame arrestor is used to stop
the backfire, when hydrogen burns on outside the setup, and the schematic layout is
shown in Fig. 1.

2.2 Battery

Chemical energy is transformed by batteries into electricity is shown in Fig. 2. A
battery consists of two electrodes, a positive cathode and a negative anode, divided
by an electrolyte called a liquid chemical, which is capable of carrying charged
particles. The DC power load is given from the battery to dry cell for generating the
HHO gas. It is recharged by the engine alternator. In this project, a lead-acid battery
(12 V) is used.
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Fig. 1 Schematic representation of experiment layout

Fig. 2 Schematic representation of battery
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Fig. 3 Schematic
representation of PWM

2.3 PWM

The PWMallows you to usemore electrolytes, but the HHOgenerator’s output is still
regulated, and its schematic representation is shown in Fig. 3. Pulse width modula-
tion (PWM) is a technique for producing high-frequency pulses with low-frequency
output signals. Depending on the load and application, the rate (or frequency) at
which the power supply must be switched can vary greatly. Several methods of
producing modulated pulse width signals, including analog techniques, modulation
of sigma-delta, and direct digital synthesis. Comparing two control signals, a carrier
signal and a modulation signal, is one of the easiest methods of producing a PWM
signal. This is referred to as PWM carrier-based. The PWM is intended to pulse the
voltage of DC to the cell. To reduce the heat generated by continuous current flow,
pulsing the voltage turns the current off on–off. Furthermore, the PWM allows the
amperage to be regulated (current).

2.4 Dry Cell Generator

HHO gas generator is where the electrode is not partially immersed in electrolytes
and electrolytes fill only the gaps between the electrodes themselves, as shown in
Fig. 4. Dry cell types HHO gas generator is the first less electrolyzed water, i.e.,
the only water trapped between the cell plates. The electrolyte is contained in a dry
cell generator in an electrolytic tank that also serves as a bubbler, and the electrolyte
enters the cell under gravity. Compared to wet cells, less current is needed. Potassium
Hydroxide is a catalyst that is used to speed up the reaction process. The generator
consists of one inlet and outlet for circulation of electrolyte [12–14]. The cells were
found to be in a uniform structure. Each plate was provided with gaskets to prevent
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Fig. 4 CAD model of the
dry cell generator

the leakages and to make it free from the atmosphere. The generator consists of one
negative electrode and two positive electrodes.

2.5 Electrolyte Tank

An electrolyte tank is used to store the distilled water and acting as a safety barrier. In
an electrolyte tank, distilled water is mixed with Potassium Hydroxide which is used
to speed up the reaction process of hydrogen generation as shown in Fig. 5. When
HHO gas is emitted from a dry cell, there is also some water vapor produced. This
water vapor can hold tiny electrolyte particles that can cause harmful corrosions.

2.6 Flame Arrestor

The fire arrester is also a device that allows gas to pass through it but stops a flame to
prevent a larger fire or explosion, and its schematic representation is shown in Fig. 6.
It is only in the gas group that flame arresters should be used. There is a huge range
of circumstances in which flame arresters are used. For our project, a flame arrestor
is used to stop the fire, when the backfire occurs.
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Fig. 5 CAD model of the
electrolyte tank

Fig. 6 Schematic
representation of flame
arrestor

3 Design Calculation

3.1 Electrode Plate

See Fig. 7.

Length = 120 mm

Breadth = 120 mm

Diameter of bolt hole = 16 mm

(continued)
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(continued)

Diameter of vent hole = 15 mm

Thickness of plate = 1.20 mm

3.2 Gasket

See Fig. 8.

Internal Diameter = 90 mm

Outer Diameter = 95 mm

Thickness = 5 mm

3.3 Pyrogallol Tank

See Fig. 9.

Outer Diameter = 63.5 mm

Inner Diameter = 55 mm

Length = 190 mm

Volume of the tank = (π/4) * d2 * L

= (π/4) * 0.055 * 0.055 * 0.190

= 4.514 * 10–4 m3

3.4 Experimental Setup

In electrolysis, some individuals have attempted to develop a hydrogen generator in
various ways to increase gas output, while reducing current input. Some models are
more successful than othermodels. Some of themdeveloped a generator called a “wet
system” consisting of plates or tubes immersed in water to enhance the conventional
way, while others developed a design called “dry cell” where the water is constantly
running through the plates [7–10, 15–19]. The dry cell electrolysis in which rate
of hydrogen generated is more when compared to wet cell method. So, dry cell
electrolysis method is used. In this setup, nickel-coated stainless steel plates are
used plates, and its dimensions in shown in Fig. 7, because if using stainless steel
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Fig. 7 CAD model of
electrode plate

Fig. 8 Schematic
representation of gasket

Fig. 9 CAD model of
progallol tank
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plates, hexavalent chromium was formed at the surfaces after 2–3-month duration.
Hexavalent chromium can irritate the nose, throat, and lungs. In addition to that
the HHO gas generation also low. A rubber gasket is used for splitting the cell.
The rubber gasket is used to prevent the leakages and to make it free from the
atmosphere is shown in Fig. 8. The generator consists of one negative electrode and
two positive electrodes. The DC power is given from the battery to the PWM (pulse
with modulator) circuit. The power from the source is received by the PWM circuit
and transferred to the dry cell generator. The PWM circuit supplies the power in the
form of an electrical pulse. The cathode separates oxygen from the electrolyte, and
the anode splits hydrogen from the electrolyte [20–23]. Then, the separated H2 and
O2 generated HHO generator is given to the electrolyte tank. Two generators are used
in this project. There are 13 electrodes in each generator with a length of 120 mm, a
width of 120 mm, a thickness of 1.2 mm, where (+) represents the positive electrode,
(N) is neutral, and (−) is the negative electrode, and its schematic representation of
the CAD model is shown in Figs. 9 and 10.

Fig. 10 CAD model of the dry cell electrolyzer setup
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4 Result and Discussion

Oneof themost simple and cost-effectivemethods is the generation of hydrogenusing
the dry cell electrolysis method. By using nickel-coated stainless steel plate instead
of stainless steel, the rate of hydrogen generation is more and to avoid the hexavalent
chromium formation on the gas. The rate of hydrogen generation is higher in dry
cell electrolysis compared to wet cell electrolysis. The amount of power required for
dry cell electrolysis also lower compared to wet cell electrolysis [24]. According to
the result, the amount of hydrogen generation increases with an increased amount of
power supply to the dry cell. Also, it is observed that maintaining the cell temperature
to a certain range also leads to an increase in the production of hydrogen. PWM is
used to control the electricity passed to the generator. From that, the temperature of
the dry cell was alsomaintained. The catalyst used for dry cell generator is Potassium
Hydroxide. It is used to increase the rate of hydrogen generation and also speed up the
electrolysis reaction [25]. Pyrogallol is used to absorb the oxygen from the generated
hydrogen gas. To build an efficient hydrogen generator, the distance between the
plates, the catalyst used for the generation of hydrogen, the material used for the
cell, the number of plates, and the electrodes used should be considered thoroughly.
The amount of current flows through the generator increases or decreases about the
generator’s temperature in the proposed approach.

5 Conclusion

A more convenient and effective way to build a hydrogen generator is the dry cell
electrolysis technique. With an increased power supply to the dry cell, the amount of
hydrogen production increases. Maintaining the cell temperature to a certain range
also leads to an increase the production of hydrogen. The amount of current flows
through the generator increases or decreases about the generator’s temperature in the
proposed approach. For such, a large-scale hydrogen generation a feasible, harmless,
and cheapest catalyst like PotassiumHydroxide can be used. The dry cell electrolysis
process is more efficient than wet cell electrolysis because the rate of hydrogen
generation will be more. Dry cell electrolysis is a less initial investment cost, and it
is an effective method to generate HHO gas. The flame arrestor is one of the main
components in this setup which is used to arrest the backfire when the explosion
occurs outside the setup. As a development of this project, it is going to calculate the
flow rate of hydrogen for different input voltages and mixed catalysts like methanol
sodium hydroxide. We have a plan to try different catalysts for electrolytes with
various concentrations.
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6 Future Scope

To obtain an optimal hydrogen production rate, future research will concentrate on
restricting the current flow through the generator. As an important energy carrier,
hydrogen will be incorporated into electricity as it can be produced safely from
renewable energy sources and is virtually non-polluting. It is used to heat homes and
offices, generate electricity, and fuel aircraft as fuel for “zero-emissions” vehicles.
The use of hydrogen fuel cells, mainly in transportation, will improve the efficiency
of hydrogen as a fuel source. A fuel cell of hydrogen has an efficiency of 60%.
That is three times as much as the efficiency of a car powered by fossil fuel with
about 20% efficiency, which loses the surrounding environment a lot of energy as
heat. With new regulations of emissions aiming to reduce the NOx levels for the SI
Engine, electrolyzer invention could have a substantial influence in various industrial
applications. Countries like India, France, the UK, the USA, Russia, Finland, Japan,
Korea, and most of the countries in Europe have severe attention toward reducing
vehicular emissions. Also, to utilize hydrogen as a primary fuel in the SI engine,
the engine should be modified to withstand high temperature, transmit heavy torque,
better combustion of fuel. The next step of this project is to link the hydrogen gener-
ator to an internal combustion engine, i.e., a spark-ignition engine, to measure fuel
efficiency in the car, and to measure air pollutant emission reductions such as CO,
CO2, etc.
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A Short Review on Biped Robots Motion
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1 Introduction

Biped robots have emerged into various domains ranging from scientific exploration
to specific applications utilized in emergencies like treating coronavirus affected
patients with utmost care. To tackle this kind of conditions, it should be programmed
and planned in a sophisticated manner. To be able to move in complex environ-
ments, a biped bot should have an anthropomorphic gait cycle. From the studies of
biomechanics, it is observed that the human body balance is influenced by the alti-
tude of the hip movement in lateral and sagittal planes as well. Most of the research
work is carried out with an assumption that hip height is a fixed constraint, and
the torso is perpendicular to the transverse plane. The studies on the biped bots
had started in the 1960s with the. Further many researchers realized the bipeds for
the specific applications. The concept of ZMP is coined by the renowned scientist
Vukobratovic in 1969. From the studies of biomechanics, it is observed that the
human body balance is influenced by the altitude of the hip movement in lateral and
sagittal planes as well. Most of the research work is carried out with an assumption
that hip height is a fixed constraint, and the torso is perpendicular to the transverse
plane. Numerous researchers have initiated legged robots like bipeds, quadrupeds,
snake-like, cockroach structured walking robots for their specific applications.
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1.1 Analogy of Natural Gait and Biped Gait

The imitation [1] of the gait of biped and quadrupeds along with human beings [2]
is a complex mechanism. As shown in Fig. 1, human gait cycle consists of sixty
per cent of the stance phase, forty per cent is single contact and ten per cent double
contact with the ground. The features of terrain adaptive, optimal motion in the
path and continues trajectory control approach complies with adaptive trajectory
generator and the tracking of the system with PD controllers. The researcher used
a methodology in which the number of servo systems is equal to the DOF in a
multivariable system, to complain of the normal gait. The motion [3] of the biped
robot with the mathematical model that comprises complicated dynamics, stability,
and feedback control. In literature, the researcher treats biped locomotion dynamics
concerning planner motion, with the following assumptions. Sixth order nonlinear
differential equation with the considerations that hypothetical biped posses 3-DOF
by one rotational and two translational. Furthermore, it is proposed that 3-DOF biped
follows singular gait, i.e. only SSP at any instant of time, with no theoretical slippage.
However, with the large initial disturbances, a stable gait is attained. An autonomous
biped [4] with anthropomorphic data is realized, to attain the dynamically stable
motion with high power to weight ratio on the precise selection of mechatronics
elements [5]. As shown in Fig. 2, few of biped robot laboratory models are evaluated
on the specific terrians, till now no such all terrain biped is made due to complexity
in design control process.

Considering the variety of foot motion parameters, various modes of foot motion
is adapted concerning the terrain conditions, to maintain the stability margin of the
biped [6, 7]. With the advent of the 3-D linear inverted pendulum model [7], real-
time gait generation is tested using the 12 degrees of freedom biped robot which is
realized in the part of humanoid robotics project-2 (HRP-2), under METI of Japan.

For footstep planning, the planner depends on the input parameters such as stable
trajectories, with heuristics functions. As shown in Fig. 3, a target-oriented footstep
planning algorithm [8] is developed to that navigate through obstacles on the path
and a heuristic metrics data with relative safety to bypass the obstacles on the path
[9]. A cart-table model-based ZMP controller is designed to review the generated

Fig. 1 Human gait cycle
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Fig. 2 Laboratory biped robot models and schematic of biped robot

Fig. 3 Block diagram of the footstep planning

walking patterns [9]. The ZMP error is suppressed by a preview controller [10]. To
avoid an obstacle in the path of the robot, the foot movement to the fixed shank will
be in a set of transitions [11]. A set of 8 transitions, 16 transitions, 24 transitions,
and 40 transitions is used to avoid the obstacle.
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2 ZMP Criterion

Zeromoment point is a point the horizontal component of inertia alongwith gravity is
zero, which means that the point of contact of feet is under sufficient friction without
sliding. Asymptotically, stable walking is proved in bipeds with an assumption of
rigid contact and instantaneous DSP [12]. The presence of ZMP location is discussed
including some fictitious cases where it lies beyond the foot support area [13], and
energetically, optimal gait [14] speeds are addressed. An activity-based, dynamically
balanced [15], 7 DOF biped robot gait generation presented, in which ZMP is within
the foot support polygon. Biped will be more dynamically balanced with reduced
trunk and legsmass and an inverse relationwith the power consumption [16]. Focused
on the foot of the biped robot, which is normally rigid and replaces with a soft sole, a
layer of rubber sole which behaves as the shock absorber. The author proposed four
states of thewalkwith the deformation correction factor. Eachof the joint angles of the
8-DOF biped robot uses a cubic spline trajectory which is continuous and localized
control points or via points or knot points [17]. The ZMP reference trajectories of a
biped robot of 12 DOF, i.e. 6 DOF at each leg. This article utilized the concepts of
ZMP and inverted pendulum, and he found that ZMP in natural human walking does
not stay fixed in the feet touching the ground. He adopted the trajectory reference
generation technique based on the fore mentioned concepts. With the advent of
fourier series approximation, solutions are obtained for the linear inverted pendulum
dynamics. Moreover, with smoothing techniques DSP, ZMP is obtained [18]. A 7-
DOF biped robot that generates dynamically balanced gait for ditch crossing activity
is presentedwith threemodes of comparison namely, analytical, neural network (NN)
based and fuzzy logic (FL) based out of which FL based modes are more adaptive
to the conditions and results in more dynamically balanced margin (DBM) and are
energy cost-effective compared to formermode.With the feedingof cubic polynomial
[19], as the trajectory offers more smoothness with lesser calculation as well as the
high-computation speed. The torque at the joint of supporting leg knee is relatively
high compared to the rest of joint torques, followed by hip and ankle joints [20]. The
author makes the analogy imitation with humans to that of a biped robot proposed in
the paper. Hementioned the common interest of the biped robot researchers to coexist
with the human beings, specifically the author pointed out the functionality of knee
bending forward in biped bots and make an attempt to coexist functions as humans.
The main contribution of the researcher is trajectory design using the kinematic
model of the linear inverted pendulum (LIPM) with an assumption that hip level is
constraint is not utilized. Because of the group researchers, an optimized trajectory
possess high stability, whereas the author optimized the energy consumption of the
actuators to 28% lesser than conventional systems. The researcher realized and fed
the separate independent trajectories for the upper body and lower body with the
help of roll motion constraint [21]. Three different modes of active walking which
are underactuated without toe and heel actuation are studied with the alteration of
existing barefoot with ankle rocker function. Increased heel strike angles and toe
results in increased low-speed gait and a nominal decrease in energy efficiency [22].



A Short Review on Biped Robots … 475

An anthropomorphic 11-DOF human-sized Russian robot AR-601 M is simulated
to coexist the human walking using sim mechanics tool [23]. The phase of DSP of
a 7-DOF biped robot with the multi-objective optimization on the parameters power
consumption and DBM with the stairs ascending and descending activity using the
concept of ZMP is simulatedwhich results in a smoother transition of SSP toDSP, and
energy consumption of underactuated bipeds with the stability criteria and control
strategies [24] is studied [25]. The evolution of bipeds along with motion planning,
dynamic stability control is analyzed. Their intended purposive service in the field
of gait rehabilitation and in the cutting edge of biomechanics, human lower limb
prosthetics ranging from active to passive wearable exoskeletons along with control
strategies is presented (Table 1).

3 Variation of COM Trajectories

The variation of CoM (Centre of Mass) in the friction cone [26] is analyzed with
the ditch crossing activity to trace the joint trajectories in consideration of friction,
impact, ZMP and power consumption, in both the phases (SSP and DSP) of gait
with the biped customized assumptions along with uncertainties [27, 28]. The stance
phase takes 64% of the gait cycle, and the forces acting during the different activities
of human daily life are help full to realize a biped with better gait capability without
slippage [29]. The biped gait planning using cubic spline and obtained a smooth
trajectory. In this paper, author focused on hip height and altitude compensation.

4 Energy-Efficient Gait

An energy-efficient 12-DOF biped [30] that can walk on uneven terrain with the
trajectories generation and step planning with obstacles separately. Unlike the
conventional flat surface for gait study, the author proposed an uneven terrain with
the obstacles on the path statically and dynamically. A trajectory is generated using
the gait variables database, whereas the step plan is done using an A* planner [5].
An 18-DOF two-legged robot, focusing on path generation for the static as well as
dynamic cases of simulation versus real-time conditions by developing or proto-
typing the 18-DOF legged biped. In this research work, with the help of biped robot
prototyped, the author experimentally validated the simulation results. The author
initially developed the trajectory path using static conditions to be, followed by the
biped, with the author proposed (FMM) fast marching method. After the genera-
tion of the path, the author shifted to dynamic conditions by creating timely variant
obstacles in the path of the biped, and this obstacles can be found by hybridized
regression search (HRS), on a whole it FMMHRS [31] to reach in a continuous
or discontinuous terrain or path, where the wheeled robots can only navigate on
continuous terrain by specifying poor stability and mobility of the legged robot [32].
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Table 1 The evolution of Bipeds [21]

Time Biped Name Place Founder

1969 ZMP stability criteria Yugoslavia M. Vukobratovic

1969 WAP-1 Japan Kato Ichiro, Japan

1970 “Witt” type robot UK Witt

1984 WL-10RD Japan Kato Ichiro

1986 E0 Japan Honda

1988 KDW-I China National University of Defence
Technology

1989 Passive Dynamic Walking USA Moger, United States

1990 Neural networks, SD-1 USA Y. F. Zheng et al., United States

1997 P-3 Japan Honda

1997 Virtual model control USA J. E. Pratt and G. A. Pratt

1999 COG USA MIT

2000 ASIMO Japan Honda

2000 SDR-3X Japan Sony

2002 BHR China Beijing Institute of Technology

2004 HUBO South Korea South Korea

2004 iCUB Italy RobotCub Consortium

2005 Rabbit USA University of Florida

2005 Domo America MIT

2007 NAO France Aldebaran Robotics

2008 Surena I Iran University of Tehran

2009 LOLA German Technical University of Munich

2009 Romeo France Aldebaran Robotics

2010 HRP-4C Japan AIST

2012 SAFFiR USA NRL

2013 TORO German Institute of Robotics and
Mechatronics

2013 PETMAN USA Boston Dynamics

2015 Surena III Iran University of Tehran

2016 Atlas USA Boston Dynamics

2018 18-DOF Biped India IIT BBSR

2019 Ditch Crossing Biped India IIT Hyderabad

The researcher realized an 8-DOF biped robot that moves on inclined terrain, and
compared the different types of link shapes likely V, S, U and constrained versions on
a flat surface, and out of those designs author chosen by analysis, the U shaped link as
the shank design and performed simulations and performed experimental activities
to validate the design as well the model with better results than those were done
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earlier. The researcher realized an 18-DOF biped [33] robot that generates dynami-
cally balanced gait, negotiating single- and double-support phases of walking. The
author sequentially carried out the work in which trajectories of the biped bot are
designed researcher adopted the concept of ZMP (Zero moment point) over the
inverted pendulum by which the author founds the dynamic stability through the
calculation of DBM (Dynamic balance margin). An analytical strategy is coined to
obtain dynamically balance gaits. Suitable trajectories are considered for swing leg
and hip, later with the case of inverse kinematics, the motion of the rest of the limbs
are generated, in lateral and frontal planes. ZMP influences dynamic stability. Later
researcher, calculated the power requirements by the product of torque and angular
velocity for the real-time environment. The simulation is carried out for the four steps
forward, with the physical parameters consideration. The researcher recommends the
cubic polynomial trajectory on a whole contrast with the quadratic and fifth order.
He also mentioned the work that can extend with the activities of walking on the
staircase, sloping surface, and ditch crossing along with the torque based controller
[34]. The researcher differentiates the locomotion by the centre of gravity and the
concept of dynamic stability in which ZMP lies inside the foot support polygon.
Unlike earlier researchers, the author proposed and realized an 18-DOF biped bot
for validation. In this work, the author designed a torque based PID controller for the
activities mentioned in previous work with the optimization algorithms likeMICWO
and PSO are used to solve the problem and obtain the gains of the controller [35].
The author compared the impact of the hip trajectory on the balance of the biped
bot by negotiating the straight-line trajectory and cubic polynomial trajectory with
the hip joint of the bot. In this research work, author optimized the hip trajectory
with (PSO) particle swarm optimization using cubic polynomial accordingly, and
the performance of developed algorithms is validated with the dynamically balanced
gaits. The author concluded that the straight-line trajectory case of the work results
in a higher dynamically balance gait, and he also compared the work effectively with
natural human walking with hip heights results in tardy walking.

5 Application of Trajectory Design

Problems faced by the users of knee-ankle-foot-orthosis [36] are the guidelines for
the researchers to design and realize the lower limb orthosis device in a more sophis-
ticated way which will eliminate the addressed issues like, avoiding slip with direct
contact of orthosis and tiled floor example temples, lightweight, flexibility [37].
To fit with the human walking gait trajectory, sliding mode controller (SMC) [36]
is designed, by establishing the human–machine coordination in a co-simulation
platform of ADAMS and MATLAB. On a contrary, with PID controller SMC is
aggressive in performance (Table 2).

To recover the normal functionality of the disabled content using customized gait
generation [39], and hybrid structure design gait rehabilitation devices are analyzed
[40]. The influence of ankle joint stiffness [41] on the dynamical balance gait, energy
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Table 2 Utilization of robots
in the field of health care [38]

ROBOT NAME USAGE

ARMAR-II For domestic applications

CARE-O-BOT-3 For domestic applications

CODY Hospital hygiene maintenance

RIBA High load transfer and lift applications

PR2 House hold applications

RNAHWR Serving patients

ASIMO Human-like activities

ROSE Tele-operated house hold applications

efficiency is analyzed. A time-variant mathematical model and multivariable, time-
independent structure of a robot with 17DOF, for representing the impact parameters
are analyzed with a nonlinear feedback controller design [42]. Lyapunov function
and time delay estimation technique [43] are used to study the influences of the
uncertainties and external disturbances on the dynamic balance of biped robots. To
minimize the errors, the generated control gains an adaptive controller is designed.
The dynamic characteristics of lower extremity prostheses [44] and the stability
of the system were analyzed to be feasible and effective by phase trajectories. A
special ADAMS simulation platform was built to simulate the walking process.
The feasibility of the gait planning and COM trajectory is optimized based on the
minimum energy criterion.

6 Conclusion

Even though biped robots attained high altitudes in the service sector, there are
particular limitations because of stability; man–machine interface coordination is
yet to more studied. The emerging of service robots in the domestic lifestyle of
human beings on a large scale is more inevitable with an overcome of the limitations.
The usage of biped robots in assistance and rehabilitation of the elderly and patients
requires more structural stability, controlled interaction. Integration of biomechanics
with the mechatronics approach will serve the need of the rehabilitation process as
well as the emerging field service robots. In the coming days, these service robots are
featured with artificial intelligence and can take decisions rationally as similar to that
of an intelligent humanbeing and delivers their enriched service to theworld.Human-
like movement adaptive to the terrain requires a lot of control strategies and much
sensory feedback signal processing. This continuous control may have integration of
certain elements such as comparators, amplifiers, and artificial muscles which again
be the complexity of trajectory design and motion planning. Precise selection and
controlled methods are crucial to serving the dedicated intend purpose.
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Optimization of Machining Process
Parameters Using Grey Fuzzy Method

Vajrala Venkata Reddy, Ravi Kumar Mandava, and K. Srunivasulu Reddy

1 Introduction

Turning operation is one of the most common machining operations in which rota-
tional parts are being produced by removing material, thereby obtaining reduced
size of required diameter. The turning operation can be performed generally in lathe
machine with the use of single-point cutting tool. For turning the workpiece in lathe,
it is required to fix the cutting tool in the fixture and the workpiece made to be
rotated continuously. In various kinds of industries, the turning is the most widely
used machining operation to produce required shape of different components [1, 2].
According to the wide research conducted in the area of MMC cutting process by the
researchers around the globe, it has been found that the main aspects affecting MMC
turning operation predominantly depend on the type of material being used [3, 4].
Usually, according to the guidelines set by standard handbooks, the experience of
operators and the knowledge, the machining parameters are selected. However, if the
chosen machining parameters are not optimum, then it may eventually increase the
cost of the product [5]. By choosing the best machining parameters, one can achieve
high machining performance [6]. In the process of choosing the best combination of
best machining parameters, the researcher makes use of the optimization techniques
[7].With improved properties, metal matrix composites (MMCs) render awide range
of excellent options in designing new products. MMCs have increased strength and
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enhanced stiffness, wear resistance, dimensional stability even at highest tempera-
tures and low coefficient of thermal expansion. When it comes to aluminium metal
matrix composites (AMCs), aluminium alloy remains the matrix material, whereas
the other phases comprise of B4C, SiC, Gr, Al2O3, etc. The composite’s mechanical
strength and its wear resistance increase when the ceramic particles are incorporated
in aluminium alloys [8–10]. Suhasini G [11], reported that the significant impact-
creating factor is the feed rate followed by depth of cut and cutting speed for quality
characteristics like surface roughness (Ra) and material removal rate (MRR) when
turning A356/5 wt. % SiCp. According to Ciftci [12], the surface roughness values
produced by uncoated carbide tools are quite better than the coated carbide tools,
during turning of Al 2014/SiC MMCs in dry machining condition. With the help of
sensitivity, a multiple criteria optimization approach was proposed by Isik and Kentli
[13], and the study considered two objectives such as the lessening of cutting forces
and increased removal of material, when the unidirectional glass fibres are turned, in
order to minimize the specific cutting pressure, surface roughness and tool wear and
further to maximize the material removal, a research was conducted by Palanikumar
[14] which made use of grey relational grade and Taguchi method. In that study, the
GFRP/epoxy composites were turned on with the help of carbide (K10) tool. Further,
in the study conducted by Krishnamoorthy [15], grey fuzzy logic was applied to opti-
mize the parameters involved in the drilling process of plastic composite plates that
are reinforced with carbon fibre. In order to optimize the machining parameters
followed when drilling hybrid aluminium metal matrix composites, Rajmohan [16]
utilized grey fuzzy algorithm.

In case of unclear and indecisive environment, fuzzy logic-based applications are
primarily used. In today’s research trends, the optimization of various manufacturing
processes is primarily executed by fuzzy logic-based, multicriteria decision-making
techniques. Deng [17] introduced the grey systemwhich is an influential tool that can
make use of poor, incomplete and vague data [18, 19] too. Grey relational technique
is the hot research topic among today’s researchers who effectively used it to trace the
intricate relationships among different objectives in a wide range of manufacturing
fields [20–23]. Grey relational grade (GRG) is determined by averaging the GRC
of every response for converting the optimization of multi-objective performance
characteristics into optimization of a single GRG [21]. In their study [23], Lin and
Lin utilized grey fuzzy logic method to optimize the EDM process of SKD11 alloy
steel with a number of process responses. Present investigation is focused on turning
performance of A7075/fly ash/SiC AMMC in terms of Ra and MRR under dry
machining condition with uncoated carbide-tipped tool inserts.

2 Experimentation

The weight of AMMCs having 10% of SiC and fly ash particles of size 53 μm were
fabricated by stir casting route taken as reference for machining as at this percentage,
better mechanical properties were analysed by Venkata Reddy [10].
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Stir casting routewas followed to prepare the composites.Melting ofA7075 ingots
was performed in an electric furnace with graphite crucible. At 770 °C, molten metal
pool was stirred at the centre of the crucible with the help of a mechanical stirrer
that rotates at 500 rpm. SiC and fly ash particulates were preheated and dropped in
a uniform fashion into the melt. With the purpose of avoiding agglomeration at the
time of stirring, the particles were ensured to have a smooth and continuous flow.
Since the cast gets exposed to the atmosphere while stirring, argon inert gas-based
shielding was maintained throughout for 2–3 min to avoid oxidation. Then, molten
metal is poured into cast iron moulds which is preheated to 200 °C. The fabricated
ingots were kept in amuffle furnace at 110 °C for 24 h to remove any residual stresses
induced in the castings and to reduce the chemical inhomogeneity [10].

Uncoated tungsten carbide inserts are used as a cutting tool. Rough turning on
fabricated ingots is first performed on lathe machine to make specimens of uniform
diameter as shown in Fig. 1. Initially, based on the available feeds and speeds on
the lathe, pilot experiments were conducted to find the range of feeds and speeds for
material removal rate aswell as good surfacefinish.Once the levelswere identified for
depth of cut, cutting speed and feed, the Taguchi’s L16 orthogonal array was opted
to develop the experimental design. Table 1 lists all the factors and their selected
levels.

Mitutoyo’s surf test SJ-210, an instrument which is generally used to measure
the surface roughness, was used in this experiment to calculate the average surface

Fig. 1 Specimens of A7075 reinforced with fly ash and SiC

Table 1 Factors and levels selected

S. No. Factor Unit Levels of factors

Level 1 Level 2 Level 3 Level 4

1 Cutting speed rpm 400 800 1200 1600

2 Feed mm/rev 0.05 0.10 0.16 0.20

3 Depth of cut mm 0.2 0.4 0.6 0.8
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roughness (Ra) of 16 specimens by measuring the surface roughness at three various
locations.

Either using Eqs. (1) or (2), the material removal rate was calculated so as to
deduce the productivity evaluation.

MRR = 1000 v f d mm3/min (1)

(or) MRR = πDN f d. (2)

In the equations above, N denotes spindle speed (rpm), whereas the cutting speed
is denoted by v (m/min). Here, D denotes the workpiece diameter and f denotes the
feed (mm/rev), while d is the depth of cut (mm).

3 Methodology, Results and Discussion

3.1 Grey Relational Analysis (GRA)

Grey relational analysis (GRA) converts the optimization of multiple response char-
acteristics into single grey relational grade. The procedure involves (i) conversion of
experimental data into normalized values, (ii) evaluation of GRCs and (iii) gener-
ating GRG. In this work, it is decided to optimize simultaneously Ra and MRR.
Experimental data sets based on L16 orthogonal array were used.

The response values are normalized to Zi j (i.e. 0 < Zi j < 1) utilizing the third
equation (Eq. 3) for smaller better type, whereas for larger better type, Eq. (4) is
used.

Zi j = max
(
yi j , i = 1, 2, . . . n

) − yi j
max

(
yi j , i = 1, 2, . . . n

) − min
(
yi j , i = 1, 2, . . . n

) (3)

In the equation above, n denotes the number of replications while yi j denotes the
observed response value with i = 1, 2, …, n and j = 1, 2, …, k.

Zi j = yi j − max
(
yi j , i = 1, 2, . . . n

)

max
(
yi j , i = 1, 2, . . . n

) − min
(
yi j , i = 1, 2, . . . n

) (4)

Equation (5) is nothing but the grey relational coefficient (ζ ) which can be exhib-
ited as the relation that exists among the ideal best and actual normalized experimental
values

ζ (k) = �min+ζ�max

�oik+ζ�max

(5)
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where i = 1, 2, … n; k = 1, 2, … n; �min = mini min j‖x0(k) − xi (k)‖; �max =
maxi max j‖x0(k) − xi (k)‖. When taking an average of grey relational coefficients
of every performance characteristic, then it results in grey relational grade (∝i) and
Eq. (6) denotes the same.

∝i= 1

n

n∑

k=1

ζ (k) (6)

where ∝i denotes the GRG for ith experiment, whereas k denotes the number of
output responses.

3.2 Fuzzy Inference System

There are four models present in the fuzzy inference system such as defuzzification
interface, fuzzification interface, rule base and database followed by decision-making
unit finally [24]. The database defines the fuzzy sets’ membership functions and is
followed by fuzzy rules, while the decision-making component executes the implica-
tion operations based on the framed rules. The fuzzification line converts the inputs
into degrees of matching with linguistic values, whereas the fuzzy rules of the impli-
cation are converted into output by defuzzification interface [25]. In fuzzy rule base,
there are two inputs and one output present which are driven by if–then control
rules. In Fig. 2, the fuzzy interface system is illustrated on the basis of which further
prediction is executed.

Fig. 2 Fuzzy interface system
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3.3 Steps for the Grey Fuzzy Logic Method

Figure 3 shows the process that was followed to determine the best possible
machining parameters for multi-response optimization. In this methodology, there
are totally six steps followed which are described herewith.

Step 1 The turning parameters and their levels are all pre-authorized so that the
experiments are executed with the help of L16 orthogonal array.

Step 2 Based on Eqs. (3) and (4), the face values of all the data pre-processing
responses are obtained. Using Eq. (5), the grey relational coefficient ζ i(k) is
calculated for every response following which the same equation is utilized
to produce the overall GRG α too.

Step 3 Using membership function, the fuzzification of the grey relational coeffi-
cient is acquired from all the responses in addition to the fuzzification of the
overall GRG. The fuzzy rules being established in linguistic form relating
GRC as well as overall GRG seem to be satisfactory.

Step 4 The fuzzy multi-response output is determined with the help of max–min
interface operation, after which the centroid defuzzification is deployed so
as to determine the grey fuzzy reasoning grade using MATLAB tool box.

Step 5 Based on response table and response graph, the best combination of param-
eters is chosen. Further it is anticipated to identify the contribution from
every single factor and its interactions on multi-response output with the
help of ANOVA.

Step 6 The confirmation tests are carried out in order to verify the outcome.

Fig. 3 Steps for the grey fuzzy logic method
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3.4 Analysis of Variance

Analysis of variance (ANOVA) was conducted in order to measure the difference per
cent among the available set of sources. It is generally applied in order to calculate
the contribution made by the input parameters chosen for the study than the output
response. The results and the inferences made from the ANOVA can be utilized
to find out the parameters that can be held accountable for the performance of the
particular process, and it can regulate the parameters for better performance.

4 Results and Discussions

4.1 Calculating the Grey Relational Coefficients

The current research work makes use of two inputs and one output (GFRG) fuzzy
logic system. Mamdani fuzzy inference system, i.e. the inference engine, was made
to perform fuzzy reasoning on the basis of fuzzy rules so as to generate a fuzzy
value. The fuzzy rules mentioned above are designed in the form of if–then control
rule. The fuzzy logic system has Ra and MRR grey relational coefficients as inputs.
The linguistic membership functions, for example, very low, low, medium and high,
were utilized to denote the GRC of Ra andMRR input variables. In a similar manner,
the output GRG was denoted through the membership functions, for instance, very
low (VL), low (VL), medium (M), low, high (H) and very high (VH). Figures 4
and 5 show the triangular-shaped membership functions which were utilized for this
work. The current research work put forth 16 fuzzy rules which were developed

Fig. 4 Membership functions for surface roughness and MRR
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Fig. 5 Membership function for multi-response output

by projecting the relationships that exist between GRC and GFRG values. Figure 6
shows the rule-based fuzzy logic reasoning. The fuzzy output can be achieved through
maximum–minimum compositional operation via tracking of the fuzzy reasoning.
With the help of MATLAB (R2018b) fuzzy logic toolbox, the defuzzifier changes
the fuzzy predicted values into GRFG, and these values are listed in Table 2.

Fig. 6 Fuzzy logic rules viewer
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Table 2 Data pre-processing, GRC and GRG

Exp. No Normalized Data Ideal Sequence 1 Grey Relational
Coefficient

GFRG

MRR Ra Delta MRR Delta (Ra) MRR Ra

1 0.0000 0.7574 1.0000 0.2426 0.3333 0.6733 0.531

2 0.1102 0.6036 0.8898 0.3964 0.3598 0.5578 0.522

3 0.3043 0.1893 0.6957 0.8107 0.4182 0.3815 0.481

4 0.6117 0.0000 0.3883 1.0000 0.5629 0.3333 0.525

5 0.1223 0.6982 0.8777 0.3018 0.3629 0.6236 0.549

6 0.1264 0.8284 0.8736 0.1716 0.3640 0.7445 0.547

7 0.9741 0.3669 0.0259 0.6331 0.9508 0.4413 0.588

8 0.9110 0.3432 0.0890 0.6568 0.8489 0.4322 0.583

9 0.3104 0.9112 0.6896 0.0888 0.4203 0.8492 0.577

10 0.8382 0.8402 0.1618 0.1598 0.7555 0.7578 0.642

11 0.3529 0.4497 0.6471 0.5503 0.4359 0.4761 0.494

12 0.8868 0.3905 0.1132 0.6095 0.8153 0.4507 0.593

13 0.5632 1.0000 0.4368 0.0000 0.5337 1.0000 0.65

14 0.9353 0.9527 0.0647 0.0473 0.8854 0.9135 0.734

15 1.0000 0.7633 0.0000 0.2367 1.0000 0.6787 0.65

16 0.6117 0.5917 0.3883 0.4083 0.5629 0.5505 0.525

When theGFRG values are higher, it denotes its optimal multidimensional perfor-
mance characteristics. The mean value was analysed for GFRG. Table 3 lists the
rank of parameters on the basis of � (delta) statistics that can be derived from the
difference between highest and least average of GFRG of every factor. This rank
of parameters impacts multiple performance response. Figure 7 plots these rank
values alike the response graph in case of machining parameters. When the response
graph is greatly inclined, then the impact of the process parameters upon multiple
performance response would also be higher.

Figure 5 shows all the three inputs’ fuzzification. For example, Ra takes up its
GRC value. The triangular membership function graph is exhibited in such a way
that defines the way of mapping input and output values (Y = GFRG) between 0
and 1. Figure 6 shows the triangular-shaped membership function which is utilized
in the current research work.

Table 3 Response table for GFRG

Machining parameters Level 1 Level 2 Level 3 Level 4 Delta Rank

Cutting speed (A) 0.5147 0.5668 0.5765 0.6397 0.125 1

Feed rate (B) 0.5767 0.6112 0.5533 0.5565 0.058 3

Depth of cut (C) 0.5242 0.5785 0.5938 0.6012 0.077 2
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Fig. 7 Response graph for every level of machining parameters

On the basis of Table 3 and Fig. 7, the optimum values in case of machining
process parameters are listed as follows: depth of cut at level four (0.80 mm) (C4);
feed rate at level two (0.10 mm/min) (B2); cutting speed at level four (1200 rpm)
(A4). Simultaneously, when these conditions are used, it diminishes Ra and enhances
MRR along machining with all the investigated factors. Equation (7) shows the
response equation of GFRG. The maximum value (rank 1) of cutting speed (A)
highly influenced its multi-performance which can also be understood from Fig. 7.

GFRG = 0.6313 − 0.000068A − 0.957B − 0.316C

+ 0.000000A ∗ A − 3.49B ∗ B − 0.292C ∗ C

+ 0.000346A ∗ B + 0.000328A ∗ C + 3.414B ∗ C (7)

ANOVA, having executed at 95% confidence level, was done so in order to assess
the role played by every factor inmultiple performance characteristics. Large F-value
inferred that the change in process parameters severely impacted the performance
characteristic. Table 4 shows the ANOVA results. The % contribution of cutting
speed was determined as 43.43 as mentioned in ANOVA table of GFRG which
infers that a prominent role was played by cutting speed in the determination of
GFRG. Once the best level parameters for machining were decided from S/N ratio
graph, the tests for confirmation were conducted in order to ensure the improvement
in the multi-response feature of turning as shown in Table 5. Using optimal level of
turning parameters and using Eq. (8), the forecasted response value (γpredicted) can be
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Table 4 ANOVA for GFRG

Source DF Seq SS Adj MS F-value P-value Contribution (%)

A 1 0.029607 0.005077 0.56 0.484 43.43

B 1 0.003095 0.008170 1.83 0.225 4.54

C 1 0.012128 0.010458 3.02 0.133 17.79

A*A 1 0.000127 0.002432 0.31 0.596 0.19

B*B 1 0.001526 0.041243 2.67 0.154 2.24

C*C 1 0.002186 0.000041 5.4 0.059 3.21

A*B 1 0.001132 0.041960 1.03 0.350 1.66

A*C 1 0.005806 0.050393 14.34 0.009 8.52

B*C 1 0.010144 0.001110 25.06 0.002 14.88

Error 6 0.002428 0.000405 3.56

Total 15 0.068178 100.00

Table 5 Conformation experiments

Index Optimal settings Predicted values Experimental value

GFRG N = 1600 rpm, f = 0.10 mm/rev, d = 0.8 mm 0.7033 0.6923

calculated.

γpredicted = γm +
n∑

j=1

(γ0 − γm) (8)

in which, the γm denotes the overall mean multi-response value and γ0 denotes the
mean multi-response value at the optimum level of factors. In the equation, n denotes
the number of input process parameters. From the outcomes, it can be inferred that
the GFRG value of the optimal parameter condition (A4B2C4) seems to be high
when compared with the initial setting parameter condition. In addition to that, the
forecasted response value also seems to be closer to the experimental value.

5 Conclusion

The current study utilized the hybrid approach of grey fuzzy method in addition to
orthogonal array so as to best enhance the process parameters in the turning process of
Al7075/FA/SiC hybrid MMC for multi-response features. The researcher identified
a best combination of turning parameters along with their levels when it comes to
achieving the least surface roughness (Ra) value and a better material removal rate
(MRR). Based on the response noted fromGFRGvalues, the researcher found out the
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optimum combination levels of input process parameters: cutting speed 1600 rpm,
feed 0.1 mm/rev. and depth of cut 0.8 mm as shown in Fig. 7. Further, the study
concluded with the proposed method showing efficiency in finding a solution for
turning multi-response problems when compared to the methods used earlier.
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Energy Analysis of R1234yf/R134a
as Replacement of R134a in a Domestic
Refrigerator

P. Saji Raveendran, P. C. Murugan, T. Darwin, Godwin Glivin,
and Gaurav Dwivedi

1 Introduction

India, like other developing countries, has experienced dramatic growth in the use
of domestic refrigerator. More than 1 billion domestic refrigerators are currently in
operation worldwide. HFC refrigerants have a high global warming potential and
have an effect on the environment [1]. In compliance with the Kyoto Protocol, HFC
refrigerants release additional greenhouse gases, thereby reducing the use of HFC
coolants. Especially, the existing refrigerants R134a have a high GWP (1430), and
it is to generate TFA and to bring about the new environmental issue [2]. Based on
the environmental safety, it will soon be phased out. By 2012, the European Union
took steps to control the emissions of F-gases by two-thirds of its existing 2030 rate
and specified that it would be under 150 GWP for the new refrigerant. This gives the
research potential to select on alternate refrigerants.

The hydrocarbons as an environmental-friendly refrigerant have a good perfor-
mance in refrigeration as well as air-conditioning system. Nevertheless, some acci-
dents were observed during manufacture or retrofitting of hydrocarbon equipment
[3] because it is denser than air and spreads close to the floor in case of a leakage,
thus increasing the risk of inflammation. This reason, the manufacturers fear for,
used hydrocarbons in domestic refrigerators. R1234yf is a good environmentally
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friendly refrigerant [4]. It is best suitable alternate for R134a, and its thermo-physical
properties are almost nearer than R134a.

Compared to R134a [5], it has GWP-4 and good climate cycle performance and
does not increase significantly in the concentration of rainwater inTFA [6].Regarding
safety features, R1234yf has low toxicity, comparable to R134a [7]. The performance
assessment has been reported for R1234yf refrigerant for mobile air conditioners,
air-conditioning rooms or beverage coolers as a replacement for R134a. There is no
proof of breakdown or reaction based on ASHRAE/ANSI standard 97 assessment
of R1234yf with copper, steel, aluminium and POE oils [8]. Further testing with
polymers and lubricants reveals that R1234yf is close to R134a to material consis-
tency. The beverage cooler optimized experimentally for R1234yf had a very similar
energy efficiency to R134a and a decreased environment performance of the overall
life cycle [4].

Some research has been performed on R1234yf substitutes for R134a in the
domestic refrigeration application. As such, when comparing R134a in domestic
refrigeration system, R1234yf has achieved the required requirements in terms of
security, reliability and compatibility. R1234yf’s thermo-physical properties were
compared to R134a in refrigeration cycles. It was shown that the capacity was 2.9%
lower and COP was 2–7% less than R134a [8]. The theoretical model was developed
and validated by experimental data fromR134a. Their model indicated that R1234Yf
was 9% less COP and 6% less capacity than R134a [9].

The mild flammability is a major problem for R1234yf. Recently, one of Europe’s
major auto companies has refused to adopt R1234yf because of its inflammability,
with its low flammability limit of 6.2%. For the replacement of R134a in chillers,
an azeotropic blend consisting primarily of the R1234yf was recommended [10].
For different applications like MACs and bottle coolers, an azeotropic blend of
R1234yf/R134a is proposed for substitution. When the R134a mixture is added to
the R1234yf by 10–11%, with GWP under 150 and COP, it is non-flammable and
the discharge capacity temperature is similar to that of the R134a [11].

In this work, a mathematical simulation studied to check the performance of an
R1234yf/R134amixture in a household refrigerator. The result shows that R134a can
be added up to 10% to keep the GWP of the mixture below 150. The simulation also
shows that the variation in COP is not significant, when the mixture is used instead
of pure refrigerant. In the simulation process, the software tool ‘MATLAB’ was used
for the simulation, and the ‘REFPROP’ refrigerant property database was used to
integrate difference in thermal physical properties of refrigerants in the simulation
[12].

1.1 Refrigerant Selection

The choice of refrigerant is one of the most important functions to choose the appro-
priate refrigerant based on its thermo-physical properties. The properties of refriger-
ants obtained from REFPROP are plotted for the operating temperatures−23–47 °C
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Fig. 1 Variation of vapour pressure with respect to temperature

(Fig. 1). It indicates the vapour pressure of refrigerants. When the vapour pressure is
low, the compressor needs less amount of work and gives better performance to the
system. However, the vapour pressure of R1234yf and R1234yf mixture is slightly
higher than the R134a by about of 7% (Fig. 2) indicating latent heat of refrigerants.
The latent heat of refrigerant plays an important role to deciding the refrigeration
capacity. The R1234yf and R1234yf blends have an 18% lower latent heat than

Fig. 2 Variation of latent heat with respect to temperature
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Fig. 3 Schematic diagram of domestic refrigerator

R134a. Based on the observation, the suggested refrigerants properties are almost
near than the conventional refrigerant.

2 Analytical Study

The schematic diagram considered in the analysis is illustrated in Fig. 3. It consists of
hermetically sealed reciprocating compressor, air-cooled condenser, capillary tube
and evaporator. For the simulation of the above components, MATLAB software was
used.

In previous studies [13–18], the compressor, condenser, capillary and evaporator
are modelled. The different steps used for the simulation are shown in the flow chart
(Fig. 4).

3 Result and Discussion

The variation of refrigeration effect with ambient temperature using with both refrig-
erants such asR1234yf andR1234yfmixture has been calculated andplotted inFig. 5.
Here, the cooling effect decreases as the ambient temperature increases. It is observed
that the R1234yf mixture is about 8% and 2% lower than R134a and 2% higher than
R1234yf.
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Fig. 4 Flow chart for
simulation model of the
domestic refrigerator

The compressorwork variationswith ambient temperature using both theR1234yf
and R1234yf blend have been calculated and recorded in Fig. 6. Here the compressor
work increases as the ambient temperature increases. It is observed that R1234yf
blend is higher than the R134a and lower than R1234yf by about of 6% and 1%,
respectively.

The variation of COP with ambient temperature using both refrigerants such as
R1234yf and R1234yf mixture has been calculated and plotted in Fig. 7. Here the
COP decreases with increase in ambient temperature. It is observed that R1234yf
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Fig. 5 Variation of refrigeration effect with various ambient temperature

Fig. 6 Variation of compressor work with various ambient temperatures

blend is lower than the R134a and higher than R1234yf by about of 8% and 3%,
respectively.

4 Conclusion

The performance analysis of domestic refrigeration systems with environmentally
friendly refrigerants, such as R1234yf and R1234yf blends rather than conventional
refrigerants, was studied in order to assess the potential for energy conservation, and
the following conclusions are drawn from the theoretical study using MATLAB:
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Fig. 7 Variation of COP with various ambient temperatures

1. The refrigeration effect R1234yf blend is lower than the R134a and higher than
R1234yf by about of 8% and 2%, respectively.

2. The compressor work R1234yf blend is higher than the R134a and lower than
R1234yf by about of 6% and 1%, respectively.

3. The COP of R1234yf blend is lower than the R134a and higher than R1234yf
by about of 8% and 3%, respectively.

4. The performance of R1234yf blend is slightly lower than the R134a. Based on
the environment, it is a suitable alternate for R134a.

5. The R1234yf/R134a has considerable environmental advantages and requires
limited technical developments, and the gas is mild flammable. As a result,
additional protections in handling, storage, implementation and servicing are
needed by the manufacturing industry.
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Effect of Na2O Content on Ground
Granulated Blast Furnace Slag
Incorporated Fly Ash-Based Geopolymer
Pastes

Rohit Kumar and Mayengbam Sunil Singh

1 Introduction

The growing appeal of infrastructural improvement within growing international
locations contributes to more concrete consumption. A hefty quantity of standard
Portland Cement (OPC) is used as the main binder cloth to meet the insistence for
the manufacture of concrete. But the processing of OPC calls for a large quantity of
herbal sources, as well as a large system of energy, and additionally releases more
quantity of carbon dioxide within the surroundings.

As a result, environmental degradation and the protection of natural resources have
become critical issues that need to be sorted out in order to promote sustainability
within the construction industry. Therefore, the use of additional building materials
in concrete has an excellent momentum to protect the environment. GGBS is used as
an auxiliary for cement, and the replacement sharemay be up to 85 percent depending
upon the applications. Usually, 50% is employed in most applications. Geopolymers
mainly comprise of aluminosilicate source materials like FA, blast furnace slag, etc.,
hardened by activating solution. Mixture of X-hydroxide and X-silicate (where X-
sodium, potassium, barium, etc.) is treated as activating solution. Several researches
have been conducted on various source materials and activating solution. The mech-
anism for geopolymers may be a chemical action that involves a chemical change
of alumina-silicate materials within the presence of alkaline medium, which ends to
the formation of three-dimensional compound chain [1–5]. The results reveal that
geopolymers are resistant to acids, sulfate, and elevated temperatures [6, 7]. Nath and
Sarkar investigated the effect of incorporation of different percentage of GGBS (0%,
10%, and 20%) on workability and mechanical potency of FA-based geopolymer
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concrete. They concluded that strength is increased significantly but the workability
was decreased with higher percentage of GGBS [8]. He et al. compared the strength
parameter of metakaolin and red mud-based geopolymers. The results indicate the
superiority of metakaolin over red mud [9]. Nath and Kumar studied about FA,
GGBS, and granulated corex slag geopolymer of 6M sodium hydroxide solution.
They quoted that performancewise, granulated corex slag has an edge over granu-
lated furnace slag [10]. Salih et al. reported that higher degree of geopolymerization
takes place when blast furnace slag with higher percentage of calcium and aluminum
is added to geopolymer [11].Mehta and Siddique presented their experimental results
onperformance of partially replacedFAbyordinaryPortland cement (0%, 10%, 20%,
and 30%) as source material in geopolymer concrete. The results denote increase in
compressive strength and decrease in porosity, sorptivity, and chloride permeability
[12]. Aiken et al. compared the performance of Portland cement and geopolymer
system to silage effluent attack and concluded that geopolymer has better resistance
[13]. Tamburini et al. provide thorough data of chemical and physical characteriza-
tion of geopolymer which shows the stable nature of geopolymers toward leaching,
freeze-thaw effect, and elevated temperature treatments [14]. Rashad et al. investi-
gated the performance of GGBS activated by two concentrations (1% and 3% by
weight) by sodium sulfate. The early strength examination was done on 3 days and
7 days along with 28 days. The specimens were also exposed to high temperatures
ranging from 200 to 800 °C. The results indicate that sodium sulfate is an efficient
activator and shows better chemical stability at elevated temperatures [15]. Soustos
et al. studied the curing temperature, alkaline activators dosage, properties (phys-
ical and chemical) of FA, and amount of GGBS incorporation on FA reactivity as
a source material in geopolymer concrete. The results indicate that curing tempera-
ture, alkaline activators dosage, amount of GGBS incorporated play a very important
role in strength development of geopolymer [16]. Mehta and Siddique studied about
various industrial waste (bottom ash, FA, metakaolin, blast furnance slag, etc.) and
concise their review that geopolymers can be synthesized by these industrial waste
[17]. Kumar and Singh studied the behavior of potassium feldspar mixed FA-based
geopolymer paste at preeminent temperature [18].

From the study of literature, it is concluded that synthesis of geopolymers is done
by source materials which mainly comprises of aluminosilicate source materials
and alkaline activating solution. The strength of geopolymer is imparted due to the
concentration of alkali solution which depends on molarity of sodium hydroxide.
As the molarity increase, the compressive strength and durability increase. Higher
molarity corresponds to higher Na2O content in the solution, but the amount of Na2O
present in sodium silicate is not taken in the consideration. As sodium hydroxide
contains Na2O in some percentage, sodium silicate also contains Na2O in some
percentage. Therefore, the current research and experiments were carried out to
estimate the consequence of Na2O content on the incorporation of five different
percentages (10%, 20%, 30%, 40%, and 50% by weight) of blast furnace slag in
alkali-activatedFA-basedgeopolymer paste. From the best of researcher’s knowledge
from previous literature reviews, it can be concluded that there is lack of work on
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the effect of Na2O content. Therefore, the enactment of specimens was assessed in
terms of compressive strength after incorporation of GGBS in FA geopolymer paste.

2 Experimental Procedure

2.1 Source Materials

In the current experimental program, fly ash (FA) was supplied by Marshall Corpo-
ration, Kolkata, India, and GGBS was purchased from Owndust India. The chemical
composition of ash and blast furnace slag is shown in Table 1. Figure 1 shows
the mineralogical composition of GGBS and FA, respectively. More than 75% of
particles were finer than 45 microns of FA.

Table 1 Chemical composition of fly ash and ground granulated blast furnace slag

Chemical
composition

SiO2 Al2O3 Fe2O3 CaO Na2O K2O TiO2 MgO P2O5 MnO SiO2

Fly ash 41.72 27.34 5.111 1.145 0.07 1.418 1.989 0.567 0.722 0.046 41.72

Blast
furnace slag

63.22 15.15 0.134 0.197 3.0 10.86 0.017 0.299 0.016 0.003 63.22

Fig. 1 Mineralogical composition of ground granulated blast furnace slag and fly ash (XRD)
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2.2 Alkaline Solution

Sodium silicate solution (SiO2 = 26.5%, Na2O = 8%, and 65.5% water) with bulk
density of 1410 kg/m3 and silicate modulus of 3.30 (approx.) and sodium hydroxide
pellets (98% purity) of laboratory grade were acquired from Sharma Bros, Imphal,
India. The percentage of Na2O= 7%, 8%, and 9% along with SiO2 = 8% by weight
of source material was fixed in activating solution, prepared one day before the
fabrication of geopolymer paste.Water from a pond nearby theNIT campuswas used
in the study [18]. Figure 1 presents X-ray diffractogram (XRD) for mineralogical
composition of fly ash and GGBS. In the FA, the existence of quartz (Q), mullite
(M), and hematite (H) is detected while in GGBS shows its amorphous nature.

2.3 Preparation of Specimens

The calculated measure of sodium hydroxide pellets was mixed directly with sodium
silicate solution to produce a homogeneous geopolymer paste. So, we got three alka-
line solutions with 7, 8 and 8%Na2O content, keeping 8% SiO2 constant. The water-
to-source material ratio was 0.33. The mixture of sodium hydroxide and sodium
silicate is an exothermic reaction; therefore, the alkaline solution obtained was
kept overnight at room temperature to produce geopolymeric paste. Aluminosili-
cate source material and alkaline activator solution have been mixed in the Hobart
mixer for 5 min. The paste was of gray color, sticky in nature and of normal worka-
bility. The mixture was poured into cube molds of 50 × 50 × 50 mm and vibrated
on a vibration table for 10 minutes to expel the air. The specimens were demolded
after 24 hours of casting and kept at room temperature till the predetermined time
for testing.

2.4 Compressive Strength

The compressive strength testing was done on UTM at 7 days, 28 days, and 56 days.
Specimens were casted in cube molds of dimensions 50 × 50 × 50 mm. Cubes
were demolded after 24 hours of casting and kept at room temperature for testing
till 7 days, 28 days, and 56 days. Compressive strength test was performed as per
guidelines of IS-4031 (part6)-1988.
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3 Results and Discussion

3.1 Residual Compressive Strength

Figures 2, 3, and 4 represent the effect of Na2O content on the initial compres-
sive strength of FA geopolymer paste specimens with 10%, 20%, 30%, 40%, and
50% GGBS replacement at time intervals of 7 days, 28 days, and 56 days. Samples
GPC6, GPC7, and GPC8 represent geopolymer paste having 6, 7, and 8% Na2O,
respectively, with SiO2 percentage fixed at 7%. All the geopolymer specimens were
cured at ambient temperature. The experimental data shows that majority of strength
is achieved in early days after casting the geopolymer paste specimens. The data
of experiments reveal that both Na2O content and incorporation of GGBS affect
the compressive strength of geopolymer paste. The geopolymer specimen’s strength
increases in due course of time which exhibits that continuity of geopolymerization
reaction. However, previous studies show that without heat curing fly FA of heat
curing GGBS is added and it is observed that the setting time is significantly reduced
along with the increase in compressive strength. Mainly two factors are responsible
for crediting compressive strength to FAgeopolymer paste,which is (a)Na2O content
and (b) GGBS.

Na2O content facilitates the formation of sodium aluminate silicate hydrate gel
(N-A-S-H) which leads to polycondensation to form a 3D network of aluminosilicate

70

60

50

40

30

20

10
10 20 30 40 50

Ground granulated blast furnace slag (%)

GPC6 GPC7 GPC8

C
om

pr
es
siv

es
tr
en
gt
h
7
da

ys

Fig. 2 Compressive strength (7 days) with different % of ground granulated blast furnace slag and
Na2O content



508 R. Kumar and M. S. Singh

70

60

50

40

30

20

10
10 20 30 40 50

Ground granulated blast furnace slag (%)

GPC6 GPC7 GPC8
C
om

pr
es
siv

e
st
re
ng

th
28

da
ys

(M
Pa

)

Fig. 3 Compressive strength (28 days) with different % of ground granulated blast furnace slag
and Na2O content

80

70

60

50

40

30

20

10
10 20 30 40 50

Ground granulated blast furnace slag (%)

GPC6 GPC7 GPC8

C
om

pr
es
siv

e
st
re
ng

th
56

da
ys

(M
Pa

)

Fig. 4 Compressive strength (56 days) with different % of ground granulated blast furnace slag
and Na2O content



Effect of Na2 Content on Ground Granulated … 509

structure. Higher the Na2O content, higher dissolution of Si and Al ions takes place.
It forms a dense network and reduces pore volume [19]. A stable network imparts
greater strength to geopolymer.

Addition of GGBS plays two roles in the mechanism. Primarily, it reduces
the need for heat curing required for geopolymerization reaction and helps in its
casting at ambient temperature. Secondly, it imparts the strength. From the experi-
ments, replacement of FA with ground GGBS increases the compressive strength of
geopolymer. The same phenomenon was also observed in previous literature. The
reason for proving the strength to geopolymer can be due to two reasons: firstly, due
to the higher content of calcium which results in formation of C-S-H gel; secondly,
the requirement of water to C-S-H gel which causes the deficiency of water, resulting
in the rise in alkalinity of the medium. Higher alkalinity results in higher dissolution
of Si and Al ions from source materials and forms a dense network which imparts
the strength [10, 19, 21, 22].

3.2 XRD

Figure 5 shows the diffraction spectra of geopolymer specimens having 40% GGBS
and 60% FA. Diffraction pattern in a, b, c shows the specimens of 6%, 7%, and 8% of
Na2O, respectively, with SiO2 7% at 56 days. Comparing Figs. 1 and 5, we observe

Fig. 5 Adiffraction pattern in a, b, c shows the specimens of 6%, 7%, and 8%ofNa2O, respectively,
with SiO2 7% at 56 days with 40% GGBS and 60% FA
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a change hump shape which refers to the formation of new amorphous materials
when geopolymerization takes place. Within Fig 2a, b, c, it is seen that that due to
alkali activation of source materials, the intensity of SiO2 (quartz) varies. As the
percentage of Na2O increases, more dissolution of ions takes place which leads to
strength in specimens. Due to this, SiO2 peaks show a lower level of intensity with
increase in Na2O content. The same results were detected in previous studies [23,
24]. This may demonstrate the arrangement of a higher measure of geopolymerized
gel with a higher level of crystallinity as the dose of GGBS in the fastener expanded.
It might well explain the expanding pattern in compressive quality outcomes saw at
10% to half GGBS substitution [25].

4 Conclusion

This paper shows the effect of Na2O content on compressive strength of specimens
casted with incorporation of different percentages of GGBS in FA geopolymer paste.

• It reveals that both Na2O and GGBS promote the performance of geopolymers.
Increase in Na2O content favors the geopolymerization, and GGBS reduces the
need of heat curing required for geopolymerization reaction.
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Performance and Emissions
Characteristics of Diesel Engine Run
on Citrullus Colocynthis Biodiesel
with Zinc Oxide Additive

K. Logesh, M. Karthick, S. Baskar, and Abhishek Sharma

1 Introduction

In the past, wood was the primary source of energy due to the frequent deforestation;
however, wood as fuel was deeply concerned about its durability. An alternative to
timber, namely coal, was then discovered. Later oil goods, such as petrol and diesel,
were established [1]. It appears that the energy dilemma was completely solved
in the initial process. However, global energy demand is intensified by population
growth and shifts in lifestyle [2]. It became evident later that the opportunities for
fossil fuels were also minimal. One of the biggest energy users in the automotive
industry, because 600 million vehicles are used globally and are mainly used in
diesel engines [3]. The second approach appears to be easier because a vast number
of existing engines already exist. The cost of shipping and pollution for biofuels are
also lowered.

Biodiesel is one of the most sustainable and environmentally friendly renewable
fuels for CI engines. Biodiesel is capable of replacing diesel, and much of its prop-
erties are closer to diesel [4–6]. The decline of fossil fuel prices raises day-by-day
demand for renewable fuel exploration to satisfy the world’s energy demands. In
contemporary times, biodiesel provides the largest energy alternative. Fossil fuel
can be substituted by biodiesel. The Citrullus Colocynthis oil (CCO) is converted
into biodiesel by transesterification process which in the presence of catalyst, which
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decreases on the dependency on fossil fuel improves in the contributions towards
the use of renewable fuels. Many research reports are available on the use of CCO
as substitute fuel with low moisture content and durability [5, 7–9]. Many recom-
mended a maximum yield of pancreatic lipase-based vegetable oil. The mixture of
20% biodiesel in diesel was more effective. They researched brake thermal perfor-
mance and the addition of diesel-like additives for non-edible waste and bio-seeding
crude.

Many studies were carried out on the use of biodiesel derived through non-edible
seed to determine the effects on performance and emission properties of oxygen-
additive nanoparticles, followed by a comparison of experimental results with base
pure diesel [10–12]. The efficiency and emissions properties of waste oil with nano-
emulsions were investigated. In another study, they evaluated nano-added bio-seed
oil that results in lower oil viscosity and density. For a beneficial result, the emis-
sions of an engine may be minimized with bio-seed such as seed oil. The efficiency
and emission characteristics of various proportions of cerium oxide cotton oil and
diesel with nanoparticles have been investigated by Sujesh et al. [13]. The present
paper incorporates diesel for the efficiency and emission characteristics study of the
various loads of a single-cylinder diesel engine with a 10% increase in the Citrullus
Colocynthis oil at three different proportions.

2 Experimental Details

Conversion of oil into biodiesel is done through transesterification process. In our
current research, Na–OH, the basic catalyst, is obtained in a pallet shape on the
market and is polished very finely and combined with and well stirred to create a
homogenousmethanoxidemixture.Methanolysis is called thismethod of preparation
of methanoxide. The next step is the simple catalytic raw oil transesterification. To
eliminate the impurities, present in the oil the raw oil collected from the market is
first filtered and then preheated to about 60 °C for about 10–15 min to remove the
humidity present in the oil.

The preheated oil and the homogeneous methanoxide are then blended to a limit
of 150 ml of methanol per 600 ml of oil. Then using the hot plate magnetic mixer, the
mixture is mixed at 1200 rpm and the mixture is held at 65 °C for an hour. Through
this one-hour method of transesterification, the triglycerides in the raw oil have been
converted to glycerine. Then the glycerine produced in the transesterification phase
is transferred to the separating beaker and can be positioned on top of the glycerine
during the six-hour term and then extracted by the transesterified oil (Table 1).

Test fuels were produced by mixing with diesel at various percentages by volume
the CCO. The preferred mixing ratio was B10, B20, B30, i.e. 10% CCO with 90%
diesel, 20%CCOwith 80%diesel and 30%CCOwith 70%diesel to provide evidence
for a broad spectrum of biodiesel. The composition of the exhaust gas has been
determined using the gas analyzer. In the exhaust gases, it tests NOX, CO2, HC, CO.
By checking the engine powered from the formulated test fuels for the output of each
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Table 1 Properties of Citrullus Colocynthis oil blends

Property Pure diesel (PD) CCO CCOB10 CCOB20 CCOB30

Calorific value (kJ/kg) 44,800 41,250 44,780 44,730 44,680

Density (kg/m3) 850 885 862 870 874

Cetane number 53 57 41 45 46.8

Kinematic viscosity
(mm2/s)

2.12 4.45 1.56 1.87 2.21

fuel at the same engine load conditions, the short-term performance and the emission
features were assessed.

3 Results and Discussion

3.1 Performance Parameters

The improvement in thermal brake performance in load-related test diesel. Thermal
brake output of all combustibles improved as load increases as shown in Fig. 1.
This could be clarified because the load raises the suction pressure, which could
have contributed to the engine’s efficient combustion. At 75% load, diesel thermal
brake performance, CCOB10, CCOB20 and CCOB30, respectively, was 33, 31,
30 and 29%. If the mixing rate rises to 75% of load, the brake thermal efficiency
decreases. However, the thermal brake performance of the combination of CCOB20
and CCOB30 was improved by more than 20% in a load of fuel, due to the higher
oxygen content in biodiesel mixtures than diesel, resulting in total combustion [14].
The CCOB20 and CCOB30 mix with higher latent vaporization heat, at 75% load,
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contributes to incomplete combustion, thus reducing the thermal performance of the
brakes.

The brake-specific fuel consumption (BSFC) diesel and CCO mixtures of diesel
at varying loads as shown in Fig. 2. For CCOB10, because of the lower heat quality of
the blend, theBSFC ismore than gasoline.At 25% load inCCOB20andCCOB30, the
oxygen content is lower than diesel as the combustion results in stronger combustion.
But the BSFC of all blends was 75% higher than diesel as the burden rose.

The lower the heat value of the blend, and nonsensical combustion, lead to an
increase in the amount of fuel that is injecting to retain the same engine capacity,
and the lower heat value of the fuel blending is absorbed [15]. These variables would
also contribute to a rise in BSFC loads.

3.2 Emission Parameters

Figure 3 shows the emissions of hydrocarbons from types of diesel and Citrullus
Colocynthis oil combinations of gasoline. The increased pollution is noted for the
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mixtures of CCOB10, CCOB20 and CCOB30 since the unburned mixture of fuel
emitted into the exhaust system is not consumed. The blend of CCOB20 emits more
hydrocarbon than other blends, as the unused oxygen reveals that oxygen is more
emitted without combustion and additional hydrocarbon emissions. Due to the lower
calorific value and delays in fuel ignition, a lot of fuel molecules are not homoge-
nous, and combustion happens after the energy stroke resulting in a high hydrocarbon
release [16, 17]. It is noted from the literature that with the higher gas tempera-
ture and cetane number, CCO mixtures, more than 50%, show lower emissions of
hydrocarbons than diesel [18].

Shift in the emission of carbon dioxide from the CI engine as shown in Fig. 4.
The CCO blends’ CO2 emissions from petrol are nearly equal to minor percentage
differences, with mixtures displaying an increase of up to 0.3% of CO2 emissions
relative to diesel [19]. The increase in charge raises the CO2 emission ratio because
of the consumption of additional petrol. The combustion of the fuel is easier, because
of the oxygen molecules in the palm oil methyl ester blend. These concerns total fuel
combustion and oxidation with the oxygen of carbon molecules by lowering CO
levels of CCO blends to the atmosphere as diesel.

Figure 5 indicates the change in CO emissions for test fuels at different loads.
Carbon monoxide is commonly formed if the gasoline is not oxidized by enough
oxygen. Diesel is commonly run-in excess air since the diesel engine’s carbon
monoxide emissions are smaller than those of the petrol engine [20, 21]. At a
load of 25% and a load of 75%, the CO emission of Citrullus Colocynthis oil
decreased considerably relative to diesel. CCOB10, CCOB20 and CCOB30 have
lower CO emissions than the represented diesel for 25%. With rising load, CO emis-
sion decreases when excess oxygen molecules oxidize CO into carbon dioxide as a
result of full combustion [22].

When the engine load has stepped up to 100%, the load for mixed fuels has been
lowered by marginal changes in NOx emissions in Fig. 6. In the case of mixtures, the
CCOB20 has a closer NOx degree than the basic diesel emission. The lower fuel heat
value leads to lower temperatures in the combustion chamber and lower emissions
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of NOx in blends like CCOB20 and CCOB30. The effect of biodiesel on emissions is
more obvious. The various emissions are significantly reduced due to the addition of
biodiesel, but NOx increases. The increase in the residence time and the temperature
of the mixture in the cylinder may lead to raise in NOx emission [23]. In future, the
bio-diesel is playing a major role in terms of improving the performance.

4 Conclusion

The energy demand is continually increasing because of the vast number of busi-
nesses and automobiles induced by the detonation of residents. Fossil fuels, including
oil, gas, coal, hydrocarbons and nuclear energy, are the available sources of energy.
Greenhouse emissions are the main risks of using oil-based oils. A variety of green-
house gases are released from the diesel ignition. This is one of the key sources of gas
pollution derived from fossil fuels, including NOx, CO and particulate substances
and volatile compounds. The experimental investigations on a compression ignition
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engine were carried out to test the output of Citrullus Colocynthis seed oil-based
biodiesel and blended with zinc oxide nanoparticle diesel blends. The efficiency of
the engine parameters and emissions are evaluated, and the property of biodiesel
blends is checked in the laboratory. In general, we have found that the Citrullus
Colocynthis oil, which is combined with diesel fuel, offers top quality and a major
CO2 emission reduction,making it ideal for Citrullus Colocynthis oilmixesCCOB20
and CCOB30.
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Performance and Emission
Characteristics of Single-Cylinder Diesel
Engine Fueled with Biodiesel Derived
from Cashew Nut Shell

M. Karthick, K. Logesh, S. Baskar, and Abhishek Sharma

1 Introduction

Diesel vehicles are the primary means of transport in today’s world. Its key appeal
is sturdy architecture, simple service, and easy maintenance. Due to the fossil fuel
shortage, maybe we cannot use its facilities for a long time. Efforts to manufacture
unconventional fuels for use in diesel engines are therefore being produced around
the world. Likewise, how fuel demand decreased has emphasized automotive and
pressured it to manufacture modern technical engines. This led to new combus-
tion systems being developed. Many research investigations have been done toward
resolving the above problems [1–3]. The diesel engine pollution characteristics were
investigated with diesel and cassava shell oil blends in different loads at constant
rpm. In all the mixtures, 20% CNS was higher than all the other mixtures. It has also
been found that CNS mixtures can be used without alteration in the diesel engine
[4].

The liquid biodiesel CNS is mixed with this diesel fuel which acts as a biodiesel
mixture. CNB20, CNB40, and CNB60 are the blends used for testing. Output
testing determined the effects of the combustible fuel on the engine capacity, brake
heat quality, and gas exhaustion. Emission studies tested the effect of mixtures
on carbon oxides and hydrocarbon emissions. The work focuses on connection
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with pure diesel and the impact of doping pentanol combined with cashew nut
biodiesel [5]. Cashew nut biodiesel was derived from cashew nutshell oil, and
pentanol is an oxygenated product by a transesterification process. The test was
donewith diesel, cashew nut biodiesel, 10%pentanol, and biodiesel 20%.Researcher
explores the effects of aluminum nanoparticles on the emissions and performance
of the CSN fueled engine. The biodiesel nutcase of cashew prepared with the
inclusion of aluminum nanoparticles is prepared through traditional and biodiesel
transesterification changed [6].

The efficiency and emission properties of diesel engines depend on a range of vari-
ables, such as fuel injection, combustion chamber type, injection nozzle hole location
and duration, fuel spray patterns, and air bucking. Several laboratory experiments
of diesel engines have also been carried out to improve operational performance
and reduce emissions [7–10]. There are two substitutes, gasoline, bioethanol, and
modern adapted diesohol, which use the liquid/biodiesel-distilled cashew nutshell.
The four main pollutants from diesel engines are carbon monoxide (CO), hydrocar-
bons (HC), particulate matter (PM), and nitrogen oxides (NOx), and their control
strategist are diesel oxidation catalyst, diesel particulate filter, and selective catalytic
reduction. Biodiesel and distilled cashew noodles can be used as emulsifiers for
the stabilization of diesohol and marginally for a decrease in the portion of diesel
in the blend due to their molecular structure. In the last years, significant global
interest was seen in the development of sustainable, waste-to-energy, and low-cost
raw materials technology for diesel engine fuel and hydrocarbon bio-jet fuel [11–
13]. This modern and renewable route is exciting because it requires conversion to
green diesel with moderate experimental conditions with low-value residues. CNS
processing of biofuels facilitates the complete use and future industrial uses in many
countries of the residues of the agro-industry castaway-neutral chain. Many studies
were carried out on the use of biodiesel study to determine the effects of the study
and emission properties of oxygen-additive nanoparticles, followed by a comparison
of experimental results with base pure diesel. Several researchers have shown to
have used a variety of biodiesel to evaluate emission characteristics and to study the
quality of a wide range of diesel engines with or without modification. In this study,
biofuel combinations of CNS oil of its three blends B20, B40, and B60 explored
and its performance analysis and emissions characteristics in a single-cylinder diesel
engine are discussed in this paper.

2 Experimental Details

Cashew nut oil is a viscous reddish-brown dark liquid which is collected within the
cashew from a soft structure. It is a biomaterial that is natural and organic and gives a
synthetic benefit. CNS oil is also viewed as cost-effective and more advanced phenol
ingredients. Cardanol oil, a commonly used commodity in the industry, has the main
purpose of CNS extraction. Physically processed CNS produces 70% anacardic acid,
18% cardol, and 5% cardanol. In essence, cardanol is a single-hydroxy phenol with
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Table 1 Properties of cashew nutshell blends

Property Diesel B20 B40 B60

Density (kg/m3) 845 870 878 885

Calorific value (kJ/kg) 4300 41,912 41,325 40,758

a long meta-position carbon chain. It can replace phenol in phenolic resin base
chemicals. Blending is characterized by the blending, to create a commodity of the
desired nature of the different forms of the same material together. Biodiesel in
varying amounts is mixed with renewable diesel, the names of which are B20, B40,
andB60. For instance, 200ml biodiesel ismixedwith 800ml diesel in the preparation
of 1 L of B20 (20% biodiesel and 80% diesel) and is well mixed with magnet stirrer,
similarly in B40 and B60 proportions. The properties of blends are given in Table 1.

To test engine investigation and CNS oil emission requirements, the air-cooled
direct injection diesel engine was used at 2.5 kW in the 1200-rpm speed rating. A
dynamometer may be used manually for loading an engine from zero to maximum
load, ranging from an increment of 25% based on generated engine capacity. The
test rig was linked to the critical combustion pressure, diesel line pressure, and crank
angle measurements computing instruments. AVL gas analyzer has observed the
exhaust emission characteristics. The engine needs to start at no loading and was
allowed to idle for a while. During the usage of the stopwatch and a fuel calculation
desk, the time needed for 10 cc fuel consumption is noted. Now the motor is loaded
steadily to the target value. The time required for fuel consumption and speed of the
engine is noted after the engine has been operating at no load for some time to reach
a steady state. For no loading of 25, 50, 75, and 100% of graded load, the procedure
has been repeated. The reading is presented and outcomes measured. The results are
current. Both mixtures are maintained with the same injection strength. For multiple
loads and biodiesel blends (B20, B40, B60, and renewable diesel), the process is
repeated. The results are estimated and tabled. The limitations are as the engine load
increases, relative contribution of premixed combustion phase to the total heat release
decreases due to the reduction in ignition delay and mixing controlled combustion
phase starts to control the engine combustion and heat release process and the future
work to be carried out in different blend with respect to various proportions.

3 Results and Discussion

3.1 Brake Thermal Efficiency

The transformed heat energy is called power as indicated, and the power indicated
often exceeds the brake power and is used to push the piston [14]. The brake power
is the engine’s driving shaft’s power output without loss of engine power, transfer,
etc. The biodiesel also includes a quantity of the ester oxygen molecule. It also
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Fig. 1 Variation of brake
thermal efficiency on engine
load

participates in the burning process. The brake thermal efficiency (BTE) is the brake
power-to-fuel energy ratio [15]. It is found that BTE as shown in Fig. 1 is steadily
decreased as the applied load is increased and brake thermal efficiency improves as
the load is increased. This shows for B20 that efficient combustion exists, and energy
loss reductions are made about exhaust gas [16]. The B40 and B60 also reflect this
fact.

3.2 Mechanical Efficiency

The torque tests the power of a motor to spin the wheels at a certain rpm. The ratio
of the brake power to the indicated power is mechanically specified [17]. Volumetric
efficiency is defined as the air volume flow rate at which the device transfers volume.
The efficiency, mechanical for a combination B20, B40, and B60, from the study of
Fig. 2, is greater than the diesel due to the higher volumetric air flux for mixing, the
volumetric efficiency is greater, and due to a rise in the specified heat power and the
thermal brake efficiency is greater.

Fig. 2 Variation of
mechanical efficiency on
engine load
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Fig. 3 Variation of carbon
monoxide emission on
engine load

3.3 Carbon Monoxide

The difference between carbon monoxide load and combustion is as shown in Fig. 3.
The formation of CO emissions depends primarily on the physical and chemical
characteristics of the fuel [18]. The CO emission of CNS biodiesel is less than the
CO emission of diesel. The reduction in CO emissions for blends is due to a large
amount of cetane and oxygen in the cashew nutshell’s molecular structure. The
lack of oxygen primarily allows carbon monoxide to be formed. Since mixtures are
oxygenated, fuel combustion increases and decreases emissions of carbonmonoxide.

3.4 Unburnt Hydrocarbon

As seen in Fig. 4, hydrocarbon differences for all fuels and their mixtures have been
greatly decreased by unburnt carbon emissions, but higher unburnt carbon emis-
sions are found for the mix at low load conditions. Their emissions are substantially
reduced. Under low load conditions, the fuel-injected is less and the effect is that the
mixture is slight, the flame has darkened, and gas has fallen, and that the combus-
tion is insufficient, and the hydrocarbon emissions are higher. Because of the higher

Fig. 4 Variation of unburnt
hydrocarbon emission on
engine load
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Fig. 5 Variation of nitrogen
oxides emission on engine
load

cetane amount and oxygen inherent in the molecular structure of CNS biodiesel,
hydrocarbon pollution of the biodiesel cashew shell is less than that of diesel fuel
[19].

3.5 Nitrogen Oxide

As seen in Fig. 5 and the bar diagram, the shift in nitrogen oxide in comparison
with both gasoline and their mixture is seen below. Results show that the engine
load that encourages NOx emissions has risen for both fuels. As the forming of NOx

is susceptible to temperature, this increased load promotes the temperature of the
cylinder’s loading, which is responsible for the formation of Zeldovich NOx thermal
[20]. The biodiesel CNS contains a little more NOx than diesel [21]. The growth in
NOx is the presence of mono-unsaturated and poly-unsaturated fatty acids contained
in biodiesel in the cashew nutshell. With the rise in the proportion of fuel mixtures,
NOx increases steadily. TheNOx rise can be related to the oxygen content ofmixtures,
and the oxygen in the gasoline can be used to generate extra NOx oxygen.

3.6 Smoke Formation

Opacity generated from diesel engine can be explained as soot particles which are
the results of unburnt fuel [22]. Opacity constitutes the degree to which smoke blocks
light, and the basis on which the smoke in the diesel-powered car is measured. The
opacity of smoke is somewhat equal to B20, B40, and B60 petrol, and variations are
shown in Fig. 6. The smoke opacity of the B20 and B40 mixtures is similar, with the
diesel fuel lower at 0–30% in addition of biodiesel, but NOx increases. The increase
in the residence time and the temperature of the mixture in the cylinder may lead
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Fig. 6 Variation of smoke
emission on engine load

to raise in NOx emission [23]. In the future, the biodiesel will play a major role in
terms of improvement in the behavior of the diesel engine.

4 Conclusion

Efforts to produce unconventional fuels for use in diesel engines are therefore being
produced around the world. Emission and engine characteristics were studied and
compared with simple diesel-driven diesel fuel for a single cylinder’s direct injection
diesel engine fueled with cashew nutshell biodiesel–diesel blends. With a growth in
the proportion of mixtures due to lower calorific value for CNS biodiesel, the basic
fuel consumption increases. The thermal efficiency of CNS oil is significantly higher
than that of diesel. For engines operating on biodiesel, the fuel consumption values
are higher by 10% than the engine running on conventional diesel. CO emissions are
low as compared to diesel at higher loads for cashew nutshell esters. The raised NOx

emissions of the biodiesel cassava nutshell are the result of unsaturated fatty acids of
mono- andpolyester.Cashewnutshell biodieselwith copper oxide nanoparticlemeets
the essential properties of fuel in compliance with the requirements for biodiesel.

5 Limitation and Future Scope

One of the most common problems associated with biodiesel is higher viscosity than
diesel. The same issues were faced with cashew nutshell biodiesel. This problem
can be solved by blending CNS with fuel of lower viscosity. Also, preheating can be
done to reduce the viscosity.
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Investigation of Heat Transfer
Characteristics in Double Tube Heat
Exchanger with Helical Turbulator Using
CFD

S. Padmanabhan, M. Selvamuthukumar, S. Ganesan, S. Baskar,
and Abhishek Sharma

1 Introduction

In certain applications, heat must be transmitted from fluid to fluid through a solid
barrier that is used for the separation of fluids at a different temperature. The heat
exchanger comprises thermal mechanics and businesses, such as air-conditioning
and coolers, solar collectors, petrochemical fields, geothermal energy systems, etc.
Many methods of heat transfer development are known in order to raise the heat
transfer coefficient and thus increase the heat exchangers’ thermal performance and
to minimize running costs. Due to steep increase in energy demand, the appliance
of heat exchangers to various thermal systems has been common for the past few
decades. So far, many design and development modifications of heat exchangers
to improve geometry and efficiency have been made. Heat exchange systems are
designed to increase the heat transfer and reduce the pressure drop by developing
nature-based structures. A comprehensive long-term performance calculation based
on experimental heat transfer and pressure drop outcome is required for the optimal
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design of a heat exchanger. Almost all heat transfer strategies are expected to lead to
a further decrease in pressure that leads to an increase in pump power consumption.
Therefore, it is important to choose the technique for optimizing heat transfer with
the supportable frictional loss. The modification or shift of the heated channel for
the applications settled upon new techniques for heat transfer enhancement in the
warming exchanger.

The heat exchanger is used for transferring thermal energy from the fluid to the
solid, to the fluid, to a certain temperature, and thermal interaction. There is normally
no extra fuel and collaborations in the heat exchangers. A significant difficulty in
creating heat exchange systems is to improve the one-phase temperature transport,
particularly when one phase of fluid flow is carried out on one side by thermal
exchangers and the two-phase flows or transfers on the other. Condensing machines,
evaporators, heat exchangers, and others are typical examples for a range of consump-
tion and performance applications [1, 2]. The thermal transfer process improves the
efficiency of a thermal transfer device. It normally means increasing the coefficient
of heat transfer. Twisted tap inserts provide an inexpensive and effective approach for
heat transfer optimization. Although the inserts can help to get the heat transferred,
they can greatly decrease the inflow pressure. In any type of thermal systems, it is
vital for the industry to increase thermal transmission capacity. In addition to the
handling of primary oil, the weight and height often decrease [3].

Bhuiya et al. [4, 5] studied the structure of the twisted tape insert with different
geometrical criteria, such as twist ratio and width ratio. In the tube, the heat propa-
gation and friction effects are tracked single and double twisted tapes. The value of
the twist ratio decreased considerably more heat transfer and friction. The twisted
tape profile mainly disturbs the principal flow and therefore other geometrical vari-
ations are made use of the tweaking tape. An analysis was carried out on the turbu-
lent forced convection with circular hole inserts in a circular vessel [6]. For a wide
variety of Reynolds numbers inserts with various hole-spring ratios are investigated.
Data reveal that using inserts results in an improvement between 35 and 51% in
thermal transfer when evaluated with other inserts and single tube. Due to twisted
tapes, Bhattacharya [7] researched the effects of swirl generators on energy transport
using the SST model computationally. The analysis evaluated flow with Reynolds
numbers and found that the characteristics of heat transfer usually increase, along
with a higher-pressure decrease. The performance increase was found to be positive,
however, only in such settings. In a second analysis, it has been concluded that it
fits better than the smooth tube in a certain diameter and pitch. Thermodynamically
desirable characteristics than other particles were given for the bluffing cylinders of
suitable duration. Improvement techniques can be broadly categorized into passive
and aggressive techniques. Passive techniques, such as raise of the roughness of tubes
on the face or the attachment of swirl flow devices to a tube do not entail direct input
of external force. By contrast, external inspection for required flow adjustment as
well as an increasing thermal transfer rate is important for active processes [8, 9].
The thermal efficiency and fluent flow of a double pipe heat exchanger whose inner
tube wall had been helically corrugated was numerically tested by Gorman et al.
[10]. The results of the simulations showed that the heat transference rate in the
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helically corrosive dual-level heat exchanger was increased by 3 compared to that on
the smooth wall-pipe heat exchanger for both parallel and counterflow. In addition,
in the former the pressure increased by a factor of 2–4 in contrast with the latter.

Helical insert is one of the most important means of heat transfer in heat
exchangers. Many researchers, with the aid of finite element analysis and the compu-
tational fluid dynamics (CFD), have analyzed, calculated, and checked their findings
in various mechanical heat transfer applications [11–14]. Style improvements are
required to boost thermal efficiency. The purpose of the project is to test the effi-
ciency of the ANSYS CFX by a double-pipe heat-exchanger helical inserts by using
CFD analysis. For thermal exchangers without the helical insert, the convective wall
heat fluid and the temperature distribution along with the tubing would be studied in
a comparative examination.

2 Double Tube Heat Exchangers

A major part of modern mechanical cooling systems is double tube heat exchangers
(DTHE). The thermal transfer efficiency of a heat exchanger was generally decided
upon. This study aims to examine the transfer of heat and entropic generation in
numerical terms in a two-pipe helical heat swap with numerous cross sections. The
findingswere verified and a theoreticalmodel for laminar convective heat transferwas
developed. The previous literature has been published. The entropy balance equation
for the open system is used for compiling entropy production. Given the numerical
data, the effect of internal tube number and the inlet mass variance ratio of the tube
were studied and addressed on the eccentricities and flowof co-flow and counter flow.
In relation to the geometry, the pipe area, cross-sectional annulus area and internal
pipe thickness are the same. The geometrics are called equivalent. The conclusions
demonstrate the most effective method for heat transfer, pressure reduction, and
entropy output to be achieved by the square cross section. A concentrated setup is
best suited for low flow speeds, whereas a more eccentric exterior setup is better
suited for high flux rates.

Rennie and Raghavan [15, 16] conducted experimental and computing tests on
the two helical heat exchangers. There were modest problems with the average heat
transfer coefficient between the parallel flow and the controller flow, but the coun-
terflow is dramatically greater. In comparison, a higher percentage of the internal
dean led to the higher average heat transfer coefficient. Boonsri and Wongwises
[17] theoretical study and laboratory tests investigated the heat transfer properties of
helical, crimmed, heat exchangers, and finned-tube heat exchangers. The flow rate of
the water mass and the water inlet temperature have, however, seen to have a direct
effect on the air outlet and water temperature.



534 S. Padmanabhan et al.

3 Methodology

Research on the use of insert turbulators tomaximize the transmission of heat is expo-
nential because of positive outcomes. The literature repeatedly notes that inserting
the insert in the tube has an important impact on heat transfer rate and pressure rises.
From the past studies, the geometry incorporated in the region around the wall and
not in the core stream can create turbulence. The most suitable types of insertions
based on these results are guided wire inserts, ring inserts, and conical inserts. The
decrease in pressure is also increased, but, with increasing temperature transfer rates,
the belt implant can be demonstrated as effective. Due to friction with increased heat
transfer rates, perforated ring inserts were found that minimize stress drop.

Twisted tape inserts provide a simple and economical way to optimize heat
transfer. The flow pressure reduces considerably though inserts can be useful for
thermal transfer. For the industry, the speed improvements of thermal transmission
in all kinds of thermal devices are very important. Besides the savings in essential oil,
size, and weight are both minimized. One of the most efficient techniques used for
heat transfer in heat exchangers is the helical injection. Better thermal performance
design is key [18]. The research aims to test the achievement of the heat exchanger
dual tube with commercially available computer fluid dynamics (CFD) applications
ANSYS CFX and the method Pro/Engineer modeling. The heat exchanger can also
do a comparative study without helical inserts. For measuring of the heat transmis-
sion, heat transfer, and heat distribution coefficient along the conduit. The pressure
control and flow propagation should bemeasured. Helical height inserts visualization
of turbulence [19–21].

3.1 Modeling of Heat Exchanger

This is the first point in the continuum of study. A solid that determines the fluid flow
area is the primary objective of geometry development. Current models have been
compiled in dimensions and geometry descriptions. The heat exchanger would be
modeled with helical inserts with the dimensions of diameter of inner and outer pipe
are 12.5 and 25 mm, length of heat exchanger is 90 mm. The wire diameter of helical
turbulator is 1.2mm and length is 75mm. Pitch distance varied at three different level
in the turbulator are 4.25, 8.5, and 17 mm. Double tube heat exchangers modeling
was done using Pro EWild Fire 2.0 and exported in IGES format. The part modeling
was used to construct the heat exchanger was represented in Fig. 1.

The advantages of applying geometric regions are that they are specifically related
to the model and are connected with the model by moving geometry. The regions
are automatically assigned when a new mesh is formed. The spatially discrete CFD
model method is mesh development. Meshing is based on the discretization of the
tetrahedron component. Meshed model is represented in Fig. 2. It is exported to the
ICEM CFD tool in IGES format. This method used to create surface and volume
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Fig. 1 Double tube heat exchanger with turbulator (pitch 8.5 mm)

Fig. 2 Meshed Model of double tube heat exchanger with turbulator (pitch 8.5 mm)

meshes, specifying the meshing element form and mesh element type is tetrahedron,
number of elements are 395,793 and nodes are 77,694.

Boundary conditions and heat exchanger specifications for CFD analysis are tabu-
lated in Table 1, and boundary conditions and constraints are represented in Fig. 3.
After defining all the conditions, the model is imported in CFX-Solver Module for
doing iterative calculations and to generate result file. The solver control parameters
have been specified in CFX-Pre-Module. Number of iterations preformed was 75
with Auto Time scale.
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Table 1 Boundary
conditions and heat
exchanger specifications for
CFD analysis

S. No. Heat exchanger
specifications

Domain data

1 Flow type and fluid Counter-flow with water

2 Fluid domain Double tube

3 Solid domain Turbulator and tube surface

4 Tube and turbulator
material

Copper and Aluminum

5 Inlet boundary
conditions

28° C with 0.2 m/s (Cold
Fluid)

90° C with 0.2 m/s (Hot
Fluid)

6 Outlet boundary
condition

Pressure: 1 bar

7 Wall boundary
conditions

Wall influence on flow: No
slip
Wall roughness: smooth wall

Fig. 3 Constraint of double tube heat exchanger with turbulator (pitch 8.5 mm)

4 Results and Discussion

4.1 Heat Transfer Distribution

The cold fluid heat exchanger temperature distributionwith turbulators with different
pitch lengths as shown in Fig. 4. Although, the fluid temperature changes in the heat
exchanger outlet with the turbulator is contrasted with the heat exchanger without
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Without Turbulator Turbulator Pitch = 17mm

Turbulator Pitch = 8.5 mm Turbulator Pitch = 4.25mm

Fig. 4 Heat transfer distribution of double tube heat exchangers

the turbulator. As the fluid temperature rises further for 4.25 mm in pitch when
contrasting turbulators with varying pitch lengths.

4.2 Pressure Distribution

The pressure distribution of the models as seen in Fig. 5. There is a rising pressure
on the inlet and the pressure progressively reduces toward the outlet. The pressure
distribution suggests that in this situation the pressure decrease is raised at the input
of the turbulator pitch of 4.25 mm and when the flux begins. The other models
demonstrate that the pressure at the inlet reduces.
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Without Turbulator Turbulator Pitch = 17mm

Turbulator Pitch = 8.5 mm Turbulator Pitch = 4.25mm

Fig. 5 Pressure distribution of double tube heat exchangers

4.3 Turbulence Eddy Dissipation

The eddy turbulence dissipation can be seen in Fig. 6. It applies to the lack of energy
in the flow due to eddy. The findings indicate that turbulence dissipation at turbulator
is more significant. Results suggest that turbulence eddy dissipation is more likely
to occur as the flow reaches exhaust. For the turbulator pitch of 4.25 mm, improved
turbulence eddy dissipation is observed.

The decreased pitch of 4.25 mm indicates the increased value from the Table
2 which contrasts all variables with a different pitch and without turbulator. The
findings indicate that the heat transfer coefficient in the turbulator pipe has improved
substantially. The values are high on turbulators for turbulator pitch 17 and 8.5 mm.
The heat transfer coefficient has greatly improved and is above the outlet in the case
of 4.25 mm pitch turbulator. There is a rising pressure on the inlet and the pressure
progressively reduces toward the outlet. The pressure distribution suggests that in
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Without Turbulator Turbulator Pitch = 17mm

Turbulator Pitch = 8.5 mm Turbulator Pitch = 4.25mm

Fig. 6 Turbulence Eddy dissipation of double tube heat exchangers

Table 2 Comparative study on double tube heat exchangers with turbulator

Variable Without
turbulator

Pitch 4.25 mm Pitch 8.5 mm Pitch 17 mm

Heat transfer
[°C]

Inlet 25.15 25.156 25.156 25.157

Outlet 26.028 26.777 26.768 26.516

Difference 0.874 1.621 1. 612 1.359

Pressure [bar] Inlet 1.0000 1.0000 1.0000 1.0000

Outlet 1.00004 1.00047 1.00043 1.00025

Difference 0.00004 0.00047 0.00043 0.00025

Turbulence Eddy dissipation
[m2 s−3]

0.00092 0.01719 0.01324 0.00517

Variation in Percentage – 1778.5 1346.15 464.49
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this situation the pressure decrease is raised at the input of the turbulator pitch of
4.25 mm and when the flux begins. The other models demonstrate that the pressure
at the inlet reduces.

5 Conclusion

The heat transfer technique boosts the performance of thermal exchangers. For better
efficiency, the heat transfer coefficient must usually be changed. Twisted tape inserts
are the cost-effective and simple way to optimize heat transfer. For dual tube heat
exchanger research, the CFX technique has been used. Insert helical. The improve-
ment in the thermal transference and heat stream of the wall was observed as the pitch
difference decreases. For the lower pitch helical inserts, the wall distribution heat
flowcoefficient is uniformlydistributed.Theheat transfer coefficient has significantly
increased by around 80% for 4.25 mm helical inserts. The intensity of turbulence has
increased significantly at the lower pitch distance. When the pitch distance decreases
the pressure drop and turbulence eddy dissipation increases significantly. At lower
pitch distance, the pressure drop is significantwhichwill increase the pumping power.

6 Future Work and Limitations

The main applications of this work are to improve the heat transfer characteristics in
particularly turbulent flow. The future work is going to be carried out for different
flow rate. The main limitations of this work is not suitable to laminar flow due to
minimum heat transfer enhancement.
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AHP-based Identification of Tools
for Sustainable Product Development

Chinmay Saraf, Sachin Agrawal, Dharmesh Barodiya, Pankaj Shrivastava,
and Tikendra Nath Verma

1 Introduction

Sustainable development has become the primary focus for organizations all over
the world [1]. Organizations aim to achieve low carbon emission and reduction in
social and cultural impact by improving the environmental aspects of the product
which they deliver and the business process which they exhibit [2]. The paper aims
to address the requirement of organizations to improve sustainability at the product
design level.

The basic concept of sustainable development stands on three pillars—environ-
ment, economy, and society [1]. The efforts of sustainable development encourage
positive contributions to the environment, economy, and society. It was found in
various studies that 80% of the sustainable impact is decided at the design stage
itself [2]. Hence, the process of sustainable design becomes a prime importance to
the organization, as design improvement can lead to significant improvements in
sustainability [3].

One of the important aspects that improve sustainability at the design stage is the
use of tools for sustainable design [4]. The tools can be classified based upon many
factors.Different researchers have classified the tools based on various factors, but the
common aim was to improve the utility of tools based on design needs. Case studies
also show that the use of tools has resulted in significant improvements concerning
sustainability [1].
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The paper aims to identify the tools that can be applied at the design stage of the
product by the product designer using the computer-aided tools and take relevant
decisions to improve the sustainability of the product.

In this article, sustainable design tools are identified and ranked based upon the
priority. The article identified the tools with the help of the literature review method
and classified them based on the priority of the survey of experts. The method that is
used to classify the tools based upon priority is analytical hierarchy process (AHP).
TheAHPuses a pairwise comparisonwith themulti-criteria decision-making process
[5]. The AHP methodology will be used to compare the various product design
tools to improve the sustainability of the product based upon the product designer
experience. A google form was developed about the pairwise comparison and sent to
the product designers, and based upon their experience, the results were evaluated to
determine the priority of the tools. The outcomes of the paper can be used by design
engineers to improve the sustainability [3]. It can be assumed that the tools of the
highest priority will help to improve sustainability more effectively than the other
tools, but the results may vary among various types of products, the experience of
design engineers, and other constricting factors.

2 Literature Review

Computer-aided design is an effective tool for sustainable product design and manu-
facturing. According to the author, computer-aided design plays a crucial role in the
product development process and also has a significant impact on the sustainability
of the process. The main features of the computer-aided design such as visualiza-
tion, design improvement, ease of sharing the design with the stakeholders, and
improvement in the product design without the need for physical development result
in improvement of the sustainability of the process. It enhances the process of the
product design by integrating axiomatic designwith computer-aided engineering [6].

Studied sustainability improvement concerning Indian modular switches with the
help of computer-aided design and design for manufacturing [7]. The study showed
that the product developed with the help of tools like computer-aided design and
design for manufacturing had better sustainability scores. The methods that were
used to identify the sustainability score by the author were carbon footprint analysis,
energy consumption analysis, and study of air–water impacts. Based on the research,
it can be inferred that both computer-aided design and design for manufacturing are
significant tools for improving sustainability [7].

Further studied computer-aided design and computer-aided engineering tools can
be used for improvement in the sustainability of the components of the rotary switch.
The tools that were used by the author to analyze sustainability were carbon footprint
analysis, energy consumption as well as air–water impact assessment. The author’s
study also suggests that the use of these tools leads to the development of envi-
ronmentally conscious products and also improves the overall sustainability of the
product [8].
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Computer-aided manufacturing tools to estimate the sustainability of various
manufacturing operations. In the research, the author suggested a novel framework
for the application of the triple bottom theory of sustainability regarding manu-
facturing operations. The author also added that the new framework is integrated
with the MS Excel worksheet that helps in the process of decision-making about
the most sustainable manufacturing process. The research shows that sustainability
in the process of manufacturing is largely related to the demand; if the demand is
managed in an effective manner, then the sustainability results can be achieved. For
the sustainability assessment, the authors used a novel tool called the computer-aided
technologies (CAD) system [9].

Additive manufacturing is a method that is used for prototype testing and devel-
opment. It also has a positive impact on the sustainability during the product
development process.

Design for sustainability is an approach of product design that integrates the
principles of sustainability to improve the overall sustainability of the product. The
main objective of this approach is to make products more and more sustainable. The
main focus during this design process is to use greenmaterials for products and to use
productionmethods that aremore environmentally friendly.Other than this, the social
and cultural impacts are also considered while designing the product. According to
the author, a new product can be developed with the help of this approach, or the
existing product and its production process can be re-engineered with the help of
design for sustainability [4].

The other approaches for greenmanufacturing and the green design. According to
the author, the ten basic principles for sustainable product design are—the elimination
of non-essential elements, reducing the weight of the components, changing the
electrical power to hydraulic power, performing the safety audit, improving the safety
of the product, reducing the complexity of the human–machine interaction, modular
design, better problem identification in the machine, and integrating IT and software
in the machine. The author adds that the main principles of green manufacturing are
reduction in emission of solid, liquid, and gaseouswastes, increase in the recyclability
and reuse of the materials, reducing energy consumption, and improving the energy.
The author adds that the main components of green manufacturing are the tools, raw
materials, cutting fluids, and energy. Optimization of any of the four main factors
results in an improvement in sustainability [10].

In another work, the author used an algorithm that optimized the machining cost,
waste reduction, and the energy consumption based upon the numerical optimization
method and personal health, environmentally friendly, and operational safety using
the fuzzy logic [11]. The author suggested running the algorithm until and unless the
desired results are obtained using the method. The main limitation of this process is
that sometimes the results that come may not be applicable practically but certainly
can be used to improve the all-round sustainability of the machining process [11].

Author suggested that life cycle assessment is one of the comprehensive studies
that is conducted to examine the sustainability of the product or process. According
to the author, in the process of life cycle assessment, the complete product life cycle
is taken into consideration. The impact of the product on the environment, society,
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and culture is estimated in numerical terms for better understanding of impact. Post
the initial assessment, improvement is done in product design, and the life cycle
assessment is done once again to evaluate the improvement. This cycle of improve-
ment in sustainability is continued until the desired results are obtained. According
to the author, the process of life cycle assessment can be done easily with the help
of various software, but the data of processes may vary significantly [12].

The sustainable design is the combination of tools and frameworks that ensures
that the sustainability of the product is improved. The main tools and frameworks
that are studied in the paper are life cycle design of the product, reduction of material
and energy consumption, reducing the overall toxicity of the product, and improving
the renewability and biocompatibility of the product. Other than this, the paper also
discusses the process of improvement in sustainability after the use of the product in
form of disassembly and recyclability improvement of sub-assemblies [13].

Quality function deployment is a tool that is used to capture the voice of customers
during the design process. The tool has beenwidely used in the industry by the design
engineers. An advancement to the existing tools not only captures the voice of the
customers but also improves the sustainability index for the product. This developed
tool is known as quality function deployment for the environment. In the process
of the application of quality function deployment for the environment, it is divided
into four phases. In the first and the second phases, the design engineers identify the
components in the products that must be focused on the environment, and in the third
and fourth phases, the environmental aspects are improved for the components that
were identified in the first and the second phases [14].

The process of modular design is dividing the product into sub-assemblies and
systems rather than amalgamating it as a complete product. The main implications
of the modular design are that the variety of the products can be developed by
dividing the product into modules and then assembly of various modules to develop
product variety. According to the author, there have been significant increments in
the paper that connect modular design and sustainability within the decade [1]. Based
on a detailed literature review, it was determined that modular design has a positive
impact on the sustainability of the product and also has a positive impact on the
societal and innovative aspects of sustainability. The aspects of modular design that
have a positive impact on sustainability are improvement in the green supply chain,
emission reduction in terms of the systems, and climate change [1] (Table 1).

3 Methodology

Analytical hierarchy process is an effective tool to develop results of a complex
decision-making condition [5]. The method will be helpful in ranking the sustain-
ability tool in order of their utility in the process of sustainable product design. The
AHP method also introduces the consistency of the data to reduce the bias form the
data. In AHP, pairwise comparison is done based upon the weighted score for each
of the decision-making alternatives; the results of this pairwise comparison yield the
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Table 1 Summary of literature review

Tool Description Paper

Computer-aided design Elaborates the use of the computer-aided design
such as a reduction in time for product
development, better visualization, and others for
improvement in the sustainability of the product

[8]

Computer-aided design and
design for manufacturing

Improved the sustainability of modular switch
with the help of the computer-aided design and
computer-aided manufacturing processes

[7]

Computer-aided design and
computer-aided engineering

Improved the sustainability of the rotary switch
with the help of computer-aided design and
computer-aided engineering processes

[8]

Computer-aided manufacturing Used a novel tool cax for improvement of the
sustainability of the manufacturing process

[9]

Sustainable manufacturing and
design for sustainability

Elaborated the principles and application of
green manufacturing and green design for
sustainability

[10]

Design for sustainability The author explained the significance of design
for sustainability and various aspects that are
related to it

[4]

Green manufacturing In this paper, the author developed an algorithm
to ensure green manufacturing, by reducing
time and cost for machining

[11]

Life cycle assessment The author explained the tool of life cycle
assessment as an important tool for the
evaluation of sustainability of the product life
cycle

[12]

Design for sustainability The author discusses the various tools and
framework for the design of sustainability form
birth to death of the product as an integrated
approach for the design of sustainability

[13]

Quality function deployment for
environment

The author explained that quality function
deployment for the environment is an extension
to the existing QFD tool for capturing the voice
of customers and improving the sustainability of
the product

[14]

Modular design According to the author, modular design has a
positive impact on the sustainability of the
product. It can also be used by design engineers
to improve product utility and sustainability at
the same time

[1]

results. Finally, a score is generated to rank the alternatives for better decision-making
[15].

TheAHPmethod is divided into five steps; the first step is the pairwise comparison
between the alternatives; the second step is the development of a comparison matrix;
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the third step is the computation of the priority vectors; the fourth step is calculating
the consistency ratio; and the final step is determining the ranking of the factors [5].

The first step of the AHP is a pairwise comparison, and suppose N is the total
number of the factors for which priority has to be estimated, then the total number
of the pairwise calculation is given by the relationship expressed in equation one.

C = N (N − 1)/2 (1)

A scale is used for the pairwise comparison, which has ten ratings. The first rating
is the one which is given if weightage is the equivalent to both the factors. Three is
used for slightly favorable, five for strongly favorable, seven for very favorable, and
nine for extremely favorable. In the next step, a comparison matrix is made from
the pairwise comparison. The order of the priority matrix is equal to the number of
factors. For example, if the number of the factors are six, then the priority matrix will
be of size 6 * 6. In the priority matrix, the diagonal elements are kept one and the
upper triangular elements are filled with the observation of the pairwise comparison
and the lower triangular matrix is the inverse of the upper triangular matrix. The
results of the AHP are given by the eigenvectors of the priority matrix [5]. The
eigenvectors are known as priority vectors of the calculations.

To reduce the bias in the calculation, the consistency index and the consistency
ratio are calculated. The consistency index is given by the formula expressed by
equation number two.

CI = (λ − N )/N − 1 (2)

where CI is the constituency index, λ is the maximum value of the eigenvalue, and
N is the number of the observation. The consistency index is used to calculate the
consistency ratio for the calculations. The consistency ratio is calculated using the
formula expressed in formula three.

CR = CI/RI (3)

where CR is the consistency ratio and RI is the random consistency index based
upon the number of observations. It must be noted that the value of the consistency
ratio must be less than 10%; if it is more than 10%, then the values are rejected and
new values are added for calculations [15]. The last step in the method is ranking
all the observations; in the process of ranking, the priority vectors are converted into
percentages, and the observations that have higher values are given higher rank as
compared to those which have lower values.
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Table 2 Results of AHP and ranking of tools

Rank Tool Priority (%) + (%) − (%)

1 Design for sustainability 44.6 26.6 26.6

2 Modular design 19.0 7.8 7.5

3 Life cycle assessment (LCIA) 17.9 7.8 7.8

4 Quality function deployment for environment 8.6 4.8 4.8

5 Computer-aided engineering 4.5 1.3 1.3

6 Computer-aided design 2.8 1.2 1.2

7 Computer-aided manufacturing 3 1.1 1.1

4 Application of Methodology

Based on the literature review, the tools that were selected for application of method-
ology are computer-aided design, computer-aided manufacturing, computer-aided
engineering, life cycle assessment (LCIA), design for sustainability, quality function
deployment for environment, and modular design. The main reason for the selection
of these tools was their close association with the design process and that they can
be easefully applied at the design step itself.

To determine the values for pairwise comparison, a google form was sent to X
numbers of the design engineers who have all the experience in product designing.
The results that were received from the google forms were averaged out, and AHP
method was executed on the data on an online program for AHP calculation. The
results for the data are shown in Table 2.

Number of comparisons = 21.
Consistency ratio CR = 7.6%
Principal eigenvalue = 7.612.
Eigenvector solution: 6 iterations, delta = 4.1E-8.
The decision matrix based upon the eigenvalue is shown in Fig. 1, and the

consolidated results are shown in Fig. 2.

5 Results

Based on the application of AHP, it can be identified that the design for sustainability
is a prior tool for improvement in sustainability of the product by the design. Themain
implications that can be developed from this is that it mainly focuses on sustainability
at core; hence, sustainability improves [11]. The tool that ranks at number two is life
cycle assessment for improvement in the sustainability of the product, and post this,
it is the modular design and quality function deployment for the environment. Even
though computer-aided design, computer-aided manufacturing, and computer-aided
engineering are significant tools for product design, they were ranked lower when
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Fig. 1 Decision-making matrix

Fig. 2 Consolidated results of AHP
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compared to the primary tools for improvement in sustainability. The reason behind
this is that they are not primarily focused on improvement in sustainability, but the use
of these tools in the process of product design has a definite impact on improvement
in sustainability.

6 Conclusion

Sustainability is the main need of the hour, and it is important to integrate sustain-
ability with the process of the product design. The paper identified the tools for
sustainable product design and then ranked them based on priority using the AHP
method. The data that were collected for the AHP method were based on the data
form product design engineers. The outcome of the paper shows that the design
for sustainability is one of the primary tools that will help in improving sustain-
ability at the product design level and complete product life cycle. The other tools
that were identified were modular design, life cycle assessment (LCIA), quality
function deployment for environment, computer-aided engineering, computer-aided
design, and computer-aided manufacturing. Application of these tools in the context
of sustainability will have a definite improvement in the sustainability of the product.

The future scope for research is the identification of case study and quantification
of the improvement in sustainability with help of each tool at the individual level.
Post these studies, it can also be conducted by combining the tools and quantification
of impact for better comprehension of the impact of sustainability.
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Design and Optimisation of Annulus
Combustion Chamber of Gas Turbine
Engine: An Analytical and Numerical
Approach

Ramakrishna Balijepalli, Abhishek Dasore, Upendra Rajak,
Y. Siva Kumar Reddy, and Tikendra Nath Varma

1 Introduction

Bigger and faster aircrafts operating at higher altitudes employ the gas turbine engine
for the propulsion. These engines are much simpler in construction compared to
the piston engine and operate at higher speeds handling much larger flow rates of
air and fuel. Principal components of the gas turbine are compressor, combustion
chamber and turbine. According to mass inflow rate, speed and altitude of aircrafts
gas turbine engines are classified as follows; turboprop engine, turbojet engine and
turbofan engine [1].

The gas turbine combustion chamber is one of the most critical components to be
designed, because itmust ensure a stable operation in awide range of air/fuel ratio and
load. Combustor is one of the main subsystems of the engine where the most varied
and complex physical phenomena take place. Highly 3D flows, turbulent, dysphasic,
mixed flows, complex chemical reactions, unsteady and multidimensional flow of
heat transfer and radiative flows are some of the problems. The various applications
of gas turbine engines have imposed various requirements for combustion system.
Often, the various conflicting requirements placed on the combustion systemcan only
be resolved by specialised designs.Among several calculations involved in the design
of a combustion chamber, the reference area is themost important physical parameter,
especially by the great impact on other dimensions. In general, this parameter must
be calculated from an analysis of the limitations imposed both chemical reactions
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and aerodynamics, i.e. based on combustion process requirements and maximum
pressure drop allowable in the combustion chamber, respectively [1, 2].

Dias et al. [3] were carried out numerical investigation of the impact of reference
area of the combustion chamber on its velocity profile, temperature distribution,
mixing process and flame behaviour. The results are compared with actual reference
area calculated using analytical equations by Lefebvre [1]. Finally, it came to a
conclusion that some modifications applied to reference area give the best results
particularly by improving the combustion process and flame behaviour.

Overall design of a gas turbine and its parts works on producer gas was done by
Srinivasa Sharma et al. [4]. It was observed that the energy density of producer gas
with air is more than methane and other conventional liquid fuels, and the generation
of NOX is predicted at higher temperatures.

Chaudhari et al. [5] were carried out 3D numerical simulation (using Ansys CFX)
of annular combustion chamber design of a 20 kWgas turbineworkingwith kerosene
as fuel. The results revealed that, as per their design, the combustion chamber may
get burned due to the flame was touched the liner of it.

Three newly developed designs of combustion chamber were introduced by
Ambrish Babu et al. [6] after successful trials. CFD analysis of these three models
was carried out to investigate the exit temperature profile and pattern factor of a
gas turbine combustion chamber. The outcomes showed that Design 3 gives the best
performance results as compared to other two designs. A similar kind of work was
executed byBalakrishnan et al. [7] to optimise the best design of combustion chamber
of a gas turbine.

Sravan Kumar and Punna Rao [8] have been researched a 3D numerical design of
complete gas turbine combustion chamber to examine various performance parame-
ters such as temperature profiles and turbulence intensity of combustion process by
choosing methane as working fuel. A maximum temperature of 2500 K is noticed
during the combustion process, and also, the turbulent intensity nearer to injector
was very high compared to its inlet which states that a superior air–fuel mixing and
an efficient combustion process.

Alarami and Elfaghi [9] were done the theoretical design of combustion chamber
of gas turbine to optimise its geometrical dimensions for achieving efficient combus-
tion results. A similar kind of work was also done by Conrado et al. [10] to design
and analyse the gas turbine.

A newmathematical model of primary area of turbojet enginewas initiated, devel-
oped and tested by Davidovic [11] to determine the overall efficiency of combustion
chamber. Tests agreed that the designed model can predict the operation of turbojet
engine.

Theoretical design of gas turbine was studied by Hashim [12] in order to estimate
various parameters such as length of flame tube, air flow distribution in the chamber,
exit temperature, combustion reference area and stoichiometric air–fuel ratio. A
similar kind of work is done by Priyant Mark and Selwyn [13] with the help of
Ansys software.
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A 3D numerical simulation of tubular-type combustion chamber of a gas turbine
was carried out by Bhimgade et al. [14], and the results were compared with existed
experimental results and found a good agreement between them.

Effect of the dilution hole area on pattern factor of gas turbine combustor was
numerically analysed byRanjith et al. [15].Results revealed that a decrease in dilution
hole diameter is the most favourable condition improving pattern factor.

After going through a number of papers and designs for the combustion chamber,
we were eager to design a combustion chamber with the least possible dimensions to
cater to the need for lesser sized combustors, along with fulfilling other requirements
of adequate temperature at the inlet of the turbine, so that the blades made up of
expensivematerials do not undergo undue thermal stresswhich leads to their damage,
thereby increasing the turbine life which directly increases the effective life of the
engine.

The main problem encountered during the reduction of the length of the liner of
a combustor is the maximum exit temperature. The maximum outlet temperature
remains high causing damage to turbine blades. This outlet temperature escalates to
high values if the liner length is reduced even by a few units.

Pattern factor (PF) is a measure of the overall temperature distribution. It is one
of the most important, at the same time, the most difficult problems in the design and
development of gas turbines. A lower value of pattern factor, i.e. around 0.45–0.85,
is desirable as it reflects the fact that the temperature is evenly distributed across
the turbine blades without inducing much thermal stress on any particular section of
the blade. In this paper, we have given major consideration in optimising the pattern
factor after reducing the liner length to 152 mm, which is the least dimension in its
class of combustors, and the next being 157 mm.

2 Methodology

The inlet parameters play a vital role in determining the dimension of the combustor.
Apart from the inlet conditions, the exit temperature is another important considera-
tion taken into account. The inlet conditions for the combustor, i.e. the condition of
the air coming in after passing through the compressor stages is as specified in Table
1.

The most important dimension when designing a combustor is the reference area.
The reference area is the effective area where the air is inlet into the annulus region

Table 1 Inlet parameters of
the combustor

Parameter Value

Temperature 743 K

Pressure 20.83 MPa

Air mass flow rate 28.71 kg/s

Fuel flow rate 0.638 kg/s
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of the combustor. The shaft used to couple the turbine and the compressor passes
through the centre around which an annulus combustion chamber is fitted.

The reference area (Aref) is calculated using two different considerations, namely:
chemical rate control and aerodynamic. The reference area is estimated using Eq. (1)
by the aerodynamic consideration.

Aref =
√[

R

2
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3
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)(
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qref
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p3

�p3−4

)]
(1)

where R—gas constant (287 J/Kg.K), m3, T 3, P3—combustor inlet values of mass
flow rate, temperature and pressure, respectively, ΔP3-4—pressure loss along the
combustor (usually taken as 6% of inlet pressure) and Qref—dynamic reference
pressure.

Dynamic reference pressure (Qref) is calculated as using Eq. (2),

qref = 0.5ρ3V
2
ref (2)

where V ref is the reference velocity and is estimated by using Eq. (3).

Vref = m3

ρ3Aref
(3)

An initial rough value of Aref is assumed which is used to calculate the value of
V ref.

Reference diameter (Dref) is evaluated using Eq. (4),
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π
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}
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(4)

where the inner diameter of the combustor (Din) is taken as 380 mm, which is a
standard size. After the reference area, the liner area is calculated using Eq. (5).
Liner area varies from 0.65Aref to 0.67Aref. Hence, the liner area is taken as

AL = 0.66 Aref (5)

The annulus area (Aan) is the difference between Aref and AL and can be evaluated
from Eq. (6),

Aan = Aref − AL (6)
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After finding out the areas, the liner length is calculated followed by the other
dimensions. Liner length is calculated using Eq. (7), in such a way that the temper-
ature at exit does not exceed the temperature of 2150 °C. For this purpose, the liner
length must be chosen adequately, and it must be neither too small nor too long as it
will give either a higher temperature or a low value of thrust.

LL = (−DL)

0.05
(

�pL
qref

)
ln(1− PF)

(7)

where DL—liner diameter, ΔpL—pressure loss across the liner and PF—pattern
factor. A liner pressure loss of about 3% is assumed. The PF used for design
calculation purpose is 0.25.

PF is estimated using Eq. (8),

PF = (Tmax − T4)

(T4 − T3)
(8)

where T4 is exit temperature and Tmax is maximum exit temperature.
The length of each zone is calculated with the help of the formulas (Eqs. 9, 10)

mentioned below: Primary zone length is estimated by Eq. (9),

LPZ = 3

4
DL (9)

And, secondary zone length is evaluated by Eq. (10),

LSZ = 1

2
DL (10)

The remainder length is taken as the dilution hole length and is estimated by
Eq. (11),

LDZ = DL
[
3.83− (11.83PF) + (

13.4(PF)2
)]

(11)

For calculating the number and dimensions of the main holes in each zone and
also the cooling holes, the required mass flow rates and bypass ratio are critical. In
a jet trainer aircraft, the bypass ratio is very low. The mass flow rate for the liner is
found to be 4.2 kg/s, whereas for the casing, spacing is 7.77 kg/s. The ratio of casing
mass flow rate to liner mass flow rate gives the bypass ratio, which equals to 1.8.
Hence, it is a low bypass.

The air passing through the swirler is the mass flow rate through the liner inlet
spacing, which is 4.2 kg/s, i.e. 14.6% of total air. The air in the casing space is the
bypass air and is almost about 28% of the total air. The lower limit of air flow is
taken through each zone, leaving about 25% air for the cooling purpose (shown in
Table 2).
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Table 2 Air flow rate though
various regions

Region Percentage of air flow (%)

Bypass 20–40

Swirler 12–20

Primary zone 15–20

Secondary zone 8–10

Dilution zone 8–10

In order to provide 15% of air in the primary zone, a total of 36 holes, on each of
outer and inner liner, are taken. The diameter of each hole can be taken as 15.12 mm.
Only 8% air is required in the other two zones; hence, the number of holes is taken
to 20 in each zone on each liner. These holes have a diameter of 15.02 mm.

The cooling air required is 25.3%. In order to provide this quantity of cooling air,
cooling holes are provided in each of the three zones. A total of 740 cooling holes
are taken on each liner. These 740 holes are divided into 3 zones as: 250 + 240 +
250. The 250 holes in a primary zone are of 3.95 mm in diameter, whereas the 240
holes in the secondary zone are 2.4 mm. The remaining 250 holes in the dilution
zone are of 3.29 mm in diameter.

The diffuser and the swirler are other parts that are designed as required. The
length of the diffuser plays a vital role in helping the compressed air to bring to
acceptable velocity levels so that the combustion takes place within the primary
zone of the combustor. The diffuser length is taken as 50 mm. Generally, the diffuser
angle varies from 14° to 20°. For our design, we chose the angle to be 18°, which
helped us achieve an acceptable velocity of 35.83 m/s.

The swirler is responsible for creating the toroidal vortex that is necessary for
the creation of turbulence to ensure the proper mixing of the air–fuel mixture. The
swirler blades perform the previously said functions. These blades are given a twist
of about 60°–80°. The spray cone angle which sprays the fuel in the combustor is
usually taken as 75°. In our design, the blade angle taken was equal to 80°. This value
of the blade twist led to a proper turbulent air–fuel mixture being created. There were
18 swirlers placed in the circular region which are equispaced to each other.

Finally, the exhaust is designed such that it mixes well with the cold jet of air
coming from the bypass without adversely impacting the output thrust. To get a
thrust, the combusted mixture must pass through a nozzle. If the nozzle length is too
large, the thrust is reduced; if it is too small, the exit temperature remains considerably
high. Therefore, a compromise between the two was achieved with an exit nozzle of
25 mm. The liner spacing at the exit was taken as 36 mm.

The first design or our base design did not give satisfactory results, which led us
to make a few changes in the geometry of the combustion chamber to get the desired
result. A number of changes were made in successive designs before arriving to a
final geometry that gave the desired output characteristics.

The dimensions of the base design area as tabulated in Table 3.
The details about the holes of the combustor are presented in Tables 4 and 5.
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Table 3 Geometric values
for base design

Geometric detail Notation Dimension/value

Reference area Aref 0.08217 m2

Dynamic reference pressure Qref 6271.30 Pa

Reference velocity V ref 35.83 m/s

Internal diameter Din 380.00 mm

Reference diameter Dref 60.00 mm

Liner area AL 0.0524 m2

Liner diameter DL 42.00 mm

Liner length LL 152.00 mm

Primary zone length LPZ 32.00 mm

Secondary zone length LSZ 21.00 mm

Dilution zone length LDZ 49.00 mm

Liner inlet spacing 10.00 mm

Casing inlet spacing 27.00 mm

Diffuser length 50.00 mm

Diffuser angle 180

Swirler blade angle 800

Swirler diameter 20.00 mm

Swirler length 10.00 mm

Fuel nozzle diameter 6.00 mm

No. of swirlers 18 units

Bypass ratio 1.8:1

Exhaust nozzle length 25 mm

Liner exit spacing 36 mm

Casing exit spacing 40 mm

Table 4 Main holes on each
liner in base design

Zones Number of holes Diameter of holes (mm)

Primary 36 15.12

Secondary 20 15.02

Dilution 20 15.02

Table 5 Cooling holes on
each liner in base design

Zones Number of holes Diameter of holes (mm)

Primary 250 3.95

Secondary 240 2.4

Dilution 250 3.29
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Table 6 Geometric design
values for the final design

Geometric detail Notation Dimension/value

Reference area Aref 0.08217 m2

Dynamic reference pressure Qref 6271.30 Pa

Reference velocity V ref 35.83 m/s

Internal diameter Dint 380.00 mm

Reference diameter Dref 60.00 mm

Liner area AL 0.0524 m2

Liner diameter DL 42.00 mm

Liner length LL 152.00 mm

Primary zone length LPZ 60.00 mm

Secondary zone length LSZ 15.00 mm

Dilution zone length LDZ 32.00 mm

Liner inlet spacing 10.00 mm

Casing inlet spacing 27.00 mm

Diffuser length 50.00 mm

Diffuser angle 18°

Swirler blade angle 80°

Swirler diameter 20.00 mm

Swirler length 10.00 mm

Fuel nozzle diameter 6.00 mm

Swirler diffuser length 30 mm

No. of swirlers 18 units

Bypass ratio 1.80:1

Exhaust nozzle length 20 mm

Liner exit spacing 34 mm

Casing exit spacing 40 mm

The major dimensions remained same in all the changed geometries, with little
tweaking done to finer details like number and dimension of main holes and cooling
holes. In a few designs, baffles were added to the main holes to create turbulence and
ignite the fuel in the primary zone. The overall length of the combustor remained
constant, while the lengths of individual zones were changed.

A major change in the final design was the removal of main holes from the
secondary zone. The dimension of cooling holes was more or less the same, but
the number of holes was changed. The length of primary and dilution zones was
increased considerably, while the secondary zone length was reduced to a minimal.
After doing the changes, the final geometry at which we arrived had the following
values and presented in Table 6.

The details about the holes of the combustor are as follows:Main holes and cooling
holes on each liner are represented in Tables 7 and 8, respectively.
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Table 7 Main holes on each
liner for final design

Zones Number of holes Diameter of holes (mm)

Primary 36 12

Dilution 18 15.12

Table 8 Cooling holes on
each liner for final design

Zones Number of holes Diameter of holes (mm)

Primary 162 4

Secondary 234 2.5

Dilution 234 3

All the calculations done using the formulas gave values which became the base
values of our model. These values were then later edited to suit the outlet require-
ments. The changes in themodel weremade after precisely considering all the factors
and also keeping in mind the technical limitations and demands. Using all the calcu-
lations done with the help of the formulas stated above, all the design values were
found out. These values were then used to model the combustion chamber in CATIA.
After the design was done, the CAD model was then analysed on Ansys, with the
given set of boundary conditions (shown in Fig. 1).

In order to get the desired pattern factor and exit temperature with the required
liner length, a number of different designs were considered. A lot of modifications
were done to the initial design, which acted as the basemodel onwhich the geometric
changes were done. The boundary conditions provided for running of iteration on
all the designs were same and were taken as the inlet conditions of the combustor.
Since taking the entire designed model for the purpose of analysis on ANSYS would
be cumbersome and time consuming, a 20° cut section was taken which could then
be rotated and replicated to get the entire output profile.

Before starting the run, the designed model was meshed with a tetrahedral mesh
in Ansys ICEMCFD, and all the necessary geometric clean up was done in the same
on each design in consideration. After geometric clean up and meshing are done, the
design is imported into Ansys CFX where the boundary conditions are given and the

Fig. 1 a Side view and b Oblique view of cut section of combustor
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Fig. 2 Boundaries constrained and defined

fluid domain is specified. Each face of the model is given the attributes, and the test
run is initiated (Fig. 2).

3 Results and Discussion

After an ample number of iterations, when the output result attains a steady state (i.e.
converged), the reading of themaximumand average exit temperatureswas recorded.
Thus, after performing test runs on four designs (Model 1, Model 2, Model 3 and
Model 4), the desired output was achieved. These recorded temperatures were used
to calculate the pattern factor.

3.1 Model 1

The contours of temperature were estimated for different planes of Model 1 and
shown in Figs. 3 and 4. In the first model shown in analysis, the exit profile was as
follows: maximum temperature—2641.28 K, average temperature—1417.41 K and
pattern factor—1.83.

The pattern factor obtained in the base model was 1.83. This is a lot higher than
the desired value. The pressure loss was only 0.13% which is way to less for real
purpose. In order to get a lower pattern factor, there were a few changes made to the
base design. The main holes in the dilution zones were removed and instead a row
of cooling holes was added. In addition to the previously mentioned changes, there
were baffles that were also added to the main holes in the primary zone. This did help
to reduce the pattern factor to 1.63. The pressure loss was increased to a much more
suitable value of 3.58%. Though the values improved from the previous design, it
was still not suitable for practical purposes.
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Fig. 3 Model 1 temperature contour in XY plane

Fig. 4 Model 1 outlet temperature contour in YZ plane

3.2 Model 2

The contours of temperature were estimated for different planes of Model 2 and
shown in Figs. 5 and 6. In the first model shown in analysis, the exit profile was as
follows: maximum temperature—2407.07 K, average temperature—1379.02 K and
pattern factor—1.63.

On further changes from the previous design, the baffles from the main holes in
the primary zone were eliminated, and also, the extra row of cooling holes in dilution
zone was also removed. This gave a much more desirable patter factor of 0.95. The
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Fig. 5 Model 2 temperature contour in XY plane

Fig. 6 Model 2 outlet temperature contour in YZ plane

average and maximum exit temperatures were also within the desired limits. The
only drawback of this design was a not-so-desirable outlet profile.

3.3 Model 3

The contours of temperature were estimated for different planes of Model 3 and
shown in Figs. 7, 8 and 9. In the first model shown in analysis, the exit profile was
as follows: maximum temperature—2072.2 K, average temperature—1425.5 K and
pattern factor—0.95.



Design and Optimisation of Annulus Combustion … 565

Fig. 7 Model 3 temperature contour in XY plane

Fig. 8 Model 3 outlet temperature contour in YZ plane

In order to address the drawbacks of the previous model, a fewmore changes were
made to the design. In this, the main holes in the secondary zone were eliminated
while adding these in the dilution zone. In this model, the combustion is completed
in the primary zone with the unburnt residual fuel being burnt in the secondary
zone. The pattern factor achieved with this design was an exemplary 0.935. The
exit temperatures were also very good. The outlet temperature profile is almost the
ideal profile required for a combustor. It is evident that these results are not desirable
and will cause damage to turbine blades. Hence, the final design (Model 4) taken
into consideration corrects the mistakes in the previous designs and gives a more
satisfactory output.
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Fig. 9 Model 4 temperature contour in XY plane

3.4 Model 4

The contours of temperature were estimated for different planes of Model 4 and
shown in Figs. 9 and 10. In the first model shown in analysis, the exit profile was as
follows: maximum temperature—2407.07 K, average temperature—1379.02 K and
pattern factor—1.63.

Therefore, it can be concluded that the design and analysis of the designed combus-
tion chamber are successful as it optimise the designed model to a large extent to get
the desired pattern factor and outlet temperature profile.

Fig. 10 Model 4 outlet temperature contour in YZ plane
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4 Conclusion

The optimised design of the combustion chamber in a gas turbine is a key element of
this present paper. The current methodology investigates the calculation of primary
design parameters from benchmarking of ongoing industry standards and achieving
optimised parameters. The several geometric dimensions of the combustion chamber
are estimated dependent on various empirical equations. The entire combustion
chamber is numerically simulated by usingAnsys software, and results are presented.
Four newly developed designs were taken into consideration to carry out CFD simu-
lation. The maximum temperature, average temperature and pattern factor for all the
four design models were estimated and concluded that Model 4 gives the best output
results.
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Nomenclature

A Heat exchange area
(
m2

)

B Width of the plate (m)

Cp Specific heat (J/K )

C Cost
D Diameter (m)

GA Gradient algorithm
GFA Gradient-free algorithm
h Heat transfer coefficient

(
W/m2K

)

H Hours
Kplate Thermal conductivity of the plate (W/mK )

L Plate length (m)

ṁ Mass flow rate of fluid (kg/s)
i Annual discount rate
�p Pressure drop
Q Heat flow rate (W )
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R f Fouling factor
(
m2K/W

)

S Plate spacing (m)

T Temperature (K )

U Overall heat transfer coefficient
(
W/m2K

)

x Thickness of the plate (m)

η Pump efficiency
ρ Density of the fluid

(
kg/m3

)

Subscripts

mc Manufacturing cost
oc Operating cost
ec Energy
m Mean
min Minimum
max Maximum
h Hydraulic
f Fluid
hi Hot in
ci Cold in
co Cold out
ho Hot out
Outer Out side
Plate Wall/plate
Hot Hot side
Cold Cold side

1 Introduction

HXs are the devices utilized for the efficient transmission of heat energy from one
system to the other. A basic heat exchanger consists of two flow streams of hot and
cold fluids which are parted by a solid wall. The quantity of heat transfer relies on
factors such as fluid flow type, heat transfer area and thermal conductivity of the wall
[1]. SPHX refers to a pair of long flat plates that are looped to form two conduits in a
counter-flow arrangement. SPHX is simple, sophisticated, the concentrical shape of
the flow passageways, and the studs generate turbulence even at the lower Reynolds
number [2, 3]. SPHXs are common in petrochemical, food, paper industries for
evaporation and condensation processes. These are ideal for cooling slurries and
fluids with high viscosities [4, 5].
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Optimization of heat exchangers is a challenging area. Optimization quest may
be viewed as a design procedure, in which any number of feasible parameters will be
examined according to the requisites. Diminishing the capital costs of material and
running costs of energy requirements are major goals for industrial applications of
heat exchangers [6]. But simultaneously, design ofHXs includes intricate procedures,
viz. choosing geometrical and dynamic constraints for design, cost approximation
andmaximization.Usually, the design job is a complex examinationmethod (trial and
error process), due to the combined values of constraints of geometry, in addition to
this, the designed HX is assessed with reference to the state of specific requirements
like exit temperature, heat load and pressure decrement [7]. From this viewpoint,
there is a continuous scope that the intended outcomes are not the optimal. Therefore,
investigators attempt to enhance thermal equipment via optimization methods and
many thought-provoking and efficient works have been reported in recent time [8, 9].

Wang et al. [10] created a new procedure for optimizingHXdesigns, and they vali-
dated the proposed technique by an industrial circumstance application. A novel and
efficient software has beendevelopedby Jia et al. [11, 12] to optimize aheat exchanger
in which data procurement and process diagrams are encompassed. Reneaume et al.
[13] developed mathematics-based formulations for optimizing HXs and proposed a
tool for the CAD. They also elucidated the solution approaches under several designs
and working constraints. Recently, GA and GFA have gained much consideration
in thermal engineering for resolving real-life problems [14]. Applications of these
algorithms into HXs optimization have a robust capability of exploration and joint
maximization and can effectively enhance and envisage thermal problems.

In the optimization of HXs, a trade-off between heat transmission and pressure
diminution should be considered as shown in Fig. 1. In general, high flow velocities
indicate a large heat transfer coefficient and hence a lesser heat transfer area and
subsequently lower initial cost. However, high velocities will usually lead to large
pressure fall and hence a high-power consumption and large operational costs [15,
16]

Fig. 1 Economic
optimization of HXs
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In the current examination, GA technique ‘fmincon’ and GFA method ‘genetic
algorithm’ are used to obtain optimal design of the SPHE with the design variables
being pressure drop on hot and cold fluids, outer spiral diameter, length and width
of the plate. Minimization of the total cost, i.e. the operating cost and the initial
investment, is considered as cost function. In order to demonstrate the potentiality
of fmincon and genetic algorithm case, studies reported by Segundo et al. [17] were
considered. The proposed methods of fmincon and genetic algorithm are not novel,
but the application of these into SPHE maximizations for different objectives with
various restraints is attractive, and the outcomes are expectantly interesting which
are beneficial for further exploration.

2 Physical Model and Design Conditions

From the literature analysis, it is noticed that high effectual, small space, less weight
and low price are the common goal in SPHX design. In practicality, there are two
design prerequisites. The first one is to reduce the space and annual price of the
SPHX as much as attainable under a specified efficacy and a permissible pressure
loss. The second requisite is to enhance the efficacy significantly. Before the start
of optimal design of SPHX is conducted, the optimization goal should be examined
based on the distinct requisites. Predominately, the lowest total space and annual
price are analysed in the present investigation. In addition, the lowest pressure falls
of both hot and cold sides of SPHX are also taken as an objective.

In the present work, a SPHX is examined. A typical cross-sectional view of SPHX
is shown in Fig. 2. For such a SPHX, the two fluids are in counter-flow arrangement
with variousmass flow rates under designated heat load. There are numerous geomet-
rical constraints which may be considered as maximization variables like pressure
fall on both sides, exit diameter of spiral passages, length and width of spiral plate.

Fig. 2 Schematic of SPHX
with the indication of inlets
and outlets for both fluids
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Thematerials of the plate are stainless steel (UNSS30400)with thermal conductivity
of 14W/mK . A thumbnail description of the GA, GFA and selection of variables
and constraints are elucidated in subsequent section for better understanding.

Wind-driven optimization adopted bySegundo et al. [17] usesLagrangian descrip-
tion of flow process due to its infinitesimal fluid particle collection motion. In the
present work, fmincon and genetic algorithms are adopted. The fmincon a GA tech-
nique is the best approach for nonlinear optimization problems, since, even if runwith
random start, it is still faster than other methods and often results in fewer function
cells. It employs a Hessian as an optional feed in [18]. The genetic algorithm a GFA
is maintained by a population of parent individuals that represent the latent solutions
of a real-life problem. For example, the design engineer may inscribe the design
constraints into corresponding binary string that is represented as individual [19].
An exact variety of sets of design constraints correspondingly become a population
of parent individuals. Figure 3 shows the flowchart of the GFA [20]. Every individual
is assigned a fitness supported on how well every individual fit a given ambient and
then is assessed by survival of fitness. Fit individuals undergo the method of survival

Fig. 3 Flowchart of genetic algorithm
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choice, crossover and mutation, leading to make next generation, called kid individ-
uals. A novel population is therefore established by selecting good individuals from
parent and kid individuals. After some generations, the algorithm has converted to
the best individual, that in all probability indicates the best resolution of the given
drawback [21].

3 Optimization

3.1 Mathematical Modelling

The thermal equilibrium for a heat exchanger is given by Eq. (1).

Q = mhCh(Thi − Tho) = mcCc(Tco − Tci ) (1)

The physical principle is law of conservation of energy, with an assumption
of adiabatic boundary condition with the surrounding. When the temperatures at
inlet and outlet are pre-defined, novel method to evaluate the overall heat transfer
coefficient (U) is to utilize the concept of logarithmic mean temperature difference
(LMTD), and the heat duty is calculated as given in Eqs. (2–5).

Q = U × A × LMT D (2)

U = 1
1

hhot
+ 1

hcold
+ x

kplate
+ R f

(3)

LMT D = (Thi − Tco) − (Tho − Tci )

ln
(
Thi−Tco
Tho−Tci

) (4)

A = 2× L × B (5)

The Reynolds number (Re), Prandtl number (Pr) and Nusselt number (Nu) are
attained from following Eqs. (6–10)

Re = mDh

BSμ
(6)

Pr = μCp

k
(7)

Nu = 0.239×
(
1+ 5.54

Dh

Dm

)
Re0.806Pr0.268 (8)
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Dm = Dmin + Dmax

2
(9)

Dh = 2BS

B + S
(10)

By evaluating the Nu, it is feasible to find the heat transfer coefficient by Eq. (11)

h = k f × Nu

Dh
(11)

The pressure drop is obtained by Eq. (12).

�p = 0.00085× Lm2ρ

B2S2
(12)

The outer diameter of the spiral is given by Eq. (13)

Do =
√[

1.28L(Sh + Sc + 2x) + D2
core

]
(13)

The total cost is obtained by summing up the manufacturing cost (Cmc) and
operational cost (Coc) expressed by Eq. (14)

Ctotal = Cmc + Coc (14)

The manufacturing cost (Cmc) is a function of surface of the heat exchanger and
is given by Hall equation

Cmc = 5973× A0.59 (15)

The operational cost can be calculated as follows

Coc =
ny∑

k=1

Co

(1+ i)k
(16)

where Co = P × Cec × H ; and

P = 1

η

(
mhot

ρh
× �ph + mcold

ρc
× �pc

)
(17)
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3.2 Objective Function

The total of a SPHE includes the manufacturing and operating cost, and this is to be
minimized.

Minimize J = Ctotal = Cmc + Coc (18)

The following are the four constraints in this optimization study, and they are with
regard to the pressure drop that occurs as the fluid stream through hot and cold sides,
the total heat load limitation and the size limitation of the SPHE.

�phot − 0.00085×
(
Lm2

hotρ
)

B2S2
= 0 (19)

�pcold − 0.00085×
(
Lm2

coldρ
)

B2S2
= 0 (20)

Douter −
[
1.28L(Sh + Sc + 2x) + D2

core

]0.5 = 0 (21)

Q − (U × 2LB × LMT D) = 0 (22)

All these constraints are highly nonlinear. The design constraints in the inves-
tigation to be optimized are pressure drop in the hot as well as cold fluids, outer
diameter, length and width of SPHE. The values of their upper and lower limits of
all the design parameters are given in Table 1.

The optimized results from the present study are compared with the wind-driven
optimized results. The physical properties of hot and cold streams are adapted from
Moretta et al. [22] and cross-verified in Bidabadi [23] and are mentioned in Table 2.

Additional information needed to calculate the operating costs and heat transfer
coefficients are mentioned in Table 3.

Table 1 Upper and lower
limits of the design
constraints

Property Hot fluid stream Cold fluid stream

Pressure drop in hot fluid 127.75 18.92

Pressure drop in cold side 298.60 273.15

Outer diameter 298.15 285.93

Length 4186.80 3786.12

Width 0.05 2.3
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Table 2 Property values of
hot and cold fluid streams

Property Hot fluid stream Cold fluid stream

Mass flow rate (Kg/s) 127.75 18.92

Inlet temperature (K ) 298.60 273.15

Outlet temperature (K ) 298.15 285.93

Specific heat capacity
(J/kgK )

4186.80 3786.12

Density
(
kg/m3

)
1350 1000

Viscosity (Pa.s) 0.10353 0.00122

Velocity (m/s) 4.4006 3.2597

Table 3 Details for
optimization

Parameter Value

Number of years, Ny 15

Discount rate, I 0.1

Energy cost per watt hour 0.00012

Annual work hours (h/year) 8000

Thermal conductivity of material (W/mK ) 14.532

Fouling factor
(
m2K/W

)
0.000347

Core diameter (m) 0.3048

4 Results and Discussion

For a specified heat duty (Q), gradient and gradient-free optimization techniques
‘fmincon and genetic algorithm’, respectively are used to obtain the optimized design
variables stated in Table 1. The stream properties for the simulation were taken from
case study Moretta et al. [22] as stated in Table 2. MATLAB optimization toolbox
was used to perform optimization, and tolerance for constraints was set to 1e−06.

It can be noticed from Table 4 that GFA outperformed wind-driven algorithm and
fmincon. GA converges to a cost of 20, 572 where a fmincon converges to a cost of

Table 4 Comparison of present results with reported works

Parameter Moretta et al. [22]
(case study)

Segundo et al. [17]
(WDO)

Present work
(fmincon)

Present work
(genetic algorithm)

(�P)hot 110.190 111.198 107.254 163.78

(�P)cold 85.430 45.195 43.592 66.56

Ds 0.849 2.280 1.5 1.5

L 7.8170 5 5 7.367

B 0.9144 0.6720 0.855 0.56

U 1113 75 1551.314 1606.6

Ctotal 44,813 18,186 20,941.279 20,572
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20941.279, which is about 13.5 and 11.5% higher than the wind-driven algorithm.
Even though the goal of the optimization was to minimize the cost, it can be observed
that the overall heat transfer coefficient (U ) which signifies the physical process of
interest is about 95% higher than WDO and 30.7% higher than the case study.

The increase in the cost in the GA as compared to WDO can be quantified to
the increased overall heat transfer coefficient. However, the computation time for
genetic algorithm is higher than fmincon. For a preliminary analysis with constraint
on computation time and facility, it is advisable to utilize gradient-based optimizer
fmincon.

FromFigs. 4, 5 and 6, it can be observed that fmincon converges to optimized value
in two iterations but iterations continued up to four in order to satisfy the specified
tolerance constraints on functional and constraint values, whereas GA searches for

Fig. 4 Optimized parameter plot for fmincon

Fig. 5 Optimized parameter plot for GA
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Fig. 6 Variation of objective function with iteration for fmincon

the optimized values in the complete range with random updates of design variables,
thereby increasing the number of functional evaluations.

5 Conclusions

In the current investigation, thermo-economic modelling and maximization tech-
niques are employed to attain the optimum values of design constraints of SPHX.
Therefore, the extensive thermodynamic modelling of this SPHX is carried out
utilizing MATLAB software program and subsequent inferences are drawn:

1. A novel objective function which comprises manufacturing and operating costs
is defined.

2. The fmincon and gradient algorithm are applied effectively to the multi-
objective maximization of SPHX.

3. The cost of SPHX obtained by fmincon is 53.2% lesser than the ones reported
in case study and 13.1% higher than WDO.

4. The cost of SPHX attained by GA is 54% lesser than the one reported in case
study and 11.5% higher than WDO.

5. It is concluded that the genetic algorithm can be employed in optimizing the
design configurations of SPHX according to various design constraints, viz.
minimum surface area and cost.

6. The present analysis can form a basic paradigm in optimizing the designs of
various types of HXs.
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Numerical Investigation to Study
the Effect of Inlet Inclination
on the Turbulence Intensity
of the Naturally Ventilated Room Using
CFD

Ghogare Abhijeet Ganesh, Shobha Lata Sinha, Tikendra Nath Verma,
and Satish Kumar Dewangan

1 Introduction

The study of indoor thermal comfort deals with the effect of various factors that
contribute to maintaining a favorable environment for an indoor human being.
The term comforts in indoor environment quality studies psychological sensations
and physiological factors such as the combination of acoustics, thermal condi-
tions, and visual and indoor air quality with the help of a mechanically controlled
heating/cooling ventilation system [1]. Indoor environmental quality defines the
combination of all the above factors. For many years, these factors were studied
separately by different experts in the field. Studies show that there is a direct rela-
tionship between indoor environment quality (IEQ), occupant health, comfort, and
productivity [2]. The four major components of IEQ are thermal comfort, indoor air
quality, acoustic comfort, and visual comfort. Thermal comfort is the situation of the
mind that expresses gratification with the thermal environment. Many factors influ-
ence the thermal comfort of the building occupants. These factors are: metabolic rate,
mean radiant temperature, air temperature, clothing insulation, operative tempera-
ture, airspeed, relative humidity, and turbulence intensity [3]. All the above factors
were studied carefully by many of the researchers but the effect of turbulence inten-
sity is paid less attention by the many studies. The inlet boundary conditions get
affected by the turbulence intensity [4]. In this study, efforts have been made to study
the effect of inlet fresh air inclination on indoor turbulence intensity of airflow. This
paper focuses on the following important sections.
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2 Physical Problem

2.1 CFD Model and Case Description

The 3D CFD model of the office with a size of 4.8 × 2.6 × 2.4 m (L × H × W) was
created with ICEM CFD software. The same office design was previously used in
Oleson et al. in experimental work [5] and numerical work in Ganesh et al. [6]. The
paper can refer to the details of the geometry. The roommodeled by CFD is an empty
office roomwith a double-panel radiator. The empty roomwas considered to study the
indoor environmental conditions. Figure 1 shows the empty room, which consists
of a double-panel radiator used for cold air heating purposes, window, insulated
walls including the ceiling and flooring, a modifiable inlet, and an exhaust vent. The
complete description of the geometric model is discussed in detail in the previous
study [6]. The occupied zone has been created in the modeled empty office. The
occupied zone in the office is the area 0.6m away from everywall and up to the height
of 1.8 m, which is generally the preferred zone for a human being for occupation. To
analyze the comfort parameters in the occupied zone, four observation lines (l1, l2,
l3, and l4) were drawn at a distance of X = 0.6, 1.8, 3.0, 4.2 m in the modeled fluid
field of the office. The median plane that passes through the origin and is upright to

Fig. 1 Schematic representation of 3D modeled office
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Table 1 Case study table Case no Inlet inclination (Degrees)

Inclination angle (1) 0

Inclination angle (2) 20

Inclination angle (3) 40

Inclination angle (4) 60

Inclination angle (5) 80

the YZ plane (Z = 0) was likewise traced to study the overall comfort condition in
the room (Fig. 1).

The above officewasmodeled to analyze the indoor comfort environment required
for the modeled room in cold weather conditions. Ambient thermal conditions in
winter can be very cold, and therefore, the fresh −5 °C inlet air stream was taken
from a modifiable inlet. The initial indoor air temperature was patched to 16 °C.
All the walls were perfectly delimited and isolated to avoid the interface of heat
between the interior and exterior environment of the room. For a favorable indoor
environment, the temperature in the occupied zone should be kept in the range of
20–23 °C [3]. The constant heat flux for the dual panel radiator was provided to retain
indoor thermal comfort. For a required indoor environment, the inlet air change rate
kept constant at 7.3 l/s (0.8 h−1) [7].

2.2 Case Description and Boundary Conditions

The detailed case studies performed are listed in Table 1. The present study carried
out numerically using the following five cases. The five independent models were
used to study the effect of inlet air inclination on turbulence intensity of airflow. The
basic boundary conditions used in the study are listed in Table 2.

3 Numerical Methodology

Numerical study of the above problems needs to solve the governing equations of
mass, momentum, and energy listed below, in Eqs. (1–5) [8]. For all types of flows,
ANSYS FLUENT resolves conservation equations for mass and momentum. The
problems involving heat interaction, energy conservation equations must be solved.
Different types of turbulentmodels are available inAnsysfluent, the suitable turbulent
model needs to be selected for the flow field analysis.

∂ρ

∂t
+ ∇.

(
ρ→
V

) = 0 (1)
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Table 2 Boundary
conditions

Geometry Boundary conditions

Inlet
(1) Temperature
(2) Air velocity

Tair = −5 °C

V̇ air = 0.7 m/s

Exhaust Outflow

Window surface temperature TW = 14 °C

Walls Insulated

Double-panel radiator Constant heat flux
To maintain 40–42 °C surface
temperature

Turbulent model k–ε Standard

Radiation scheme DO Radiation

Pressure scheme SIMPLE algorithm, 2nd order

∂(ρu)

∂t
+ ∇.

(
ρu→

V

) = −∂p

∂x
+ ∂τxx

∂x
+ ∂τyz

∂y
+ ∂τzx

∂z
+ ρ fx (2)

∂(ρu)

∂t
+ ∇.

(
ρv→

V

) = −∂p

∂y
+ ∂τxy

∂x
+ ∂τyy

∂y
+ ∂τyz

∂z
+ ρ fy (3)

∂(ρw)

∂t
+ ∇.

(
ρw→

V

) = −∂p

∂z
+ ∂τxz

∂x
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⎛

⎝kef f ∇T −
∑

j
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J j +

(
=
τe f f

..→V

)
⎞

⎠ (5)

Reynolds averaged Navies–Stokes equation was solved using k–ε turbulence
model. The DO radiation model was employed to analyze the effect of thermal
bands of the radiator.

4 Result and Discussion

The thermal comfort in the office room has been obtained using the heating double-
panel radiator. The cold air entering the office is being heated by a double-panel
radiator. The room air temperature was maintained at 23 °C for the thermal comfort
of the indoor occupants. Figure 2 indicates the turbulent intensity variation due to
the inlet air inclination. As the cold air enters from the inlet located exactly above
the radiator, the cold air current tries to settle down on the ground due to its high
density. Subsequently, the inlet cold air near the radiator gets heated and tries tomove
upward toward the ceiling. This flow of cold and downward flow of indoor air occurs
due to the buoyancy effect. The buoyancy effect is stronger near the heating radiator
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(a) 0°  (b) 20°

(c) 40° (d) 60°

(e) 80° 

Fig. 2 Turbulent intensity outlines at mid-plane (Z = 0) in an office with different inlet vent angles
a 0°, b 20°, c 40°, d 60°, e 80°

and inlet vent location. This mixing of hot and cold air in this region results in air
circulations and swirl. The area of this region can be termed as a mixing area. This
high-intensity circulation of air in themixing area is measured in terms of turbulence.
The turbulence also affects the thermal comfort of an occupant. The higher amount
of turbulence of indoor air results in intense cold sensation to occupant and creates
discomfort. For acceptable thermal comfort, the turbulence region should not interact
with the occupied zone. Hence in this study, to control and reduce the mixing area
various inlet vent inclinations were analyzed. From Fig. 2a–e, it can be seen that the
area of themixing region varies as the inlet inclination increases. It is observed that as
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the inlet inclination increases the mixing region contracts at floor level and increases
in the ceiling region. An increase in inlet inclination results in the mixing area since
the cold air directly impinges on the radiator surface and gets heated immediately
and reduces the mixing region length. From Fig. 2a–e, we can see that, as the inlet
inclination increases the region of high turbulence (red-colored) of the fractional
value of more than 0.2 shifts continuously upward in the y-direction. The higher
turbulence in the ceiling region is acceptable as compared to the floor level. From
Fig. 2e, we can see that the turbulence is minimum in the floor level and maximum
in the ceiling region. This arrangement of inlet flow inclination is most favorable for
thermal comfort as compared to the other inlet inclination settings.

5 Conclusions

Controlling only the turbulent intensity does not guarantee acceptable thermal
comfort but there must be a proper balance between all the major thermal comfort
parameters such as thermal comfort and air velocity [9]. But when analyzing the
effect of inlet inclination on turbulence intensity the following outcomes can be
drawn,

• The inclination of inlet flow affects the turbulence intensity in the mixing zone
only.

• The buoyancy effect is predominant in the turbulence intensity.
• The increase in inlet inclination results in direct contact of cold and hot air, and

it reduces the mixing zone.
• The occupancy in the mechanically controlled office should be away from the

inlet vent and heating equipment to avoid discomfort due to turbulent intensity.
• For higher inlet inclination, the region of occupancy is larger and can be closer to

the inlet vent and heating equipment.
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Analysis of Solar Photovoltaic-Based
Water Pumping System in Sehore, India

Shubham Mishra, Shrey Verma, Ambar Gaur, Subhashree Mohapatra,
Subhankar Chowdhury, and Gaurav Dwivedi

1 Introduction

In rural areas and remote places where electrical energy supplied from the grid
is minimal or unavailable due to various constraints [1], solar photovoltaic (SPV)
system can be utilized to meet the energy requirement of the growing population all
across the world as the availability of solar energy is abundant in almost all regions
[2–4]. Earlier in the absence of energy from the grid to power the water pupping
system, diesel generators were used which are not only expensive but also causes
harmful emission to the environment [4]. Solar photovoltaic-based water pumping
system (SPBWPS) requires no fuel for its operation and is environment friendly
[5–7].

Energy generation from the SPV system depends on climatic conditions and
energy from it is generated only during the availability of sunlight only [6]. Hence
to ensure a reliable operation of water pumping system, battery energy storage unit,
biodiesel-based generator, etc., are required [7]. The biodiesel-based generator has
lower emissions levels as compared to the conventional diesel generator system [8].

The efficiency of SPBWPS depends on several factors including climatic condi-
tions, SPV panels, energy storage energy backup units, power controllers, power
converters and inverters, and pumps and motors [9–12]. The software used for simu-
lation helps in system design and optimization of the available energy resources to
get the best results [10]. Analysis of design and simulation results gives a brief view
of the performance of the system and problems that needed to be rectified before
deploying it on the field [11]. There are a lot of software options available to design
SPBWPS including PVsyst software [13, 14]. The designing of the system is easy
in PVsyst, and performance study of the system based on several parameters can be
done using the graphical approach [15].
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In this work, PVsyst 7.1 is used to design the system for a location in Sehore,
Madhya Pradesh, India. The groundwater information of the selected location is
taken from [14]. The paper is divided into four sections. Section 2 contains the
theoretical analysis of system design and simulation of the system using PVsyst 7.1,
and Sect. 3 has a detailed discussion of the results. This work is done to perform
design and simulation analysis of a SPBWPS. This work can be further extended to
on-field implementation of the system and evaluate the difference between design
performance and on-field performance of the system.

2 Methodology

2.1 Theoretical Analysis

This includes analysis of hydraulic power, sizing of PV array, sizing of themotor, and
calculation of the system efficiency. Figure 1 shows the generalized representation of
SPWPS [15]. As all the systems are interconnected in SPWPS with feedback using
water level sensors in tank and groundwater, to control the working of whole system
to make it more efficient. Controller unit controls the level of water in tank to avoid
overflow, has maximum power point tracker (MPPT) to maximize the output of PV
systemwith the variation of solar irradiance level, and controls the ON/OFF of pump
based on the solar irradiance presence and water level in both ground and tank.

Fig. 1 Generalized representation of solar-powered water pump
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Calculation of required Hydraulic power. Ideally, the hydraulic power required to
drive the pump depends on.

• Mass flow rate of liquid
• Liquid density
• Differential height.

Hydraulic power PH (kW) = ρ ∗ Q ∗ g ∗ h

3.6 ∗ 106
(1)

where

ρ = water density (kg/m3).

Q = discharge of water (m3/h).

g = acceleration due to gravity (9.8 m/s).

h = differential head (m), which is the difference in level of groundwater and tank
upper level with the addition of frictional loss.

Motor sizing. The power generated by the PV array is fed directly to the DC motor
with the help of controller that operates the pump. The amount of power required for
the driving of (direct current) DC motor is depending on the pump efficiency as the
motor drive the pump.

Power required by motor PM(kW) = Hydraulic power required by pump

Efficiency of the pump
(2)

PV array sizing. The PV array sizing defines the total size of the solar PV system.
The total power required also depends upon the system’s efficiency.

Total power required from PV array = Power required by motor

Efficiency of the system
(3)

The input power to the system is calculatedwith the help of incident solar radiation
of the solar panel surface.

Pi = Gi ∗ Ac (4)

where

Gi = Incident solar irradiance (W/m2).

Ac = Effective area covered by cells in module (m2).
The unit PV module power output is given by
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Po = VOC ∗ ISC (5)

No. of PV module required for array

Total no PV module in array = Power output required from PV array

Power output form unit module
(6)

PV array efficiency ηp is given by

ηp = Total power used from PV array

PV array capacity
∗ 100 (7)

PV array input power depends on the area covered by the array and the average
total solar irradiance incident on the plane surface of the PV.

Theoretical mathematical calculation. Approximate water requirement for the day
is 40m3 for agriculture use, taking peak sun hour of 8 h/day. Duration of pumping =
6 h.

Flow rate Q
(
m3/h

) = 40/6 = 6.66 = 7m3/h

g = 9.8 m/s2, ρ = 1000 kg/m3, h = 33 m (static head of 30 m with 10% of friction
loss = total head of 33 m)

PH = 1000 ∗ 9.8 ∗ 7 ∗ 33

3.6∗106 = 628.833 W = 0.628 KW

Pump power requirement (if pump efficiency is 49%) = 628.833/0.49 =
1283.33 W.
Total power required from PV array (if system efficiency is 81.4%) =
1283.33/0.814 = 1576.57 W = 1.576 kW.
Input power to the system fromannual solar irradiance,whereGi =5.18W/m2/day
and Ac = 16 m2.
Then Pi = 5.18*16 = 82.88 kWh/day.
The unit PV module power output, where VOC = 14.7 V and ISC = 8.84A.
Then Po = 14.7*8.84 = 130 W.
No of PV module required = 2000/ 130 = 15.38 ≈ 16 panels approx.
Efficiency of PV array = 1576/ 2000 = 0.788 = 78.8%.

2.2 Simulation of Design Using PVsyst 7.1

Details of water well location. The detailed location of the water well is presented in
Table 1.Water level and depth of thewell are decided based on the data GroundWater
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Table 1 Location and water
well information

Name of location for system
installation

Sehore, Bhopal, Madhya
Pradesh

Latitude 23.21° N

Longitude 77.08° E

Altitude 496 m

Name of water resource Deep well to storage

Application Irrigation

Diameter of well 15 cm

Static level depth 30 m

Pump level 50 m

Information Booklet, Sehore District, Madhya Pradesh. Sehore District is nearby of
Chambal andNarmada river basin, whichmakes the predominately agriculture-based
economy in this district. As the major of the irrigation sources are groundwater either
by tube wells or dug wells [14].

Details of the pump, water storage, and piping network. There are variety of
pumps available in market such as submersible, floating and surface water pump
which is further divided into helical, diaphragm type, centrifugal, positive displace-
ment type, divided shaft pump type, whose efficiency varies from 40 to 60% [16].
Table 2 represents the details of the pump, water storage, and piping network. In
simulation, a centrifugal multistage-type pump is used powered by DC brushless
motor of 1500 W with a head of 20–70 m, flow rate at 7.7–4.07 m3/h. Water tank
is assumed made up of fibreglass reinforced plastic of capacity 45m3 and kept at
height of 1 foot, to make gravity flow of water to the irrigation fields, connected with
a polyethylene (PE50) category of 2-inch piping system.

Details of PV array. PV array made up of silicon cells system utilizes the visible
length spectrum rays of sun ranging from 300 to 1100 nm (nanometres) to generate
electricity. PV array is made up of by combining various modules in series and

Table 2 Pumping system
details

Type of pump Centrifugal multistage

Supply type DC, brushless

Power rating 1500 W

Name of manufacture Generic

Volume of storage tank 45 m3

Water requirement 40 m3

Diameter 4.4 m

Height 3.0 m

Feeding altitude 4 m

Size of pipe 2"
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Table 3 Information about
PV array

Name of manufacture Vikram solar

Model name Generic Mono 130Wp 36 cells

Type of cell Si-mono

No of modules 16

Power rating per unit module 130 Wp

Voltage rating 14.7 V

Current rating 8.84 A

Total power capacity of PV
array

2 kW

parallel connections as per voltage and current requirements at converter level [6];
here we have used 8 modules in series and 2 modules in parallel covering an area of
16m2. Table 3 describes the detail of the PV array used.

Monthly climatic data of the location. The climatic data include global horizontal
radiation, diffuse, direct radiation, and temperature of the SPWPS site location in
Table 4. Data is collected from Sehore_MN73.SIT Meteonorm 7.3 (1981–2010),
Sat = 100%. With the help of metrological data, the annual solar irradiance level
of 5.18 W/m2/day is assumed. And based on the variation in season, a seasonal tilt
adjustment of 20° in summer and 50° in winter with 0° azimuths is assumed.

Table 4 Monthly climatic data

Month Global horizontal
radiation
(kWh/m2/mth)

Diffuse radiation
(kWh/m2/mth)

Direct radiation
(kWh/m2/mth)

Ambient
temperature (oC)

January 137.5 38.70 98.8 17.7

February 147.8 45.41 102.39 20.9

March 195.6 57.84 137.76 26.6

April 200.8 72.27 128.53 31.2

May 211.1 85.48 125.62 33.6

June 169.8 96.01 73.79 30.4

July 131.5 89.66 41.01 27.0

August 121.0 79.99 41.01 25.7

September 145.4 79.00 66.4 26.4

October 165.1 57.79 107.31 26.1

November 138.1 43.59 94.51 21.1

December 126.4 41.92 84.48 19.1

Total 1890.3 787.64 1102.66 25.6
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Table 5 Main results obtained from simulation

Main simulation results

System production Water pumped—14,210 m3 Specific—1945 m3/kWp/bar

Energy at pump—2898 kWh Specific—0.20 kWh/m3

Water needs—14,600 m3 Missing water—2.7%

Unused PV energy—539 kWh Unused fraction—15.1%

System efficiency—81.4% Pump efficiency—48.5%

Investment Global (incl. of 5%
GST)—553,686 INR

Specific—266 INR/Wp

Yearly cost Annuities (loan at 6% for
20 years)—19,309 INR/year

Running cost—10,100 INR/year

Water cost 2.06 INR/m3

3 Results and Discussion

3.1 Output of System Design Calculation

The system efficiency for the designed system from PVsyst7 is 81.4%. This result
shows that most of the energy generated through PV strings is utilized by the
submersible pump set and only 15.7% of generated energy is not utilized. The water
pumping cost from the designed system is 2.06 INR/m3, which is very feasible in
comparison with a conventional diesel engine water pumping set. Table 5 describes
the result obtained from the simulation of PV-based water pumping set.

3.2 Performance Ratio

The performance ratio (PR) is the ratio of the measured output energy of the PV
system to the expected output energy with the standard term and condition based
on the system nameplate rating. For the designed system, PR is 0.656. Here for the
calculation of PR includes the optical losses (Shadings, IAM, soiling), the array
losses (PV conversion, ageing, module quality, mismatch, wiring, etc.), and the
system losses (inverter efficiency in grid-connected, or storage/battery/unused losses
in stand-alone, etc.). Figure 2 shows the PR for the year.

3.3 Normalized Production

Figure 3 shows the energy balance of the proposed solar water pumping system
for the Sehore region, Bhopal site. As the figure explains, there is very low unused
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Fig. 2 Performance ratio of the system

Fig. 3 Energy balance of the SPWPS for Sehore site: Nominal power 2080 Wp
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energy for the given site, due to the system is designed based on the maximum water
production volume within a year. It shows the normalized value of unused energy
(tank full), collection loss (PV array loss), system loss and the effective energy at
the pump. Unused energy in the system is minimum in comparison with the addition
of collection and system loss, as the system is designed to deliver the maximum
amount of water per day using all available energy resources. When it is desired to
maximize the water, the output is subject to high losses, but if all of the losses are
minimized, it will reduce the water output on a per-day basis and unused energy will
be maximized.

3.4 Flow Rate Function of the Pump

Figure 4 shows the relationship between energy available at the pump and the average
flow rate of the pump. It shows the almost linear relationship between the flow rate
and the available energy at the pump. It shows how the flow rate, size of the pump
depends on the availability of power. As there is a requirement for the pump controller
for adjusting the size of the pump according to the available power at the pump.

Fig. 4 Flow rate function of pumps power



600 S. Mishra et al.

Table 6 System summary,
water and energy cost

Total installation cost 553,686 INR

Operating cost 10,000 INR/year

Energy used for pumping 2898 kWh/year

Excess energy (tank full) 539 kWh/year

Water pumped 14,210 m3

Cost of pumped water

3.5 Economic Calculation

Economic calculation of SPWPS has been accessed using PVsyst software to calcu-
late the energy and water cost. The factors used for economic evaluation are installa-
tion cost, operating cost, depreciation and financial cost. Table 6 describes the system
summary, water and energy cost.

Installation cost:

PV modules: 16 units * 5000 INR/unit = 80,000 INR.
Support for modules: 16 units * 145 INR/unit = 2320 INR.
Pump including controller (with a life span of 20 years): 1 unit = 35,000 INR.
Tank and hydraulic system: 260,000 INR.
Transport, engineering and drilling cost: 150,000 INR.
Overall cost (5% GST) = 553,686 INR.

Financing: It includes the depreciation cost, loan amount and interest.

Depreciation assets cost: 117,320 INR.
Subsidy: 332,211 INR (govt. provide 60% subsidy to promote the PV pump set
for approaching towards renewable energy adoption).
Loan: 221,474 INR (at 6% interest rate for 20 years).
Water is a sale at the rate of 4 INR/m3.

Return on investment: As the pumped water is sold to the villages for irrigation at
the rate of 4 INR/m3, as assumed the 20 years of project lifetime period.

Payback period: 15 years.
Net present value: 550,612.39 INR is the difference between the present value of
cash inflows and the present value of cash outflows over a period of time.
Return of investment: 99.4%.
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4 Conclusion

The present work shows an excellent and simplified approach for design optimization
of the SPBWPS by employing a theoretical approach and using simulation software
(PVsyst 7.1). The efficiency of the system which is designed on simulation software
is calculated to be 81.4%. Also, the cost of water pumping from the designed system
is 2.06 INR/m3, which highly feasible when compared with a conventional diesel
engine water pumping set. The design analysis part plays a very crucial role in
evaluating the system efficiency and cost of pumping the water. The simulation
results help in understanding the system’s performance before deploying it on the
field. This study will be very helpful for budding scholars and researchers working
in the field of SPBWPS. This work can be further extended to employing a tracking
system for solar PV to increase the energy output and analysing the impact of using
an energy storage system on increased operating hours of pumping operation.
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Vibro-Acoustics of a Mandar

Pradip Gorai, Pankaj Kumar, N. P. Choudhry, and Ajay Kr. Gupta

1 Introduction

Mandar is a percussion musical instrument used in the eastern part of India. It is
popular among the tribe people and is similar to Mridangam and Dhol. This is
widely used in Jharkhand, West Bengal, and its near border region. Tribe community
uses this instrument in their social events such as wedding, jagran, and dance. As
per expert players, this is the oldest musical instrument in their community. Mandar
has two popular versions: One is used by Santhali community and other one used
is by Bengali community. Till now very few people have explored the acoustics
property of mandar, and no one have any documentation on it. But there are plenty of
documents available on percussion instrument such as Mridangam, Tabla, Dhol, and
Katteldrum. In 1934, Raman published his experimental observation thatMridangam
follows harmonicity. It is worth noting that almost all the tuned drums of India have
a central black patch (e.g., Mridangam, Tabla, Pakhavaj).
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2 Literature Review

Musical drums with harmonic overtones

Sir C. V. Raman [1] (Raman 1920). He made important observations about the
sustained intensity of the first three harmonics of tuned Indian drums. He had also
commented on the importance of the heterogeneous composite membranes and the
central mass loading.

The acoustical knowledge of ancient Hindus

Sir C. V. Raman [2] (1922). In this paper, he finds that the Indian musical instru-
ment like Mridangam flute is more acoustically in nature than the Western musical
instrument and concluded that ancient Hindus have sound knowledge of acoustics.

Effect of air cavity on the annular drum

Gottlieb [3] (1981) has presented a numerical investigation on full circular kettle-
drum: the effect of air cavity on the annular drum. In this study, he found that
the effect of a closed backing cavity is confined to a slight increase in the funda-
mental frequency. He observed that other modes do not go through any consider-
able change. However, it is worth noting that the analytical method considered only
axisymmetrical modes of the membrane.

Acoustics of a cavity-backed membrane: The Indian musical drum

Bhat [4] (1991) has presented that the acoustics of a cavity-backed composite
membrane is analyzed under the assumptions that the cavity air pressure on the
membrane is uniform and hence sustains only axisymmetric membrane modes under
impact excitation of the membrane. Axisymmetric modes of the membrane possess
a harmonic relationship among themselves under certain parameter combinations.

And he concluded that the composite nature of the membrane, the mass loading,
and the kettledrum effect all play a role in bringing the axisymmetric modes into a
harmonic relationship in a mandar.

Vibro-acoustics of a Mridangam

Sooraj [5] (2017) has presented the vibro-acoustic model of aMridangamwas devel-
oped from the structuralmodels of themembranes and acousticmodel of the enclosed
cavity. And he found that the membrane has highest influence in the dynamics and
thereby the sound of Mridangam.

The eigenspectra of Indian musical drums

Sathej and Adhikari [6] (2009) have presented an analytical model which uses
a high-resolution numerical method (Fourier–Chebyshev collection) to model the
membranes of Tabla.
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Fig. 1 Mandar membrane

3 Description of Mandar Membrane

There are two membranes in the mandar one in the right side (Dishana) and another
is in the left side (Chana). I have worked only in the left side membrane (Chana) of
Mandar. The membrane consists of leather and patch layer and acts like a composite
membrane (Fig. 1).

Inner diameter = 24.4cm
Outer diameter = 27.5cm
Thickness of black region (gangat patch) = 3mm
Thickness of leather = 1mm
Density of leather = 882
Density of gangat patch = 1920.

4 Numerical Analysis

The numerical model of mandar membrane is constructed in the FEA Software
(Simulia Abaqus 6.14) with the following assumptions

1. Membrane is isotropic and homogeneous in nature.
2. There is a negligible effect of moisture (mandar is completely dry).
3. Tension is uniform over the membrane (Fig. 2 and Table 1).

These analyses had done on Simulia Abaqus 6.14. S4R elements in Abaqus which
are used to model the membrane and it is selected as a shell. The boundary of the
membrane is assumed to be constrained like a fixed support the natural frequencies
and mode shape are extracted using inbuilt Lanczos solver.
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Mode1 (126.37 Hz) Mode 2 (201.56 Hz) 

Mode 3 (201.56 Hz) Mode 4 ( 270.50 Hz) 

Mode 5 ( 270.50 Hz) Mode 6 (336.58 Hz) 

Fig. 2 Numerical analysis model of mandar membrane in Abaqus 6.14 software

5 Experimental Setup

In this study, the natural frequencies of mandar membrane and its mode shape are
found out using the concept of Chladni’s patterns. To perform the experiment, we
made a setup whose schematic diagram is shown in Figs. 3 and 4.
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Mode 7 (336.58 Hz) Mode 8 (336.59 Hz) 

Mode 9 (370.48 Hz) Mode 10 ( 370.48 Hz) 

Fig. 2 (continued)

Table 1 Mesh convergence
study of mandar membrane
numerical model natural
frequencies (in Hz)

Mesh Coarse Fine Super fine

Approximate global size (mm) 4 2 1

No of element 4527 18,042 73,273

Mode 1 126.36 126.37 126.36

Mode 2 201.57 201.56 201.54

Mode 3 201.57 201.56 201.54

Mode 4 270.54 270.50 270.46

Mode 5 270.55 270.50 270.46

Mode 6 290.94 290.59 290.84

Mode 7 336.66 336.58 336.53

Mode 8 336.70 336.59 336.53

Mode 9 370.62 370.48 370.39

Mode 10 370.69 370.48 370.39
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Fig. 3 Schematics diagram of experimental setup

Fig. 4 Experimental setup

Our main aim is to know the frequency and mode shape of the vibrating mandar
membrane for that we excite the membrane by electrodynamic shaker plunger. The
frequency of electrodynamic shaker is controlled by function generator. In the mode
extraction process, membrane vibrates at particular frequencies and shows their
respective mode shape. A point force excitation is using an electrodynamic shaker.
A single microphone measurement using a free-field microphone (kept at a distance
of 100 mm from the plane of the membrane) is used to identify resonance frequen-
cies with the help of data processing and display unit. This is done by FFT analyzer
that installed into the laptop. The tuning of electrodynamic shaker is done with the
help of function of generator by changing the input frequency, and at the particular
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frequency membrane starts vibrate and sand particles show vigorous movement and
settle down at nodal diameter and depict mode shape for each resonance frequency.

6 Results and Discussion

The result presented here a mandar Dishana membrane tuned to 150 Hz. The plunger
of the electrodynamic shaker is in contact with a point of 10mm radially inward from
the inner edge of the mandar rim (Figs. 5, 6, and 7 and Table 2).

As per data that we found from numerical analysis and experiment, there are variations
between them it might be due to the following reasons

• Nescient about the exact mechanical property of membrane material
• Amount of tension applied in the membrane
• In scaling of the material property.

Fig. 5 Mode 1 (150 Hz)

Fig. 6 Mode 2 (202.5 Hz)
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Fig. 7 Mode 3 (260 Hz)

Table 2 Mandar membrane experiment: natural frequencies comparison with numerical

Mode combination Expt (Hz) Numerical (Hz) Expt ratio Nume ratio

(0, 1) 150 126.36 1 1

(1, 1) 202.5 210.57 1.35 1.66

(1, 2) 260 270.55 1.733 2.14

In this project, we found that the mode shape frequency is not in harmonic so we
can conclude that mandar is not an acoustically harmonic instrument. If we want to
make it harmonic, then we have to change some parameters such as

• tension in the membrane
• re-paste the patch
• tuned the mandar by expert.

7 Conclusion and Future Work

By Ramakrishna and Sondhi [7] (1954) analytical analysis: Tension plays an impor-
tant role in the composite membrane for that we have to devolve a setup to find the
tension in membrane. In numerical analysis, we have to know the exact behavior of
the mandar membrane. It is hoped that this work will give a new direction to the
analyses of Indian musical instruments and thus aid in their future engineering.
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