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Preface

The China Conference on Wireless Sensor Networks (CWSN) is the annual conference
on the Internet of Things (IoT) which is sponsored by the China Computer Federation
(CCF). The 15th CWSN took place in Guilin, China, in October 2021. As a leading
conference in the field of IoT, CWSN is the premier forum for IoT researchers and
practitioners from academia, industry, and government in China to share their ideas,
research results, and experiences, which highly promotes research and technical
innovation in these fields domestically and internationally.

The conference provided an academic exchange of research and a development
forum for IoT researchers, developers, enterprises, and users. Exchanging results and
experience of research and applications in IoT, and discussing the key challenges and
research hotspots, is the main goal of the forum. As a high-level forum for the design,
implementation, and application of IoT, the conference promoted the exchange and
application of theories and technologies of IoT-related topics.

This year, CWSN received 160 submissions, including 60 English papers and 100
Chinese papers. After a careful double-blind review process, 19 revised and completed
papers were selected. The high-quality program would not have been possible without
the authors who chose CWSN 2021 as a venue for their publications. We are also very
grateful to the members of the Program Committee and Organizing Committee, who
put a tremendous amount of effort into soliciting and selecting research papers with a
balance of high quality, new ideas, and new applications. We hope that you enjoy
reading and benefit from the proceedings of CWSN 2021.

October 2021 Li Cui
Xiaolan Xie
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Key Nodes Evaluation in Opportunistic
Networks Based on Influence Between Nodes

Jian Shu, Xiaoyong Zhan, Guilong Jiang, and Wanli Ma(B)

Internet of Things Technology Institute, Nanchang Hang Kong University, Nanchang,
Jiangxi, People’s Republic of China

Abstract. In order to accurately evaluate the key nodes in opportunistic networks,
a key nodes evaluation method based on influence between nodes is proposed
by analyzing the time-varying characteristics of opportunistic network topology.
This method uses a summary graph model to formulate opportunistic networks.
According to the inverse-square law, the number of connections between a node
and other nodes is taken as the intensity of the node and the shortest path is taken as
the distance between a node pair to obtain the node-pair influence, so as to quantify
the influence between nodes. Then, the total influence of nodes is determined by
fixing the influence range to two hops. On this basis, taking the total influence
and total connection time of nodes as the evidence source, a D-S evidence theory
based method is built to evaluate the key nodes in opportunistic networks. In three
real networks, the Susceptible-Infected epidemic model is used to evaluate the
infection ability of key nodes. The experimental results show that the proposed
method is feasible and effective on better evaluation performance.

Keywords: Opportunistic networks · Key nodes · Node-pair influence · D-S
evidence theory

1 Introduction

An opportunistic network is a dynamic network that takes advantage of meeting oppor-
tunities brought by node movement to realize communication without the need for the
complete the links between source and target nodes [1]. Compared with other networks,
the special information transmission mechanism of opportunistic networks makes the
networks high in fault tolerance rate and limited in delay tolerance [2], which leads to a
good application prospect in some environments with bad radio channels and application
scenarios with low real-time requirements. However, key nodes damaging in this spe-
cial information transmission mechanism may lead to abnormal operation of the whole
networks, or even paralysis. If the key nodes can be known or evaluated in advance, the
reliability of the networks can be improved based on the information of the key nodes
and the corresponding protection activities for them. Furthermore, when there are some

This paper is supported by the National Natural Science Foundation of China (62062050,
61962037, 61762065), the Jiangxi Provincial Natural Science Foundation (20202BABL202039),
and the Innovation Foundation for Postgraduate Student of Jiangxi Province (YC2020121).

© Springer Nature Singapore Pte Ltd. 2021
L. Cui and X. Xie (Eds.): CWSN 2021, CCIS 1509, pp. 3–16, 2021.
https://doi.org/10.1007/978-981-16-8174-5_1
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network operation problems, the key nodes can be checked immediately to reduce the
time and cost of network maintenance.

Therefore, it is of great significance to evaluate the key nodes in opportunistic net-
works. In this paper, by analyzing the influence between nodes in opportunistic networks,
combined with Dempster-Shafer (D-S) evidence theory, we propose a novel key nodes
evaluation method. Firstly, we use a summary graph model to formulate opportunistic
networks. Secondly, based on the inverse-square law, we calculate node-pair influence
by the number of connections and distance between nodes. Then, we obtain the total
influence of a node by summing the node-pair influence values between the node and
other nodes in its influence range. Finally, by taking the total influence and total connec-
tion time of nodes as the evidence source of D-S evidence theory, the final evaluation
score of the nodes is calculated, and the key nodes can be selected in order of ranking.
Our main contributions are as follows:

• Based on the inverse-square law, by considering the number of connections between
a node and its neighbor nodes as the intensity of the node and the shortest path as the
distance between nodes, we obtain the node-pair influence to quantify the influence
between node pairs.

• In order to combine the multiple influences between nodes in opportunistic networks,
we propose a novel method based on D-S evidence theory by using D-S evidence
theory to fuse the total influence value and the total connection time of nodes.

The rest of the paper is organized as follows. The related work is introduced in
Sect. 2. In Sect. 3, we introduce the background knowledge relevant to our research.
In Sect. 4, we propose our key nodes evaluation method. Some experiments on three
real network datasets are presented in Sect. 5 to show the effectiveness of our method.
Conclusion is given in Sect. 6.

2 Related Work

Based on the main research ideas of this paper, we divide the research methods into
methods based on single indicator and methods based on multi-indicators. Since oppor-
tunistic network is a dynamic network, the relevant methods in dynamic network are
introduced in Sect. 2.3.

2.1 Methods Based on Single Indicator

Researchers have proposed several different evaluation methods for different research
scenarios [3]. Traditional methods generally identify key nodes by their centrality, such
as Degree Centrality (DC), Betweenness Centrality and Closeness Centrality (CC), etc.
[4] selects the important nodes in social networks byDC andCC, takes these nodes as the
center of the network graph, and changes the graph into uncertainty graph by changing
the network structure of these nodes, so as to achieve the purpose of protecting the
privacy of social networks. [5] identifies influential nodes based on the inverse-square
law, the mutual attraction between different nodes has been defined in complex network,
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which is inversely proportional to the square of the distance between two nodes. Then,
it defines the sum of mutual attraction between a node and other nodes in the network
as the intensity of the node, which can be considered as the influence of the node.
[6] constructs a citation network, based on the LeaderRank algorithm, focusing on the
temporal attributes of nodes, it proposes a model for evaluating the current influence of
nodes in a time-containing citation network.

2.2 Methods Based on Multi-indicators

The evaluation methods based on single indicator can effectively find out the key nodes,
but they do not consider the node information frommultiple angles, and cannot correctly
reflect the node importance [7]. Therefore, in order to describe the importance of nodes
comprehensively, researchers propose methods based on multi-indicators to evaluate the
key nodes. In [8], on the basis of improving the neighborhood structure hole indicator,
the Gini coefficient and Kendall coefficient are used to calculate the objective weights of
the selected multiple indicators, which solves the problem that the positive and negative
ideal solution vertical line nodes cannot be effectively distinguished in the TOPSIS
method, and improves the accuracy of the evaluation results. Liu D et al. [9] proposed a
D-2SN algorithm based on D-S evidence theory. This algorithm considers the degree of
each node in the networks and the second-order neighbor information. The experiment
results show that this method has a lower time complexity and a better evaluation effect.
In the study of the importance of nodes inmulti-relational social networks, [10] proposes
a method to evaluate the importance of nodes by integrating various information, using
D-S evidence theory to fuse node centrality, reputation and transferability information
according to probability.

2.3 Methods in Dynamic Networks

At present, most related research on the evaluation of key nodes in dynamic networks
improve the static network centrality indicator and apply them to dynamic networks,
such as time series degree centrality, time series betweenness centrality, temporal K-
shell decomposition [7, 11, 12]. Kim H et al. [13] connected different time slices with
directed edges, and transformed the network into a one-way directed static graph along
time. Thus, the degree centrality, medium number centrality and near centrality of the
directed time series graph are defined. In order to study the changes of network topology
brought by time attribute in dynamic networks, Xuan B et al. [14] defined the concepts
of journey and distance in temporal networks for the first time. Borrego C et al. [15]
obtained the node credibility by studying node characteristics in large social opportunis-
tic networks to select key routes for network message transmission. [16] frames the
optimization problem on temporal networks to a spreading process following the rules
of the susceptible-infected-recovered model with temporal scale equal to the one char-
acterizing, the nodes with the most influence in the networks are obtained by comparing
the spread effect of different nodes.

Based on the above research, we take the idea of using the inverse square law for
the research in [5] to calculate the influence between a node pair by measuring the
number of connections between a node and its neighbors as the intensity of the node,
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and the shortest path as the distance between nodes. Then, due to the communication
characteristics of opportunistic networks, we set the influence range of the nodes in
opportunistic networks to two hops, the total influence of a node can be obtained by
adding the node-pair influence values in its influence range. Finally, using D-S evidence
theory to fuse the total influence and total connection time of nodes, the evaluation score
of the nodes can be obtained and the key nodes are selected in rank order.

3 Background

The opportunistic networks modeling method summary graph is described in Sub-
sect. 3.1. In Subsect. 3.2, we will introduce the D–S Evidence Theory.

3.1 Opportunistic Network Model

Summary Graph. An opportunistic network can be sliced into a series of ordered graphs
based on the size of time window:

G = {G1,G2, · · · ,GT }
where Gt = (Vt,Et) is the network snapshot under time t, Vt and Et is the node set and
edge set under the time t, t ∈ T, T is the total number of network snapshots.

The corresponding summary graph is represented as follows:

G = (V ,E,W )

V = V1 ∪ V2 ∪ · · · ∪ VT

E = E1 ∪ E2 ∪ · · · ∪ ET

whereW is the edge weight set of edges in E, which is determined by the proportion of
the corresponding edge appearing in all network snapshots.

Summary Graph Edge Weight (W). In a summary graph G = (V ,E,W ), the weight
of an edge between two nodes is defined as the proportion of edges appearing in all
snapshots. If edge ei appears in k snapshots, the weight of edge ei can be expressed as
Eq. (1):

Wi = k

T
, k ≤ T (1)

In addition, the connections between nodes may disappear or exist several times in
a snapshot, we use C and ϕ to denote the number of connections and the total time of
connections between nodes, respectively.

As shown in Fig. 1, the edge a between nodes 1 and 2 does not appear after the time
appears. The number of time snapshots is 3, and the weight of a is 1/3. At the same
time, node pairs 1 and 2 are connected five times at the time, that is C12

1 is equal to 5.
By analogy, the weight W and connection times C of all edges in the network can be
calculated by integrating all time snapshots.
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Fig. 1. The construction process of summary graph.

3.2 D-S Evidence Theory

D-S evidence theory is an imprecise reasoning theory proposed by Dempster and further
developed by Shafer [17]. It provides uncertain reasoning based on incomplete infor-
mation, with a complete evidence synthesis formulation, applicable to solving problems
such asmulti-attribute decisionmaking and information fusion. Formally, the definitions
of D-S evidence theory are as follows.

Identification Framework. � is called identification frameworkof variableX . It contains
all possible assumption for the variable X , and the elements in� are mutually exclusive.

� = {H1,H2, · · · ,HN } (2)

where N is the number of all possible assumptions for variable X . Further, using 2� to
represent the subset of set �.

Basic Probability Assignment (BPA). Function m(A) indicates the support for assump-
tion A from the selected source evidence, satisfies the following definitions:

∑

A∈2�

m(A) = 1, 0 ≤ m(A) ≤ 1,m(∅) = 0 (3)

Dempster’s Combination Rule. Given m1(A) and m2(A), which are the support for
assumption A from evidence source 1 and evidence source 2. The Dempster’s com-
bination rule can be used to obtain combined support for assumption A by fusing the
BPA of the two evidence sources. The combination rule is shown in Eq. (4):

{
m(∅) = 0

m(A) =
∑

B∩C=A m1(B)m2(C)

1−k

k =
∑

B∩C=∅

m1(B)m2(C) (4)

where k ∈ [0, 1] is called the conflict factor of evidence sources, which reflects the
degree of conflict between evidence sources [17]. The closer to 1, it indicates that the
conflict between evidence sources is greater. If k = 1, it means that the evidence sources
are completely in conflict, and the Dempster’s combination rule cannot be used to fuse
the BPAs. And where B, C is the element in �.
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4 The Proposed Method

4.1 Influence Between Nodes

For a temporal path:

J = {(e1, t1), (e2, t2), · · · , (eT , tT )}
where e is an edge in the summary graph and T is the number of network snapshots.

If {e1, e2, . . . , eT } is a path in the topological structure of the summary graph, and edge
et is satisfied to appear in snapshotGt , J is called a path in the summary graphG. J ∗(i, j)
are paths from node vi to node vj. Use dij to denote the shortest path from node vi to
node vj.

dij = min
(
J ∗(i, j)

)
(5)

Average Connection Degree (AD). Giving a series of network snapshots of an oppor-
tunistic networkG = {G1,G2, · · · ,GT },Ct

ij is the number of connections between node
vi and vj in snapshot Gt , the average connection degree of node vi can be calculated by
Eq. (6):

ADi =
∑T

t=1
∑

j∈Γ (i)C
t
ij

T
(6)

Influence Node Set. The theory of complex network thinks the adjacent nodes within
three hops of a node have a strong influence on the node [11]. Due to the sparse distri-
bution of nodes in opportunistic networks, in this paper, the nodes in two hops of node
vi are taken as the set of nodes that can be influenced by node vi, denoted as V i

2.

Node-Pair Influence (NPI). Refer to the idea of the research in [5], we consider AD as
the node intensity and the shortest path as the distance between two nodes for calculating
the influence between a node pair with the inverse square law.

NPIij = ADi · ADj∣∣dij
∣∣2

P, j ∈ V i
2

NPIij = ADi · ADj∣∣dij
∣∣2

P, j ∈ V i
2 (7)

where vj is a node in the influence node set of vi, P is the product of the weights of all
edges on the shortest path between vi and vj.

Total Influence (TI). The total influence value of a node in the network is obtained by
summing the node pairs formed by node vi and all the nodes in its influence node set.

TIi =
∑

j∈V i
2

NPIij (8)

Connection Time (CT). The total connection time is the sum of the time that node vi is
connected to other nodes in the network. It is calculated by Eq. (9):

CTi =
∑

j∈Γ (i)
ϕij (9)

where ϕij is the total connection time between node vi and its neighbor node vj.
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4.2 Key Nodes Evaluation Method

In order to integrate multiple influences between nodes, we apply D-S evidence theory
to combine the total influence value TI and the total connection time CT. On this basis,
we propose a novel key nodes evaluation method based on D-S evidence theory which
is named DST. The concrete implementation steps of this method are as follows.

Assuming that nodes in an opportunistic network have two possible assumptions,
namely, key node (h) and common node (l). The identification framework of nodes can
be expressed as � = {h, l}, and the subset is 2� = {∅, h, l, {h, l}}.
Step 1: Determining Positive and Negative Solutions.

Obtain maximum and minimum values of set TI and set CT .

TImax = max(TI1,TI2, . . . ,TIn)

TImin = min(TI1,TI2, . . . ,TIn) (10)

CTmax = max(CT1,CT2, . . . ,CTn)

CTmin = min(CT1,CT2, . . . ,CTn) (11)

where n is the number of nodes in the network.

Step 2: Constructing the BPA of evidence sources.
Create the BPA for TI by three cases: key node (h), common node (l), and unknown

situation (θ ).

TIi(h) = |TIi − TImin|
TImax − TImin + �

TIi(l) = |TIi − TImax|
TImax − TImin + �

TNi(θ) = 1 − TImax − TImin (12)

where� ∈ (0, 1) is a regulating parameter, its function is to prevent the denominator
to be 0, without affecting the final result.

Similarly, the BPA for CT can be created.

CTi(l) = |CTi − CTmax|
CTmax − CTmin + �

CTi(h) = |CTi − CTmin|
CTmax − CTmin + �

CTi(θ) = 1 − CTmax − CTmin (13)

Using Eq. (15) to express the BPAs of TI and CT uniformly.

mi
TI = {TIi(h),TIi(l),TIi(θ)}

mi
CT = {CTi(h),CTi(l),CTi(θ)} (14)



10 J. Shu et al.

Step 3: Combining the BPA of evidence sources.
Use the Dempster’s combination rule to fuse the BPAs of TI and CT . The com-

bined support mi(h) and mi(l) can be obtained, mi(h) and mi(l) represent the probabil-
ity of supporting the node as a key node and supporting the node as a common node
respectively.

mi(h) = TIi(h) ⊕ CTi(h) = TIi(h) · CTi(h) + TIi(h) · CTi(θ) + TIi(θ) · CTi(h)
1 − ki

mi(l) = TIi(l) ⊕ CTi(l) = TIi(l) · CTi(l) + TIi(l) · CTi(θ) + TIi(θ) · CTi(l)
1 − ki

ki =
∑

A∩B=∅

mi
TI (A)mi

CT (B), A and B ∈ {h, l, θ} (15)

where in the datasets used in this paper, the conflict factors k of TI and CT of the nodes
are less than 1, and the specific results can be seen in Subsect. 5.2.

Step 4: Getting the final evaluation score.
The final evaluation score DST of node i is obtained by calculating its mi(h) and

mi(l):

DSTi = mi(h) − mi(l) (16)

Obviously, the higher the value of mi(h) the higher the probability of supporting the
node as a key node. In contrast, the lower the value ofmi(l) is, the higher the probability
of supporting the node as a key node is. Thus, the larger the value of DST , the more
likely the node is to be a key node, i.e. the key nodes can be selected according to the
DST values.

5 Experiments and Analysis

We select three real network datasets and conduct the following two experiments. Exper-
iment 1 calculates the conflict factors of the evidence sources (TI and CT of nodes) in
each dataset. In experiment 2, the Susceptible-Infected (SI) epidemic model [18, 19] is
used to compare our method with two well-known methods, including Temporal Degree
Centrality (TD) [12], Influence Centrality (IF) [5].

5.1 Datasets

The basic information of the network datasets used in our experiments are shown in
Table 1, where n is the number of nodes in the networks, C is the number of connections
between nodes in the networks, and T is the duration of the networks.

In the datasets, Infocom2005 dataset is generated by Bluetooth devices carried by
participants at a conference in Cambridge University, ITC dataset is derived from Cam-
bridge University Students’ life trajectory experiment, and Asturias dataset is extracted
from vehicle GPS tracks collected by fire department in Asturias, Spain.
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Table 1. Information of the three datasets

Opportunistic network N C T

Infocom2005 41 22459 254150 s

ITC 50 6896 983109 s

Asturias 229 1200000 31619667 s

5.2 Conflict Factor of the Evidence Sources

In this paper, we use the Dempster’s combination rule to combine the evidence sources:
the total influence value (TI) and the total connection time (CT). The combination rule
requires that the maximum conflict factor between the evidence sources less than 1, if
there is a conflict factor of 1 between TI and CT of nodes in the selected dataset, the
proposed method is no longer applicable to the dataset. Therefore, this experiment is
designed to calculate the conflict factor of TI and CT, and results are shown in Fig. 2, 3
and 4.

Fig. 2. The conflict factors in Infocom2005 dataset.

Fig. 3. The conflict factors in ITC dataset.

Figure 2 shows the result on Infocom2005 dataset, in the figure we can clearly see
that the conflict factors of most nodes are between 0.2 and 0.6. It reflects that there is still
a certain correlation between TI and CT, but the conflict is not significant. In Fig. 3 the
ITC dataset, since nodes 37 to 50 have been never connected to any node, the conflict
factors are 0, and the conflict factors of most other nodes are around 0.5. As Fig. 4
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Fig. 4. The conflict factors in Asturias dataset.

shows, the conflict factors of most nodes in Asturias dataset are below 0.2, and there is
no conflict factor equal to 1.

In summary, the conflict factor analyzing of the three datasets verifies the rationality
of our method in selecting TI and CT as the evidence source, and the availability of the
method.

5.3 Simulation Experiment

In our method, the total influence value TI is related to the edge weight of the sum-
mary graph, and the different number of network snapshot slices will produce different
weights, so we set different time window size to get different number of slices in the
datasets. The comparison methods are TD and IF. The key nodes result validation model
is the SI epidemic model, the infection probability is taken as 0.15 [18]. Due to the
different size of the datasets, in ITC dataset and Infocom2005 dataset the Top-2 nodes
evaluated by eachmethod are selected as the infection source in SImodel, and inAsturias
dataset it is the Top-5 nodes. The number of infected nodes caused by the nodes set as the
infection source represents the infection ability of the key nodes. The larger the number,
the better the method corresponding to these nodes. The results are shown in Fig. 5, 6,
7, 8, 9, 10, 11, 12 and 13.

Fig. 5. The number of infected nodes in Infocom2005 dataset (50 slices).

As shown in Fig. 5, 6 and 7, because the nodes in Infocom2005 dataset are tightly
connected and of short duration, there are a large number of connections in a short
period, resulting in a nearly identical total number of infected nodes in the threemethods.
However, in early stage of the network, when the nodes start to active, the number of
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Fig. 6. The number of infected nodes in Infocom2005 dataset (80 slices).

Fig. 7. The number of infected nodes in Infocom2005 dataset (100 slices).

infected nodes in DST is significantly higher than that in TD and IF, and the average
number of infected nodes in each time slice is also higher than that of the other two
methods. In other words, in Infocom2005 dataset, the infection ability of key nodes
evaluated by DST is higher than TD and IF, which shows the superiority of DST.

Fig. 8. The number of infected nodes in ITC dataset (50 slices).

Due to the sparse distribution of nodes in ITC dataset, the number of connections
between nodes in the dataset is less. From the experimental results in Fig. 8, 9 and 10, we
can see that there is almost no infection between nodes in the first half of the network.
Compared with the experimental results in Infocom2005 dataset, when the nodes start
to active in the network, the total number of infected nodes in DST is significantly larger
than that in IF and TD. That is due to the high density between nodes in Infocom2005
dataset, and the values of TD and IF are changed by degree centrality and K-shell value.
In dense networks, degree centrality and K-shell can provide a good reference for the
evaluation of key nodes, but in sparse networks, just using the edge of nodes to evaluate
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Fig. 9. The number of infected nodes in ITC dataset (80 slices).

Fig. 10. The number of infected nodes in ITC dataset (100 slices).

key nodes is not enough. Compared with that, DST takes into the number of node
connections, the time of node connections and the shortest path of nodes, it can provide
a better reference for key nodes evaluation in sparse networks.

Fig. 11. The number of infected nodes in Asturias dataset (50 slices).

In the experimental results of Asturias dataset in Fig. 11, 12 and 13, it is obvious
that IF is not suitable for sparse networks with long duration. Compared with TD, the
number of infected nodes in DST is larger than that in TD in each network snapshot.

In summary, compared to the other two comparison methods, our proposed DST
method performs better in the experimental evaluation of the SI model on all three
datasets. More specifically, for the network with more closely distributed nodes, DST
has the similar number of infected nodes as the other two methods, so it cannot rely on
the total number of final infected nodes to determine whether the key nodes are accurate.
Therefore, DST is more suitable for sparse networks.
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Fig. 12. The number of infected nodes in Asturias dataset (80 slices).

Fig. 13. The number of infected nodes in Asturias dataset (100 slices).

6 Conclusions

In order to evaluate the key nodes in opportunistic networks, we propose a key nodes
evaluation method based on influence between nodes. The total influence TI takes into
account the local topology of nodes, the message transmission path and the sparse
distribution of nodes in opportunistic networks, which can better reflect the influence of
nodes in opportunistic network.UsingD-S evidence theory to combine two indicators (TI
and CT) to evaluate key nodes in opportunistic networks, which takes more information
into account than a single indicator, the evaluated key nodes are more reasonable and
experiments on the SI model validate the superiority of the method in this paper.

The proposed method also has some limitations. Our method considers two evalu-
ation indicators, there is still a lack of comprehensive consideration of the importance
factors of nodes in opportunistic networks. In future work, we intend to optimize our
evaluation method and propose a key node evaluation indicator that is more in line with
the characteristics of opportunistic networks.
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Abstract. To improve the positioning accuracy of anisotropic wireless
sensor networks (WSNs), a range-free localization algorithm based on
polynomial approximation and differential evolution (LA-PADE) is pro-
posed. Firstly, the discrete value of hop count is converted into a more
accurate continuous value, reducing the error in hop count calculation.
A polynomial is then used to approximate the relationship between hop
count and distance among nodes. Finally, the Dierential Evolution (DE)
algorithm is applied to obtain the globally optimal solution of objec-
tive function corresponding to the estimated position of unknown node,
in which the weights of anchor nodes are introduced to embody their
importance in the calculation of the coordinates of the unknown nodes.
Simulation results show that the proposed algorithm has higher localiza-
tion accuracy compared to others in different networks.

Keywords: Wireless sensor networks (WSNs) · Node localization ·
Distance estimation · Polynomial approximation · Differential
Evolution (DE)

1 Introduction

WSNs is a self-organising data processing network consisting of multiple sensor
nodes deployed in monitoring areas. As modern intelligent networks, WSNs have
been widely used in military, environmental monitoring, modern transportation
and other fields. In the application, the data collected would be worthless without
the relevant location information. Therefore, location technology is one of the
hot spots in the research field of WSNs [1].

In WSNs, localization algorithms can mostly be divided into two phases:
distance estimation and position estimation. In the distance estimation stage,
according to whether a hardware device needs to be installed to directly measure
the distance between transceivers, localization algorithms can be classified into
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Range-based [2–4] and Range-free [5–7]. Range-based localization algorithms
estimate the distance between transceivers from the physical characteristics of
the particular hardware device installed. There are four most commonly used,
namely Time of Arrival (ToA) [8], Time Different of Arrival (TDoA) [9], Received
Signal Strength Indicator (RSSI) [10] and Angle of Arrival (AoA) [11]. Range-
free localization algorithms utilize the connectivity of the network to estimate
the distance between nodes, such as the hop count of the shortest path. The
low-cost range-free localization algorithm is more suitable for large-scale WSNs,
because it does not require additional hardware devices to be installed on the
sensor nodes.

Range-free positioning algorithms can also be classified into three categories:
Geometrical Constraint Based [12], Hop-Progress Based and Machine Learning
Based [13–15]. DV-Hop [6] is a hop-progress based localization method, in which
anchor nodes calculate the Average Hop Progress (AHP) depending on the hop
count and distance information collected by flooding, and then multiply it with
the hop count to obtain the distance between nodes. But in anisotropic net-
works, AHP is inconsistent, and the positioning accuracy of DV-HOP is poor.
LAEP [16] is a geometrically constrained localization method, which calculates
the expected hop progress (EHP) based on the density of network nodes [17].
However, in the actual deployment environment, network topology is irregu-
lar, nodes are unevenly distributed, so the performance of LAEP is unstable.
LSVM [7] and RANN [14] are machine learning-based localization algorithms
that directly obtain the distance between nodes by regressing the hop count.
Such algorithms demand sufficient datasets to train the model, however, the
available information in WSNs is limited. Furthermore, the structure, parame-
ters, and types of models have different effects on localization performance. That
is, the machine learning localization algorithm lacks robustness.

In addition to the above algorithms, there are also range-free localization
algorithms such as Convex [18], MDS-MAP [19], and RAPS [20]. Nevertheless,
the localization accuracy of most algorithms is not ideal in anisotropic networks
with coverage holes. In order to obtain satisfactory localization results, a novel
localization algorithm based on polynomial approximation and differential evo-
lution is proposed. The main contributions of this paper are listed as follows.

1. A new distance estimation method is proposed, firstly, the number of hops
between nodes is serialised to get more reasonable hop counts; then the map-
ping model between hop count and distance is derived by polynomial approx-
imation, and the distance estimation vector is obtained using the hop count
vector as the model input.

2. In solving for the coordinates using the optimisation algorithm of differential
evolution, improvements are made to the evaluation function. In this way,
the different effects of different anchor nodes on the coordinate values are
reflected when calculating the coordinates of unknown nodes, thus improving
the localisation accuracy.

The remaining parts of this paper are organised as follows: Sect. 2 states the
system model. The proposed algorithm is specified in Sect. 3. The conducted
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simulations and analysis of results are included in Sect. 4. Finally, the paper is
concluded in Sect. 5.

2 Network Model

The proposed algorithm is used to localise nodes in WSNs without the assistance
of hardware devices, and the details of the network model are as follows:
1. The nodes in the network are randomly deployed and the whole network is

connected, which means that any two nodes in the network can communicate
via single-hop or multi-hop links, and all nodes have the same communication
radius.

2. Once deployed, the node’s location does not change and the anchor node
knows its location in advance, using the connectivity of the network to help
locate unknown nodes.

3. The influence of anisotropic factors is considered during signal transmission.

3 Range-Free Location Based on Polynomial
Approximation and Differential Evolution

The proposed algorithm can be divided into three stages: Continuity hop count
process, building distance estimation model, locating the unknown nodes, and
the specific procedure is described below.

3.1 Continuity Hop Count Process

Generally, when calculating the hop count, all nodes within the transmission
radius are accumulated by one hop, and the estimated distance of nodes within
one hop is equal to the communication radius. Obviously, this approach is not
reasonable; the larger the communication radius, the greater the cumulative error
of distance estimation. This phenomenon motivated us to find a more accurate
method to calculate the number of hops. The specific steps are as follows.

Optimal Hop Count. Define Hij as the theoretical optimal number of hops
between anchor nodes,

Hij = dij/R, (1)
where dij is the true distance between anchor node i and anchor node j, R is
the communication radius.

Anchor Node Hop Correction Factor. Set the proportion of the optimal
number of hops is Mij ,

Mij = Hij ./hij , (2)
where hij is the actual hop count between anchor node i and anchor node j. The
hop correction factor of anchor node i is

λi = M̄ij , (3)

where i = 1, 2, ...,m, j = 1, 2, ...,m, m is the number of anchor nodes.
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Correct the Hop Count from Unknown Node to Anchor Node.
Unknown nodes choose the correction factor of the closest anchor node to correct
the hop count

˜hik = λi ∗ hik, (4)

where hik is the actual minimum hop count from unknown node k to anchor
node i.

After obtaining the hop count of each pair of adjacent nodes, the shortest
path algorithm can be used to get the minimum hop count between all connected
nodes. Continuous hop count is acquired through the above method.

3.2 Polynomial Approximation

Establish Distance Estimation Model. In the stage of distance estimation,
this algorithm uses polynomial to approximate the complex non-linear relation-
ship between hop count and distance. Assume that given the function f (xk, yk),
k = 1, . . . , m, here, xk is the hop count between nodes, and yk is the correspond-
ing distance. When building the model, try to approximate the function f(·) by
the N degree polynomial φ(·) in Eq. (5):

φ(x) = a0 + a1x + a2x
2 + · · · + aNxN . (5)

The goal is to find the coefficients a0, a1, . . . aN , which can be achieved by min-
imizing the objective function in Eq. (6):

LSE =
1
m

m
∑

k=1

(yk − φ (xk))
2
, (6)

this can be regarded as a least square problem.

Choose the Degree of Polynomial. The distance between anchor node i and
anchor node j is expressed in Eq. (7):

dij = a0 + a1hij + a2h
2
ij + · · · + aNhN

ij . (7)

The choice of polynomial degree is determined by experimental data. In the
experiment, node density varied from 0.01 to 0.03, positioning errors of nodes
in S-shaped and Square-shaped networks were recorded and their average values
were statistically calculated. The results are shown in Table 1.

Analyzing the data in Table 1 leads to the following conclusions: as node
density increases, the localization error of the nodes in both networks decreases
significantly, regardless of the degree of polynomial, and then gradually stabilizes.
For the S-shaped network, as polynomial coefficient increases, the positioning
error of the node gradually decreases, reaches the minimum at the third degree,
then error begins to increase. For the Square-shaped network, as the polynomial
coefficients increases, the positioning error of the nodes gradually becomes larger,
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Table 1. Positioning error with polynomial coefficient changing from 1th to 4th as
node density varies.

Density Degree

1th degree (m) 2th degree (m) 3th degree (m) 4th degree (m)

S Square S Square S Square S Square

0.010 15.202 6.970 11.201 5.449 11.248 5.686 11.882 6.327

0.012 15.462 5.961 11.647 5.318 10.877 5.441 11.500 6.005

0.014 14.273 5.539 11.296 5.030 11.045 5.158 11.273 5.753

0.016 14.182 5.225 11.247 5.032 10.769 5.040 11.344 5.514

0.018 13.859 5.048 11.185 4.815 10.557 5.101 11.395 5.324

0.020 12.748 4.793 11.350 4.751 10.787 4.888 11.152 5.410

0.022 13.122 4.780 10.479 4.638 10.460 4.852 11.137 5.454

0.024 13.004 4.648 11.240 4.623 10.541 4.794 10.641 5.128

0.026 12.537 4.623 10.880 4.596 10.379 4.646 11.437 5.012

0.028 12.826 4.536 11.201 5.449 11.248 5.686 11.882 6.327

0.030 12.420 4.532 11.647 5.318 10.877 5.441 11.500 6.005

Means (m) 13.603 5.151 11.281 5.199 10.893 5.331 11.397 5.808

and the change is gentle, error increases significantly when the degree is increased
to four. Based on the above analysis, it is reasonable to choose a third-degree
polynomial to approximate the relationship between hop count and distance.

Choosing a third-degree polynomial to approximate can get a matrix of the
following form:

⎡

⎢

⎢

⎢

⎣

h3
i1 h2

i1 hi1 1
h3
i2 h2

i2 hi2 1
...

h3
in h2

in hin 1

⎤

⎥

⎥

⎥

⎦

⎡

⎢

⎢

⎣

α3

α2

α1

α0

⎤

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎣

di1
di2
...

din

⎤

⎥

⎥

⎥

⎦

, (8)

where h is the hop count among anchor nodes, use the least square method to
determine the optimal value of α,

α =
(

HTH
)−1

HTD. (9)

Broadcast Polynomial Coefficients. Each anchor node broadcasts a data
packet containing its calculated polynomial coefficients in the network. When
an unknown node receives this packet from its nearest anchor node (that is, the
first packet that arrives), it calculates the distance between itself and anchor
node according to Eq. (10):

dik = α0 + α1hik + α2h
2
ik + α3h

3
ik, (10)

where dik and hik are the distance and minimum hop count from the kth unknown
node to the ith anchor node, respectively.
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3.3 Differential Evolution Algorithm Locates Unknown Nodes

Differential evolution algorithm is a stochastic optimization algorithm based
on population genetic evolution. Similar to other evolutionary algorithms, this
algorithm also includes several genetic operations such as mutation, crossover
and selection. The original vector X selected to perform mutation operation is
called “target vector”. The mutation vector V obtained after the differential
mutation operation is called “donor vector”. The new vector U generated by
cross-combination of “target vector” and “donor vector” is called “trial vector”.
Finally, the algorithm selects the vector with better fitness from the target vector
X and the test vector U by greedy selection to enter the next iteration. The
following are the details of specific implementation.

Population Initialization. Assuming that the current population size is NP ,
the current population Pt can be described as follows:

Pt =
{

Xi,t | Xi,t =
(

X1
i,t,X

2
i,t, . . . , X

D
i,t

)T
}

, i = 1, . . . , NP,

where t represents the current evolutionary generation, Xi,t represents the ith
individual vector in the population, which is also a D-dimensional feasible solu-
tion. The algorithm uses a random function conforming to uniform distribution
to generate the initial solution. For example, the value of the jth dimension of
particle i can be generated by Eq. (11):

xj
i,0 = xj

min + rand(0, 1) ×
(

xj
max − xj

min

)

, (11)

where rand(0, 1) is a uniformly distributed random decimal in the range of (0,1).
xj
max and xj

min denote the maximum and minimum boundary values for an indi-
vidual in the jth dimension, respectively.

Mutation. Mutation refers to changing the value of a certain position through
random perturbation. Differential evolution algorithm maintains the diversity of
the population through mutation strategy in Eq. (12):

Vi,t = Xr1,t + F × (Xr2,t − Xr3,t) , (12)

where r1, r2, r3 are the numbers of three random individuals in the population,
and r1 �= r2 �= r3, so the size of population must satisfy NP > 4; Xr1,t is the
vector chosen to perform mutation operation, also known as “target vector”;
Xr2,t and Xr3,t are two random vectors chosen to perform differential operation.
Coefficient F is called scaling factor, which is used to control the overall impact of
differential vector; the mutation vector Vi,t obtained after the mutation operation
is called “donor vector” of individual i.
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Crossover. Through the previous mutation operation, donor vector vi,t is gen-
erated for individual i. At this point, the algorithm can generate test vector
Ui by performing a crossover operation on the target vector Xi and the donor
vector Vi according to Eq. (13):

uj
i,t =

{

vj
i,t, rand j(0, 1) ≤ CR or j = jrand

xj
i,t, otherwise

. (13)

Selection. Differential evolution algorithm use greedy selection mechanism to
select the target vector Xi, and the test vector Ui generated by mutation oper-
ation and crossover operation. The vector with better fitness is selected to enter
the next generation population. Greedy selection according to Eq. (14):

xi,G+1 =
{

ui,G, f (ui,G) ≤ f (xi,G)
xi,G, otherwise . (14)

Realization of DE. After the unknown node k obtains the distance estimation
vector d̂k, the following objective function is constructed:

ek =
1
m

m
∑

i=1

wki

(
√

(x̂k − xi)
2 + (ŷk − yi)

2 − d̂ki

)2

, (15)

where (x̂k, ŷk) are the estimated coordinates of unknown node k, (xi, yi) are
the coordinates of anchor node i, i = 1, 2, . . . ,m, wki denotes the weight of
anchor node i in the coordinate calculation process of unknown node k, which
is calculated as follows:

wki =
1/hik

∑m
i=1 1/hik

, (16)

where m is the number of anchor nodes, hik is the number of hops from unknown
node k to anchor node i. The larger the hik, the higher the degree of tortuosity
of the path from the anchor node i to the node to be located, resulting in
greater errors. Therefore, the smaller the number of hops from the anchor node
i to the unknown nodes, the greater the weight. Finally, differential evolution
optimization algorithm is used to find the minimum of Eq. (15), and this solution
is the estimated coordinates of unknown node k. The process is described by Eq.
(17):

(x̂k, ŷk) = argmin(x̂k,ŷk)
ek. (17)

The pseudo-code of the proposed algorithm is shown in Fig. 1.
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Fig. 1. Pseudocode of the proposed algorithm.

4 Simulations and Analysis

In order to evaluate the effectiveness of the algorithm, the experiment conducted
simulations on two network models, Square-shaped network and S-shaped net-
work, which are shown in Fig. 2 and Fig. 3. The normalized root mean square
error (NRMSE) is introduced to evaluate the performance of the algorithm,
which is calculated as follows:

NRMSE =

∑Nu

k=1

√

(x̂k − xk)
2 + (ŷk − yk)

2

NuR
, (18)

where Nu is the number of unknown nodes.
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Fig. 2. Square-shaped network
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Fig. 3. S-shaped network

4.1 Node Density

The parameters of the conducted simulations are shown in Table 2. The perfor-
mance curves corresponding to the node density are shown in Fig. 4.

Table 2. Parameters setting for different node densities.

Anchor R DoI Monitoring area Trials

20 20 m 0.05 100 m × 100 m 100

The NRMSE curves of the proposed algorithm are plotted in Fig. 4 as the
node density varies from 0:01 to 0:03 in Squared and S-shaped networks, respec-
tively. Figure 4(a) shows that the proposed algorithm has the best NRMSE per-
formance among all investigated algorithm in Square-shaped networks. And it
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Fig. 4. Performance curves in term of NRMSE versus node density in (a) Square-
shaped network and (b) S-shaped network.

can achieve good positioning accuracy when the node density is as low as 0.012.
The reason is that the DE algorithm converges quickly and has strong opti-
mization search capability. It can be seen from the Fig. 4(b) that the positioning
errors of both DV-Hop [6] and LAEP [16] are always greater than R, which is
quite different from the performance in Squared network. The proposed algo-
rithm also has the best performance in S-shaped networks. The main reason is
that in the network with complex topology, most of the paths from unknown
node to anchor node are tortuous, resulting in an increase in the number of
hops. The proposed algorithm uses a hop correction factor to adjust the hop
count from unknown node to anchor node to make it closer to the true value
and improve the positioning accuracy.

4.2 Communication Radius

The parameters of the conducted simulations are shown in Table 3. The perfor-
mance curves corresponding to the communication radius are shown in Fig. 5.

Table 3. Parameters setting for different radii.

Anchor Density DoI Monitoring area Trials

40 0.03 0.05 100 m × 100 m 100

The NRMSE curves of the proposed algorithm are plotted in Fig. 5, as the
communication radius varies from 20 to 45 in square and S-shaped networks
respectively. Figure 5(a) shows that the performance of LAEP [16] and RAPS
[20] algorithms are extremely unstable and lack robustness. Although LAEP has
good performance when the communication radius is 20, its localization error
remains high since the communication radius increases to 25. The reason is that
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Fig. 5. Performance curves in term of NRMSE versus communication radius in (a)
Square-shaped network and (b) S-shaped network.

the algorithm estimates its distance to the anchor node directly based on the set
communication radius, node density, and when the radius changes, the distance
estimation error becomes larger, resulting in its poor localization performance.
When the communication radius is less than 25, the proposed algorithm will be
slightly inferior to the DV-Hop [6] algorithm, but as the communication radius
increases, the superiority of the proposed algorithm become more and more evi-
dent. The reason is that with the increase of communication range, node can
establish direct connection with more nodes, that is, there are more single-hop
nodes. If it is directly recorded as an integer hop, the distance estimation error
will increase. The proposed algorithm uses the hop count correction factor of
the anchor node to make the hops between the unknown node and the anchor
node continuous, in this way, the distance estimation error becomes smaller and
the localization result is more accurate. In Fig. 5(b), the positioning error of the
RAPS algorithm first decreases, and then gradually increases. In contrast, the
localization errors of the DV-Hop algorithm and the proposed algorithm have
been gradually decreasing, and the performance of the proposed algorithm is
slightly better than that of the DV-Hop algorithm. It can be seen that the pro-
posed algorithm has achieved good positioning accuracy no matter in a relatively
simple network or a complex network, indicating the adaptability and stability
of the proposed algorithm.

5 Conclusion

In this paper, a high-precision localization algorithm based on polynomial
approximation and differential evolution called LA-PADE for WSNs is proposed.
In LA-PADE, the hop counts are converted from discrete values to continuous
values to make them more accurate. For further reducing the localization error,
the DE algorithm is used to locate the unknown nodes, which defines the localiza-
tion estimation process as an optimization problem. The extensive experiments
are conducted in both S-shaped and Square-shaped networks. The experimental
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results show that LA-PADE outperforms DV-Hop, RAPS and LAEP for these
cases. Specifically, in the S-shaped networks, over the range of node densities
considered, the proposed algorithm reduces the localisation error by an average
of 26.5% compared to the RAPS algorithm and 38.4% compared to the LAEP
algorithm.
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Abstract. The multi-unmanned aerial vehicle (UAV) task allocation method has
shortcomings such as long flight distance and long algorithm initialization time.
In response to these problems, this paper proposes a UAV task allocation method
based on Swarm Intelligence Optimization Algorithm (SIOA). The algorithm first
compares the relationship between the number of UAVs and mission points when
UAV is performing a task, and then introduces the idea of gradient descent to
reduce theflyingdistanceofUAV.Experimental results show that theSIOAmethod
can effectively reduce the initialization time, shorten search distance of the UAV
and the time UAV complete the task, and effectively solve the problem of high
algorithm complexity.

Keywords: Task allocation · Swarm intelligence optimization algorithm ·
Algorithm complexity · Initialization time · Gradient descent

1 Introduction

With the rapid development of UAV technology and the increasingly complex mission
environment of UAVs, coordinated control of multiple UAVs has become a very impor-
tant research hotspot in UAV technology. And task allocation is the basis and guarantee
for the coordinated control of multiple UAVs. The research on task allocation of mul-
tiple drones can ensure that multiple UAV complete tasks efficiently and safely, which
is of great significance for search and rescue, inspections, and so on. Task allocation
includes task allocation and path planning. This paper mainly studies the problem of
task allocation.

Numerous researchers conducted relevant research on task allocation models. Ali-
tappeh R.J. et al. [1] proposed a new deployment-based framework to solve the problem
of task allocation in very large environment. They divided the problem into region par-
titioning and routing problem. Jin K. et al. [2] proposed a team-competition model, turn
the allocation problem into how to assign tasks and the most suitable robot is selected
to execute the most appropriate task. Xu S. et al. [3] proposed a mathematical model
for UAVs task allocation in crowdsensing, and some algorithms are proposed to allocate
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tasks for the purpose of minimizing the incentive cost while ensuring the quality of
sensing data. These methods mainly put forward the overall model of task allocation,
and did not conduct research on specific algorithms.

At present, there are many researches on UAV task allocation using swarm intelli-
gence algorithm. The swarm intelligence algorithm is a random search algorithm using
swarms. By defining certain group behaviors and individual behaviors, the group has
population evolution diversity and behavior orientation. Using these properties, it can
be used to approximately solve some optimization problems that are difficult to solve
directly. Therefore, swarm intelligence algorithm is an effective algorithm to solve the
problem of multi-UAV task allocation. HeW. et al. [4] used the time stamp segmentation
model, and combining IPSO andMSOS to solve the multi-UAV cooperate path planning
problem. Wang Y. et al. [5] used an improved max-min ant system to find the global
optimal solution, and has a better performance on completion time and load balance.
Yu X. et al. [6] combined the ant colony optimization and the A* algorithm, develops a
two-layer algorithm ACO-A*. Ping K. et al. [7] proposed a cooperative path planning
algorithm for multi-sprayer-UAVs based on the improved PSO, and divided the working
area of each UAV. Cao Y. [8] transforms the minimum residence time into the shortest
path combinatorial optimization, and discretizes heading angles, and through solving the
model with genetic algorithm. Zhou X. et al. [9] integrated BA algorithm into the ABC
algorithm, uses ABC to modify the BA and solves the problem of poor local search
ability of BA. Huo L. et al. [10] proposed a hybrid differential symbiotic organisms
search (HDSOS) algorithm by combining the mutation strategy of DE with the modified
strategies of SOS. LiuW. et al. [11] proposed IACO to solve 3d multi-task programming
under finite-time constraints, introduces the artificial preemptive coefficient matrix into
the transfer probability formula. These algorithms have improved the swarm intelligence
algorithm, but have not studied the complexity of the algorithm.

If the calculation time of the task assignment algorithm and the UAV flight distance
is not taken into consideration, the efficiency of UAVs to complete tasks will be greatly
reduced. So, for the purpose of solve these important problems, we focus on the com-
plexity of the algorithm and the travel distance of the UAV, and proposes a UAV task
allocation using swarm intelligence optimization algorithm (SIOA). The SIOA method
can solve the high complexity of the algorithm and reduce the time and distance of the
UAV to complete the task.

2 The SIOA Method

The SIOA method focuses on the optimization of the time complexity of the algorithm
and the travel time and distance of the UAV to complete the mission. It should be noted
that the situation in this article is considered in an ideal environment, and the existence
of other obstacles is not considered.

The SIOA method compares the number of drones with the mission points’ number.
If the number of drones is less than or equal to mission points’ number, each UAV will
be assigned a task. On the contrary, only assign tasks to those closer UAV to the mission
point.
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Then introduce the idea of gradient descent to find the direction with the fastest
decline relative to the existing position, so that the UAV can choose the next position in
that direction.

The SIOA method will be explained in the ant colony algorithm, bat algorithm, and
gray wolf algorithm.

In the Ant Colony Algorithm, the pheromone is first updated according to the
pheromone calculation formula, and then the transition probability is calculated
according to the pheromone.

When calculating the transition probability, according to the SOIA method, the
calculation publicity is shown in Eq. (1)–(4).

There are two cases in the algorithm. The first case is that the ordinate belongs to
allowedk , as Eq. (1)–(2) shown.

pkij = τα
ij (t)η

β
ij (t)

∑

k∈allowedk
τα
ij (t)η

β
ij (t)

, j ∈ allowedk (1)

allowedk = {C − tabuk} (2)

In Eq. (1) τij is pheromone, tabuk is the k-th UAV, α is the influence of the amount
of information on UAV’s selected path, β is the relative importance of visibility, ηij is
the expected degree of transition from node i to j.

The second case is that the ordinate not belongs to allowedk , as Eq. (3) shown.

pkij = 0, other (3)

According to the idea of gradient descent, the path selected according to the selection
probability is subjected to gradient descent processing. The processing process is shown
in Eq. (4).

Dmin(x, y) =
(

∂DS

∂x
,
∂DS

∂y

)

(4)

In Eq. (4),Dmin represents the current path selected according to the transition prob-
ability, ∂DS

∂x and ∂DS
∂y represent the gradient descent processing of the partial derivative

of the currently calculated path.
In the Bat Algorithm, when updating the position of the UAV in the bat algorithm,

the position and speed of the UAV will be updated at the same time. According to the
SIOA method, the update of the UAV position is shown in Eq. (5)–(8).

First calculate the current UAV’s position and flying distance, the calculation is as
shown in Eq. (5)

xti = xt−1
i + vti (5)
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In Eq. (5)
(
xt−1
i1

, yt−1
i1

, zt−1
i1

)
is the coordinate of xt−1

i
, vti is the time t’s speed of the

UAV, and its calculation is shown in Eq. (6)–(7).

vti = vt−1
i + (

xti − X∗
) × fi (6)

fi = fmin + (fmax − fmin) × β (7)

In Eq. (6)–(7) vt−1
i is the flying speed of the UAV at the previous moment, X∗ is the

current local optimal solution of group position. fi is frequency, fmin is a fixed frequency
and fmax is the max frequency.

Then according to the idea of gradient descent, the current position of the UAV is
processed by gradient descent, as shown in Eq. (8).

Dmin(x, y) =
(

∂Dxti

∂x
,
∂Dxti

∂y

)

(8)

In Eq. (8), Dxti
is the distance traveled by the current location of the UAV,

∂Dxti
∂x and

∂Dxti
∂y represent the gradient descent processing of the partial derivative of the currently

calculated path.
In the Gray Wolf Algorithm, according to fitness, the wolves are divided into α, β,

δ, ω, the SIOA method improves the surrounding and hunting phases in the gray wolf
algorithm.

In surrounding the prey phase, wolves seek prey, and gradually approach and
surround the prey, as shown in Eq. (9)–(10).

The distance is calculated as shown in Eq. (9).

D = C ◦ Xp(t) − X (t) (9)

In Eq. (9) t is the current moment, ◦ represents Hadamard product operation, C
is coordinate coefficient vectors, Xp represents position vector of prey, X(t) represents
current position of wolf.

Then according to the idea of gradient descent, the current position of the UAV is
processed by gradient descent, as shown in Eq. (10).

Dmin(x, y) =
(

∂D

∂x
,
∂D

∂y

)

(10)

In Eq. (10), Dmin represents the current path selected according to the transition
probability, ∂D

∂x and ∂D
∂y represent the gradient descent processing of the partial derivative

of the currently calculated path.
In hunting for prey phase, each iteration only the best three wolves in the current

population, that is, three UAVs, are retained, and then the positions of other UAVs are
updated based on the location information of the retained UAVs.

The SIOA method is optimized for location update, and the update process is shown
in Eq. (11)–(13).



34 J. Shi et al.

The calculation of the optimal position of the three UAVs is shown in Eq. (11)–(13):

Dα = C1 ◦ Xα − X (11)

Dβ = C2 ◦ Xβ − X (12)

Dδ = C3 ◦ Xδ − X (13)

Then according to the idea of gradient descent, the current position of the UAV is
processed by gradient descent, as shown in Eq. (14)–(16).

Dmin 1 =
(

∂Dα

∂x
,
∂Dα

∂y

)

(14)

Dmin 2 =
(

∂Dβ

∂x
,
∂Dβ

∂y

)

(15)

Dmin 3 =
(

∂Dδ

∂x
,
∂Dδ

∂y

)

(16)

In Eq. (14)–(16), ∂D
∂x and ∂D

∂y represent the gradient descent processing of the partial
derivative of the currently calculated path.

Calculate the current position of the UAV based on the current distance value, as
shown in Eq. (17)–(19).

X1 = Xα − A1 ◦ Dmin 1 (17)

X2 = Xβ − A2 ◦ Dmin 2 (18)

X3 = Xδ − A3 ◦ Dmin 3 (19)

In Eq. (17)–(19), A1, A2, A3 are coordinate coefficient vectors and random vector
in interval [−a, a], linearly decreases throughout iterative process. When A ∈ [−1, 1],
the next moment position of UAV can be anywhere between current UAV and mission
point.

Then calculate the position of the UAV at the next moment, as shown in Eq. (20).

X (t + 1) = X1 + X2 + X3

3
(20)

The specific SIOA method is as follows:



UAV Task Allocation Method Using SIOA 35

Input: task area’s size Boundary, UAVs’ number N, the number of targets n, initial 

positions of UAVs and targets 

Output: final UAV roadmap, calculation time of the algorithm T, travel distance 

D and the flight time t

1 Set the maximum number of iterations Maxloop;

2 Set the groups in algorithm；

3 Set the speed of UAVs v；

4 Set the various parameters required by the currently used bionic algorithm;

5 Set i = 0;

6 Initialize the population number m,

7 update UAV positions XUAV

8 If N > n: Inear = 1, Ifar = 0;

9 While   i < Maxloop do

10 Compute Ant Colony / Bat / Grey Wolf Algorithm DS

11 Compute Dth

12 If Dth < DS: D = Dth

13 End while

3 Simulation and Results Analysis

3.1 Simulation

The experimental environment is: AMD Ryzen 7 5800H CPU, the simulation environ-
ment of the experiment uses matlab simulation software. Set the experimental area to
a three-dimensional space area of 100 m * 100 m * 100 m. The initial position of the
UAV and the position of mission points are given. In this experiment, three UAVs and
five mission points are set.

We choose the ant colony algorithm, the bat algorithm and the gray wolf algorithm
in the swarm intelligence algorithm to verify the effectiveness of our proposed SIOA
method. The roadmap of the algorithm is shown in Fig. 1–6. Figure 1, Fig. 3 and Fig. 5
are the result roadmaps of ant colony algorithm, bat algorithm and gray wolf algorithm
respectively. Figure 2, Fig. 4 and Fig. 6 are the result roadmaps of ant colony algorithm,
bat algorithm and gray wolf algorithm after using SIOA method respectively.

The initial position of the three UAVs in the experiment are [88, 6, 3], [92, 98, 16]
and [69, 32, 12], The locations of the five mission points are [63, 87, 84], [22, 24, 100],
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Fig. 1. Ant colony roadmap Fig. 2. Ant colony SIOA roadmap

Fig. 3. Bat roadmap Fig. 4. Bat SIOA roadmap

Fig. 5. Gray wolf roadmap Fig. 6. Gray wolf SIOA roadmap
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[74, 41, 51], [35, 56, 6] and [5, 89, 66]. In the figure the three colors line represents the
three UAV’s roadmap, and the red x represents the mission points. We can see from the
figure that all the UAVs can finished the task and find the mission points.

3.2 Results Analysis

In the experimental analysis, we mainly judge whether the algorithm is effective by
comparing the calculation time of the algorithm, the travel distance of the UAV and the
flight time of the UAV.

The calculation time of the algorithm is the time complexity of the algorithm, the
calculation time of the algorithm is compared to verify whether the method proposed in
the article effectively reduces the time complexity of the algorithm. By comparing the
travel distance of the UAV and the flight time of the UAV, it is tested whether the method
proposed in the article can effectively reduce the energy consumption of the drone, so
that the drone can complete the task more quickly. We randomly selected ten sets of
experimental data, and verified the effectiveness of the algorithm by comparing three
indicators.

Fig. 7. Algorithm calculation time comparison

Figure 7 compares the calculation time before and after using SIOA in the ten groups
of algorithms, and the 11th group is the average value of the first ten groups. In the figure,
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Ant Colony, Bat and Gray Wolf represents the ant colony algorithm, bat algorithm and
gray wolf algorithm, and Ant Colony SIOA, Bat SIOA and Gray Wolf SIOA represents
the ant colony algorithm, bat algorithm and gray wolf algorithm after using the SIOA
method. It can be seen from the Fig. 7. That calculation time of the ant colony algorithm
is reduced the most, and the average is reduced to about one-sixth of the original. The
bat algorithm and gray wolf algorithm respectively reduce the calculation time to about
one-half and one-third of the original.

Fig. 8. Flight distance comparison

Figure 8 is a comparison chart of UAV flight distance, comparing the flight distance
of ten sets of data of each algorithm before and after using SIOA. Each broken line in
the figure represents the data of an algorithm, and the eleventh point data on the broken
line is the average value of the first ten sets of data. It can be seen from the figure the bat
algorithm has the largest average distance reduction, and the distance can be shortened
to about half of the original. The ant colony algorithm’s flying distance of the UAV is
not much different form that use the SIOA method.

Figure 9 compares the flight time of drones. Each column of the histogram in the
figure represents the travel time of the UAV corresponding to the algorithm on the
abscissa, that is, the time required for the drone to complete the task. It can be seen from
the figure that the UAV flight time of three algorithms has decreased to a certain extent
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Fig. 9. Flight time comparison

after using the SIOAmethod. The ant colony algorithm has decreased by about 25%, the
bat algorithm has decreased by about 60%, and the gray wolf algorithm has decreased
by about 65%.

In summary, the SIOA method has improved the original algorithm in terms of
algorithm calculation time, UAV travel distance and UAV flight time. It shows that the
algorithm can reduce the time complexity of the algorithm and improve the efficiency of
UAV to complete tasks. The overall comparison chart of the three evaluation standards
is shown in Fig. 10.

Fig. 10. Overall comparison chart of the three evaluation standards
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Figure 10 compares the calculation time, UAV travel time andUAV travel distance of
the ant colony algorithm, bat algorithm and gray wolf algorithm and the three algorithms
after using the SIOAmethod. As can be seen from the figure, like the above analysis, the
SIOA method can effectively reduce the calculation time of the algorithm, and reduce
the travel distance and flight time of the UAV, thereby reducing the time complexity of
the algorithm and improving the efficiency of the drone to complete the task.

4 Conclusion

Aiming at the problems of high time complexity and long flying distance of drones
in multi-drone task assignment, this paper proposes a multi-UAV task allocation using
swarm intelligence optimization algorithm (SIOA). SIOA focus on the complexity of the
algorithm and the travel distance of theUAV, performs dynamic allocationwhen theUAV
performs tasks, and adds a comparison algorithm at the same time. The experiment is
verified in the ant colony algorithm, bat algorithm and graywolf algorithm. Experimental
results show the SIOAmethod can solve the high complexity of the algorithm and reduce
the time and distance of the UAV to complete the task.
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Abstract. IEEE 802.11ah is a wireless network protocol designed for large-
scale Industrial Internet of Things (IIoT) scenarios. The restricted access window
(RAW) mechanism introduced by IEEE 802.11ah assigns the nodes into different
RAW groups to reduce conflicts between nodes. The original RAW mechanism
randomly divides nodes into RAW groups with the same duration, which cannot
meet the different requirements of different nodes. In order to reasonably divide
the nodes into different RAW groups, a RAW grouping algorithm based on outage
probability (OP-RAW) is proposed in this paper. Outage probability is introduced
to evaluate the quality of data transmission in IIoT, and the influencing factors
is analyzed. OP-RAW calculates the time slot duration of the nodes according
to the load and outage probability of different nodes, and then groups the nodes
with the same time slot duration requirements into the same RAW group. The
simulation results show that, compared with the traditional RAW grouping algo-
rithm and other RAW group optimization algorithm, the OP-RAW can increase
the throughput by about 15% and effectively reduce the transmission delay.

Keywords: IIoT · IEEE 802.11ah · Restrict access window · Outage probability

1 Introduction

With the continuous development of wireless network technology, the number and cov-
erage of nodes in Industrial Internet of Things (IIoT) are gradually expanding, including
a variety of sensors. The IEEE 802.11ah is a wireless network protocol designed to sup-
port a large number of sensor access in IIoT [1]. In IEEE 802.11ah networks, an access
point (AP) supports up to 8192 nodes to access. Efficiently organizing and managing so
many nodes has become the key to ensuring the performance and stability of IIoT.

The restrict access window (RAW)mechanism is a key technology of theMAC layer
introduced by IEEE 802.11ah to support large-scale sensers access [2]. RAWmechanism
divides the accessed nodes into multiple groups, namely RAW group, and sets a RAW
slot for each group. RAW slot is divided into multiple time slots internally, and the nodes
in the RAW groups are evenly allocated to the time slots [3]. Each RAW slot occupies
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the channels in turn, as shown in Fig. 1. RAW mechanism combines deterministic and
random channel access, which reduces conflicts and ensures fair competition between
nodes for channels.

RAW
1

RAW
2 ... RAW k

Beacon frame

...

Slot 0 ... Slot islot ... Slot Nslot

TRAW

Tslot

NSTA

RPS
Time

TBI

Beacon frame

Fig. 1. Schematic diagram of RAW grouping mechanism in IEEE 802.11ah protocol.

The performance of RAWgrouping strategy has an impact on the channel utilization,
throughput and delay of the networks. For original IEEE 802.11ah, the nodes connected
to the AP are randomly assigned to each RAW groups on average. The number and the
duration of time slots in each RAW slot are fixed and the same. Little attention has been
paid to efficient grouping strategies. There are different types of sensors in IIoT, which
usually have different load sizes and packet sending rates. In addition, due to the diverse
channel conditions in IIoT [4], the data transmission quality of the nodes in IIoTmay also
be different. Nodes with poor data transmission quality may have more retransmissions
due to bit errors. Therefore, sensors with different traffic demand or different channel
conditions have different requirements for the time slot duration in order to complete
data transmission.

The original RAWmechanism allocates nodes to multiple groups and sets the access
window (RAW) for each group. The RAW is divided into multiple RAW timeslots, and
each node in the RAW group is evenly allocated to each RAW timeslot. Therefore, each
RAW group is isolated in the time domain, and each node is allowed to participate in the
competing channel only in the access window of the RAW group to which it belongs.
RAW combines deterministic channel access with random channel access, which not
only reduces the competition and collision between nodes, but also ensures the fair
competition between nodes. However, the original RAW grouping algorithm doesn’t
consider the load of the node and the quality of data transmission, which causes network
performance degradation.

In order to solve the problem that the original RAWmechanism cannot group nodes
as different nodes required, outage probability is used in this article to evaluate the
quality of data transmission in IIoT. The factors affecting the outage probability are
quantitatively analyzed. Based on outage probability, a RAW grouping algorithm is
proposed in this article named OP-RAW, which group the nodes according to the load
size, packet sending rate and outage probability. The main contributions of this article
are as follows:
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• Outage probability is innovatively used to evaluate the quality of data transmission
in IIoT, and multiple affecting factors of outage probability are firstly quantitatively
analyzed, such as transmission distance, transmit power, and so on.

• A RAW group optimization algorithm based on outage probability (OP-RAW) is
novelty proposed, which can reasonably group the nodes into different RAW groups
according to the service and data transmission quality of different nodes.

2 Related Work

AppropriateRAWgroup algorithmhas a critical impact on network performance in terms
of throughput, delay, and energy consumption [5]. The research of RAW mechanism
mainly focuses on the RAW group optimization algorithm. In paper [6], Cheng et al.
proposed a channel-aware RAW adaptive algorithm, which dynamically adjusted the
access window according to channel interference and other conditions. In paper [7],
Sheu et al. proposed a dynamic time slot allocation scheme in view of the large number
and denseness of nodes in IIoT which allocates more active devices to less congested
devices, thereby reducing device contention for the channel. In paper [8], Miriyala et al.
formulated an optimization problemusing the artificial neural network to find the optimal
number of RAW slots and to improve network performance. The results showed that
the proposed optimization problem improved the throughput of the RAW mechanism.
Liborio et al. [9] explored the application of network slicing technology in SDN using
the IEEE 802.11ah, using SDN to obtain the function and quality of service requirements
of nodes, and realizing logical slicing in the context of RAW.

In summary, existing works show that the RAW grouping algorithm has a critical
impact on network performance, in terms of throughput, delay, and energy consumption,
most researches do not comprehensively consider the quality of data transmission, so
that the RAW groups and channel resources do not match.

3 Outage Probability in IEEE 802.11ah Networks

Outage probability is an expression of channel capacity, indicating whether the channel
can meet the requirements of data transmission. High outage probability means that the
channel capacity cannot meet the requirements of data transmission, and the quality of
data transmission is poor.

3.1 A Subsection Sample

Definition (outage probability). Outage probability is defined as the probability that
the instantaneous signal to noise ratio (SNR) of the channels is less than the set threshold
SNR which is set to maintain a certain channel capacity. Let Pout denote the outage
probability. The outage probability is computed as

Pout =
rth∫
0
p(r)dr (1)

Where rth is the threshold SNR set to ensure the channel capacity, r is the
instantaneous SNR, and p(r) is the probability density function (PDF) of r.



44 W. Sun et al.

In IIoT scenario, the channel fading model is generally the Rayleigh fading channel
[10], and the instantaneous SNR in the channel is index distribution. That is rε(r), where
r̄ is the average SNR of the channel. The PDF of the SNR at the receiver is shown as
Eq. (2).

p(r) = 1

r
e
r
r (2)

In IIoT, the relay node generally decodes and then re-encodes the received signal
and sends it to the next hop node, which called regenerative relay. Therefore, the outage
probability of the channels is independent. According to Eq. (1) and Eq. (2), the outage
probability of the m-hop regenerative relay system Pm−re

out is shown as Eq. (3).

Pm−re
out = 1 −

∏m

l=1

∞∫
rth
p(rl)drl = 1 − e

−rth
∑m

l=1
1
rl (3)

In our previous work [11], the outage probability expressions of the two-hop non-
regenerative relay system are derived which is shown as Eq. (4).

pout = 1 − 2rth√
r1 ∗ r2

∗ K1

(
2rth√
r1 ∗ r2

)
e
−rth

(
1
r1

+ 1
r2

)

(4)

Where r1 and r2 respectively are average SNR from the source node to the relay node
and from the relay node to the destination node. TheMonteCarlomethod is used to verify
the expressions of outage probability in two-hop regenerative and non-regenerative relay
systems. Let r1 and r2 be respectively the SNR of the first and second hop links. Let r1
= r2, m = 2 and rth = 15. 10,000 r1 and r2 are randomly generated according to the
exponential distribution as instantaneous SNR. The experimental results are shown in
Fig. 2.

Fig. 2. The results of Monte Carlo method to verify the relationship between the probability of
outage and the SNR.

In Fig. 2, the outage probability obtained byMonte Carlo method is basically consis-
tent with that calculated by Eq. (3) and Eq. (4), which shows that the derived expressions
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are correct. As the SNR gradually increases, the outage probability gradually decreases.
Moreover, the outage probability in the regenerative relay system is relatively lower,
because the process of decoding and re-encoding corrects the error in the transmission.

3.2 Influencing Factors in IEEE 802.11ah Networks

The outage probability is directly related to the SNR at the receiver, which is affected
by the receiver, which is affected by the received power Pr and the noise at the receiver
N0. Pr is as shown in Eq. (5).

Pr(dBm) = Pt(dBm) + Gt(dBi) + Gr(dBi) − Lpf (dB) (5)

Where Pt is the transmit power, Gt and Gr are the antenna gains of the sender and
receiver, which are generally kept constant, and Lp is the path loss, which is usually
different in different networks.

According to [12], the path loss model of the IEEE 802.1ah under the condition that
the antenna length with 2m and 15m are as shown in Eq. (6) and Eq. (7) respectively.

Lah−2m
p = 23.3 + 36.7 log d (6)

Lah−15m
p = 8 + 37.6 log d (7)

According toEq. (5), Eq. (6) andEq. (7), the averageSNR in IEEE802.11ahnetworks
with 2 m and 15 m antenna is respectively as shown as Eq. (8) and Eq. (9). Where
Gt = 3dBi, Gt = 0dBi.

rah−2m = (Pt − 23.3 − 36.7 log d)/N0 (8)

rah−15m = (Pt − 5 − 37.6 log d)/N0 (9)

According to Eq. (3), Eq. (8) and Eq. (9), the outage probabilities for IEEE 802.11ah
networks can be calculated from transmit power and transmission distance, according
to Eq. (10) and Eq. (11), where Pl

t and dl is transmit power and transmission distance
of each hop.

Ppout
ah−15m = 1 − e

−rth
∑m

l=1
N0(

Plt−37.6 log dl−5
)

(10)

Ppout
ah−2m = 1 − e

−rth
∑m

l=1
N0(

Plt−36.7 log dl−20.2
)

(11)

Make m = 1 and rth = 15 as an example to analyze the relationship between outage
probability, transmit power and transmission distance. The results are shown in Fig. 3
and Fig. 4.

Outage probability can comprehensively reflect the influence of many factors on the
channel quality, and evaluate the channel quality more comprehensively. Outage prob-
ability can be calculated through some simple parameters before the data transmission,
and be used to guide the RAW grouping.
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Fig. 3. The relationship between the probability of interruption and the power and distance of the
IEEE 802.11ah protocol when the antenna height is 2 m.

Fig. 4. The relationship between the probability of interruption and the power and distance of the
IEEE 802.11ah protocol when the antenna height is 15 m.

4 Outage Probability Based RAW Grouping Algorithm

RAWslots should enable the nodes in theRAWgroups to just complete the data transmis-
sion. In this section, a RAW grouping algorithm based on outage probability (OP-RAW)
is proposed, which groups the nodes according to the load and data transmission quality.

4.1 Problems of Original RAW Grouping Algorithm

In large-scale IIoT, different types of sensors have different services, so the load size and
the packets sending rate of different nodes are different. The time required to complete
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data transmission is also different. In addition, at the MAC layer of IIoT, IEEE 802.11ah
provides data transmission without bit errors through cyclic redundancy check (CRC)
technology. If the CRC detects error, the data frames will be retransmitted. The amount
of bit error is related to the quality of data transmission. The Time to complete the data
transmission is determined by the business and data transmission quality.

Slot 2                       Slot n            Slot 1            Slot2                  Slot n

RAW 1

...

RAW 2

...

Fig. 5. Original RAW grouping strategy considering size of node payload and retransmission.

In original IEEE 802.11ah, the nodes are randomly assigned to several RAW groups
and the number of time slots and the time slot duration in the RAW slot are the same,
as shown in Fig. 5. The length of the rectangles in Fig. 5 represents time slot dura-
tion requirements of different nodes. The rectangles are divided into two parts, which
respectively represent the time required to send the load and to retransmit the error
frames. Some nodes don’t fully utilize time slots, resulting in a waste of time slot. Some
nodes’ requirement for time slot duration is much greater than the assigned duration and
occupies the next time slots, resulting in reducing throughput and increasing delay.

4.2 Slot Duration Calculation

For IEEE 802.11ah, the time slot in RAW slot is the same, so the RAW slot duration
TRAW is as Eq. (12).

TRAW = Nslot ∗ Tslot (12)

Where Nslot and Tslot are the number and duration of time slots respectively. The
time required to transmit each data packet is as shown in Eq. (13).

td = p/r (13)

Where p is the size of load and r is the packet sending rate. Nodes within the time
slot use distributed coordination function (DCF) to compete for the channels. Therefore,
the packet transmission time is as shown in Eq. (14), where tDCF is the time to wait for
the channels to be idle and the counter to be zero when using DCF.

tp = td + tDCF (14)

The time required to send the data packet is as shown in Eq. (15), where TBI is the
interval time of beacon frames, �t is the packet sending interval.

Tp = tp ∗ TBI/(r ∗ �t) (15)
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The outage probability is used as an index to directly evaluate the quality of data
transmission and to correct the Tp so that the sensor can complete the retransmission.
The corrected Tp is as shown in Eq. (16).

TPout
P = Tp/(1 − Pout) (16)

Assuming the probability that the node doesn’t collide isPc,NT , the time slot duration
is as Eq. (17). Paper [13] has launched a detailed research on the value of Pc, NT .

Tslot = NT ∗ TPout
p /Pc, NT

T (17)

The slot counter in RAW is as shown in Eq. (18).

C = (Tslot(μs) − 500)/120 (18)

For different nodes, the obtained C is generally different, and the time slot duration
in the same RAW slot should be the same. Therefore, the nodes are grouped according
to the interval where C is located.

4.3 Working Process of OP-RAW

OP-RAW calculates the suitable slot counter C for each node according to the load size,
packet sending rate and outage probability. Then the nodes with similar C are regrouped
into the same RAWgroup. Finally, the nodes are re-associated according to the grouping
results.

RAW 1

... ... ...

RAW 2 RAW 3

... ...Slot 1 Slot n Slot 1 Slot n Slot 1 Slot n

Fig. 6. OP-RAW algorithm group strategy.

The grouping strategy using OP-RAW algorithm is shown in Fig. 6. It can be seen
that the OP-RAW algorithm allocates slot resources for nodes according to the service of
nodes and quality of data transmission, which ensures the efficiency of data transmission
and also improves the utilization of channel resources. The pseudo code of OP-RAW is
shown in algorithm 1. The time and space complexity of the algorithm is O(n).
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Firstly, the nodes establish association with the AP, the AP collects node information
about the rate and size of data packets, and calculates the outage probability. Then the
AP calculates a suitable slot counter Ci for each node according to ri, pisize and Pout .
The nodes with the same time slot counter are regrouped into the same RAW group.
Finally, the AP calculates the RAW parameters based on the grouping results and writes
the parameters into the RPS frame.

OP-RAWuses a single-layer loop to traverse the nodes associated with the AP, so the
time complexity of the algorithm is O(n). In addition, the algorithm contains a limited
number of lists to store the information, so the space complexity of the algorithm is O(n).

5 Evaluation

In this section, the OP-RAW algorithm is evaluated, compared with the TR-RAW algo-
rithm, which groups nodes according to the services of different nodes [13]. The evalua-
tion of NS-3 simulation shows that the regression-based model proposed in [13] is quite
accurate, and their traffic perception grouping is outperforming other baseline methods,
so tr-RAW algorithm is used in this paper for comparison. The simulation tool is NS3
extended by IDLab [14]. The operating system is Ubuntu 16.04 LTS.

5.1 Simulation Scenarios and Parameters

The network topology used in the simulation is shown in Fig. 7. In Fig. 7, in the circle
with AP as the center and R as the radius, 40 STAs are uniformly distributed randomly.
The nodes are divided into 3 categories according to packet sending rate and load size.
Nodes with 128byte load and 100 ms packet sending interval are represented by red
triangles, nodes with 128byte load and 500 ms packet sending interval are represented
by green squares, and nodes with 512byte load and 100 ms packet sending interval are
represented by blue circles. These nodes are evenly distributed in the network, and the
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transmitted power and noise in the environment remain the same. For nodes of the same
type with the same data transmission quality, the required time slots are the same length.
Other simulation parameters are shown in Table 1.

AP

STA

100 ms
128 byte
500 ms
128 byte
100 ms
512 byte

Fig. 7. IEEE 802.11ah network topology with different kinds of nodes.

Table 1. Simulation parameters

Parameter Value

MAC layer Protocol IEEE 802.11ah

Transport layer protocol UDP

frequency 900 MHz

Simulation time 5s

5.2 Simulation Results and Analysis

When the transmit power is fixed at 10mW and the noise is 6.8 dB, using OP-RAW, TR-
RAW and original RAW algorithm, the relationship between the transmission range and
delay of the network are respectively as shown in Fig. 8. and the relationship between
the throughput and delay of the network are respectively as shown in Fig. 9.
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It can be seen from Fig. 8 that with the transmission range increasing, the throughput
with the three algorithms is all decreasing. The throughput with OP-RAW algorithm is
increased by about 6% comparedwith the TR-RAWalgorithm, and about 12% compared
with the original RAW algorithm. In the case of large transmission distances, the OP-
RAW algorithm improves the throughput more obviously about 15%.

Fig. 8. Throughput under different transmission range using OP-RAW, TR-RAW and Original
RAW algorithm.

Fig. 9. Delay under different transmission range using OP-RAW, TR-RAW and Original RAW
algorithm.

It can be seen from Fig. 9 that as the transmission distance increases, the delay of
data transmission using the three algorithms keep increase.When the transmission range
is R ≤ 500m, the delay of using OP-RAW is always greater than using the TR-RAW,
but smaller than using the original RAW algorithm. When the transmission range is
R ≥ 500m, the transmission delay using OP-RAW algorithm is the lowest.

When the transmission range is 500 m, the noise is 6.8 dB and using OP-RAW,
TR-RAW and original RAW algorithm, the relationship between transmit power and
delay is shown in Fig. 10 and the relationship between throughput and delay is shown
in Fig. 11.
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It can be seen from Fig. 10 that with the transmission power increasing, the net-
work throughputs with the three algorithms are increasing. Using OP-RAW algorithm,
the network throughput has a certain improvement compared with using TR-RAW and
original RAW algorithm. Compared with the TR-RAW algorithm, the OP-RAW algo-
rithm considers the retransmissions and appropriately extends the slot duration, which
better improves the network throughput.

Fig. 10. Throughput under different transmit power using OPRAW, TR-RAW and Original RAW
algorithm.

Fig. 11. The delay under different transmission power using OPRAW, TR-RAW and Original
RAW algorithm.

According to Fig. 11, as the transmission power increases, the transmission delay
with the three algorithms decreases. When pt ≥ 9mW , the average delay is the lowest
using OP-RAW algorithm. When pt ≥ 9mW , the transmission delay of using OP-RAW
algorithm is slightly higher than that of using the TR-RAW algorithm.

6 Conclusion

There are a great number of nodes in large-scale IIoT using IEEE 802.11ah. The original
RAW grouping algorithm in IEEE 802.11ah doesn’t consider the service of the nodes
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and the quality of the data transmissions. In order to group nodes reasonably, outage
probability is used to evaluate the quality of data transmission. This article analyzes
multiple factors affecting the outage probability, such as transmit power and transmission
distance. Based on the outage probability, a RAW grouping algorithm named OP-RAW
is proposed, which calculates the slot duration required according to the packet sending
rate, load size and outage probability. The nodes with the same slot requirements are
grouped into the same RAW group. Simulation results show that OP-RAW algorithm
can optimize throughput and delay of the networks, and improve the utilization of time
domain channel resources. Compared to TR-RAW, op-RAW algorithm better improves
the network throughput and has advantages in the case of low transmission power, so it
has high application value in related real scenario. In our future, the delay, priority and
other requirements of the nodes will be considered comprehensively when regrouping
the nodes.
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Abstract. In recent years, human pose estimation based on computer
vision has become a popular research area. Conventional pose estima-
tion systems usually require pre-deployed infrastructures such as cam-
eras, WiFi, millimeter wave radar, etc. These external devices are usually
expensive and difficult to deploy and are not feasible to track human
poses continuously, e.g., when users are exercising outdoor. To tackle
these challenges, in this paper we propose a human pose estimation sys-
tem based on wearable and acoustic waves. The system utilizes wear-
able devices equipped with microphones and speakers and is easy to
deploy. The acoustic waves are used to estimate the distances between
each pair of wearable devices, and then the 2-dimensional structures of
these devices are reconstructed as an estimation of the human pose. Our
experiment results show that the proposed system can estimate different
human poses accurately with an action recognition accuracy of 97.5%.

Keywords: Acoustic ranging · Human pose recognition · Signal
processing

1 Introduction

Motivation. In recent years, human pose estimation technologies [1–3] have
flourished due their wide application scenarios and the rise of machine learning
technologies such as deep learning. However, the reconstruction of human pose
based on vision inputs such as images has its limitations. First, complex back-
ground, occlusion, and changes in light will reduce the recognition accuracy of
vision-based systems. In addition, due to privacy concerns, in some scenarios
cameras are not proper to be deployed to collect images and videos. Therefore,
many alternative technologies that use different data inputs have emerged for
human pose recognition. For example, a novel deep neural network capable of
reconstructing human full body pose in real-time from 6 Inertial Measurement
Units (IMUs) worn on the user’s body [4]. These devices can be configured on
smart devices. In addition to using these sensors, a large number of smart devices
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are also equipped with microphones, speakers. There is a lot of work to realize
the localization of objects through sound wave technology such as microphones,
from two-dimensional positioning to three-dimensional positioning [5–11]. And
it can be tracked after positioning [12–18]. In addition, there are many new and
innovative applications, such as using a single microphone for positioning [19],
using dual microphones for distance measurement [20], using acoustic recognition
and tracking to recognize handwriting [21]. Based on the bottom-up method, the
human pose estimation method is to first find out the key nodes of the human
pose and then connect to construct the human pose, and the acoustic is used for
positioning and tracking. Therefore, the acoustic can be used to locate and track
the human pose node. The use of acoustic technology for human pose estimation
and tracking has created the possibility.

Prior Works and Limitation. In human pose estimation, a lot of work has
been focused on image and video data [1–3,22,23], but on the one hand the
image and video data will be affected by ambient light, Obstructions, etc., on
the other hand, it also creates hidden dangers of privacy and security. Therefore,
work that uses wireless signals for human pose estimation has emerged, such as
RFID, WI-FI, mmWave radar,etc. However, such work requires more expensive
equipment on the one hand, and requires specific deployment of the surrounding
environment on the other.

In recent years, smart devices have experienced explosive growth, and micro-
phones and speakers have been embedded in a large number of smart devices.
Therefore, the acoustic signal has become a low-cost technology that can be pro-
moted and used in a large area. Human pose estimation and tracking through the
use of sound wave ranging has the advantages of low cost and privacy. However,
in acoustic ranging, using the relative ranging method [13,16,24], you need to fix
one anchor point and then perform ranging location tracking on the other device,
so it cannot meet the two requirements. Ranging requirements for free movement
between mobile devices. The use of traditional flight time for distance measure-
ment faces three major challenges: (1) The propagation speed of sound waves is
uncertain. (2) It is difficult to synchronize clocks between different devices. (3)
The equipment sending and receiving processing time is uncertain. Using RTOF
[25–29] and ETOA [20] for ranging can avoid clock synchronization, but the for-
mer The distance measurement is limited to a single device and cannot meet the
distance measurement between multiple devices. The latter will inevitably lead
to higher time delays due to the need for round-trip measurement time.

Our Solution. We propose AcousticPose, a robust human pose estimation and
human action recognition system based on acoustic signals ranging by the smart-
phone and speaker, which achieves high recognition accuracy under difference
scenarios. AcousticPose can estimation six human pose and six human action.

In our solution, we adopt chirp signal as acoustic to transmit and receive.
On the one hand, we design the chip signal using high frequency can not easy
to be disturbed by the environment. On the other hand, the chirp signal can
easy recognition by auto-correlation. We propose two algorithms, pre-processing
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and post-processing can effectively reduce signal interference and increase the
frequency of ranging.

Aiming at the limitation of the non-unique spatial solution of MDS, an
improved MDS algorithm is proposed and prior knowledge is introduced to real-
ize the human pose estimation, and the frame filling algorithm of human pose is
designed to track the human pose. To address the challenge of lacking of training
data, we collect a small amount of six human action data. Collect the distance
information of the human body under different actions, and use deep learning
to train and test the data. The experimental results show that the sound wave
based distance measurement can effectively track the human body posture and
recognize the human body movement.

The main contributions of this paper are summarized as follws.

– To the best of our knowledge, this is the first work for human pose estimation
using acoustic in smart devices, which can effectively promote the continuous
development of the theory of human-computer interaction methods.

– Based on ETOA, We propose the design of Dynamic Range, a multi-devices
ranging system. Dynamic Range addresses practical challenges such as multi-
path effect, hardware diversity, ranging slow, etc.

– We implements a human pose reconstruction and action recognition system
based on acoustic wave distance measurement. On the one hand, it uses the
MDS algorithm to construct a two-dimensional relative position based on
the distance information. On the other hand, by collecting a large number
of human pose distance information in six kinds of motion states, using deep
learning model training, finally achieve the classification of human pose move-
ments.

In the following, we present our system architecture in Sect. 2. We present
our prototype system evaluation in Sect. 3. We review related work in Sect. 4
and conclude this paper in Sect. 5.

2 System Design

2.1 Overview

Figure 1 illustrates the overview of AcousticPose. AcousticPose consists of two
main components,which are Transceiver Ranging and Human Pose Identifier.
Transceiver Ranging uses adaptive debounce filtering and post-processing algo-
rithm, the principle of distance measurement based ETOA. Human Pose Iden-
tifier consists of two parts, one part uses MDS to realize human pose estimation
and tracking, and the other part uses deep learning to realize human action
recognition.

2.2 Dynamic Ranging

Data Pre-processing. In actual sampling, due to the influence of the surround-
ing environment, a lot of noise data will inevitably appear, such as thermal noise
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of machine operation, environmental noise, multipath effect, etc. And the noise
caused by the vibration of the hardware itself and the suffix harmonics received
by the microphone. In actual experiments, the acoustic signal data that has not
been processed for noise reduction will contain a variety of noises, as shown in
Fig. 3(a) is a typical acoustic signal data that has not been processed for noise
reduction.

Fig. 1. Overview

Traditional filtering algorithms cannot achieve proper noise reduction effects.
Therefore, this paper proposes an adaptive debounce filter method, the principle
of which comes from the debounce filter method. The debounce filtering method
is based on the noise data generated by the sensor jitter or jitter. By setting
the filter counter, the value obtained by each sampling is compared with the
threshold value. If it is invalid, it will be cleared, and if it is valid, it will continue
to be processed. In actual use, the jitter amplitude of the sampled acoustic data
is not unique, so the set threshold often needs to be adjusted manually. The
adaptive debounce filtering method proposed in this paper can adaptively set
the threshold size for the sampled acoustic data, so as to achieve the effect of
noise reduction. The effect after pre-processing is shown in Fig. 2(b).

Post-processing. In the experimental setup, multi-threading is used for acous-
tic signal playback and recording, while the ETOA method is used for distance
measurement. It is necessary to ensure the interlace of audio data and ensure
that the acoustic signal data played by itself and the acoustic signal data played
by the other party do not overlap to obtain the time difference. In order to
calculate the distance. However, if the central control or other signal methods
are used for synergistic acoustic signal, the time delay will be greatly increased,
and better timeliness cannot be achieved. There are two main situations that
cause the acoustic signal to calculate the time stamp abnormally. On the one
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Fig. 2. (a) Original data. (b) Pre-processing data

hand, due to the influence of the surrounding environment or occlusion, the own
device cannot capture the acoustic signal of the other device, and the acoustic
signal is lost and cannot be calculated or the calculated time stamp is wrong. On
the other hand, the time stamp calculation is abnormal because the microphone
between the two devices receives its own acoustic signal and the acoustic signal
of the other party overlaps. This paper proposes to use a detection algorithm on
the received acoustic signal data. Once the acoustic signal overlap or there is no
two audio data, insert a corresponding length of mute audio playback, so that
the self-transmitted audio and the received audio can be interleaved.

2.3 Human Pose Identifier

Human Pose Tracking MDS Limitations. MDS can also be used for data
visualization. Given the relative distance information of a set of specific points,
the relative position of data points can be obtained. This algorithm has many
advantages. On the one hand, it does not require prior knowledge and the calcu-
lation is relatively simple. On the other hand, the relative relationship of the data
in the original space is retained, and the visualization effect can be obtained.
In this article, the classic MDS algorithm is improved. On the one hand, it is
necessary to give certain meaning to the data points. On the other hand, the
prior knowledge of the human body posture can be added to it, so that the final
human posture can get a better result. From the previous chapter, we can see
that the distance between distance measurement is obtained by acoustic signal.
In the previous section of this chapter, the distance measurement between multi-
ple devices is also designed. In the actual experiment, 4 mobile terminal devices
are used for distance measurement, so as to obtain C2

4 = 6 distance information.

D =

⎛
⎜⎜⎝
daa dab dac dad
dab dbb dbc dbd
dac dcb dcc dcd
dad dbd dcd ddd

⎞
⎟⎟⎠ (1)
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Among them, a, b, c, d represent 4 mobile terminal devices respectively. dab
represents the distance information from the a device to the b device, and the
matrix is a symmetric matrix.

Frame Padding: Establish a coordinate system between two frames and use
frame filling to restore the human posture movement process. Here we take one
of the coordinate systems as an example. Set the frame coordinates to Pi, the
human body posture arm and the fixed radius when moving is r, then the x
value between each frame can be expressed as formula 2. Substituting it into the
circle of motion range, the filling frame can be obtained as formula 3.

x = Pi−1(x) +
Pi(x) − Pi−1(x)

K
(2)

Pj(x, y) = (Pi−1(x) +
Pi(x) − Pi−1(x)

K
,

√
r2 − Pi−1(x) +

Pi(x) − Pi−1(x)
K

) (3)

Human Pose Action Recognition Data Processing: In the design of this
section, the matrix is mainly used to collect distance information. The data
format of each distance information is shown in Eq. 1. Each group of data collects
4 matrices for each action. A complete corresponding label data is Di to Di+4.
Then the matrix information of 8 × 8 size can be formed by splicing. In the
experiment, five experimenters were used for data collection. Each experimenter
performed each of the six actions 30 times. The size of the data set is 5×6×30×
4 = 3600 pieces of matrix distance information. Complete distance information
is collected four times for each operation to form a complete training data.

Model Design: The deep learning convolutional neural network has a natural
feature extraction advantage for matrix information. In this section, a three-layer
convolutional neural network is designed to train the matrix distance informa-
tion. The CNN input data of the system in this paper is to collect 4 matrix
distance information Di at different times. The designed convolutional layer has
a total of 2 layers, and each layer contains 2 × 2 convolution kernels for feature
extraction, and a convolution with a step size of 2 is used to realize the function
of the mean pooling layer. Finally, use the full connection and softmax function
to output the final Di classification result. The designed model diagram is shown
in Fig. 6.

3 Experiment

3.1 Experiment Setting

Parameter Setting: The sound wave parameter setting f1 is 2000 and f2 is set
to 16k, as shown in the Fig. 2. The preprocessing algorithm sets the slope to be
less than 1 to find the best threshold filter. In principle of distance measurement,
the microphone and speaker of the device use the same position, so the distance
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Fig. 3. Convolutional neural network design diagram

between the microphone and the speaker is ignored, that is, K is set to 0. In the
post-processing algorithm, the difference point is set to 285, when sampling at
48kHz and calculating at a speed of 340 m/s,

Data Collection: In the actual setting, we used four mobile devices (two Sam-
sung Galaxy Note 4, one Xiaomi 6X, one oneplus 7pro). Among them, the speak-
ers of Samsung mobile phones are on the back of the phone, and the speakers of
Xiaomi and one plus are on the bottom of the side. We invited 5 volunteers (4
males and 1 female) to perform six actions and collect data. Each person collects
100 label data.

Model Training: The CNN input data of the system in this paper is to col-
lect the distance information of four matrices at different times. The designed
convolution layer has a total of 2 layers, each layer contains 2 × 2 convolution
kernels for feature extraction, and the function of mean pooling layer is realized
by using the convolution with step size of 2. Finally, the sorting result of the
final DI is output using the full connection and the softmax function.

First of all, in order to train the deep learning model and test the performance
of the model at the same time. In this paper, the data set is divided into three
parts: training set, verification set and test set. The training set is used for
training, and the verification set is used for adjusting parameters to make the
model converge. The test set finally evaluates the performance of the model. In
this paper, 80%of 3000 sample data sets is taken as the training set, 20%as the
verification set, and another 120 data are collected as the test set.

During the training initialization, random function is used to generate ran-
dom numbers between 0 and 0.001 as the weight matrix after initialization. All
the offset vectors are set to 0, and the objective function is the cross entropy.
The traditional Adam gradient descent method was used to update the param-
eters. After the batch size was set to 32, the training began, and the number of
training sessions was set to 100 rounds.

3.2 Evaluation

Ranging Evaluation. We uses the ranging accuracy error to measure the accu-
racy of the experimental results. Accuracy is defined as the straight-line distance
between two smart devices. It is through the preset distance, and then carries
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on the ranging experiment to obtain the ranging results and its comparison. The
measurement error is the difference between the actual distance and the mea-
sured distance. The cumulative distribution function is calculated by using the
data in the four scenarios. As shown in Fig. 4, Under the four cases, the average
error of the dormitory distance measurement is the smallest, reaching 1.3 cm,
and the average error of the canteen distance measurement is the largest, reach-
ing 2.4 cm, which verifies the robustness of the ranging system and algorithm
designed in this paper.
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Fig. 4. Cumulative distribution function for the four test cases

Human Pose Tracking Evaluation. In the experiment of this section, we
mainly combine mobile devices with human limbs to map human postures and
movements. In this experiment, it is assumed that the initial body posture posi-
tion is set, as shown in the Fig. 5. From left to right, from top to bottom in
order: hands stretch, hands lift, right hand stretch, left hand stretch, natural
relax, hands slightly lift.

Human Pose Action Recognition. The data set consisted of five experi-
menters, and each experimenter collected distance information of 100 groups of
6 movements. For each action, four distance information are collected continu-
ously. When the convolution kernel size is 2, the batch size is 32, and the training
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Fig. 5. Human pose actual comparison

iterations are 100 times. Finally, the CNN model was used to extract and clas-
sify the data features. The final results are shown in the Fig. 6. The average test
accuracy is 97.5%.

4 Related Work

With the development of smart devices, microphones and speakers are embed-
ded in a large number of smart devices(e.g., smartphones, smart watch, smart
speaker), acoustic ranging has attracted wide attention in academia. Acoustic
ranging is mainly divided into absolute ranging and relative ranging. Each dis-
tance information of absolute ranging needs to be measured again, while relative
ranging is to update the position through the subsequent movement of the rang-
ing target. The principle of absolute ranging mainly uses the time of flight (ToF:
Time of Flight) to find the distance [30]. Due to the need for precise clock syn-
chronization based on ToF ranging, there is a time difference of arrival (TDoA:
Time Difference of Arrival) [31,32], of which Cricket [32] is the first sonic indoor
based on TDoA The positioning system uses a combination of sound wave sig-
nals and radio frequency signals to perform distance measurement, but it cannot
be widely deployed due to its high noise. Since then, acoustic ranging has been
vigorously developed. The elapsed time between the two arrival times (ETOA:
Elapsed Time between the two Time-of-Arrivals) [20] and the round-trip arrival
time (RTOF: Round-Trip Time-of-Flight) [25–29] does not require clock syn-
chronization and ranging and other related work. The main principle of relative
ranging is based on Doppler effect, phase conversion and frequency modulation
continuous wave technology. The paper [24] introduced the Doppler effect in 2012
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Fig. 6. Confusion matrix

to estimate the direction of motion. Swadloon [7] further combines the Doppler
effect, uses phase conversion to achieve ranging, and achieves a maximum track-
ing error of 1.73 m on the 2000 m2 plane. AAMouse [33] is based on Doppler
effect ranging to track smart phones. FingerIO [5] uses phase conversion to solve
the problem of unsynchronized distance measurement and positioning based on
ToF. LLAP [13] and Stratavch516 expand on this basis, using only one micro-
phone and two devices on the smartphone. Two speakers realize high-precision
ranging and tracking.

In computer vision area, human pose estimation has lots of work are focused
on 2D [1–3,22,23] ,and 3D human pose estimation with RGB-Depth cameras
[34] and VICON system [35]. However,both require adequate lighting condi-
tions and without bad illumination, occlusion and blurry, and may cause privacy
issues. Recently, there are many wireless signals to solve the human pose estima-
tion without camera. Wi-Fi signals are used to collect CSI data, combined with
the image data collected by the camera and realize the human pose estimation
[36,37]. In addition, there is also the use of RFID signals combined with deep
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learning technology to process them to obtain the human pose [38]. mmWave
radar using forked CNN architecture was used to predict the real-world posi-
tion of the skeletal joints in 3-D space, using the radar-to-image representation
[39]. However, these wireless signals works are usually expensive and power-
consuming, therefore are difficult to apply for daily and household use.

5 Conclusion

In this paper, we investigate the possibility of using acoustic signals to image the
human body like a camera. Specifically, we propose a framework, named Acousti-
Pose, that can construct 2D human pose using distance and recognize human
activity. The proposed framework is able to implement a multiple device distance
measurement system, and collect multiple distance information. Improved MDS
can restore high-dimensional distance information to a two-dimensional posi-
tion. Additionally, AcousticPose employs a convolutional neural network (CNN)
to realize human activity recognition. The experimental results based on a real-
world acoustic ranging testbed demonstrate that our proposed AcousticPose
framework can construct 2D human pose and recognize human activity.
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Abstract. Early detection of poor posture which might incur cervical
spondylosis or lumbar vertebrae disease is of great significance to the
healthy growth of children. Most of human body posture measurement
methods require various sensors and wearable devices. However, devices
are easily damaged and complicated to use, making these methods dif-
ficult to promote in daily life. In this paper, we propose a smartphones-
based non-contact children’s posture evaluation method based on com-
puter vision, which is more convenient and accurate in contrast to sensor-
based ones. First, we take children’s standing posture images and record
accelerometry data by smartphone at the same time. Then, the skele-
ton in the image is recognized through the children’s skeleton keypoints
recognition model, which is retrained in named children dataset by fine
tuning of transfer learning. Next, the keypoints is corrected by the
accelerometry data to solve the tilt problem in the smartphone shoot-
ing. Finally, the relations between keypoints, termed as Joint Angle, is
used to evaluate the posture. Experiments results verify that the average
accuracy rate of proposed method for evaluating a single part of body
can reach 94.78%.

Keywords: Children’s skeleton keypoints · Transfer learning · Posture
evaluation · Smartphone

1 Introduction

Incorrect learning postures and overuse of electronic products typically incur
poor posture in children. The long-term effects of repetitive strain injuries (RSI)
on children are still unknown, but the impacts on spine or wrist development
are doubtless. From [5,20], it follows that 80% of the respondents are affected by
back pain in their lives, which is caused by long-term poor posture. Poor posture
can cause a variety of health problems for children [3,9,17], which could result in
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myopia and even cervical spondylosis. In particular, poor posture would typically
take long-term negative effects on childhood and adolescence. If the body posture
of a child or teenager is periodically examined and corrected throughout the
growing years, then many diseases incurring body pain can be avoided.

Compared with the existing sensor-based posture evaluation methods, the
computer vision-based methods [4] could extract human skeleton features from
images to evaluate body posture without touching the body. Benefiting from
the development of computer vision technology, many recent works emerge on
image-based posture analysis [15,18,19]. Therefore, vision-based methods have
significant advantages and would have great feasibility and universality in future
promotion.

There is a certain difference between the skeleton structure of children and
adults, and the skeleton will also change during growth and development [2].
The current skeleton evaluation models are feasible for adult, but still challeng-
ing for smaller somatotype children. Meanwhile, image distortion may be caused
by tilting the phone. To solve these two challenges, under the premise of eco-
nomics and universality, this paper proposes a smartphones-based non-contact
children’s posture evaluation method. We tried to study evaluation of children’s
body posture by taking image of standing posture, with the contributions of this
work can be summarized as follows.

– Involving the difference between children’s skeleton and adult, we collect chil-
dren’s images to constitute dataset named children dataset, including a train-
ing set of 90 pictures and a test set of 10 pictures.

– For improving the recognition effect of children, we propose a method of fine-
tuning the openpose model to train children’s skeleton keypoints recognition
model through transfer learning.

– We propose to use accelerometer data to correct the image to eliminate the
error caused by the tilt of the mobile phone, and to use the Joint Angle,
characterizing the posture of various parts of the human body, to judge the
bad posture.

The rest of this article is organized as follows. In Sect. 2, we briefly review
the related works. In Sect. 3, we illustrate the proposed children’s skeleton key-
points recognition model and the non-contact posture evaluation method. The
experimental results and analysis are then provided in Sect. 4. Finally, Sect. 5
concludes our work.

2 Related Work

2.1 Body Posture Measurement

Body posture measurement is the basis of evaluation. Traditional intrusive meth-
ods and non-invasive methods often rely on various equipment and professionals,
which are costly. However, due to sensors with lower cost and lower operating
difficulty, numerous works have been used in this field [1,7,10]. Huijun Wang
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et al. [21] proposed to utilize Notch sensors to analyze user’s sitting posture
through the Euler angle and axis data of body parts. Guo et al. [9] used a Flex
sensor placed on the neck to detect the user’s neck posture. E. Sardini et al. [17]
proposed to stitch the sensor into an elastic T-shirt and calculate the posture
of the spine through the deformation on the T-shirt. Although aforementioned
methods based on sensors and wearable devices could achieve good accuracy,
they still pose some restrictions on users. Not only wearing the wearable device
for a long time make users feel uncomfortable, but also some sensors may lose
accuracy due to external factors.

Computer vision method is a new method of non-invasive methods, which
could avoid the limitations of sensors. Worawat Lawanont et al. [12] proposed to
mobile phone sensors and front-facing cameras to calculate neck posture intre-
grating the angle(the face relative to the mobile phone) with that(the mobile
phone relative to the ground), with an error of no more than 4◦.

2.2 Human Pose Estimation

Human pose estimation is the process of recovering human joint points from
a given image. There are two kinds of pose estimation methods based on deep
learning: top-down method and bottom-up method. On one hand, the basic prin-
ciple of top-down method is to use the target detection algorithm [13] to detect
the human target contour in the image or video, and then leveraging the human
bone key point detection algorithm to identify the bone key points in the human
body contour. On the other hand, the bottom-up human pose estimation method
mainly includes two parts: bone key point detector and joint point connector.
Xia et al. [6] proposed Part Segmentation to model the connection between
human body parts and key points of bones to improve clustering efficiency and
accuracy. Cao et al. [4] proposed the OpenPose model, using Part Affinity Fields
(PAFs) with a convolutional attitude machine to model human limbs, simulat-
ing different limb structures of the human body, to a certain extent, and finally
solving the key points of different human bones wrong connection problem.

2.3 Transfer Learning

Transfer Learning [23] has been used to solve the label issue in the training set,
which could transfer the knowledge learned in the source domain to the target
domain to improve the learning performance and learning effect of the target
domain.

Fine-tune is a method of deep transfer learning, which modifies the network
model structure and selectively loads pre-trained network model weights. In
particular, it allows small data sets to achieve better training results. Yosinski
et al. [22] show that general features are extracted from the lower layers of
CNN and the higher layers are fine-tuned following the features of a target task.
Therefore, for models that have been trained with large data sets, using fine-
tuning can save a lot of computing resources and learning time, thus achieving
higher learning efficiency. Many works have tried to improve the accuracy of
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deep convolutional neural network models through fine-tuning. Rusiecki et al.
[16] combine fine-tuning in deep networks with elastic propagation algorithms to
improve the accuracy of unsupervised learning. Noel Lopes et al. [14] fine-tuned
the model by adding two additional layers, and improved the generalization
performance of the pre-trained deep network by merging multiple layers.

3 Smartphones-Based Non-contact Children’s Posture
Evaluation

In the presented approach, we propose to use a skeleton with keypoints to repre-
sent the body posture following the existing evaluation standards, which could
be characterized by several geometric features. For more accurate features, the
skeleton keypoints recognition model and the image taken by smartphone are
optimized. The framework of method is shown in Fig. 1.

Fig. 1. Framework of smartphones-based non-contact children’s posture evaluation.

Among them , the two most important parts of the framework are the chil-
dren’s skeleton keypoints recognition and the non-contact body posture analysis.

3.1 Skeleton Keypoints Recognition Based on Transfer Learning

Images are collected to constitute a children’s skeleton keypoints dataset. Due
to the small number and scale of images in the children dataset, training model
directly on this dataset can not meet the accuracy. Therefore, fine tuning based
on transfer learning is used to train a new children’s skeleton keypoints recogni-
tion model.

The main process of model training is shown in Fig. 2. The OpenPose model
[8,11] is trained on the COCO dataset, one of the commonly used skeleton
keypoints dataset. The huge amount of data makes the OpenPose model learn
a good recognition effect. We use it as a pre-training model and fine-tune the
network structure by freezing convolutional layers. The first ten layers in the
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OpenPose network are the feature extraction stage, which are used to extract the
common feature F of the picture; its stages 1–6 are used for reasoning confidence
set S and Part Affinity Fields set L. We respectively freeze the convolutional
layers of several stages of the network. For example, in the first training, only the
convolutional layer in the feature extraction stage is frozen; and in the second
training, we freeze the convolutional layers of the feature extraction stage and
stage 1, and so on. After freezing the convolutional layer, the model does not
need to repetitively learn part of the knowledge, which could not only retain
the original knowledge, but also enable the model to learn the features of new
dataset.

Fig. 2. Flowchart of children’s skeleton keypoints recognition model.

3.2 Body Posture Analysis

Skeleton is the topological structure representing the body posture. In computer
vision, only the skeleton keypoints are needed to get the skeleton. Whether
a posture is poor posture can be judged by the relative position relationship
between skeleton keypoints. As a necessity in modern life, smartphones can sup-
port image recognition. It is feasible to take children’s standing posture images
and to evaluate their body posture by extracting keypoints, with specific steps
as follows.
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Data Collection and Phone Posture Angle. A child’s standing posture
photo and acceleration sensor data Gpx, Gpy, Gpz are taken by smartphone. The
angle between the x-axis of the smart phone is defined as X-angle, and the angle
between the z-axis is defined as Z-angle. X-angle and Z-angle are collectively
called the phone posture angle. Set the angle value to be negative when tilting
to the left, and vice versa. The Z-angle is set to be negative when tilting forward,
and positive when tilting backward. The calculation of the X-angle θ and the
Y-angle ϕ are shown as (1) and (2). If the phone is not tilted, both θ and ϕ are
0. Nevertheless, θ and ϕ are usually not 0.

θ = arccos
(

Gpx

g

)
− 90◦ (1)

ϕ = arccos
(

Gpz

g

)
− 90◦ (2)

Photo Rotation Correction. When X-angle is not equal to 0 and the Z-angle
is equal to 0, the phone rotates around the z-axis, and the photo plane also
rotates, as shown in Fig. 3. When the coordinate system of mobile phone are
not rotated, a point on the photo is P(x, y, z). The X-angle is θ, and this point
becomes P’(x′, y′, z′). P’, which is obtained by rotating P. The calculation of
point P are shown as (3) and (4).

Fig. 3. Picture rotates around z-axis.

x = x′ cos θ − y′ sin θ (3)

y = x′ sin θ − y′ cos θ (4)
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Joint Angle. The skeleton keypoints, namely joint points, can be obtained
by identifying the corrected picture through the skeleton keypoints recognition
model. We propose the Joint Angle, which is the one between the connection of
two joint points and the horizontal or vertical line. The angle between the con-
nection line of two joint points A(x1,y1), B(x2,y2) and the horizontal line is the
horizontal Joint Angle recorded as Hor A-B. The angle between the connection
line of two joint points C(x3,y3), D(x4,y4) and the vertical line is the vertical
Joint Angle recorded as Ver C-D. Hor A-B and Ver C-D are shown in Fig. 4.
Then the formulas for αAB of Hor A-B and βCD of Ver C-D are shown as (5)
and (6), respecvtively.

Fig. 4. Joint angle: Hor A-B and Ver C-D.

αAB = arccos

⎛
⎝ x2 − x1√

(x2 − x1)
2 + (y2 − y1)

2

⎞
⎠ (5)

βCD = arccos

⎛
⎝ y4 − y3√

(x4 − x3)
2 + (y4 − x3)

2

⎞
⎠ (6)

Joint Angle Correction. When X-angle is equal to 0 and Z-angle is ϕ, the
coordinates of phone rotates around the x-axis, and the photo plane also rotates,
as shown in Fig. 5. When the coordinates of the mobile phone are not rotated,
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a point on the photo is P(x, y, z). The Z-angle is ϕ, and this point becomes
P’(x′, y′, z′). The calculation of point P are shown as (7) and (8).

Fig. 5. Picture rotates around x-axis.

x = x′ (7)

y = −y′ sin ϕ + z′ cos ϕ (8)

Bringing (7), (8) into (5), (6) to calculate the Joint Angle after correction.
And the z values of the points on the same image plane are the same, and the
Joint Angle formulas can be shown in (9) and (10).

αAB = arccos

⎛
⎝ x′

2 − x′
1√

(x′
2 − x′

1)
2 + (−y′

2 sin ϕ + y′
1 sin ϕ)2

⎞
⎠ (9)

βCD = arccos

⎛
⎝ −y′

4 sin ϕ + y′
3 sin ϕ√

(x′
4 − x′

3)
2 + (−y′

4 sin ϕ + y′
3 sin ϕ)2

⎞
⎠ (10)

Joint Angle Evaluation. The smaller Joint Angle, the more standard the
posture of the part. Conversely, when the joint angle is too large, the corre-
sponding part will show a poor posture. We study the children’s playground and
consulted experts, and then decide to use the threshold to judge the angle. If
the joint angle value is ε, the evaluation scheme is shown as (11).

f (ε) =

⎧⎨
⎩

perfect
normal

abnormal

|ε| < 3◦

3◦ ≤ |ε| ≤ 10◦

10◦ < |ε|
(11)

If a joint angle is evaluated as abnormal, the part has a poor body posture,
and the tester should be reminded to seek medical treatment as soon as possible
for posture correction or treatment.
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4 Experiment

We collecte 100 pictures of children playing on the Internet, randomly selecte 90
as the training set and the other 10 as the test set. Experiments are designed to
verify the proposed method on this data set.

4.1 Children’s Skeleton Keypoints Recognition Scoring Criteria

Weighted Euclidean distance is treated as an evaluation idea, with the recogni-
tion model evaluation score defined as shown as (12),

Sp =
∑

i (dpi/lp) δ (vpi = 2)∑
i δ (vpi = 2)

(12)

where, p is the number of human body, i is the number of the skeleton
keypoint, dpi is the Euclidean distance between the predicted keypoint position
and marked position, lp is the length of the human torso, vpi is the state of the
ith keypoint on the p, and δ(·) is the kroneckerdelta function used to filter out
points in visible status.

When the value of Sp is smaller, the distance between the predicted keypoint
and labeled keypoint is smaller, and the accuracy of model is higher.

4.2 Experimental Result

Three sets of experiments are designed for different parameters of the model.

Frozen Convolution Layer. The convolutional layers in different stages of
network model were frozen, and 7 network models are trained with the same
number of iterations. The evaluation score of the result is calculated by (12),
and the evaluation scores of each model are shown as Table 1.

Table 1. Evaluation scores of trained models.

N layers
before
freezing

Pic1 Pic2 Pic3 Pic4 Pic5 Pic6 Average
score

OpenPose model 0.455 0.077 0.145 0.028 0.149 0.044 0.150

Model 1 12 0.257 0.088 0.134 0.045 0.146 0.097 0.128

Model 2 17 0.260 0.086 0.134 0.045 0.146 0.064 0.123

Model 3 24 0.376 0.088 0.115 0.038 0.140 0.096 0.142

Model 4 31 0.455 0.086 0.260 0.046 0.151 0.094 0.182

Model 5 38 0.452 0.069 0.252 0.048 0.149 0.054 0.171

Model 6 45 0.422 0.065 0.118 0.030 0.146 0.048 0.138

Model 7 All layers 0.455 0.077 0.145 0.028 0.149 0.045 0.150



Smartphones-Based Non-contact Children’s Posture Evaluation 79

Among them, the original OpenPose model has the highest score, which
means that its accuracy is the lowest. Fine-tuning has achieved better results.
When the shallower convolutional layer is frozen, Model 2 has the lowest score.
When the deeper convolutional layer is frozen, the Model 6 has the lowest score.
Model 2, Model 6, and the original model are selected for comparison, and the
model score results are shown in Fig. 6.

From Fig. 6, it is observed that the score of Model 6 is lower and the accuracy
is higher.

Fig. 6. Original model, Model 2, and
Model 6 score results.

Fig. 7. Scores of Model 2 and Model 6
at different learning rates.

Learning Rate. Model 2 and Model 6 are trained with setting different learning
rates, with the score shown as Fig. 7.

From Fig. 7, with the increase of the learning rate, the score of Model 6 don’t
change significantly, whereas the score of Model 2 increased. This indicates that
Model 2 may have over-fitting due to the higher learning rate, and Model 6 still
has a better recognition effect.

Iterations. Under different learning rates, Model 6 is trained with setting dif-
ferent learning rate and iterations, with score shown in Fig. 8.

As the iteration grows, the score shows a downward trend, that is, the
accuracy of the model is getting increasingly higher. When the learning rate
is between 0.000014 and 0.00002, the accuracy of the model is the highest.

It is observed that Model 6, trained by fine-tuning, has a better recognition
effect than the OpenPose model.

4.3 Posture Evaluation

A child standing picture, with a posture evaluation sheet in the background, is
used as a reference picture, and pasted on a vertical wall. The four joint angles
of Ver head-neck (Ver H-N), Ver neck-coccyx (Ver N-C), Hor left shoulder-right
shoulder (Hor LS-RS), and Hor left hip-right hip (Hor LH-RH) are calculated
manually as the standard angles of the experiment as follows.
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Fig. 8. Scores of Model 6 at different learning rates and iterations.

Single Angle Change. X-angle range is set to {−30◦, −25◦, −20◦, −15◦, ...,
30◦}, and Z-angle is set to 0◦. 13 photos are taken with different X-angles. Z-
angle range is set to {−30◦, −25◦, −20◦, −15◦, ..., 15◦}, and the X-angle is set
to 0◦. 10 photos are taken with different Z-angles. The error between each joint
angle and the standard angle is calculated. The results are shown in Fig. 9 and
Fig. 10.

Fig. 9. The error with the X-angle. Fig. 10. The error with the Z-angle.

When X-angle changes, the error of each joint angle has no obvious change.
When the Z-angle is too large, the error becomes significantly larger. However,
when the Z-angle range is between −20◦–15◦, the error of each joint angle has
no obvious change.

Double Angle Change. Photos are taken with different Z-angles or X-angles,
and error between each joint angle and the standard angle is calculated, with
results are shown in Table 2.

It is observed that from Table 2 that the two joint angles of Ver neck-coccyx
and Hor left shoulder-right shoulder have the highest accuracy, and the error
probability of less than 5◦ is greater than 97%, and the evaluation accuracy is
above 93%; the probability that Hor left hip-right hip error is less than 5◦ is
95.2%, but its evaluation accuracy is slightly lower, only 71.64%; the accuracy
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Table 2. Errors of each joint angle

Joint angle Error Error less than 5◦(%) Accuracy

Ver H-N 3.668 69 51.49

Ver N-C 1.295 100 93.28

Hor LS-RS 1.492 97.6 94.78

Hor LH-RH 2.512 95.2 71.64

of Ver head-neck is the lowest, the error probability less than 5◦ is only 69%, and
accuracy rate is only 51.49%. The main reason for the low accuracy of Ver head-
neck and Hor left hip-right hip is that the recognition model still has certain
errors in the recognition of the head center (nose), left hip, and right hip. The
probability that the joint angle error of the three parts is less than 5◦ is greater
than 95%, the evaluation accuracy rate is greater than 71%, and the accuracies
of two joint angles is greater than 93%, thus proving high accuracy and feasibility
of the proposed method.

5 Conclusions

In this paper, we have developed a smartphones-based non-contact children’s
posture evaluation method. This method based on computer vision uses smart
phones to evaluate posture. Standing posture image and accelerometry data are
collected by smartphone. The keypoints extracted from the image are corrected
by the accelerometry data. Finally, the Joint Angle is calculated to evaluate pos-
ture. To improve the recognition accuracy of the model, we train the children’s
skeleton keypoint recognition model by transfer learning on children dataset. We
have carried out experiments to verify the effectiveness of the proposed algorithm
and model. The results demonstrated that fine-tuning the OpenPose network can
make the model’s recognition effect in the target domain more accurate, and the
network after fine-tuning is better than the original network model. This method
has high accuracy and feasibility. Compared with the existing body posture eval-
uation methods, the proposed method has the advantages of convenience and
quickness.
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Abstract. IoT OS is the core content of IoT applications. In this paper, the devel-
opment of IoT OS is firstly overviewed, and the characteristics of terminal and
server IoT OS are contrasted. Then the status of the global military IoT are ana-
lyzed, the military application scenarios of IoT OS are presented, and the techni-
cal requirements of IoT OS for military applications are summarized. Finally, we
point out the difficulties of military applications of IoT OS and put forward some
corresponding countermeasures and suggestions.

Keywords: IoT · Operating system ·Military application

1 General Introduction

With the rapid development of sensor technology and communication technology, the
Internet of Things (IoT) has become a hotspot in the global domain of science and
technology and is evolving into an important supporting technology in the field of socio-
economic and military reform. In 2020, the IoT was once again listed by Gartner as one
of the top ten strategic technological trends in the world. According to the statistics of
the Statista portal website, the number of IoT connected devices has reached 22 billion
at the end of 2018 around the world, and expected to reach 50 billion by 2030 [1]. The
massive number of IoT devices are affected by factors such as different manufacturers,
diverse functions or complex deployment environments. As a result, related applications
are mostly customized for functions, which brings about problems such as incompati-
ble protocols, unsmooth data and difficult interactive sharing, restricting the large-scale
promotion and unified management of the IoT. The operating system for IoT (IoT OS)
can provide a unified calling interface for IoT applications by shielding hardware differ-
ences and better enhance the economic benefits and social value of IoT applications. Its
military applications will provide more convenient basis of functional interoperability
and data collaboration for battlefield environment monitoring, joint military training,
modern military logistics, equipment monitoring and maintenance, and even the joint
combat command, thereby enhancing the effectiveness of our military joint exercises,
joint training and joint operation under the scenario of intelligentmilitary transformation.

It is generally believed that the IoT OS is developed from an embedded operating
system and is a software platform oriented to the IoT technology architecture and appli-
cation scenarios [2]. Early IoT operating systems mainly included Tiny OS [3] of the
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University of California, Berkeley, Contiki of the Swedish Academy of Sciences [4],
and the European IoT OS RIOT [5]. Tiny OS is specifically designed for low-power
wireless devices. What requires to run it is only a few KB of memory space and tens
of KB of encoding space, especially suitable for sensor memory or with appropriate
scenarios. Contiki is completely developed in C language, which has better portability,
accords with TCP/IP network and IPv6 protocol, supports multi-task operation and is
suitable for devices with sufficient memory resources. Based on the microkernel archi-
tecture, RIOT is called Linux in the IoT. It supports multiple platforms and provides
multiple communication protocol stacks and a complete real-time response solution. It
is an important reference for the current mainstream IoT OS design.

With the innovation of IoT technology and the explosive growth of applications,
Linux, ARM, Google, Huawei, Ali, etc. have all launched IoT operating systems with
different characteristics [6]. For example: ARMMbed OS supporting Cortex-M proces-
sor, lightweight IoT OS FreeRTOS, Linux Foundation’s Zephyr, embedded VxWorks
system, Google’s Android Things, and China’s RT-Thread OS similar to FreeRTOS,
Alibaba’s AliOS things, Huawei’s LiteOS, TencentOS tiny and so on. The emergence of
many IoT operating systems provides a solid foundation for the IoT to play a technical
support role in modern military applications. However, due to major special require-
ments such as high confrontation, high security and high stability in the military field,
the military application of the civil IoT OS still requires us to carefully investigate, ana-
lyze and propose corresponding countermeasures in advance. This article first analyzes
the main features of the current IoTOS, then studies the business scenarios and technical
requirements of the military IoT OS application, and then points out the main problems
of the military IoT OS applications. Finally, specific countermeasures are proposed in
conjunction with the development of global military IoT applications.

2 IoT OS Features

The IoTOS can usually be divided into two types according to whether it runs directly on
the physical device. One is the terminal IoT OS. Most of these systems are based on an
embedded architecture, run on the terminal IoT devices and drive the equipment directly
to make it work normally. Early Contiki and RIOT mostly belong to this category. The
other is the server-side IoTOS. Usually, the OS and the terminal device can be physically
separated, mainly by hosting the OS on the server or the cloud, and supporting various
applications to send commands or perform operation control to the terminal devices,
such as a cloud camera, remote intelligent switch, etc. With the evolution of technology,
these two classifications are not absolute, and there are overlapping and syncretic parts
between them.

2.1 Features of Terminal IoT OS

From the perspective of application scenarios, the corresponding IoT OS also presents
large differences with various types of devices, due to the differences in application
fields and functional requirements of IoT terminal devices, or enterprises’ protection of
their own rights and interests. By analyzing the characteristics of 10 typical terminal
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IoT operating systems, as shown in Table 1, this paper summarizes and analyzes the
common characteristics of terminal IoT operating systems.

Table 1. Comparison of OS characteristics of IoT terminals.

OS name Features

TinyOS [3, 7] An open source OS designed for wireless sensor networks, which can
quickly implement various applications with little code

Contiki [4, 8] A small, open source and extremely portable multitasking OS,
suitable for embedded systems and wireless sensors and a series of
memory-constrained network systems

RIOT [5, 9] Based on a micro-kernel structure, can run on multiple platforms,
supports C and C++ languages to write applications, provides
multiple communication protocol stacks, complete multi-threading
and real-time response solutions

Android Things [10] Suitable for low-configuration IoT devices, supports the machine
learning library TensorFlow, and uses Weave’s communication
protocol to connect the device to the cloud and interact with services
such as Google Assistant

RTOS [11] An open source OS with safe, modular and connectable features
which supports a variety of hardware architectures and development
boards, and can run on systems as small as 8KB of memory

VxWorks [12] Possesses important features such as reliability, high real-time
performance, tailorability and synergy, and has good sustainable
development capability, high-performance kernel and friendly user
development environment

RT-Thread [13] A kind of configurable, tailorable, reusable, expandable, portable and
reliable operating system with small size, low cost, low power
consumption, fast startup, high real-time performance and small
resource consumption

ARM Mbed [14] Designed for devices based on the ARM Cortex-M processor, uses an
event-driven single-thread architecture and can be used for small-size,
low-power IoT devices, and has the characteristics of simple
development and wide application

LiteOS [15] A lightweight IoT OS with zero configuration, ad hoc network, and
cross-platform capabilities

AliOS things [16] A simple operating system that can be developed with multiple
components, provides system and chip-level security protection and
supports the connection of terminal devices to Alibaba Cloud Link

TencentOS tiny [17] A low power consumption, low resource occupancy, modular, safe
and reliable operating system, which can be quickly transplanted to a
variety of mainstream MCUs and module chips to support docking
with cloud resources
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High Adaptability. Many IoT operating systems adopt the open source method to
further improve users’ freedom and achieve the purpose of high adaptation capability. In
addition, when designing the kernel of the terminal IoT OS, the kernel and the terminal
firmware drivers are often adopted in the high separation architecture, so as to improve
the hardware compatibility and increase the breadth of hardware adaptation capability
of the OS.

Miniaturization and Low Energy Consumption. In order to meet the needs of dif-
ferent devices, the terminal IoT OS must be taken into account the terminal resource
limitation and power consumption requirements. The miniaturized design compresses
the volume to accommodate more terminal devices and reduces the energy consumption
of the devices by performing less and more efficient computations to extend the use or
maintenance cycle of the terminal devices.

Function Customization. Driven by the features of high adaptability, miniaturiza-
tion and low energy consumption, terminal IoT operation systems often have features
with customized functions, allowing the non-kernel modules of the OS to be tailored,
expanded or optimized according to application scenarios or functional requirements.
The volume of the same terminal IoT OS can be dozens of M or be cut to a fewM under
the condition of limited memory or storage. If necessary, it will turn off related functions
that are not needed in order to save power consumption.

Collaboration and Cooperation. IoT terminal devices often need to perform a cer-
tain event through information transmission or functional collaboration. For exam-
ple, the UAV cluster can perform information interaction and functional coordination
through the built-up self-organizing network to jointly complete battlefield intelligence
reconnaissance missions.

Safe and Stable. Often to be used continuously for months or years, massive IoT
terminals are deployed in various indoor and outdoor environments. In addition to the
low energy consumption attribute, maintenance-free is a realistic requirement for IoT
terminal applications. The terminal IoT OS is the brain of the terminal equipment, and
has higher security and stability requirements than the terminal itself. It must not only
prevent sensitive data from leaking, but also resist all kinds of external interference or
malicious intrusion. Moreover, it is also necessary to prevent the damage to the physical
world after the system is controlled. At the same time, due to the external environment
changes such as the temperature and humidity of the terminal device application scenario
and internal software computing bugs, the terminal IoT OS must also have certain fault
tolerance mechanisms and environmental adaptability to maintain high stability.

Trend towards Intelligence. With the improvement of the computing power and energy
supply resources of the IoT terminals, as well as the continuous progress of lightweight
algorithms, the terminal IoT OS will become more automated and intelligent. On the
basis of reducing themaintenance by engineers, users’ application intervention is further
reduced. For example, the mode consistency of the operation behavior of the intelligent
inspection program and the predefined behavior is supposed to improve the autonomous
intrusion detection capability, automatically learn to record the operation frequency of
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an event, intelligently remind or help the user to automatically perform an operation,
etc.

2.2 Features of Server-Side IoT OS

Another type of IoT OS is the server-side IoT OS that has gradually evolved with the
development of communication technology and cloud technology. Compared with the
terminal IoT OS, its definition is more broad and diverse, but basically all have the
following main features.

Device Access andManagement. The server-side IoTOS allows a large number of IoT
terminals to access and implement basic operation and management of the terminals,
including terminal access authentication, access, information reception and removal,
which are the basic characteristics of all server-side IoT OS.

Feedback control. TheOS can send basic control command functions such as startup,
sleep, suspension, etc. It can detect the working status, feedback the perceived frequency
of the IoT terminal, decide whether the terminal device should be upgraded or not, and
can implement a series of personalized feedback control functions according to user
needs.

Data Collection and Processing. The OS can receive all kinds of data information
feedback from the terminal in a timely manner, including terminal operating status,
business work data, and various log information generated by the terminal online. And
can promptly collect, categorize and organize these information, even according to visual
display of users’ needs provides the basis for applications such as decision analysis or
intelligent feedback control.

Calculation and Service. After a large number of IoT terminals are connected, the
OS often needs to schedule and allocate various types of resources. It needs to perform
efficient calculations according to different business logic, provide different types of
algorithms and corresponding data or service call interface for business application
layer software. The significant improvement in computing and service capabilities is a
typical feature of the server-side IoT OS.

Extended Development. The server-side IoT OS is a platform software with complex
and diverse functions. In order to improve terminal access capabilities and business
support capabilities, it generally defines standard access specifications, interface devel-
opment specifications, function expansion instructions and samples, and supports the
access of non-native terminal equipment, the expansion of system application functions
and the needs of different business logic operations.

Safe andReliable. The server-side IoTOS is usually deployed in a professional service
area in a centralized deployment manner and is hosted on a mature server OS. With pro-
fessional and perfect safety protectionmeasures, the comprehensive safety and reliability
are high. But there are also potential security hazards such as terminal communication
hijacking and information spoofing.
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Intelligent and Autonomous. The access of massive terminal data provides the basis
for artificial intelligence applications, and the applications of machine learning methods
such as autonomous learning and enhanced learning make it possible for the server-side
IoT OS to initially make autonomous decisions.

It is worth pointing out that with the continuous optimization and improvement of
the IoT architecture, the proposal of the “cloud, pipeline, edge, terminal” model, and the
development of edge computingmodels and technologies, the current IoTOS, whether it
is a terminal or a server, has shown the characteristics of mutual integration development
and collaboration,which jointly support thewide application of the IoT in different fields.

3 Military Application Requirements of IoT OS

3.1 Overview of Military Applications in the Global IoT

With the iterative upgrading of information and communication technology, artificial
intelligence based on data, algorithms and computing power has risen rapidly, and the era
of intelligent military revolution has arrived on the global scale. Emerging technologies
represented by the IoT, artificial intelligence and 5G are catalyzing military reform and
even changing the pattern of future global wars. The United States, Russia, China and
other world powers have applied it to the military field since its early development.

The US military is the first country to apply IoT technology to the military field. Its
IoT application areas are mainly concentrated in the following areas: the first is com-
mand, control, communication, computer, intelligence, surveillance and reconnaissance
(C4ISR); the second is fire control system; the third is logistics management; the fourth
is training and simulation. Among them, it has achieved outstanding results in the field
of logistics management and has supported several US military operations.

Russia officially released the development roadmap for the IoT in 2016, started the
development plan for the basic application technology of the IoTwith a national strategy,
and promoted the construction and development of the IoT system at the federal level
from 2017. In 2019, Russian President Vladimir Putin also emphasized at the conference
on the development of technologies in the field of artificial intelligence that Russia needs
to ensure its technological dominance in such fields as the IoT and artificial intelligence,
and said that it is the most important condition for promoting national security.

China is also one of the first country to apply the IoT technology in the military
field. Public information shows that our military is currently mainly implementing a
series of IoT applications in the field of military training, military logistics and equip-
ment, including military warehousing and logistics based on barcode, RFID and Beidou
technology, military support identification plate based on QR code and sensing chip
technology, containerized multimodal transport based on the integrated technology of
IoT application, and 5G-based remote medical treatment and other related researches.
With the expansion of national defense missions and the continuous advancement of the
strategy of revitalizing the military through science and technology, the IoT is gradually
becoming one of the key frontier technologies of our military.

In addition, the “IoT Strategic Research Roadmap” and “Future IoT Strategy”
released by the European Union provide a reference for the military application of
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the IoT. The NATO Scientific and Technical Organization and its Collaborative Support
Office are leading the NATO’s military applied research on the IoT through a trans-
Atlantic defence cooperation approach. Japan, India, South Korea and other countries
are also vigorously promoting the deployment of military applications of the IoT.

Just as the IoT has been rapidly warming up in the world in recent years and con-
verging the focus on science and technology, its global military applications will also
present a general trend of broader fields, wider scope, deeper applications, and faster
advancement. The IoT OS as the IoT application hub will also be the key support for
military applications of the IoT.

3.2 Military Application Scenarios of IoT OS

Combining the military activities of developed countries around the world, this paper
analyzes the military application scenarios of IoT OS from the three dimensions of
peacetime, wartime, and emergency, as well as war military operations and non-war
military operations (rescue, disaster resistance, epidemic, etc.) [18]:

Usually Harsh Conditions. Including mountains, islands, caverns, and various types
of IoT-related applications in frontier defense areas. Comparedwith civilian IoT applica-
tions, themoreprominent fields of defense applicationswhere communication conditions
are pool, the natural environment is harsh, unforeseen factors are complex, and equip-
ment maintenance costs are prominent put forward higher requirements on the power
consumption, stability, security and maintenance-free nature of the terminal IoT device
and OS, and on the communication reliability and security protection of the server-side
IoT OS.

Battlefield of High Confrontation Conditions inWartime. Including military opera-
tions such as joint military exercises, confrontational military training, and possible local
conflicts. Due to the complexity, confrontation, mobility and unpredictability of the elec-
tromagnetic environment, it poses unprecedented challenges to the anti-damage, anti-
interference, high availability, high security and high stability of terminal IoT devices
and IoT OS.

Urgent Use of Temporary IoT Environment. Including non-military operations such
as international humanitarian assistance, assistance in major natural disasters, and inter-
vention in major public events, due to sudden events, sudden changes in natural condi-
tions, social conditions, or human conditions, both terminal IoT devices and IoT OS are
supposed to be quickly deployed, and has a high degree of debugging-free, maintenance-
free, high compatibility and user-friendly features in order to reduce the difficulties of
technical and application threshold caused by the rapid compression of preparation time.

Daily Military Applications and Combat Readiness. Including scenarios such as
dailymanagement ofmilitary barracks, routine combat readiness training,militarymate-
rial supply support, and security prevention and control of important military installa-
tions. It is similar to the civilian field, and the difference is mainly raise higher demand
such as information security and confidentiality, more stable connection andmore robust
operational performance to the military application of the IoT OS.
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Military-civilian Compatible IoT Applications. Whether it is a terminal or server-
side IoT OS, it must consider the features of military-civilian compatibility in military
applications to ensure that in all kinds of military or non-military operations.When there
is a demand, they can fast deploy applications and carry various types of IoT application
services to support the mutual cooperation between military IoT OSs.

3.3 Technical Requirements for the IoT OS

Through the analysis of the characteristics of the previous IoT OS and the overview of
IoT military applications and scenarios, it is not difficult to see that the requirements and
scenarios in the military field are quite different from the civilian field. And the military
field has higher technical requirements for the IoT OS. In addition to the basic charac-
teristics of the corresponding OS, we should pay more attention to the technical charac-
teristics of the OS in the following five aspects: standard uniformity, anti-loss storage,
maintenance-free and high availability, high security and stability, strong compatibility
and scalability.

Unified Standards. Military operations are often accompanied by strongmobility char-
acteristics, and the deployment of various types of terminal sensors and other equipment
in the IoT often has the characteristics of deploying multiple applications at a time and
can be used multiple times over a long period of time. No matter what type of IoT OS is
selected, its military application should at least maintain highly uniform standards at the
level of external information interaction, such as code identification, data transmission,
protocol selection and service interface calling to support the rapid access of terminal
devices in different types of military application scenarios.

Resistant to Loss. Due to legal and moral constraints in the civil field, there is rela-
tively little intentional interference, sabotage, or malicious destruction of IoT terminals
or servers, which is one of the challenges faced by the IoT applications in military
operations. How to maintain a relatively high-level physical stability and stable system
performance of terminal IoT devices and operating systems, i. e., overall resistance and
persistence to damage, remains a long-term concern for military IoT operating systems.

Maintenance Free andHigh Availability. It is difficult to adjust the IoT OS in military
applications once it is deployed, especially in wartime or emergency military operations.
Because the time and space are very limited, the IoT OS must have highly maintenance-
free and relatively strong self-bug repair or fault-tolerant ability. Otherwise, if the OS
carrying the application fails, all the applications will inevitably fail synchronously. If
it is physically difficult to intervene, the corresponding IoT hardware equipment will
no longer be available and risk falling into the enemy’s hand, causing the leakage of
information.

High Security and Stability. The application of the IoT OS in civilian or commercial
fields also has high requirements for security and stability, but it is still far from mil-
itary applications. The military confrontation and its support to politics and economy
determine its higher requirements for data security and communication security. The
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application of the IoT OS must consider its comprehensive security performance in an
all-roundway. In addition to supporting lightweight military encryption, it can resist par-
tial security intrusions and maintain stable operating performance, it is also supposed
to have the function of self-hiding irreversible self-destruction of key data when the
conditions are triggered.

Strong Compatibility and Scalability. Military logistics support, daily management,
barracks facilities and medical treatment both have typical characteristics of military-
civilian integration. In the national defense mobilization or non-war military operations,
the applicationof IoTwillwidely adopt civilian IoT terminals and equipments. Inmilitary
applications, stronger compatibility and scalability must be considered. Under special
conditions, a large number of civilian or commercial IoT equipment or facilities can be
connected with less cost and investment, so as to create military-civilian compatible IoT
applications.

4 Difficulties and Countermeasures of Military Application of IoT
OS

4.1 Difficulties Faced by Military Applications of IoT OS

Self-Controllable Issues Throughout the Life Cycle. IoT OS life cycle management
is the administration of a system from provisioning, through operations, to retirement.
Every IoT OS, resource, and workload has a life cycle. Self-controllable management
throughout the life cycle can 1) reliably create systems in an automated and scalable
manner, 2) track and account for all systems, assets, and subscriptions, 3) ensure that
systems are consistent across their life cycle, 4) decommission systems and resources
when they are no longer needed. In the military field, due to the outstanding antagonism
between the enemy and ourselves, the security requirements are relatively high. Subject
to the impact of technological sanctions in developed countries and the implementation
of the strategy of revitalizing the military, the application of civilian or commercial IoT
OS in our military field should firstly solve the self-controllable issues throughout the
life cycle, which can ensure that we have a clear pre-judgment on the OS architecture,
code logic, possible risks and security issues, and have corresponding treatment plans.

The Structural Problems Arising from Damage Resistance. Architecture is the cor-
nerstone for OS to support various characteristics. Civilian or commercial OS usually
take an optimal approach in terms of function, performance, robustness, security, and
scalability when designing architectures. However, it can be seen from the previous
analysis of application scenarios that the military field puts the features of damage resis-
tance, security and high stability in a relatively more important priority, which requires
the OS selection or the design of architecture must be optimized according to these
special requirements, and sometimes we even need to redesign the architecture.

Balance Between Closed Source and Terminal Adaptability. Because of the com-
plexity and variety of IoT terminal devices, the IoT OS is often released in open source
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mode in order to adapt more terminals. But in the military field, in order to enhance
the security of the system, closed-source methods are often used to release the software
systemwhen there is no absolute technical security advantage. This reduces the scope of
application of the terminal IoT OS to a certain extent. How to strike a balance between
closed source system or partially open source system and terminal adaptability is also a
topic worth discussing of the Military IoT applications.

Functional High Degree of Freedom Configuration and Tailoring. In order to adapt
tomore application scenarios, the IoTOSgenerally allows users to autonomously config-
ure their non-kernel-level functions, and even allows on-demand tailoring of functions to
adapt as many resource-constrained terminals as possible or decrease the attack surface
of system. That is, in addition to designing a highly compatible system, it can also pro-
vide the function to develop programs on the system. Military application scenarios are
relatively more complex and diverse, and there are also large differences in the technical
requirements of the OS. How to enhance the flexibility of functional custom configura-
tion and functional tailoring without opening the source to users is also a challenge in
the military specific practice of the IoT OS.

Support for Multiple Deployments and Heterogeneous Access. The military appli-
cations of the IoT in the wartime and emergency are quite different from those of civilian
or commercial use, and they are characterized by centralized space, compact time, com-
plicated environment, and may be accompanied by strong mobility. It has little impact
to the terminal IoT OS, but it must be flexibly for the deployment of the server-side
OS, which can support the access of heterogeneous terminal devices and even the data
connection and coordination of non-military terminals or IoT services.

Due to the complexity of military application scenarios and the difference in require-
ments for the technical characteristics of the IoT OS, in addition to the above challenges,
the current civilian or commercial IoT OS applications in the military field also have
a series of similar difficulties or the directions that require in-depth research such as
military information standards, military communication protocol compatibility, and the
requirements of military security protection system. The related content is beyond the
scope of this thesis and therefore will not be detailed.

4.2 Suggestions

Strengthen the Importance and Launch the Research on Military IoT OS as soon
as Possible. Compared with developed countries such as the United States, China still
has a large gap in terms of basic platforms and core key technologies. However, the gap
is not large in the field of IoT. Both standard setting, technical research and application
promotion are walking in the forefront of the world, and the research of IoT OS also
has a place in the global realm. In terms of the military IoT OS, it should face the
future military intelligent change, aiming at the military IoT OS to be fully autonomous
and controllable. Just like attaching importance to the computer and Internet OS, we
should plan and start research as early as possible, so as to avoid the problem of the
basic platform being restricted by other countries as a result of the backwardness at the
beginning.
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Focus on the Foundation and Optimize the Architecture Design of the Military
IoT OS. The application of Military IoT has broad prospects and rich scenarios. The
terminal equipment and military requirements involved are complicated. At the same
time, it needs to meet special technical requirements such as high security, anti-damage,
flexible tailoring and customization of function.When selecting or designing themilitary
IoT OS, it is necessary to deeply demonstrate the needs of military scenarios first, focus
on the basic architecture of theOSkernel, and judgewhether it is optimized or redesigned
according to military application requirements, so as to meet various harsh conditions
such as military confrontation.

Strengthen Standards, Improve the Compatibility of OS Interface on the Military-
Civilian Combination. Under the further military-civilian integration strategy, a large
number of commercial IoT terminal devices will be introduced into the military field.
For these devices, the corresponding OS is mostly difficult to replace directly. Consid-
ering the integration of national defense mobilization resources in the course of military
operations, it will also bring about the military-civilian compatible requirements of the
military IoT OS. Therefore, in the process of military application or development of IoT
OS, it is necessary to establish the concept of unified standards from the beginning to
avoid the emergence of vast islands of information, so as to improve the compatibility
of the Military IoT OS and various interfaces and protocols in peacetime, wartime or
emergency.

Multi-Point Trial to Improve the Applicability of Various Military Scenarios
of the OS. The IoT OS has a very close relationship with terminal devices, communica-
tion methods, protocol interfaces and deployment models. When selecting or designing
an IoT OS, we should focus on battlefield intelligence reconnaissance, military exercise
training, and logistics equipment support, medical treatment and protection for a vari-
ety of typical application scenarios. Combined with the characteristics of military IoT
objects, communication mechanisms, technical requirements and network deployment,
we should carry out a wide range of multi-round trials to ensure that the IoT OS can
meet the needs of military applications to the greatest extent, and improve the economic
and military benefits of research and application.

Keep Abreast of the Forefront and Focus on the Integration Trend of OS and New
Technologies. With the continuous development and breakthroughs in technologies
such as edge computing, artificial intelligence, 5G/6G, D2D, IPv6, blockchain, micro-
services and various lightweight encryption algorithms, the IoT OS is presenting the
trend of integrative development of terminals and servers. The distributed IoT OS is
gradually gaining more attention from researchers. When selecting and designing a
military IoT OS, it should continuously improve the mass access, wide area distribution,
multi-task coordination,multi-protocol compatibility, lowenergy consumption and other
performance objectives, and then design the Military IoT OS for terminals and servers
with an integrated approach.
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5 Conclusion

This paper firstly outlines the current development situation of the IoT OS, selects and
compares 10 common IoT OSs, and divides the IoT OS into the terminal IoT OS and the
server-side IoT OS according to the coupling relationship with the device. The in-depth
analysis summarizes the typical characteristics of each type of the IoT OS. On this basis,
the application status of the IoT in the military field of major countries is summarized
and the military application scenarios of the IoT OS are proposed. The typical technical
requirements for the IoT OS in the military field are elaborated in detail in combination
with the military characteristics. Combining the characteristics of the current IoT OS
with military field application requirements, the problems and difficulties are given
which are faced by the military application of the IoT OS and relative countermeasure
suggestions.

The IoT OS is the core software platform for the development of IoT applications.
It plays a key role as a bearing and information hub for the access, collaboration, and
control of IoT objects. With the widespread application and in-depth development of
the IoT military field, the military application of the IoT OS is bound to be an important
research direction, and the related problems and difficulties are also the starting point of
our next research.
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Abstract. The acceleration of urbanization has led to increasingly prominent
traffic problems. In the context of the intelligent era, road traffic management
is in urgent need of transformation and upgrading. The development of intelli-
gent transportation is an important task for the construction of a modern city.
The intelligent transportation system has the ability to automatically sense and
analyze road conditions, which provides great convenience for traffic operation
and management. Based on computer vision and deep learning technology, this
paper designs and implements an intelligent traffic scene recognition system. The
system processes the images taken by the traffic surveillance camera, and mainly
realizes the intelligent recognition of two complex traffic scenes. One is the traffic
statistics of passing vehicles at the intersection, and the other is vehicle speed-
ing detection. The main process of system realization is divided into five steps.
First, the YOLOv4 target detection algorithm is used to detect the vehicle. Sec-
ond, use the SORT algorithm to track vehicles in real time, and then use the vector
product-based virtual line counting method to achieve traffic flow statistics. Third,
adopt the HyperLPR Chinese license plate recognition framework based on deep
learning to recognize a wide range of license plates with high accuracy. Fourth,
a two-line speed measurement method based on computer vision is designed to
realize vehicle speeding detection. Finally, PyQT5 and WEB technology are used
to realize the visualization of traffic recognition data.

Keywords: Intelligent traffic system · Traffic statistics · Overspeed violation
detection · License plate recognition

1 Introduction

With the continuous innovation and breakthrough of artificial intelligence technology,
the intelligent transportation system is the target trend of urbanmodernization. To realize
the intelligent and automated operation of the traffic system, it is necessary to use com-
puter vision technology to process a large amount of traffic information, such as license
plate recognition, vehicle detection and traffic statistics, and vehicle violation detec-
tion [1]. Among them, traffic statistics are the basis for reducing traffic congestion and
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improving traffic dispatch [2]. In addition, vehicle violation detection can improve peo-
ple’s awareness of maintaining traffic order, thereby reducing traffic accidents. Today’s
intelligent transportation systems are mostly composed of multiple subsystems, each
responsible for different tasks [1]. But what this article realizes is a comprehensive sys-
tem that integrates multiple functions into one application as much as possible, to better
perform parallel computing and improve recognition efficiency.

Vehicle detection is the basis of traffic statistics and belongs to the category of
target detection. The YOLO algorithm based on deep learning uses convolutional neural
networks to automatically extract image features. The detection result of the target
is determined by classification regression, which reduces the amount of calculation.
Therefore, it has become a new trend of current target detection [2]. Traffic flow statistics
are based on vehicle detection and vehicle tracking. The main purpose is to classify and
count the cars, trucks, buses, and other vehicles on the road to provide data for traffic
decision-making. In this process, the SORT multi-target tracking algorithm played an
important role [2]. The realization of speeding violation detection is based on license
plate recognition and speed detection. The HyperLPR Chinese license plate recognition
algorithm uses a convolutional neural network to train the model of the classifier and
recognize characters [3]. Speed detection uses two virtual lines to construct a speed
measurement space and then calculates the speed through the mapping relationship
between space and pixels.

This paper uses computer vision and deep learning technology to process the image
data from the camera angle of public transportation intersections, and mainly realizes
the intelligent recognition and analysis of two complex traffic scenes. One is the traffic
statistics of passing vehicles at the intersection, and the other is vehicle speeding detec-
tion. At present, methods based on intelligent video detection have been widely used
in intelligent transportation systems. Its advantages are as follows: 1) It does not install
embedded devices under the road, so it does not damage the road, thereby reducing con-
struction costs. 2) Obtain metadata through the ITS subsystem traffic video monitoring
system.

2 System Architecture Design

2.1 Overall Architecture

The overall system architecture is shown in Fig. 1. First obtain data through traffic
intersection cameras or local video files. Next, transfer the data to the data processing
layer. The data is processed through machine learning and computer vision algorithm
models and stored in the database. Finally, the front-end display module is realized
through WEB and PyQt technology.
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Intelligent traffic scene recognition application

Data
visualization

Data
processing

Data
acquisition

Springboot, Echarts, PyQt5

YOLO v4, Darknet, SORT,
HyperLPR, Opencv

Video from a road surveillance 
camera

Fig. 1. Overall system architecture

2.2 Procedure Flow

See Fig. 2.

Vehicle detection

Traffic flow calculation

License plate recognition

Speed violation detection

Data visualization

Fig. 2. System procedure flow chart
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3 Vehicle Flow Statistics Based on YOLOv4 and SORT

The steps of traffic statistics in this paper are as follows: First, use the YOLOv4 model
for target detection; second, use the SORT algorithm for target tracking. The SORT
algorithmuses theKalmanfilter to predict the target position, and thenuses theHungarian
algorithm to compare the target similarity to complete the vehicle target tracking. Finally,
the idea of virtual coils is used to complete vehicle flow statistics and achieve vehicle
target counting.

3.1 Vehicle Detection Based on YOLOv4

Vehicle Detection Algorithm Idea
Although YOLO has a poor detection effect on small targets, the detection effect of
YOLO on small targets has been improved on the YOLOv4 model. This system is based
on the detection of highway traffic intersection surveillance video. The detection object
is a vehicle, and the individual is relatively large. Therefore, the detection result is less
affected by small targets [4]. Therefore, it was finally decided to adopt the YOLOv4
model as the target detection algorithm in this paper.

YOLOv4 Implementation Process
The target detection process of traffic intersection video using YOLOv4 can be divided
into four steps [5]. First, the network information of each layer of YOLOv4 is obtained
by loading the trained YOLOv4 model and its weight parameters. Second, read the
video in the form of a picture, and reconstruct the size of the picture. In the next step, the
reconstructed pictures are sent to the YOLOv4 feedforward network. YOLO model and
Darknet algorithm are used to detect and calculate the category, confidence and bounding
box. Then, a non-maximum value suppression algorithm is used to remove bounding
boxes with a high degree of coincidence. The fourth step is to draw the detection results
on the screen through the OpenCV method, and store the vehicle information, which
will be used for subsequent target tracking [5].

Analysis of Vehicle Detection Results
The following figures show the effect of vehicle detection based on YOLOv4 under two
different traffic intersection monitoring videos. It can be seen from the figures that the
weather at intersection A is cloudy and the light is dark. But whether it is near or far, the
confidence of the vehicle is around 98%. This model also has significant performance in
the detection of intersection B. The confidence of vehicle detection is about 80%. The
difference is that the main types of objects at intersection B are cars and motorcycles
(Figs. 3 and 4).

In order to further verify the vehicle recognition performance of YOLOv4, the over-
head traffic monitoring video was cut into 200 image test sets, and the Faster-CNN
network, YOLOv3 model, and YOLOv4 model were tested. The performance of the
algorithm was evaluated from three indicators: recognition accuracy, recall rate, and
number of detected frames per second. The test results are shown in Table 1. According
to the results, the YOLOv4 algorithm has greater advantages in detection accuracy and
speed. It can meet the requirements of vehicle detection in traffic surveillance video.
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Fig. 3. Vehicle detection effect of cloudy weather (intersection A)

Fig. 4. Vehicle detection effect of sunny weather (intersection B)

Table 1. The comparison of target detection algorithms

Detection algorithm Accuracy (%) Recall rate (%) Frames per second (f/s)

YOLOv4 89.2 81.2 44

YOLOv3 88.3 83.5 31

Faster-CNN 88.9 84.0 5

3.2 Vehicle Tracking Based on SORT Algorithm

Vehicle Tracking Algorithm Idea
In order to achieve traffic flow statistics, after the vehicle target is detected, the front and
rear frames of the vehicle need to be correlated. This requires designing a tracker that can
track road vehicles in real time. By learning the existing multi-target tracking algorithm,
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we found that the SORT (Simple Online And Realtime Tracking) algorithmwas fast and
could meet the real-time tracking requirements of this system [7]. Compared with the
DeepSORT algorithm, SORT does not need to obtain the apparent characteristics of the
target. If the change tracking target does not need to be retrained, it is more versatile.
Therefore, the SORT algorithm was selected as the multi-target tracker of this system.

Introduction to SORT Algorithm
The biggest feature of the SORT algorithm is that it greatly improves the speed of multi-
target tracking by combining the Kalman filter algorithm and the Hungarian algorithm
[6]. The tracker can achieve 260 Hz tracking. The simplified implementation flow chart
of the SORT algorithm is shown in Fig. 5.

Kalman Tracker.predict

Hungarian match

Kalman Update status

Fig. 5. SORT algorithm structure

SORT algorithm tracking can be divided into two steps:

1) The Kalman filter performs tracking prediction on the detected vehicle and obtains
the tracking position and size of the corresponding target in the next frame [6].

2) The main function of the Hungarian algorithm is to match the detection information
of the previous frame and the tracking estimation of the next frame [6].

3.3 Using Virtual Lines to Count Vehicles

The principle of the virtual coil vehicle counting method is to set one or more detection
lines on the road in the video to detect passing vehicles [5]. By judging the position
change between the vehicle and the virtual line, the number of vehicles passing the road
is calculated [7].

The counting method of virtual lines is based on the vector product. The algorithm
idea is to connect the center points of the detection frame front and rear the vehicle
into a line segment AB. Assume that the detection line is CD. If the two line segments
intersect, it indicates that the vehicle has passed the detection line, and the count is
increased by one. As shown in Fig. 6, three vectors of AB, AC, and AD can be obtained,
and then it can be judged whether the line segments intersect according to the result of
the multiplication of the vectors. If the results of the vector product AB × AC and AB
× AD are different, it indicates that the points C and D are on both sides of the AB line
segment, and the line segments intersect.



Application of Intelligent Traffic Scene Recognition 103

Fig. 6. Space mapping diagram of virtual lines

3.4 Analysis of Vehicle Flow Statistics Results

As shown in Fig. 7, the traffic flow detection was performed on the surveillance video of
an intersection.Ayellowvirtual counting linewas set up on the zebra crossing.Whenever
the center point of the vehicle collided with the counting line, the traffic count increased
by one. “In & Out” respectively represented the traffic statistics results of the forward
lane and the reverse lane.

Fig. 7. Flow Statistics results

In order to further test the calculation ability of the algorithm at traffic intersections
with heavy traffic, we selected a high-traffic road video for testing. As shown in Fig. 8,
two yellow virtual lines were set up on the road to calculate vehicles in two lanes in
different directions. The algorithm outputted the statistical results of the sub-vehicles on
the picture. Compared with the actual traffic volume, the statistical accuracy rate was
94.84%.

Compared with the traditional road traffic statistics method based onmachine vision,
the SORT algorithm had higher recognition and tracking performance, and the vector
product method was more accurate. In the case of large traffic volume, the detected
traffic volume data was closer to reality. Therefore, we chose the high-traffic road video
to test and compare different algorithms. The test results are shown in Table 2.
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Fig. 8. Flow Statistics results in high-traffic road

Table 2. The comparison of traffic flow statistics

Algorithm Real data Test result Accuracy (%)

Background subtraction method 194 143 73.71

YOLOv3 + SORT 194 181 93.29

YOLOv4 + SORT 194 184 94.84

4 License Plate Recognition Based on HyperLPR

The license plate recognition module uses the HyperLPR [3] algorithm, which is a
lightweight Chinese license plate recognition framework. Deep learning technology is
applied to character segmentation and character recognition. The biggest feature is that
it can recognize many types of Chinese license plates.

4.1 Introduction to HyperLPR Algorithm

The implement process of license plate recognition is as follows [3]. First of all, rough
positioning of the license plate contour is carried out through the Harr separator [8].
Second, determine the license plate boundary through image processing methods such
as binarization and edge segmentation. Since the actual license plate photos cannot be
guaranteed to be horizontal and vertical, the finely positioned license plate images need
to be corrected to obtain the license plate images with the X-axis and Y-axis vertical
[9]. Third, use the classification model trained by the convolutional neural network to
segment the license plate characters. Finally, the segmented characters are passed to the
character recognition network for recognition, and the license plate recognition result is
obtained [9] (Fig. 9).
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Fig. 9. The schematic diagram of HyperLPR algorithm

4.2 License Plate Priority Iteration

The vehicle recognizes the license plate from the first frame of the picture until the
vehicle drives out of the picture. HyperLPR updates the license plate recognition result
of each frame when the vehicle moves. When the vehicle approaches the camera, the
target is larger and the recognition effect is stable. However, because the target is small
when driving at a long distance, the license plate is changed frequently, thereby the
confidence of the license plate is low.

In order to optimize the license plate detection of Hyperlpr in the video stream,
this paper designs an iterative algorithm for optimizing license plate information. The
idea is to store the id and license plate information of the vehicle in the dictionary
car-NumberList. In the detection process, the license plate number with the highest
confidence is output through continuous sorting and comparison. This improvement
solves the problem of unstable and inaccurate long-distance license plate recognition of
the original algorithm.

4.3 Analysis of License Plate Recognition Results

As shown in Fig. 10, for the two cars near the camera, the license plate recognition
results are ‘川JG6128’ and ‘川J1726W’ respectively. After real video comparison, the
detection result is consistent with the real license plate result.
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Fig. 10. The effect of license plate recognition

Figure 11 shows the license plate recognition effect of a red car passing through an
intersection.When the red vehicle drove fromnear to far, the result of license plate recog-
nition remained “川 J66A16”. In order to further test the performance of the algorithm,
we decomposed the traffic video into 200 pictures to form a test set. The results showed
that the accuracy rate of license plate recognition increased from 56.6% to 85.7%.

Fig. 11. The comparison of near and far license plate recognition

5 Vehicle Overspeed Violation Detection

Vehicle speeding violation detection is an important part of intelligent traffic monitoring
system. At present, highway speed detection mainly adopts technical methods such as
ultrasonic, infrared, and toroidal coils. However, these methods still have many limi-
tations in the application of actual scenes [10]. For example, the toroidal coil method
requires buried coils. As a result, the quality of roads has deteriorated, and mainte-
nance costs have increased. In response to such problems, this paper will combine
machine vision and image processing technology to achieve high-precision, low-cost
and intelligent detection of speeding violations.
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5.1 Two-Line Speed Measurement Method Based on OpenCV

The two-line speedmeasurementmethod is amethodbased onvideo speedmeasurement.
The speed measurement area is determined by demarcating two virtual lines on the road
on the video screen. Then, the time and distance are obtained by constructing themapping
relationship between the video pixel distance and the real space. Then the vehicle speed
is obtained by the formula speed = distance/time (Fig. 12).

Fig. 12. Spatial mapping relationship\

In order to construct the relationship between a video image pixel and speed section
length, a scalar ppm (pixel per meter) is proposed, which means the pixel length of the
corresponding video per meter of road. The calculation publication of ppm is shown in
Eq. (1), where line2-line1 represents the pixel length between the video speedmeasuring
double lines, and linelong is the real road length, which can be estimated by Baidu map.

ppm = line2−line1
linelong (1)

The previous target tracking has obtained the detection frame information of the two
frames before and after the vehicle. The pixel length d_pixel between the front and rear
frames can be calculated by the center point coordinates of the front and rear frames,
that is, the pixel distance of the vehicle moving in one frame of video processing. Divide
d_pixel by ppm to estimate the distance d_meter the vehicle travels on the road in the
video frame. Because the frame rate of the video is 25 fps, the time to play one frame can
be calculated as 1/25 s. The instantaneous speed of the vehicle, in m/s, can be obtained
from the speed calculation formula, and can be converted to km/h by multiplying by 3.6.
The calculation formulas are shown in formulas (2), (3) and (4).

dpixel =
√
(x − x1)2 + (y − y1)2 (2)

dmeter = dpixel
ppm (3)

speed = dmeter ∗ fps ∗ 3.6 (4)

Traffic laws require vehicles to pass through intersections or turn at traffic lights at a
speed no more than 30 km/h. Therefore, the speed limit set by the system is 30 km/h. If
the speed is greater than the speed limit, it is determined to be overspeed, and then the
violation information is stored in the database.
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5.2 Analysis of Vehicle Overspeed Detection Results

As shown in Fig. 13, when a vehicle with a license plate of “川J24A53” passed through
the test area at a faster speed, the speed measurement module detected that its instan-
taneous speed was 40 km/s. The system judged it to be overspeed. Then, the system
outputted the vehicle’s violation information in real time at the bottom of the screen.

The system can monitor the speed of different vehicles in real time and accu-
rately, record the information of illegal vehicles through the information stored in the
database, and meet the requirements of the intelligent traffic monitoring system in terms
of performance and function.

Fig. 13. Vehicle overspeed detection

6 Data Visualization

The visual application of the system, combined with WEB and PyQt5 technology, uses
a friendly human-computer interaction interface and rich charts to display real-time
traffic monitoring pictures, dynamic traffic flow, and dynamic violation information in
a certain area [11]. Therefore, it provides better support for the integration of infor-
mation resources for intelligent transportation operations. It also helps to predict the
development trend of traffic roads, predict potential risks and make decisions in time
(Fig. 14).
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Fig. 14. Dynamic traffic flow and violation information on the website

7 Conclusion

This paper implements an intelligent traffic scene recognition application based on com-
puter vision and other related technologies, which performs real-time vehicle detection,
tracking, statistics and speed measurement on traffic video data. The vector product
is also applied to the virtual line counting method to make the calculation of traffic
flow more accurate. In addition, the HyperLPR license plate recognition algorithm is
improved, and the optimal iterative algorithm for the license plate is added, which solves
the problem of unstable license plate recognition and poor results when the vehicle is
traveling far.

The above research shows that the application of computer vision and deep learn-
ing technology to process road traffic information has high accuracy, convenience and
intuitiveness, can effectively assist traffic decision-making, and is of great significance
to strengthening urban traffic supervision.
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Abstract. With the development of smart wearable devices, daily
health care becomes a popular topic among mobile applications. As
one of human body vital signs, respiratory rate monitoring is discussed
in substantial number of recent work based on smart watch. Inertial
Measurement Unit (IMU) and Photoplethysmograph (PPG) sensor on
smart watch can obtain respiratory rate respectively through various
algorithms. However, existing works is designed with complicated signal
processing methods which are poor of efficiency and accuracy. Therefore,
we propose eRRGe, a smartwatch-based respiratory rate monitoring sys-
tem, which can balance efficiency and accuracy by using peak detection
and regression model together in order to generate respiratory rate. The
mean absolute error (MAE) of our system is 2.25 breaths/minute, which
shows a better performance than other systems. Moreover, the memory
usage of regression model and processing time of our system are lower
than other similar systems. Make it compatible for actually deployment
on smart watch.

Keywords: Respiratory rate monitoring · Smart watch · Accuracy
and efficiency

1 Introduction

According to the survey in [15]: global smart medical wearable devices grow at
a compound annual growth rate of about 5.6%, and in 2020, the total amount of
smart medical wearable devices is around 15 billion, and it will continue rising
in the future. Moreover, smartwatch which came in recent years is the most
common device, it is also a kind of device which is the closest to our daily life.

Nowadays, body indicator monitoring on the smartwatch is getting pop-
ular. For example, heart rate estimation, pressure index measurement, sleep
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monitoring, and other functions can be realized on the watch. Researchers use
multiple sensors on the smart watch to develop interesting and meaningful func-
tions. For example, [22] uses accelerometer on the smart watch to get the data to
judge whether the person got Parkinson’s disease or not; [14] uses sensor under
the skin to sense the skin deformation caused by the hand movement, obtaining
user’s action according to the sensor data.

Respiration is an important factor of human health. Specifically, many dis-
eases can be reflected through respiratory rate monitoring, for example, if one
person is exposed to inhalable particulate matter for a long time, his respiratory
rate will badly change [13]; and chronic obstructive pulmonary disease (COPD)
can be reflected in daily respiratory data [17], etc. Many researchers are focusing
on respiratory rate monitoring on smart watch, and there are series of related
work [6,7,10]. However, there are more or less some problems: Spectral analysis
methods can not provide enough estimation accuracy [7]. Although deep learning
based work [6,10] have reached the accuracy requirements for daily monitoring,
for smart watches, their computing efficiency is generally low, so it is not realistic
to deploy these systems on smart watch.

In order to solve this problem, we design eRRGe, a system contains two
main modules which can balance efficiency and accuracy: First is the signal
pre-processing module which contains linear interpolation; noise filtering;
band-pass filtering and Fast Fourier Transform (FFT) in order to realize res-
piratory peak detection in frequency domain. Second is the Random Forest
Regression (RFR) model to extract the final respiratory rate. The mean abso-
lute error (MAE) is 2.25 breaths/min, which is adequate for daily monitoring.
On this basis, our system can reduce the processing time to one tenth of the orig-
inal. Compared with existing neural network methods, the model size is reduced
to 1% of the original, which greatly improves the computational efficiency.

The main contribution of this paper is a novel design for respiratory rate
monitoring which combines spectral signal processing with machine learning
algorithm. So that our system can ensure accuracy and efficiency at the same
time, making it compatible for smart watch.

2 Related Work

There are series of related works that focus on respiratory rate monitoring on
smart watch. As a IMU-based approach, WearBreathing [10] uses accelerome-
ter and gyroscope signal as input, employing a random forest regression model
filter out bad quality signals, while qualified signal segments are feed into 1D-
CNN model to extract respiratory rate. Another PPG-based work RespWatch [6]
employs deep learning model, while it contains two routines in parallel, one
method uses traditional signal processing methods to finish measurement, the
other method uses 1D-ResNet to obtain respiratory rate. A special parameter
called EQI is defined to judge which routine to choose. Existing deep learning
works focus on raw signal, using complex neural networks to complete the task.
However, the limited computing ability of the smart watch is a grim constraint,
leading problems of real-time processing and battery life.
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Fig. 1. Overview of the whole experiment design

Not all systems focus on using deep learning model to finish the task.
HeartPy [7] mainly use traditional signal processing for estimation. The app-
roach of is to generate heart rate firstly using PPG. Next, this system extract
respiratory rate by processing heart rate variation (HRV) which is highly related
to respiration through Respiratory Sinus Arrhythmia (RSA). This system is
suitable for computing resource of smart watches. However, the respiratory rate
obtained by that is not accurate enough, which is the primary reason why it can-
not be applied to smart watches. Therefore, a respiratory rate monitoring system
on smart watch which can balance result accuracy and computing efficiency is
needed.

3 System Design

3.1 Overview of Experiment Design

In order to finish the task of respiratory rate monitoring, we need to design a
signal processing flow. Figure 1 shows the overview of our respiratory rate moni-
toring system. After data collection, some kinds of raw signals will be collected,
for different kinds of signals, signal pre-processing is needed in order to detect
peaks which are related to respiratory rate. Then use some most related peaks
which generated by signal pre-processing module as input of Random Forest
Regression (RFR) model, the output of this model can be seen as result. In next
two sections, these two modules are discussed in detail.

3.2 Signal Pre-processing

After collecting different kinds of raw signals, signal pre-processing module is
needed to finish the task of peak detection. Some related work has used simi-



114 F. Zhang et al.

lar method in their respiratory rate monitoring work [6–8]. According to these
researches, in our system, the aim of signal pre-processing is getting the fre-
quency domain value corresponding to the point with the largest amplitude by
using some pre-processing methods.

Since we want to use peak detection method, there are some problems to be
solved about signal pre-processing:

– Although during the process of data collection, the data collection API is able
to ensure the integrity of raw signal, there are more or less missing values in
the signal, so a better method is urgently needed in order to fill the missing
values.

– There will be some kinds of noise in raw signal. Small motion and body
state changes may cause noise in accelerometer (ACC) and gyroscope (GYR)
signals; more kinds of noises may appear in PPG signals, so different kinds
of noise filters are needed to filter out the noises in different kinds of sensors.

In order to solve these problems above, for each kind of signal, different kinds
of signal pre-processing flows should be designed. Figure 2 shows the processing
flow of different kinds of signals. In the figure, ACC and GYR signal are use the
same processing method, that is because this two kinds of signal have similar
characteristics, in some related works, these two kinds of signal are used in par-
allel as input of the whole system. Therefore, these two kinds of signals can use
same pre-processing method to process [8,10]. For each signal, there are some
same signal pre-processing operations to be completed, including signal interpo-
lation; noise filtering; band-pass filter; transfer from time domain to frequency
domain.

Linear Interpolation. In order to solve the problem of signal period missing,
linear interpolation is needed. According to the sensor parameters of the watch,
the sampling frequency of the three signals are 100 Hz (PPG signal) and 50 Hz
(ACC and GYR signal) [2]. To keep the integrity and make the later experiments
more convenient,for each kind of signal, the interpolation frequency we set is
100 Hz.

Noise Filtering. There may be many kinds of noises in raw signals, especially
for ACC and GYR signal, although we choose the data collection plan which
can minimize the effect on motion, there still may be small motion noises. For-
tunately, some different kinds of methods have been raised in some papers, a
proper plan is using the modulus of ACC signal to judge it [8]. And a common
Kalman filter [12,21] which has been used on similar tasks [19] will be used for
noise filtering.

For PPG signal, although not as much affected by movement as other two
kinds of signals, there are still some kinds of noises which may cause decrease of
the quality of the signal. For example, some kinds of noises may cause mutations
in the raw signal [4]. What’s worse, compared with ACC signal and Gyr signal,
PPG signal is more sensitive to noise, which improves the difficulty of noise
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processing of PPG signal. Moving average filter which mainly used for filtering
mutation [9] will be compared. And the design of our moving average filter is
shown below:

x′(i) =
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2
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2
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(1)

In Eq. 1, x(i) means raw signal; x′(i) means the filtered signal; l means the
fixed length of the slide window; n means the length of the raw signal. In other
words, this is just a 1-D average filter. In our experiment, the window size we
chose is 5.

Other Modules. After noise filtering, next step is band-pass filtering work.
The aim of this part of job is filter out the data we are interested in. A 2-
order Butterworth band-pass filter which is easily to achieve [18] will be used
in our experiment, And the pass band is [0.083 Hz, 0.33 Hz], which is fit the
range of normal respiratory rate (5 bpm to 20 bpm) we set in this experiment.
Use Fast Fourier Transform (FFT) [16] which uses divide-and-conquer method
to reduce the complexity to finish the task of spectrum conversion. Finally, we
pick the highest peak(s) of different kinds of signals. These peaks may have
relationship with respiratory rate. And we choose some of the most relevant
peak characteristics of respiratory rate are used as input to regression models.

3.3 Regression Model

After signal pre-processing, since we have got some most related features, and to
a certain extent, these features can be the respiratory rate by using some simple
calculation methods, such as take the average of these values, take the most
relevant feature, etc. However, the accuracy of this method is not so good, so
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in order to get more accuracy result, a good regression model based on machine
learning is needed.

There are many kinds of regression models which are based on machine learn-
ing. For example, Linear Regression (LR) [20]; XGBoost regression (XGBR) [5]
and Random Forest Regression (RFR) [11]. Linear Regression is the simplist
model among these algorithms. LR only contains one simple learning model,
while both XGBR and RFR contain multiple simple learning models, the results
of these models are evaluated together to get the final result.
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Fig. 3. Data flow of our system in random forest regression model

In our system, Random Forest Regression (RFR) model is chosen as the
regression model we use. RFR model integrates multiple simple learning models
in parallel. Figure 3 shows data flow of our system in random forest regression.
Since we get some features which are related to respiratory rate (RR) by signal
pre-processing, these features are the input of RFR model. Next, for all features,
we use sampling with return method to sample n samples. Then, put all the
samples into n individual trees. These trees may provide multiple respiratory rate
results. Then, using a voting method to judge which tree can get the best result,
finally give the respiratory rate as the output of this model. We implement this
model by using sklearn library in Python. First, in order to make our regression
model stable, we need to adjust n which means the number of simple learning
models mentioned above. Then we need to adjust parameters which are related
to the complexity of each simple learning model. The aim of this step is to
find a best complexity with best accuracy and lower overfitting effect, there are
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many parameters related to this, here we use grid search and K-fold validation
to ensure these parameters.

4 Evaluation

4.1 Evaluation Setup

In our system, we choose XiaoMi Watch to get raw signal periods including PPG;
ACC and GYR signal. The raw signal dataset used in our system in this article
includes nearly 200 pieces of data, and the respiratory rate corresponding to
each piece of data is uniformly distributed in the interval of 5–20 breaths/minute
(bpm). The time interval of the raw signal dataset is 2 min.

In order to facilitate measurement and reduce the noise of breathing, here
we select the data of guided breathing, that is, use an external program [1] to
control the respiratory rate. Testers sit stably and peacefully, wear smart watch
correctly, breathing with the rhythm of external program. The state of data
collection is shown in Fig. 4.

Interface of the 
guided app

Watches wear 
on wrists

Fig. 4. The state of data collection, interface of the guided app is shown on the screen.

4.2 System-Level Results

Table 1 shows the comparison of our system and other respiratory rate moni-
toring systems, including HeartPy, CNN model in RespWatch, and the result
obtained directly from the peak frequency of PPG signal which has the highest
correlation with ground truth of the respiratory rate. In the table, mean abso-
lute error (MAE) which can reflect the accuracy of the whole system, Model Size
which can reflect the amount of parameters in the regression model, Processing
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Time means the time of getting respiratory rate from raw signal. Model size and
processing time are two important evaluation parameters about the efficiency of
one system.

Table 1. Comparison of our method and other methods

Method MAE (breaths/min) Model size (KB) Processing time (s)

eRRGe 2.25 310 0.015

Peak detection (PPG) 3.57 N/A N/A

HeartPy [7] 2.64 3400 11

CNN (RespWatch) [6] 2.37 28467 0.198

Since the MAE of peak detection is too large (MAE > 3), so it is pointless
to calculate processing time of this method. From the result in the table, it is
obvious that our method can get more accuracy result with smaller model and
shorter processing time. That means, our method can reduce the complexity of
the algorithm while ensuring the accuracy of the premise, and improve the effi-
ciency of extracting the breathing rate on the smart watch. It further proves that
our method of extracting relevant features first and then performing regression
processing on the features is more efficient.

4.3 Micro-benchmark Results

Feature Design. After signal pre-processing, in order to guarantee we can take
hidden respiratory rate information from raw signal, we need to pick multiple
frequencies which correspond to the peaks of the spectrum. The frequencies are
the features we generated by signal pre-processing. However, not all of them con-
tain respiratory rate information. Therefore, feature selection is needed. Here we
take top-3 peak detection results of each signal, then choose some features which
are most related to the ground truth. Figure 5 shows the correlation coefficients
between them and ground truth value.

From the figure, we can clearly see that the correlation coefficient of the PPG
signal peak extraction result is much larger than the correlation coefficient of
the other two signals. It may be because we deliberately control the process of
guided breathing. In addition to the movement of the wrist, the movement effect
caused by breathing is weakened, so the extracted features are not so obvious.

In order not to affect the final respiratory rate extraction work, we choose
top-3 peak values of PPG as input. At the same time, we can also draw a
conclusion: In guided breathing scenario, there may be the closest relationship
between PPG signal and respiratory rate.

What’s more, we found another question about PPG signal. PPG signal
appearing is obviously greater than the other two signals. We guessed that the
PPG signal is an optical signal, and the optical signal consumes more energy.



eRRGe: Balancing Accuracy and Efficiency 119

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

PPG ACC GYR

R

Signal

1st peak 2nd peak 3rd peak

Fig. 5. Correlation coefficient between different signal peaks and the true value of
respiratory rate

It is possible that the internal operating system settings make it unable to con-
tinuously perceive, which leads to this phenomenon. This is also a problem that
needs to be solved in the future.

Regression Model Design. In our system, we choose RFR as the regres-
sion model since the relatively high accuracy and efficiency. In this section, we
will compare the accuracy and efficiency of other regression models including
RFR, LR, and XGBoost, all of them are implemented by using sklearn library.
Table 2 shows the comparison between RFR and other regression models, includ-
ing XGBoost and Linear Regression. The parameters in this table are the same
with Table 1.

Table 2. Comparison of different regression models

Regression model MAE (breaths/min) Model size (KB) Processing time (s)

RFR [11] 1.98(train)/2.25(test) 310 0.015

LR [20] 3.57 1 0.018

XGBoost [5] 2.19(train)/2.30(test) 43 0.041

From the result in the table, it is obvious that compare to other regres-
sion models, RFR has the most accuracy result of respiratory rate. Although
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compared with XGBoost, its model size may be a bit larger, but its model has
not reached a large scale, this size is still acceptable for smart watches. Since
multiple simple learning model in XGBoost are arranged in a linear way. The
optimization space of efficiency is relatively small. So RFR is the best choice of
our system.

After comparison of different models, here a question is raised: Why we
get the best result on Random Forest Regression (RFR) model? Com-
pared with gradient boosting algorithms such as XGBoost, there are two main
advantages for Random Forest:

– It is easier for train for Random Forest than Gradient Boosting algorithms,
Random forest only needs to design the number of randomly selected features
on each node, while the gradient boosting algorithms need to design more
super parameters, such as learning rate, tree depth, etc. [3], which can also
explain why the speed of RFR in Table 2 is faster than XGBoost.

– Random forest is more difficult to overfit than gradient boosting algorithm,
which indirectly leads to be more effective for datasets with large noise impact
and small SNR [3]. In eRRGe, because we choose peak detection result of PPG
signal as the input of random forest, while in general PPG signal processing
process, respiratory signal is relatively weak, and the impact of respiration on
PPG is generally treated as noise [7]. However, we extract this part of “noise
signal” use similar method, which indirectly leads to low SNR in extracting
respiratory related features from PPG.

Therefore, the performance of our feature data set on RFR is better than
XGBoost. So if we want to improve the performance of our system, we can
find another features related to respiratory rate which have higher SNR from
different kinds of signals.

What’s more, compared to other integrate learning method such as XGBoost,
RFR also has an advantage in computational efficiency. Since the processes exe-
cuted in different simple learning models will not interfere with each other.
Therefore, the parallel computing principle can be used to optimize the com-
putational efficiency of the regression model. What’s more, this model has the
same relatively strong generalization ability and strong anti-overfitting ability
after reasonable parameter adjustment with XGBoost.

5 Conclusion

In conclusion, we raised a new method to get the respiratory rate from smart
watch. That is, use simple digital signal processing method to get some features
which related to respiratory rate from raw signal first. Then use some regres-
sion models to get the respiratory rate. In our experiment, we have proved this
method is relatively accuracy and efficient. It can provide an idea for respiratory
rate monitoring on smart watches. We hope that our research can provide some
valuable references for future related research.



eRRGe: Balancing Accuracy and Efficiency 121

References

1. Guided breath program. https://github.com/ReinhardFink/Breath/, Accessed 20
May 2021

2. Xiaomi Mi Watch (China) black. https://vedroid.com/smartwatches/xiaomi/
xiaomi-mi-watch-(china)-black.html/. Accessed 5 May 2021

3. Bernard, S., Heutte, L., Adam, S.: Influence of hyperparameters on random forest
accuracy. In: Benediktsson, J.A., Kittler, J., Roli, F. (eds.) MCS 2009. LNCS,
vol. 5519, pp. 171–180. Springer, Heidelberg (2009). https://doi.org/10.1007/978-
3-642-02326-2 18

4. Chandrakar, B., Yadav, O., Chandra, V.: A survey of noise removal techniques for
ECG signals. Int. J. Adv. Res. Comput. Commun. Eng. 2(3), 1354–1357 (2013)

5. Chen, T., et al.: XGBoost: extreme gradient boosting. R package version 0.4-2 1(4)
(2015)

6. Dai, R., Lu, C., Avidan, M., Kannampallil, T.: RespWatch: robust measurement
of respiratory rate on smartwatches with photoplethysmography. In: Proceedings
of the International Conference on Internet-of-Things Design and Implementation,
pp. 208–220 (2021)

7. van Gent, P., Farah, H., van Nes, N., van Arem, B.: HeartPy: a novel heart rate
algorithm for the analysis of noisy signals. Transp. Res. F Traffic Psychol. Behav.
66, 368–378 (2019)

8. Hao, T., Bi, C., Xing, G., Chan, R., Tu, L.: MindfulWatch: a smartwatch-based sys-
tem for real-time respiration monitoring during meditation. Proc. ACM Interact.
Mob. Wearable Ubiquit. Technol. 1(3), 1–19 (2017)

9. Lee, H.W., Lee, J.W., Jung, W.G., Lee, G.K.: The periodic moving average filter
for removing motion artifacts from PPG signals. Int. J. Control Autom. Syst. 5(6),
701–706 (2007)

10. Liaqat, D., et al.: WearBreathing: real world respiratory rate monitoring using
smartwatches. Proc. ACM Interact. Mob. Wearable Ubiquit. Technol. 3(2), 1–22
(2019)

11. Liaw, A., Wiener, M., et al.: Classification and regression by randomForest. R
News 2(3), 18–22 (2002)

12. Meinhold, R.J., Singpurwalla, N.D.: Understanding the Kalman filter. Am. Stat.
37(2), 123–127 (1983)

13. Mu, L., et al.: Peak expiratory flow, breath rate and blood pressure in adults with
changes in particulate matter air pollution during the Beijing Olympics: a panel
study. Environ. Res. 133, 4–11 (2014)

14. Ogata, M., Imai, M.: SkinWatch: skin gesture interaction for smart watch. In:
Proceedings of the 6th Augmented Human International Conference, pp. 21–24
(2015)

15. Papa, A., Mital, M., Pisano, P., Del Giudice, M.: E-health and wellbeing monitoring
using smart healthcare devices: an empirical investigation. Technol. Forecast. Soc.
Chang. 153, 119226 (2020)

16. Proakis, J.G.: Digital Signal Processing: Principles Algorithms and Applications.
Pearson Education, London (2001)

17. Raupach, T., et al.: Slow breathing reduces sympathoexcitation in COPD. Eur.
Respir. J. 32(2), 387–392 (2008)

18. Selesnick, I.W., Burrus, C.S.: Generalized digital butterworth filter design. IEEE
Trans. Signal Process. 46(6), 1688–1694 (1998)

https://github.com/ReinhardFink/Breath/
https://vedroid.com/smartwatches/xiaomi/xiaomi-mi-watch-(china)-black.html/
https://vedroid.com/smartwatches/xiaomi/xiaomi-mi-watch-(china)-black.html/
https://doi.org/10.1007/978-3-642-02326-2_18
https://doi.org/10.1007/978-3-642-02326-2_18


122 F. Zhang et al.

19. Sun, X., Qiu, L., Wu, Y., Tang, Y., Cao, G.: SleepMonitor: monitoring respiratory
rate and body position during sleep using smartwatch. Proc. ACM Interact. Mob.
Wearable Ubiquit. Technol. 1(3), 1–22 (2017)

20. Weisberg, S.: Applied Linear Regression, vol. 528. Wiley, New York (2005)
21. Welch, G., Bishop, G., et al.: An Introduction to the Kalman Filter. University of

North Carolina at Chapel Hill, Chapel Hill (1995)
22. Wile, D.J., Ranawaya, R., Kiss, Z.H.: Smart watch accelerometry for analysis and

diagnosis of tremor. J. Neurosci. Methods 230, 1–4 (2014)



A Calculation Time Prediction-Based
Multiflow Network Path Planning

Method for the AGV Sorting System

Ke Wang1,2,3,4, Wei Liang1,2,3(B), Huaguang Shi1,2,3,4, Jialin Zhang1,2,3,4,
and Qi Wang1,2,3,4

1 State Key Laboratory of Robotics, Shenyang Institute of Automation,
Chinese Academy of Sciences, Shenyang 110016, China

weiliang@sia.cn
2 Key Laboratory of Networked Control System, Shenyang Institute of Automation,

Chinese Academy of Sciences, Shenyang 110016, China
3 Institutes for Robotics and Intelligent Manufacturing,
Chinese Academy of Sciences, Shenyang 110169, China

4 University of Chinese Academy of Sciences, Beijing 100049, China

Abstract. The Automatic Guided Vehicle (AGV) sorting system is a
new way of sorting. Path planning is the key part to improve sorting effi-
ciency of the system. In the existing methods, the multiflow network path
planning method obtains optimal paths by transforming path planning
problems into integer linear programming problems and solving them.
However, due to the huge amount of calculation, it is hard to ensure
the real-time performance and use the method in practice. In this paper,
a Calculation Time Prediction-based Multiflow Network path planning
method (CTPMN) is proposed to deal with the problem. Firstly, a new
operating model is proposed, in which the time window of the AGV mov-
ing can be set according to the predicted calculation time of the path
planning method. And then a support vector machine-based algorithm
is used to learn the predicted calculation time based on the size of sort-
ing area, number of sorting tasks and the maximum task distance. In
addition, a task decomposition strategy is put forward to eliminate the
constraint that the destination of any two tasks in the multi-flow network
method cannot be the same. Finally, the effectiveness of the proposed
method is verified by simulation experiments.
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1 Introduction

As a new way of sorting, the Automatic Guided Vehicle (AGV) sorting system
has high efficiency, flexible application, and good robustness. However, the multi-
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AGV path planning problem is an NP-hard problem [1]. With the increasing
of AGVs, multiple AGVs influence each other, so that it is difficult to plan
the shortest paths for all AGVs. In addition, the path planning methods must
ensure the generation of paths in time because of the real-time movement of
AGVs. These problems pose great challenges to the design of path planning
methods.

Many methods, which include static and dynamic methods, are used to solve
the multi-AGV path planning problem. Researches on static methods are very
extensive. The Conflict-Based Search (CBS) and its variants [2–6] divide the
problem into two levels. The lower level plans specific path for each AGV, and
the higher level solves conflicts among AGVs by a constraint tree. In the mathe-
matical programming methods [1,7–11], path planning problems are transformed
into Integer Linear Programming (ILP) problems and then solved by commer-
cial solvers. The static methods focus on optimal solutions and do not pay much
attention to reducing the solving time. Therefore, the optimality performance of
the paths planned by static methods is good. Nevertheless, the static methods
take a lot of calculation time for solving problems so as not to be suitable for
practical industrial environment. For dynamic methods, more dynamic features
are considered to increase the efficiency of path planning. Bnaya et al. [12] pro-
pose the Windowed Hierarchical Cooperative A* (WHCA*), in which a dynamic
window is used to limit the search depth in order to spread computation during
path planning process. But at the same time, the window reduces the success rate
of path planning. Han et al. [13] propose the Diversified-path Database-driven
Multi-robot path planning (DDM) algorithm, which is a decoupling-based plan-
ner. Some path diversification heuristics are used to plan evenly dispersed paths
and facilitate the fast resolution of local path conflicts by optimal sub-problem
solution databases. Compared with direct use of mathematical programming
methods, it saves much solving time. Liu et al. [14] propose a hierarchical frame-
work to solve the path planning problem. In the centralized prediction and plan-
ning level, a time-efficient traffic heat map is used to predict the distribution of
AGVs and paths are generated based on the heat map. In the decentralized local
coordination level, a variant of A* is used to generate local paths. Although the
above dynamic methods consider the solving time, they only try to reduce the
solving time without considering the actual influence of solving time on efficiency.

In this paper, we consider the influence of calculation time spent on path
planning. In the above methods, multiflow network path planning method [1]
has good optimality performance. But its calculation time is too long to be
used in practice. Hence, we choose the multiflow network as the basic method
and propose the Calculation Time Prediction-based Multiflow Network path
planning (CTPMN) method to solve the path planning problem in the AGV
soring system. The main contributions of this paper are summarized as follows:

• A new operating model, in which we set the AGV moving time by predicated
calculation time, is proposed. And we use predicated calculation time instead
of real calculation time to set the AGV moving time in each cycle.
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• A Support Vector Machine (SVM)-based calculation time predication method
which is used in above operating model is established. We select the size of
sorting area, number of tasks, and maximum task distance as the independent
variables and choose calculation time as the dependent variable. The SVM
model is trained in advance and then used in the system.

• A task decomposition strategy is developed to eliminate the constraint that
the destination of any two tasks in the mlutiflow network method cannot be
identical.

The remainder of this paper is organized as follows. Section 2 describes the
AGV path planning problem in the AGV sorting system. Section 3 introduces
the multiflow network path planning method. Section 4 proposes the CTPMN
method. Section 5 verifies the performance of the CTPMN method in comparison
with the DDM method. Section 6 draws conclusions.

2 Problem Description

Fig. 1. Layout of the AGV sorting system.

Figure 1 shows layout of the AGV sorting system. In the sorting system, the
sorting fields, the loading fields, and the AGV waiting areas are deployed from
the middle to both sides. We use the sorting area to denote both the sorting
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field and the loading field. The Quick Response (QR) codes are used to locate
the AGVs and the sorting panes are used to collect the express packages. In
addition, the sorters are responsible for placing the express packages on AGVs.
During the sorting process, the AGVs first pick up the express packages in the
loading field, then go to the sorting field to put the packages into the sorting
panes, and finally move to the AGV waiting area to wait for the next sorting.

The AGV sorting area can be modeled as an undirected graph G = (V, E).
Herein, V = {v1, v2, . . . , vNV}, where NV = |V| is the number of vertexes in the
sorting area, is the vertex set and E = {(vp, vq)|vp, vq ∈ V} is the edge set in the
sorting area. Usually, the AGV path planning is processed in the sorting area,
so G just includes the sorting area. In addition, let VI = {vI1 , vI2 , . . . , vINVI

} and
VO = {vO1 , vO2 , . . . , vONVO

}, where NVI = |VI |, NVO = |VO| and (VI ,VO ⊂ V),
denote the entrance set and exit set, respectively.

Let J = {J1, J2, . . . , JNJ }, where NJ = |J | is the number of tasks, be the
task set. Herein, Ji = (Si, Gi) is a task including a starting point Si and a goal
point Gi.

Path set L = {L1,L2, . . . ,LNL}, where NL = |L| is a feasible solution for
task set J . Herein, Li = {Li

1, L
i
2, . . . , L

i
NLi

}, where NLi = |Li| is the length of
path Li, is the path of task Ji.

The AGV Path Planning Problem: For a given undirected graph G and task
set J , a path set L is preset and meets the following requirements: AGVs can
move from starting points to goal points; there are not conflicts among AGVs.
Moreover, the sorting efficiency needs to be maximized.

Fig. 2. Dynamic path planning.

As shown in Fig. 2, the dynamic path planning process is composed of multi-
ple independent cycles [11]. Each cycle consists of two stages including the path
planning stage TC and the AGV moving stage TM . In the path planning stage,
the sever collects tasks information, solves the problem and then sends the paths
information to AGVs by wireless networks. Subsequently, in the AGV moving
stage, AGVs move according to their respective paths. Next, the above process
repeats.
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Fig. 3. Multiflow network path planning method. (a) Example of the sorting tasks. (b)
Merge-split gadget. (c) The time-expanded version of example.

3 The Multiflow Network Path Planning Method

Yu et al. [1] propose a special multiflow network path planning method to model
the path planning problem by time expansion. In this method, the undirected
graph is transformed into a directed and time-expanded network by the merge-
split gadget and links from a point to its time-expanded point. As shown in
Fig. 3(a), a simple undirected graph with two tasks, i.e., J1 = (S1, G1) and
J2 = (S2, G2), is given. Herein, V1 and V2 are points in the undirected graph.

As shown in Fig. 3(b), the merge-split gadget transforms edge (S1, V1) into
a net model. The merge-split gadget shows the direction of flow in the network
from t′ to t+1, which represents the movement of the corresponding AGVs. For
the gadget, all arcs are assigned unit capacity, which represents that only one
AGV can pass (S1, V1). In addition, the method assigns unit cost to horizontal
middle arc and zeros cost to other four arcs, which is used to calculate path cost.

As shown in Fig. 3(c), links from a point to its time-expanded points are
added to the time-expanded network together with the merge-split gadget. There
are two kinds of links including links from t to t + 1 (the solid arrow) and links
from t to t′ (the dotted arrow). The former is assigned unit capacity and cost, and
the latter is assigned unit capacity and zero cost. By this way, at most one AGV
stays at a point. Furthermore, e1 and e2 are the loopback arcs, which connect
the goal points and starting points, for task J1 and J2, respectively. The loop-
back arcs have unit capacity and zero cost. In addition, the length of the time-
expanded network varies from small to large within [max

Ji∈J
DMT (Si, Gi), |V|3],

where DMT (Si, Gi) denotes manhattan distance from Si to Gi. The optimal
solutions are obtained when the solution is found for the first time.

Based on the multiflow network model, the path planning problem is trans-
formed into a ILP problem. Then ILP solver is used to obtain the optimal solu-
tion. But for the same reason, it takes tremendous time to get paths. Therefore,
it is hard to apply in practice because of the bad real-time performance.
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4 The Calculation Time Prediction-Based Multiflow
Network Path Planning Method

In this section, we first introduce a predicative strategy-based dynamic path
planning model, which replaces the traditional multiple independent cycles path
planning model. In our model, we add the prediction of the calculation time
in the planning process to reduce the waiting time caused by the calculation
time. Moreover, we propose a SVM-based method to perform the function of
prediction. In addition, a task decomposition strategy is developed to eliminate
the restriction that the destination of any two tasks in the mlutiflow network
method cannot be identical.

4.1 The Predicative Strategy-Based Dynamic Path Planning Model

In practical operation, the calculation time of the system cannot be completely
ignored. Therefore, we need to consider the influence of the calculation time on
the system. The path planning process is executed on the server of the sorting
system, and the AGV moving process is executed on AGVs in the sorting area.
Hence the path planning process and the AGV moving process can be executed
at the same time to a certain extent. Based on the above motivations, we propose
a system operation model. As shown in Fig. 4, the upper part is the traditional
operating model [11], and the lower part is the operating model we proposed.
There are three consecutive cycles named as T1, T2, T3 in both operating mod-
els, and we assume that tasks arrive randomly throughout the sorting process.
Let TC

k and TM
k denote the path planning stage and the AGV moving stage,

respectively. In the traditional operating model, paths of tasks arriving in T1 are
planned in TC

2 , and then AGVs move according to the paths in TM
2 . However,

in our operating model, tasks arriving in T1 are temporarily kept in the task
queue. The above tasks and tasks carried by AGVs in the AGV sorting area at
end of T1 are planned in T2. And in T2, AGVs carrying express packages of tasks
in the sorting area continue to move according to the planned paths. Herein, an
important point is how far the AGVs move (i.e., how to set the value of T2).
In our operating model, a SVM-based predictive method (in Sect. 4.2) is used
to determine T2. Actually, the SVM-based predictive method is used to get the
predictive value TP

2 of the calculation time TC
2 . And we set TM

2 = TP
2 to make

sure that AGVs move as far as possible while planning paths. Relying on the
predicated TM

2 and planned paths, the location of AGVs at the beginning of
T3 (or end of T2) are obtained. Together with tasks arriving in T2, which are
located at entrances of the sorting area, we can get the task set which is planned
in T3. Then, the above process is repeated in the subsequent cycles. In general,
the tasks arriving in T1 are planned in T2, and then move in T3.

Different from traditional operating model, we advance TC
k so that TC

k and
TM
k−1 start at the same time. In traditional operating model, tasks arriving in

Tk−1 are planned in TC
k . However, in our operating model, tasks arriving in

Tk−1 are planned in the Tk, and then move in Tk+1. Hence compared with the
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Fig. 4. The predicative strategy-based dynamic path planning model.

traditional model, the time when the tasks start to move (i.e., AGVs carrying
the tasks start to move) in our model is delayed by one cycle. For a specific task,
the delay of one cycle increases the time from tasks arriving to completing tasks.
But for the entire system, the delay of one cycle only prolongs the running time
of the system by about two cycles. When the system runs for long time, it does
not reduce overall efficiency too much. And compared with the benefits brought
by this method, the performance drop brought by the method is very small.

In operation, the duration of Tk is determined by TM
k and TC

k+1, and they
meet the following conditions:

Tk = max(TM
k , TC

k+1). (1)

In practical operation, our prediction cannot be completely accurate, so TM
k

and TC
k+1 are not exactly equal. On the one hand, if TM

k ≥ TC
k+1, the AGVs

are still walking when the calculation is completed. In this case, we only need to
wait for the AGVs to continue moving to the preset goal points. Then seamlessly
start the next cycle, and AGVs in the sorting area continue to move without
stopping. On the other hand, if TM

k < TC
k+1, new paths have not been obtained

yet when the AGVs have completed the panned paths. In this case, the AGVs
need to stop at the preset goal points and wait for new path planning results
before moving on.

4.2 The SVM-Based Predictive Method

In CTPMN method, the calculation time (i.e., solving time) of the multiflow net-
work method needs to be predicated. We select SVM for building the prediction
model.

In the multiflow network method, the ILP solver needs to traverse the entire
solution space to find the optimal solution. Hence the solving time is closely
related to the size of the established network flow model. Moreover, the size of
the sorting area, the number of tasks and the maximum distance of tasks play
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decisive roles in the network scale. Therefore, we select the above attributes
as the independent variables of the predication model. Herein, the size of the
sorting area includes the number of rows R and the number of columns C;
the number of tasks in the task set is NJ ; the maximum distance of tasks is
Dmax = max

Ji∈J
DMT (Si, Gi).

Let TP denote the predicated calculation time of multiflow network method.
Then the predictive model is denoted as:

TP = fp(R,C,NJ ,Dmax). (2)

The establishment process of the SVM prediction model is given as follows:

1) We generate task sets based on random four independent variables on the
computer.

2) These task sets are solved by multiflow network method on the computer and
we record the solving time according to different task sets.

3) After finishing all the data recording, we use SVM to fit the relationship
between the above four independent variables and solving time to get the
predictive model fp(R,C,NJ ,Dmax).

During the system operation period, the predictive model is used to predict
the calculation time to make the system run smoothly (in Sect. 4.1).

4.3 The Task Splitting Strategy

In the multiflow network method, any two tasks cannot have the same goal
point in a solution. It is determined by the capacity constraints in the multiflow
network method. When two tasks have the same goal point, a feasible solution
to the problem cannot be obtained due to the conflict in the constraints. We
are inspired by the Divide-and-Conquer Over the Time Domain method [1], and
we can use task splitting strategy to solve this problem. The idea is to split the
longer task in the conflicting task into two tasks. In the current cycle, only the
first half of the tasks are completed, and the second half of the tasks are reserved
for completion in the next cycle.

If a task set with goal point conflicts are solved by the multiflow network
method, it will fail to solve the problem due to the constraint conflict. And then
the multiflow network method increases the length of the time-expanded network
(in Sect. 3) and solve it again. In the end, the algorithm infinitely increases the
length of the time-expanded network but cannot get a feasible solution to the
problem. For a single solution, this problem is difficult to solve. However, in
actual operation, the path of a task needs to be planned many times during the
transportation process. Hence, we split the longer task into two subtasks. The
first subtask is added to the current task set, and the second subtask is added to
the task set when the first subtask is completed. Example of the task splitting
strategy is shown in Fig. 5. Herein, J1 = (S1, G1), J2 = (S2, G2), and S1 �= S2,
G1 = G2. We have the following situations:
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Fig. 5. The task splitting strategy.

1) If DMT (S1, G1) > DMT (S2, G2), then we create two subtasks J ′
1 = (S′

1, G
′
1)

and J ′′
1 = (S′′

1 , G
′′
1). We plan a path Pt1 for J1 by A* method, and select the

point Pmid, which is DMT (S2, G2) units away from point S1, on Pt1. Then
we set S′

1 = S1, S′′
1 = G′

1 = Pmid and G′′
1 = G1. The subtask J ′

1 replaces the
task J1 and the subtask J ′′

1 is reserved. After J ′
1 is completed, J ′′

1 was add to
the task set.

2) If DMT (S1, G1) < DMT (S2, G2), we swap task 1 and task 2, and the rest is
the same as situation 1.

3) If DMT (S1, G1) = DMT (S2, G2), the distance between the two tasks is equal.
In this situation, we choose the point Pmid that is DMT (S1, G1) − 1 units
distance away from S1. The rest is the same as situation 1.

5 Performance Evaluation

In this section, we evaluate the performance of the CTPMN method through
numerical simulations. The DDM method [13] is used for comparison.

5.1 Experimental Settings

In our experiment, to test the extreme performance of these methods, five tasks
in each entrances are added to the task queues at the beginning. The tasks enter
the sorting area at the beginning of each cycle. The speeds of AGVs are set to
2 units of distance per second. In addition, we change the size of the sorting
area to test the performances of the above methods. The sizes of the sorting
area include 14 × 14, 18 × 14, 22 × 18, 26 × 18, 30 × 22, and 34 × 22. With the
size increasing, the numbers of entrances, exits, tasks are also increasing and it
means increasing of the scale of the path planning problem. For the CTPMN
method, we set a time limit of 1000 s for a cycle. In addition, the calculation
time of the DDM method is relatively short but deadlock may occur. Hence, for
saving time, the experiment is regarded as a failure if the length of any path in
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the experiment exceeds 50∗ (R+C). The performance indices of the experiment
include success rate, makespan, and total travel steps. We run 50 experiments
and average the results.

5.2 Experimental Results
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Fig. 6. The success rate versus map size.

The success rate determines the stability of the system, so it is the most
important performance index. As shown in Fig. 6, the success rates of DDM
method changes within [0.56, 0.68], which cannot ensure the smooth operation
of the system. In contrast, the success rates of the CTPMN method are close to
100%, which means the CTPMN method can solve most problems. The reason
is that the multiflow network can obtain the optimal solution and our operating
model can reduce the calculation time by limiting the number of AGVs to a
certain extent.

The makespan is the length of time from the beginning of the experiment to
the completion of the last task, and it reflects the efficiency of the system. The
makespan values in Fig. 7 are the average value of successful tasks. It is shown
that when the size of the sorting area is small, the makespan of the CTPMN
method is relatively short. But the makespan increases accordingly and reach
the level equivalent to the DDM method as the size increases. It is caused by
increasing of the calculation time TC

k for each calculation, which leads to increase
in cycle Tk. Here, we must note that efficiency is the opposite of makespan.
Therefore, on the whole, the efficiency of the CTPMN method is higher than
that of the DDM method.
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Fig. 7. The makespan versus map size.
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Fig. 8. The total travel steps versus map size.

The total travel steps is the sum of steps taken by all AGVs, and it represents
the time taken by the AGVs from entering the sorting area to arriving the AGV
waiting area. Therefore, the total travel steps reflects how fast a single task
is completed, and it does not have a decisive impact on system efficiency. As
shown in Fig. 8, the CTPMN method has fewer steps when the size is small, but
the steps increase rapidly with increasing of map size. This is also caused by
increasing of the calculation time TC

k .
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6 Conclusions

In this paper, we propose the CTPMN method to improve the efficiency of the
AGV sorting system in practice. We mainly achieve the method by reducing
the impact of calculation time. In our method, the path planning stage TC

k is
advanced by a cycle so that it runs simultaneously with the AGV moving stage
TM
k−1. In addition, the SVM-based predictive method is applied in our method to

reduce the waiting time of AGVs caused by calculation time. Finally, by the task
splitting strategy, the range of problems solved by mlutiflow network method is
expanded. The experiment results verify the effectiveness of our method.

Although the CTPMN method has high success rate and short makespan,
the makespan increases rapidly with increasing of the scale of problems. The
reason is that the calculation time of each cycle is still long. Therefore, in the
future, we will introduce new strategies to limit the calculation time of each
cycle to further improve the performance of the CTPMN method.
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UACHR: Accurate CSI-Based Human Behavior
Recognition Using Gaussian Goodness
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School of Electronic and Information Engineering, Liaoning Technical
University, Huludao 125105, Liaoning, China

Abstract. Human motion and behavior analysis has become a new research field
in pervasive computing, in which the feature modeling of behavior is particularly
critical. This paper proposes an accurate CSI-based human behavior feature mod-
eling method using Gaussian goodness. Firstly, this paper starts from the data
distribution of CSI to find the difference between the still and action stages of
the human body. By introducing Gaussian goodness of fit R-square, the degree
of Gaussian fit of different stages is measured quantitatively, and the stage of
action occurrence is extracted effectively. Secondly, in order to make full use of
the CSI features of multiple antennas, a number of DTW-based FKNN classifiers
are constructed to jointly judge behaviors at the level of neighboring samples.
Experimental results show that the accuracy of the method is 95.33% and 91.33%
respectively in the meeting room and the laboratory, and the system training time
is greatly reduced compared with the KNN classifier.

Keywords: Behavior recognition · Channel state information · FKNN ·
Multi-antenna joint decision

1 Introduction

In recent decades, the analytical recognition of human motion and behavior has become
an emerging research area in pervasive computing due to advances in computing and
sensing technologies and interest in behavioral or gesture recognition applications such
as security and surveillance, human-computer interaction, and somatic gaming. How-
ever, there are some limitations in the traditional methods of human activity perception.
The method based on computer vision will be affected by lighting conditions, obstacles
and other factors, and it is also easy to invade privacy. The running distance of a low-
cost radar system is limited, usually about 10 cm [1]. Although the solution based on
wearable sensors realizes fine-grained behavior perception, its high cost and the need
to carry the sensor around limit its practicality. To overcome the above problems and
meet people’s needs for low cost, high precision and convenient use of human behavior
perception technology, WiFi-based behavior recognition technology has emerged.

Channel state information (CSI) is available to common commercialWiFi devices by
modifying the Linux driver of the Intel 5300 NIC. In contrast to received signal strength
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(RSS), CSI is a fine-grained value of the physical layer that provides channel estimates
for each subcarrier of each transmission link and can reflect multipath effects caused by
small-scale fading and micro-motion [2]. The CSI-Speed model proposed by the CARM
system in the literature [3] quantifies the relationship between the amplitude variation
of CSI and human motion speed and provides a model basis for subsequent studies, but
the time complexity of the identification method is high. The literature [4] and [5] used
a method based on moving variance for data extraction, but this method is susceptible to
environmental and the threshold usually varies from environment to environment. The
Wi-Alarm system proposed in the literature [6] ignores the data preprocessing process,
extracts the mean and variance as features directly from the original CSI magnitude,
and uses the support vector machine (SVM) for human perception. Although the com-
putational overhead is saved, the extracted features are not accurate enough due to the
vulnerability of the original CSI data to interference from the external environment.
Moreover, only limited time-domain statistical features are used, which fails to make
full use of the CSI data information and eventually leads to limited recognition accu-
racy. Literature [7] proposes an exercise activity recognition system based on CSI, which
uses principal component analysis (PCA) to obtain activity features, and uses K nearest
neighbor (KNN) classifier to find the nearest neighbor sample of unknown samples in the
pre-built standard activity feature library, and takes it as the final activity type. However,
this method only uses CSI amplitude information of a single antenna and fails to make
full use of the Multiple Input and Multiple Output (MIMO) system.

Given the problems existing in the above documents, an accurate CSI-based human
behavior recognition using Gaussian goodness is proposed. Since the phase informa-
tion is easily affected by clock synchronization error, the original phase distribution
received is disorganized and cannot be used directly. Therefore, the amplitude signal,
which is relatively stable and easy to extract, is used as the base signal in this paper for
human behavior recognition. Firstly, in view of the phenomenon that CSI data obeys
the Gaussian distribution and the signal distribution in action stage is different from
that in still stage due to the influence of human motion, this paper effectively extracts
action behavior data by introducing the Gaussian goodness of fit. Secondly, most human
behavior recognition algorithms directly extract the signal features of a single antenna,
but these features are often random, which leads to low accuracy of behavior recognition.
Therefore, UACHR builds a one-transmitter and three-receiver system, makes full use
of the data information of each receiving antenna, and implements joint judgment on
action categories at the level of neighboring samples to improve the accuracy of action
recognition. At last, aiming at the problem that traditional KNN has a large amount of
computation and slow classification speed, and cannot effectively calculate the distance
between two similar but misaligned actions, a classification algorithm combining fast K
nearest neighbor (FKNN) and dynamic time warping (DTW) is proposed, which greatly
reduces the computational overhead of the system.

The main contributions of UACHR are summarized as follows:

• UACHR demonstrates that the amplitude distribution of CSI obeys the Gaussian dis-
tribution, and the Gaussian distribution fitted by CSI amplitude in action stage is
different from that in still stage. According to this, an action data extraction method
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is proposed. The method can realize accurate action extraction and reduce the time
complexity of the system.

• UACHR analyzes the shortcomings of single-antenna signal for feature modeling and
proposes a multi-antenna signal information fusionmethod to overcome its shortcom-
ings. This method makes full use of the CSI information on all antennas, reduces the
direct impact of bad links on the results, and improves the recognition accuracy of the
system. FKNN algorithm is used to further reduce the computational overhead of the
system.

• We implemented UACHR in a relatively empty meeting room and a laboratory with
severemultipath. The experimental results show that the average recognition accuracy
reaches 95.33% in the meeting room and 91.33% in the laboratory, which proves that
the system proposed in this paper has high recognition accuracy even in different
environments.

The rest of this paper is summarized as follows: First, we summarize the related
work in Sect. 2, and introduce the system design in Sect. 3. In Sect. 4, we give our
experimental design and evaluation results. Finally, we summarize our work in Sect. 5.

2 Related Work

Generally speaking, themethods of action recognition can be divided into invasive action
recognition and non-invasive action recognition.

2.1 Invasive Action Recognition

TypingRing [8] designs a ring composed of embedded sensors and a microcontroller,
and asks the user to wear the ring on the middle finger to detect the position of the
user’s hand and typing gesture. This method can detect and report key events in real-
time, with an average accuracy rate of 98.67%. Xu et al. [9] recognizes 37 gestures with
98% accuracy by capturing accelerometer and gyroscope data from a smartwatch worn
on the wrist. Although the action recognition based on wearable sensors has achieved
high recognition accuracy, wearing devices will bring some discomfort, and in addition,
it also faces the problem of forgetting to carry them. Literature [10] uses cameras to
collect human image data, then extracts the body contour from the background, and
uses SVM to identify the falling action, and finally achieves more than 96% accuracy
in different databases. Martin et al. [11] achieve the recognition of seven dangerous
actions of the driver by capturing the driver’s body nodes with a Kinect depth camera.
However, they are limited to line-of-sight perception, cannot be identified when the
target is blocked by obstacles, and require high illumination conditions. Infrared-based
sensing uses infrared to image the human body, which is not limited by light conditions
and can realize non-line-of-sight sensing, but the sensing range is limited, and expensive
additional equipment is needed. Furthermore, all intrusive perception inevitably involves
privacy issues.
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2.2 Non-invasive Action Recognition

WiFi-based action recognition not only protects the user’s privacy well, but is also unaf-
fected by light.WiSee [12] uses software radio peripherals to receive signals and extracts
Doppler frequency shift caused by human motion to detect nine gestures such as push
and pull, with an average accuracy of 94%. Adib and Katabi [13] use inverse synthetic
aperture radar and USRP software radio system to collect frequency modulated contin-
uous wave (FMCW) signals from the environment and realize through-wall monitoring
of human body and through-wall transmission of gesture information. Literature [3]
establishes the CARMmodel by investigating the relationship between WiFi signal and
human body speed. The model can cope with the change of environment and achieve
96% recognition accuracy. However, the above methods need special USRP equipment,
which limits their large-scale application.

In addition to specialized hardware devices, common commercial WiFi devices can
provide RSS and CSI to sense human activities. WiGest [14] recognizes seven gestures
by analyzing the changing characteristics of RSS signals. Haseeb et al. [15] propose an
RSS-based gesture recognition system,which adoptsLongShort-TermMemory (LSTM)
and Recurrent Neural Network (RNN). The system achieves a classification accuracy
of 94%. However, RSS is the measurement of radio signal power, which is greatly
influenced by the environment.

Compared to RSS, CSI is fine-grained physical layer information, which has mul-
tipath resolution and can sense subtle changes of signals. Therefore, CSI has natural
advantages in action recognition. Unlike traditional recognition methods, the CSI-based
approach uses existing WiFi devices in the environment to collect data and does not
require the deployment of new devices. Moreover, it has a wide working range and can
realize non-line-of-sight perception, even through wall perception. Inspired by this, we
design an efficient behavior recognition method based on CSI.

3 System Design

The UACHR system consists of four basic modules: Data Collection, Data Preprocess-
ing, Action Extraction and Action Recognition. The architecture and workflow of the
system are shown in Fig. 1.

3.1 Data Processing

TheCSI amplitude signal cannot be directly used for activity recognition due to the unsta-
ble distribution of indoor environment interference and electromagnetic noise. Since the
frequency of human motion is only in the low-frequency band, Butterworth low-pass
filter can effectively remove the random fluctuation of CSI amplitude signal caused by
high-frequency interference information and retain the fluctuation characteristics of the
original signal.

Considering that the amplitude changes of the CSI of all subcarriers are corre-
lated when the human body moves, and each antenna pair receives CSI information
from 30 subcarriers, its high dimensionality leads to an increase in computational time
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Fig.1. System architecture and workflow

complexity. Therefore, PCA is applied in this paper to keep the information related to
motion and effectively reduce the dimension of subcarriers. Because of the irrelevance
of environmental noise, PCA can also remove some in-band random noise.

The principal components processed by PCA are arranged in order of decreasing
variance. The amplitudes of the top four principal components are shown in Fig. 2.
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Fig.2. Signal amplitude diagram of main components after PCA
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It can be seen from the figure that the first principal component has the largest vari-
ance, is superior to other components in the description ofmotion characteristics, and can
provide the highest contribution rate. Since the principal components are irrelevant, the
first principal component can be retained independently without losing any information.

3.2 Action Extraction Based on Gaussian Goodness of Fit

As the collected CSI signals are continuously stored, the signals processed by themethod
described in Sect. 3.1 contain both effective action signals and some invalid signals. If
the first principal component of the processed signal is used directly as a feature, the
accuracywould be affected due to a large amount of stationary data information. And this
also greatly increases the computational overhead. Therefore, it is necessary to extract
the signals corresponding to human motion behavior.

It is clear that when the human body is in a still state, the collected CSI data reflects
the reflection of static objects in the room. Ideally, the CSI signal amplitude should
be constant during this time. However, in the practical environment, the signal is often
affected by environmental noise as it propagates through space. And this noise is usually
white Gaussian noise. As is known to all, the amplitude distribution of white Gaussian
noise follows the Gaussian distribution, that is, the amplitude of CSI in the still state
should follow the Gaussian distribution. To verify this analysis, the probability density
distribution curve of CSI amplitude data in the still state of human body is obtained by
simulation, and then the CSI amplitude data in this still state is fitted by Gauss, and the
result is shown in Fig. 3.
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Fig.3. Probability density and fitting Gaussian distribution of raw data

The abscissa represents the amplitude information of CSI, the ordinate represents
the probability density, the blue scatter diagram represents the probability density distri-
bution of the human body in the still state. Each point represents the probability density
value corresponding to the amplitude, and the red curve is the Gaussian distribution
diagram fitted by the raw CSI data. It can be seen from Fig. 3 that although they are
not completely coincident, the trends are basically the same, indicating that the CSI
amplitude in the still state is basically subject to the Gaussian distribution.
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When the human body conducts behavior, CSI data information fluctuates obviously.
The fluctuation is not only caused by environmental noise, but also caused by the change
of human behavior. Since the action has an effect on the signal fluctuations, the Gaussian
distribution fitted by amplitude information must be different from that when the human
body is still. The first principal component in Fig. 2 is evenly divided into 8 segments,
and the probability density distribution of each segment is shown in Fig. 4. It can be seen
from the figure that the trends of the third, fourth, fifth, and sixth segments are obviously
different from that of the distribution in the still state. Based on this, we propose an
action extraction algorithm based on Gaussian goodness of fit.
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To better measure the degree of fit of the values, R2 is often used in statistics to
describe how well the model fits the data, and the formula is shown in Eq. (1) [16]:

R2 = 1 −

n∑

i=1
(Yi − yi)2

n∑

i=1

(
Yi − Y

)2
(1)

Where yi and Yi are the values on the fitting line and the corresponding actual values,
and Y is the average value of the actual values.

In order to measure the fitting degree of each segment in Fig. 4, the goodness of fit
R2 of each segment is calculated respectively. The results are shown in Fig. 5. It can be
seen from the figure that the minimum value of R2 exists in the action stage. Therefore,
the action data can be extracted by taking this as a node and extracting the data on both
sides of this node according to the actual needs.

3.3 Action Classification

Construction of FKNN Classifier Based on DTW. The core idea of FKNN is to sort
the training samples effectively, and construct the index table by sampling at equal inter-
vals. When the samples to be classified are given, they can be compared with the index
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table, and the K nearest samples can be obtained after calculation [17]. Compared with
the traditional KNN, this algorithm can reduce the search range of K nearest neigh-
bors of samples and greatly reduce the computational complexity of the system. When
calculating the feature distance between two samples, because of the randomness of
human actions, even when the same person does the same action, the execution time and
speed will not be completely the same, so the obtained feature vectors are very similar
in shape but not completely aligned. DTW algorithm can effectively measure the simi-
larity between two action features by distorting one or both of the two sequences [18].
Therefore, this paper combines the FKNN algorithm with DTW algorithm and makes
full use of the advantages of the two algorithms. The specific implementation steps are
as follows.

Step1: Randomly select a training sample as the reference point, assuming that the point
P(p1, p2, …, pn), where p1, p2, …, pn are the extracted feature values.
Step2: Calculate the DTW distance d from each training sample to point P, and form an
ordered queue by sorting from small to large. The queue contains the distance d from
all samples to P, labels, and feature vectors.
Step3: To search andfindquickly and conveniently, the sample information of the ordered
queue is sequentially registered in an index table with l as the sampling interval, and the
value of l is taken according to the actual needs.
Step4: Given any sample x in the test sample, calculate the DTW distance dxP from x to
P, and find the sample Q closest to P in the index table. With Q as the center, determine
the previous sample Q1 and the next sample Q2 in the index table. Then take these
two samples as the boundary, intercept all samples between these two samples in the
ordered queue established in Step2, calculate the DTW distance between these samples
and sample x, and select the K samples closest to x.

Multi-antenna Joint Decision. In theory, human activity recognition can be realized
by using a single link on a single antenna pair. However, due to the different sensitivity of
different actions, bad links appear randomly in different antenna pairs, so directly using
a specific single WiFi link will lead to inaccurate extracted action information. Because
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CSI is collected from antenna pairs with unique spatial characteristics, the changes of
each link are independent of each other. In order to achieve higher spatial resolution,
we make full use of the CSI information on each antenna and implements the joint
decision on action categories at the level of neighboring samples. Compared with joint
decision directly based on a classifier, the former is more fine-grained. By adjusting the
output parameters of neighboring samples, good antenna link information can be fully
utilized, and the direct impact of bad links on the results can be reduced. Specifically, if
qi represents the label of a neighbor sample of a classifier, and there are three antennas
at the receiving end used in this paper, so 3K neighbor samples can be obtained. Then
the label vector of all classifiers is q = [q1, q2, …, q3K ], and the class of unknown action
can be obtained according to formula (2):

M = max
j∈[1,2,··· ,n]

[∑3K
i=1 (qi == j)

3K

]

(2)

Where n represents the number of predefined actions, and theM value corresponding to
j is the final action label.

The final action label M is determined by using the CSI on three antennas, which
fully considers the spatial diversity of antennas. CSI information fusion on three antennas
overcomes the shortcomings of single antenna judgment and improves the recognition
accuracy of the system. Moreover, SIMO system achieves a good balance between
judgment accuracy and system efficiency, which ensures that the accuracy is improved
without greatly increasing the running time.

4 Implementation and Evaluation

In this section, we conduct experiments to evaluate the performance of UACHR. In
Sect. 4.1, we describe the experimental setup. In Sect. 4.2, we give the experimental
environment. In Sect. 4.3, we analyze the experimental results.

4.1 Experimental Setup

We use the commercial TP-Link wireless router as the sender, which works in the mode
of IEEE 802.11n AP at 2.4 GHz, with a packet rate of 50 pkts/s. We use the desktop
computer equipped with Intel 5300 network card as the receiver, analyze the CSI value
by using Linux CSI-Tool, and further process it by using MATLAB software.

4.2 Experimental Environment

In this paper, two real experimental environments are selected for performance analy-
sis, including an empty meeting room and a relatively complex laboratory, as shown in
Fig. 6. In these two environments, the sender and receiver are deployed. The height of
the antenna from the ground is 1m, and the distance between the sender and receiver
antennas is 2 m. Volunteers are invited to conduct experiments repeatedly in experimen-
tal environments. Four volunteers provided five behavioral activities: bending, sitting
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down, squatting, standing up, and walking. For each activity in different environments,
each person performed 25 times, and finally, 500 sets of data were collected in each
experimental environment. Randomly select 70 sets of data for each action as training
samples, and use the remaining 30 sets of data for each action as test samples.

SenderReceiver

Sender

Receiver

Fig. 6. Experimental environment for behavior activities

4.3 Analysis of Experimental Results

Activity Identification Accuracy. Figure 7 and Fig. 8 are confusion matrices for iden-
tifying five actions in the meeting room and laboratory environment respectively,
where each row represents the real behavior and each column represents the predicted
behaviour.
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Fig. 7. Confusion matrix of classification in the meeting room

It can be seen fromFig. 7 that the recognition accuracy of “bend”, “sit down”, “squat”,
“stand up” and “walk” in the meeting room environment is 96.67%, 93.33%, 90%,
96.67%, and 100%, respectively, and the average recognition rate of these five actions is
95.33%. The highest misjudgment rate mainly comes from squatting. This action has a
top-down process, as does bending down and sitting down. In addition to the similarity of
the movement directions, bending down is often included in squatting down and sitting
down due to behavioral habits, thus affecting the classification results. It can be seen from
Fig. 8 that the recognition accuracy in the laboratory environment is 86.67%, 96.67%,
93.33%, 80%, and 100% respectively, and the average recognition rate is 91.33%. The
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Fig. 8. Confusion matrix of classification in the laboratory

amplitude and duration of standing up and squatting are very similar, which leads to
a poor recognition effect in a multi-path complex laboratory. The recognition rate of
walking can reach 100% in both complex laboratory and empty meeting room due to
the fact that it is quite different from the other four actions.

Multi-antenna Combination and a Single Antenna. After many experiments, it is
found that when K takes 3, there is an optimal value. At this time, the recognition
accuracy of each action under multi-antenna joint decision and the single antenna is
shown in Fig. 9.
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Fig. 9. Comparison of the classification effects of each action under the optimal K value

It can be seen from the figure that the recognition rate of the multi-antenna joint
decision adopted in this paper is higher than that of the single antenna except that
the recognition rate of squatting action is the same as that of the single antenna. The
recognition advantage for bending movements is more prominent. This is because the
multi-antenna joint decision canmake full use of the rich detailed information ofmultiple
antennas to effectively identify actions. On the whole, the multi-antenna joint decision
method adopted in this paper is better than the single-antenna method, which reduces
the recognition error and is beneficial to the recognition of activities.
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Comparison of FKNN and KNN. In order to verify the performance of the FKNN
algorithm, KNN and FKNN are used for recognition in the meeting room and laboratory
respectively. The error rate and running time of the two classification algorithms are
shown in Table 1. It can be seen from the table that the error rates of FKNN in the two
environments are 4.67% and 7.33%, which are slightly higher than those of the KNN
algorithm, but the running time of the FKNN algorithm are 5.8793 s and 5.7099 s, which
are far lower than that of KNN algorithm in the same environment, greatly reducing the
calculation time of the system. Therefore, the FKNN algorithm can effectively improve
the system operation efficiency at the expense of certain accuracy.

Table 1. Comparison of error rate and running time of two classification algorithms

Environment Algorithm Error rate (%) Running time (s)

Meeting room KNN 4.00 40.2914

FKNN 4.67 5.8793

Laboratory KNN 6.00 40.5137

FKNN 7.33 5.7099

Comparison of Methods. To verify the overall performance of the UACHR method
proposed in this paper, comparative experiments are carried out with the WIG [19]
and the traditional RSSI model system. The recognition accuracy rates of the three
methods are shown in Fig. 10. The average recognition accuracy of the WIG method
is 89.33%, among which the highest rate of misrecognition is squatting and standing
up. The reason is that these two actions are reciprocal processes, and the limited time-
domain statistical features extracted by the WIG method are very similar. The method
based on the traditional RSSI model uses coarse-grained received signal strength, which
fluctuates greatly due to environmental interference, so the average recognition rate is
low, which is 84.67%.
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It can be seen from Fig. 10 that the UACHRmethod used in this article is superior to
the other two methods regardless of the single action or the overall recognition accuracy.
This advantage is particularly obvious for the recognition of squatting actions, which
are easily confused with other actions, demonstrating the effectiveness and robustness
of the method in this paper.

5 Conclusion

We propose an accurate CSI-based human behavior recognition using Gaussian good-
ness. Themethod uses low-pass filtering and principal component analysis to denoise the
original data, and effectively extracts the action behavior data through Gaussian good-
ness of fit. The first principal component with time-frequency details is used as feature
vector. We use the feature vectors of each antenna at the receiving end to construct the
FKNN classifier based on DTW and make a joint judgment, thus realizing the recogni-
tion of five actions. The algorithm is verified in two typical indoor environments, and
the experimental results show that the average recognition rate reaches 95.33% in the
empty meeting room and 91.33% in a laboratory with severe multipath, which proves
that this method has a better recognition rate in different environments, and compared
with the traditional RSSI method, the CSI-based human behavior recognition is more
robust. It should be pointed out that in this paper, the single action of a single person
is recognized, and the detection and recognition of continuous actions or simultaneous
actions of multiple people will be studied in future work to realize human behavior
recognition in more complex scenes.
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Abstract. Compressed sensing aims to reduce image storage space and trans-
mission costs. It is widely used in image reconstruction and encryption algorithm.
Nowadays, an increasing number of researchers are focusing on the combination
of these two tasks, but most of the current algorithms have low reconstruction
quality, long running time, small key space and poor security. For this reason, this
paper proposes a general image compression encryption algorithm based on deep
learning compressed sensing and compound chaotic systems. This algorithm has
a larger key space and great advantages in terms of time-consuming. By using
bilinear interpolation, fully connected layer and convolutional network compress
the image. Then the two-dimensional cloud model and Logistic composite chaotic
system encrypt the compressed image, and complete the scrambling and XOR in
one step. In the reconstruction network, after the decrypted image is amplified
by bilinear interpolation, the convolutional neural and the fully connected layer
reconstruct the image contour and color information respectively. The experimen-
tal results show that the compression encryption algorithm can be applied to both
grayscale images and RGB format color images, and the reconstruction quality
is greatly improved. The composite chaotic encryption algorithm closely asso-
ciates the plaintext with the key to achieve the encryption effect of one image and
one encryption. Scrambling and XOR are performed at the same time so that the
compression encryption algorithm has higher security.

Keywords: Deep Learning · Image encryption · Compressed sensing ·
Compound chaotic system

1 Introduction

With the rapid development of Internet technology, digital images have become an impor-
tant carrier of information transmission. The compressed sensing theory proposed by
Candes, Tao et al. [1–3] enables the sampling rate to be much lower than the Nyquist
sampling rate to compress the signal. The traditional compressed sensing reconstruction
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method is based on the sparse characteristics and finds the optimal solution to an under-
determined equation to reconstruct the image. However, the real image does not exactly
satisfy the sparsity in some transformations, making the reconstruction quality low and
the Iterative solution is time-consuming. The compressed sensing algorithm based on
deep learning uses a purely data-driven way for compression and reconstruction, which
relaxes the assumption conditions on the sparsity of image signals. The reconstruction
network of ReconNet [5] consists of a fully connected layer and two SRCNN models
[6], DR2-Net [7] applying residual blocks to the reconstruction network, and MSRNet
[8] proposes a multi-scale residual network structure, which are all compressed sensing
algorithms based on deep learning. Compared with traditional compressed sensing algo-
rithms, they time-consuming more short and have high reconstruction quality, but their
focus is on reconstructing the network, and the image quality of using random matrix
compression is poor, which limits The reconstruction quality of the image. CSNet+ [9]
uses a convolutional neural network, which consists of three parts: compressed sam-
pling, initial linear reconstruction and non-linear reconstruction, which consumes less
time and has higher reconstruction quality.

Chaotic systems are widely used in image encryption due to their pseudo-random,
ergodic and non-periodic characteristics, such as in literature [10–12]. Although they can
obtain good encryption results, the sizes of the chaotic sequence and the ciphertext are as
large as the original image. And the scrambling and diffusion are performed separately,
which the number of cycles is large, so there are problems such as time-consuming and
inconvenient transmission. Reference [13–15] combines traditional compressed sensing
with image encryption to facilitate the storage and transmission of gray-scale images,
and the security is also guaranteed, but the total time is longer than the time for direct
encryption on the original image.

Different from traditional image encryption methods that directly perform encryp-
tion operations such as scrambling and diffusion on plaintext images, this paper com-
bines the theory of deep learning compressed sensing to design a general image fast
encryption algorithm. Convolutional neural network is used to compress the image in
blocks, and a compound chaotic system is designed to encrypt the compressed image.
Decryption is the reverse operation of encryption, and finally the image is restored by
reconstructing the network. Deep learning compression and reconstruction of the net-
work effectively shorten the running time, the proposed compound chaotic system and
one-step scrambling XOR improve the security of encryption. The specific innovations
are as follows:

(1) Bilinear interpolation is used on the compression network to compress the width
and height of the image. The lost information is learned by the fully connected
layer. Then the 3 channels are compressed into 1 channel through the convolutional
neural network, which makes the compression network can obtain high-quality
compressed images. For color images, the fully connected layer is very important,
and the image quality reconstructed without the fully connected layer will be very
poor.
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(2) In the encryption algorithm, the two-dimensional cloudmodel and the use of Logis-
tic associate the plaintext with the key to realize one-picture encryption and improve
the security of the algorithm. At the same time, scrambling and XOR are performed
at the same time. Under the premise of ensuring the encryption effect, the number
of cycles is reduced and the encryption time is shortened.

(3) Compared with traditional compressed sensing, the application of deep learning
compressed sensing can greatly reduce the running time and improve the quality
of the algorithm.

2 Basic Theory

2.1 Structure of Compound Chaotic System

In this paper, we use the 6 digital features of the expected value (referred as (Ex1,Ex2)),
entropy (referred as (En1,En2)) and super entropy (referred as (He1,He2)) of the two-
dimensional cloud model to generate a set of random membership degrees (referred
as ui). The forward generator algorithm of the two-dimensional cloud model can be
expressed as:

Generate two sets of normal random numbers, with En1 and En2 as expected values,
He1 and He2 as standard deviations, as shown below:{

y1i = Rn(En1,He1),

y2i = Rn(En2,He2),
(1)

The n is the number of generations. Then generate two sets of normal random num-
bers, with Ex1 and Ex2 as expected values, y1i and y2i as standard deviations, as shown
below: {

x1i = Rn(Ex1, y1i),

x2i = Rn(Ex2, y2i),
(2)

Finally calculate ui, as shown below:

ui = exp(− (x1i − Ex1)2

2 × y21i
− (x2i − Ex2)2

2 × y22i
), 0 < ui < 1, (3)

Logistic sequence expression as:

zi = r × zi × (1 − zi), 0 < zi < 1, (4)

Concatenate ui and Logistic to get the C-L chaotic sequence as:

ci = (ui + zi) mod 1, 0 < ci < 1. (5)
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2.2 Encryption Formula

The encryption algorithm in this paperwill perform scrambling andXOR synchronously,
which can be expressed as:{

encry_imgi = imgarg sort(ui) ⊕ int(ci × 255) ⊕ encry_imgi−1, i! = 0
encry_imgi = imgarg sort(ui) ⊕ int(ci × 255) ⊕ int(img_mean × 255), i = 0

(6)

Among them, the img is the compressed image and ⊕ is the XOR operation. The
argsort(ui) is the corresponding subscript after arranging the uisequence from small to
large.

3 Image Compression and Reconstruction

The compressed reconstruction network (CCSNet) of this paper, before compression
the image needs to be divided into multiple original image blocks with a size of 3 ×
33 × 33 without overlapping and then spliced into a large image after reconstruction.
The network uses RGB format color images by default. For grayscale images, it can be
copied to become 3 channels and then compressed. After reconstruction, the average
value of the corresponding positions of computing the 3 channels to become 1 channel,
so that the entire network is also suitable for grayscale images, and there is no need to
train the network separately. The compression reconstruction network with color image
sampling rate MR = 0.2 is shown in Fig. 1.

3×33×33 3×25×26

Nonlinear Mapping Network

3×33×33

3×33×33
+

Bilinear 32

25×26
+LeakyRelu

64 32 1

Bilinear

Copy

Reshape

32

33×33
+LeakyRelu

32 32 1

3267×1950
1950×1

Linear Mapping Network

3×25×26

1089×3267
3267×1

Linear Mapping Network

Nonlinear Mapping Network

Compressed network

Fig.1. Color image compression and reconstruction network, sampling rate MR = 0.2 (Color
figure online)

3.1 Compression Network

In the compression network, bilinear interpolation is used to compress the width and
height of the image, which miss the part information is learned by the fully connected
layer. The convolutional neural network is responsible for merging the 3 channels into
1 channel.
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Fig. 2. The impact of the presence or absence of a fully connected layer in the compression
network on reconstruction quality (a) Original image; (b) PSNR = 24.25; (c) PSNR = 32.81.

It can be seen from Fig. 2 that after the lack of a fully connected layer, the quality of
the reconstructed image is poor, especially the color information. So for color images, a
fully connected layer is essential. The input value of the compression network (referred
as Fc) is the original image block (referred as xi). Convolutional layer weights (referred
asWc), fully connected layer weights (referred asWf ) and compressed images (referred
as yi) are obtained through Adam method training, which can be expressed as:

yi = Fc(Bilinear(xi),W
f ,Wc). (7)

3.2 Structure of Compound Chaotic System

In the reconstruction network, bilinear interpolation is used to enlarge the compressed
image. The nonlinear mapping network layer and the linear mapping network layer are
used to reconstruct the image.

3.2.1 Non-linear Mapping Network Layer

This network layer consists of a convolutional neural network, which is mainly respon-
sible for reconstructing the contour information of the image. The contour information
can be displayed using 1 channel, but to merge with the linear mapping network layer,
1 channel needs to be copied as 3 channels. The yi reconstructs the contour information
of xi (referred as Fb) through a convolutional neural network (referred as xib), which
can be expressed as:

xbi = Copy
(
Fb(yi,W

b), 3
)
. (8)

TheWb is theweight parameter, and theCopymeans copying1 channel as 3 channels.

3.2.2 Linear Mapping Network Layer

Compared with contour information, color information is more complex and requires
more weight parameters. Although the convolutional neural network can reconstruct
the image contour information very well, the weight parameters are limited, and too
many network layers will cause the reconstruction time to increase. So the network
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layer uses a fully connected layer, which is mainly responsible for reconstructing the
color information on the image. The yi reconstructs the color information of xi (referred
as xil) through the fully connected layer (referred as Fl), which can be expressed as:

xli = Fl(yi,W
l). (9)

TheWl is the weight parameter of the fully connected layer. The image reconstructed
by the nonlinear mapping network layer and the linear mapping network layer is shown
in Fig. 3.

Linear Mapping Network

Nonlinear Mapping Network

Linear Mapping Network

Nonlinear Mapping Network
(a) (b)

Fig.3. The image reconstructed by the nonlinear mapping network layer and the linear mapping
network layer (a) Color image; (b) Gray image (Color figure online)

Figure 3 shows the comparison of the reconstructed image structure of each network
layer, and the functions of these two mapping networks can be intuitively compared.
The images reconstructed by the nonlinear mapping network layer of Lena (Color) and
Lena (Gray) are very similar, with clear outlines but monotonous colors. The image
reconstructed by the linear mapping network layer is blurry, but the color is richer.

3.3 Data Set and Configuration

This paper uses the dataset in Reference [5], a total of 91 color images. The image is
scaled by the ratio of 0.75, 1, and 1.5, then the image is divided into blocks with a size of
3× 33× 33 and a step size of 14, resulting in a total of 87104 small images. By using the
Pytorch open-source tool to train the network, and the equipment is mainly configured
with Intel Core i5–8500 CPU, 16GB memory, and GTX 2080ti graphics card. The loss
function uses the mean square error function, which can be expressed as:

L(Wc,Wl,Wb) = 1

N

N∑
i=1

∥∥x′
i − xi

∥∥2
2. (10)

The Adam method is used to train the entire network. The initial learning rate is set
to 0.001, and the learning rate is reduced to 0.5 times for every 200,000 times, for a total
of 1,000,000 time sare trained.
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4 Encryption Algorithm

4.1 Encryption

The detailed process of the general image encryption scheme in this paper is shown in
Fig. 4

Compressed Network
Input: x

Output: y

encrypt_imgi=imgargsort(ui) int(ci×255)
encrypt_imgi-1, i != 0

encrypt_imgi=imgargsort(ui) int(ci×255)
int(img_mean×255), i != 0

2D Cloud model

Logistic

Hash256

C-LHash256

Splicing y
becomes img encrypt_img

img_mean

ui ci

x=[fR, fG, fB]
or
x=[fg, fg, fg]

Fig. 4. Encryption algorithm flow chart.

The detailed encryption steps are as follows:

Setp1: Set the color image to RGB format, and the grayscale image can be copied as
3 channels first. After being compressed by the compression network, the compressed
image block is 4-dimensional. Before encryption, it needs to be spliced and converted
into a 2-dimensional compressed image (referred as img).
Step2: The hash value of the original image is first calculated according to the SHA256
algorithm, and the hash value is cut in steps of 2 and converted to decimal to obtain 32
values in the range of 1–256. The hash value is then divided by 256 to obtain a decimal
number between 0 and 1 as the key of the original image (referred as k1).
Step3: According to k1, the two-dimensional cloud model sequence, Logistic sequence
and C-L sequence of the same size as img are generated again. The initial value of the
two-dimensional cloud model as (Ex1, Ex2) = (2, 100), (En1, En2) = (4, 88), (He1,
He2) = (6, 50). The parameter r = 3.9999 of the Logistic sequence, the initial value is
k1. The specific process of generating two-dimensional cloud model sequence, Logistic
sequence and C-L cascade sequence is shown in Algorithm 1.
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Algorithm 1 Compound chaotic system
1: Functionsequence_generator(k1, Ex, En, He, n)
2: Input:Key k1 of the original image; Ex=(Ex1, Ex2);En=(En1, En2);He=(He1, He2); Com-

pressed image consists of n pixels;
3: Output:y, b;
4: Sha256 = sha256()
5: shaEx, shaEn,shaHe = sha256.update(Ex,En, He)
6: shaSum = shaEx+shaEn+shaHe;
7: fori = 1 : len(ShaSum) : 2
8: hashList.append(hex_dec(‘0x’ + ShaSum[i : i + 2]));
9: end
10: rand_seed = int(mean(hashList) × k1 × 256);
11: r = 3.9999;
12: z = k1;
13: y, b = zeros(n), zeros(n);
14: seed(rand_seed);
15: X0 = normal(loc = En[0], scale = He[0], size = n);
16: X1 = normal(loc = En[1], scale = He[1], size = n);
17: fori = 1 : n
18: Enn0 = X0[i];
19: X0[i] = normal(loc = Ex[0], scale = abs(Enn0), size = 1);
20: Enn1 = X1[i];
21: X1[i] = normal(loc = Ex[1], scale = abs(Enn1), size = 1);
22: y[i] = exp(– (X0[i] – Ex[0])2 / (2×Enn0×Enn0) – (X1[i] – Ex[1])2 / (2×Enn1×Enn1));
23: z = r × z × (1 – z);
24: b[i] = mod(y[i] + z, 1);
25: end
26: end function

Setp4: After calculating the two-dimensional cloudmodel and theC-L sequence, encrypt
the img according to formula 9 to obtain the encrypted image (referred as encrypt_img).

4.2 Dencryption

The decryption process is the reverse process of the encryption process. The detailed
process is shown in Fig. 5.

Reconstructed 
network
Input: y

Output: x' 

decrypt_imgj=encrypt_imgargsort(uj) int(cj×255)
encrypt_imgj-1, j != 0

decrypt_imgj=encrypt_imgargsort(uj) int(cj×255)
int(img_mean×255), j != 0

Spliting decrypt_img
becomes y

Reverse order uj Reverse 
order cj

img_mean

[fR ,fG ,fB ]=x
or
[fg ,fg ,fg ]=x encrypt_img

Fig. 5. Dencryption algorithm flow chart.

The detailed decryption steps are as follows:
Step1: After calculating the two-dimensional cloudmodel and C-L sequence accord-

ing to the key, as shown in Fig. 5, the ciphertext is decrypted sequentially from back to
front to obtain the decrypted image (referred as decrypt_img).
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Step2: Splice the 2-dimensional decrypt_img into a 4-dimensional image block y,
and then reconstruct the image x’ through the reconstruction network.

5 Experiment and Algorithm Performance Analysis

5.1 Analysis of Reconstruction Quality

ComparedwithTVAL3 [16],NLR-CS [17],D-AMP [18], ReconNet,DR2-Net,MSRNet
in terms of reconstruction quality, the first three are based on traditional compressed
sensing algorithms, and the last three are Compressed sensing algorithm based on deep
learning. The comparison of reconstruction results mainly uses peak signal to noise ratio
(PSNR) and structural similarity (SSIM) as evaluation indicators.

5.1.1 Reconstruct the Gray Image

Testing the generalization ability of the algorithm on the large data set BSD500, a total
of 500 images, and results are shown in Table 1.

Table 1. MeanPSNR and SSIM of different algorithms and different sampling rates on the
BSD500 test set

Sampling ratio Algorithm

ReconNet DR2-Net MSRNet CCSNet

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

0.25 25.48 0.7241 27.56 0.7961 27.93 0.8121 29.27 0.8578

0.1 23.28 0.6121 24.26 0.6630 24.73 0.6837 26.10 0.7264

Avg. 24.38 0.6681 25.91 0.7296 26.33 0.7479 27.68 0.7921

Table 1 shows the PSNR and SSIM values of each algorithm on the data set BSD500.
When the sampling rate MR = 0.25 and 0.10, the PSNR and SSIM values of CCSNet
are the highest, and the reconstruction performance is better than ReconNet, DR2-Net
and MSRNet based on deep learning. Experiments show that CCSNet has higher recon-
struction quality than other algorithms on gray images, and it has good generalization
ability.

5.1.2 Reconstructthe Color Image

In this paper, CCSNet is also applicable to color images of RGB format. Table 2 shows
the PSNR and SSIM values of CCSNet and the Reference [9] on the dataset Set5. When
the sampling rateMR= 0.05, 0.1 and 0.2, the reconstruction quality of CCSNet is higher.
Experiments show that CCSNet also has a good performance on color images.
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Table 2. PSNR of the reconstructed set5 under different algorithms and different sampling rates

Algorithm Sampling ratio

0.2 0.1 0.05 0.01 Avg

CSNet + 35.19 32.08 29.23 24.35 30.21

CCSNet 35.88 32.31 29.33 23.62 30.29

Table 3. Lena image effects at various stages, sampling rate MR = 0.6 (Gray), 0.2 (Color)

Original 
images

Sampling 
Ratios

Compressed 
images

Cipher 
images

Reconstructed 
images

PSNR SSIM

0.6 37.1015 0.9761 

0.2 34.1378 0.9605 

The effects of 256 × 256 Lena images at each stage are shown in Table 3.It can be
seen from Table 3 that when Lena’s sampling rate is MR = 0.6(Gray), 0.2(Color), the
original outline can no longer be seen in the ciphertext image, and the reconstructed
image is also very close to the original image, has a good visual effect. So the following
performance analysis uses these two sampling rates.

5.2 Key Space Analysis

Generally, when the key space is large enough, the image encryption algorithm can
effectively resist brute force cracking. The chaotic system in this paper, the keys of the
Logistic sequence have r and z, and the keys of the two-dimensional cloud model have
random seeds k1, (Ex1, Ex2), (En1, En2) and (He1,He2), which have 9 keys in total. The
accuracy of the simulation device is 15 bits, and the key space is 15 bits, and the key space
can meet the security requirements [19]. So the key space of the encryption algorithm in
this paper is enough large that brute force cracking cannot effectively decrypt the image.

5.3 Correlation Analysis

Generally, the correlation between adjacent pixel values of the original image will be
relatively high, but for an ideal ciphertext image, the correlation between adjacent pixel
values should be zero. Therefore, the correlation coefficient of the adjacent pixel values
of the ciphertext image is an important indicator of the quality of the encryption algo-
rithm. The correlation coefficient is divided into three directions: horizontal, vertical and
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diagonal. The correlation coefficients of the algorithm in this paper, [21] and [22] in the
three directions are shown in Table 4, and the minimum value has been marked in bold.
It can be seen from Table 4 that the algorithm in this paper is closer to 0 in the average
value of the correlation coefficient, which is better than other algorithms.

Table 4. Comparison of correlation coefficients of different encryption algorithms

Test
images

Direction Plain images
(Gray)

Cipher images

Proposed
(Gray)

Proposed
(Color)

Reference [21] Reference [22]

Lena Horizontal 0.9396 −0.0089 0.0009 −0.0048 0.0011

Vertical 0.9639 −0.0031 −0.0022 −0.0112 0.0098

Diagonal 0.9189 0.0012 −0.0023 −0.0045 −0.0227

Peppers Horizontal 0.9769 0.0101 −0.0018 −0.0056 0.0071

Vertical 0.9772 −0.0092 0.0006 −0.0162 −0.0065

Diagonal 0.9625 −0.0040 0.0003 −0.0113 −0.0165

Avg Horizontal — 0.0006 −0.0004 0.0052 0.0041

Vertical — −0.0061 −0.0008 −0.0137 0.0017

Diagonal — −0.0014 −0.0010 −0.0079 −0.0196

5.4 Information Entropy Analysis

The global information entropy reflects the chaos of the pixel values of the entire image.
The larger the information entropy, the more chaotic the information contained in the
image. The ideal value of en is 8. In this paper, after the algorithm encrypts the test
picture, the grayscale Lena 7.9953, color Lena 7.9957, grayscale Peppers 7.9961 and
color Peppers 7.9956.

Reference [20] proposed a new statistical test of image randomness based on local
information entropy, which is an extension of global information entropy, which is mea-
sured the randomness of the image by calculating the sample mean value of information
entropy on multiple non-overlapping and randomly selected image blocks. Using a total
of 30 non-overlapping image blocks of the size of 44× 44, the local information entropy
of this algorithm on Lena, Peppers and Cameraman is shown in Table 5.

In Table 5, the values of local information entropy are also within the critical range.
Therefore, it can be considered that the distribution of ciphertext pixel values obtained
by the algorithm in this paper is very confusing and can better conceal the plaintext
image information.
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Table 5. Compare local entropy of different encryption algorithms

Test images Local entropy
(Gray/Color)

Critical value

u∗−
0.05 = 7.9019

u∗+
0.05 = 7.9030

u∗−
0.01 = 7.9017

u∗+
0.01 = 7.9032

u∗−
0.001 = 7.9015

u∗+
0.001 = 7.9034

Lena 7.9020/7.9021 Pass Pass Pass

Peppers 7.9021/7.9025 Pass Pass Pass

5.5 Plaintext Sensitivity Analysis

The key used in the encryption algorithm in this paper is related to the plaintext and
the plaintext is very sensitive from the ciphertext so that the ciphertext obtained after
slight modification of the plaintext is very different from the original ciphertext, and the
encryption system cannot be deciphered. The algorithms in this paper and [14] and [21]
compares the NPCR and UACI of ciphertext on Lena and Peppers as shown in Table 6,
7.

Table 6. Compare NPCR of different encryption algorithms

Test
images

NPCR
(Gray/Colo)

NPCR theoretical critical value

N∗
0.05 = 99.5693% N∗

0.01 = 99.5527% N∗
0.001 = 99.5341%

Lena 0.9961/0.9963 Pass Pass Pass

Lena [14] 0.9954/— Fail Fail Pass

Lena [21] 0.9962/— Pass Pass Pass

Peppers 0.9960/0.9957 Pass Pass Pass

Pepp. [14] 0.9944/— Fail Fail Fail

Pepp. [21] 0.9963/— Pass Pass Pass

It can be seen from Tables 6 and 7 that the algorithm in this paper is in the critical
range on both NPCR and UACI, indicating that the encryption algorithm in this paper
can better resist differential attacks.

5.6 Robustness Analysis

The ciphertext may suffer from noise pollution or data loss during network transmission,
so a good encryption algorithm should have a certain ability to resist noise and cutting
attacks. The robustness of the compression encryption algorithm in this paper is greatly
affected by the compression and reconstruction network, so when training the network,
adding Gaussian noise with an intensity of 0.10 to the compressed image can improve
the robustness of the entire algorithm. As shown in Fig. 6, 7.
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Table 7. Compare UACI of different encryption algorithms

Test
images

UACI
(Gray/Color)

UACI theoretical critical value

u∗−
0.05 = 33.2824%

u∗+
0.05 = 33.6447%

u∗−
0.01 = 33.2255%

u∗+
0.01 = 33.7016%

u∗−
0.001 = 33.1594%

u∗+
0.001 = 33.7677%

Lena 0.3353/0.3356 Pass Pass Pass

Lena [14] 0.3303/— Fail Fail Fail

Lena [21] 0.3370/— Fail Pass Pass

Peppers 0.3334/0.3335 Pass Pass Pass

Pepp. [14] 0.3305/— Fail Fail Fail

Pepp. [21] 0.3369/— Fail Pass Pass

Fig. 6. AddGaussian noisewhen training the network to counter the impact of shearing attacks:(a)
Ciphertext cut 14%;(b) The network adds Gaussian noise during training;(c) The network did not
add Gaussian noise during training

Fig. 7. Add Gaussian noise when training the network to counter the impact of noise attacks:(a)
Add Gaussian noise with an intensity of 0.03 to the ciphertext;(b) The network adds Gaussian
noise during training;(c) The network did not add Gaussian noise during training
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5.7 Histogram Analysis

The histogram reflects the number of pixels of each gray level in the image and the more
uniform the encryption effect the better, so this section evaluates the algorithm in this
section through histograms of plaintext and ciphertext. Lena’s histograms on grayscale
and color images are shown in Fig. 8.

Fig. 8. Histograms of Lena (Gray), Lena (Color) images in plain text and ciphertext: (a) Plain
text histogram;(b) ciphertext histogram (Color figure online)

The histogram reflects the number of pixels of each gray level in the image and the
more uniform the encryption effect the better. In Fig. 8, the histogram of the plaintext
image of Lena and Peppers has obvious pixel value distribution characteristics, while
the histogram of the ciphertext image is very uniform, which well hides the pixel value
distribution characteristics of the plaintext image. It shows that the algorithm in this
paper can resist statistical attacks very well.

5.8 Histogram Analysis

Time complexity is also an important indicator to measure algorithm performance. To
verify that one-step completion of scrambling and XOR in the encryption algorithm
of this paper can shorten the encryption and decryption time, the comparison with the
separate encryption of scrambling and XOR is shown in Table 8.

Considering the complexity of the algorithm, this section explains the training pro-
cess of the network: the initial learning rate is set to 0.001, and the learning rate is
reduced to 0.5 times for every 200,000 times, for a total of 1,000,000 times are trained.
At the same time, the Adam method is used to improve the network training efficiency.
Since the network training is a separate preparation stage, the encryption operation will
not repeat the training after the network weights are trained. Because in the subse-
quent compression and encryption work, we only need to use the trained weights of the
network to perform compression and reconstruction operations, so we ignore the time
required for network training in the operation of the algorithm, calculate the time spent
on compression, encryption, decryption, and reconstruction.
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Table 8. The impact of one-step completion and separate completion on running time(s)

Image size Encryption type(Gray) Encryption and
decryption time

Programming
tools

CPU

256 × 256 Complete in one step 0.28 Pycharm i5–8500

Complete separately 0.42

512 × 512 Complete in one step 1.57

Complete separately 2.07

To verify that the deep learning-based compressed reconstruction network in this
paper can reduce the time consumed by the whole algorithm, a comparison with the
time consumed by using this paper’s encryption algorithm directly on the original graph
is shown in Table 9.

Table 9. The time-consuming(s) comparison that the compression encryption algorithm of this
paper and use the encryption algorithm on the original image

Image
size

Compression
reconstruction
(Gray/Color)

Encryption
and
decryption
(Gray/Color)

Total time
(Gray/Color)

Programming
tools

256 ×
256

Ref. [23] 8.89/— 1.08/— 9.98/— Pycharm
+
Pytorch
+
i5–8500

Ref. [24]
— —/1.30 —/1.30

Ref. [25]
— —/0.75 —/0.75

Ref. [26] 0.21/0.20 0.66/0.65 0.87/0.85

Ref. [26]
—

0.93/2.81 0.93/2.81

Compression
encryption

0.16/0.17 0.58/0.58 0.74/0.75

Direct encryption
—

1.12/3.36 1.12/3.36

512 ×
512

Ref. [26] 0.91/0.89 2.51/2.51 3.42/3.40

Ref. [26]
—

3.89/11.96 3.89/11.96

Compressionencryption 0.7/0.69 2.27/2.30 2.97/2.99

Direct encryption
—

4.56/13.39 4.56/13.39
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It can be seen fromTable 9 that the total time consumption of the compression encryp-
tion algorithm in this paper is shorter than that of directly using the encryption algorithm
in the original image, especially for color images, which shows that the compression
encryption algorithm in this paper has a great advantage in time.

6 Conclusion

Image compression and image encryption are two important tasks in image processing.
This paper proposes a new compression encryption algorithm through these two tech-
nologies. The compression encryption algorithm is quick and secure, and is suitable for
grayscale images and RGB color images. Under the premise of ensuring the encryp-
tion performance, the size of the encrypted image is reduced by the neural network and
the overall running time is reduced. Through experiments and performance analysis, it
is verified that the compression encryption algorithm in this paper not only has higher
reconstruction quality, but also greatly improves the security of the algorithm. It has great
advantages and wide application prospects in image storage and transmission. Finally,
the encryption operation in this paper mainly revolves around chaotic systems and deep
learning. In the future, we can study the performance of chaotic systems and design
more lightweight and high-performance deep learning networks to improve the speed
and quality of algorithms, and extend this ideas to more information security directions.
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Abstract. Aiming at the cascading failure problem, this paper proposes a cascad-
ing failure mitigation strategy based on edge control, which controls the cascading
failure of nodes in a small range. In this paper, we introduce a cascading failure
model with the transmission rate as well as the load distributionmechanism. Then,
the cascading failure mitigation strategy is developed by controlling the transmis-
sion rate coefficient of the edge. The theoretical and experimental results show
that this congestion mitigation strategy can control the scale of cascading failure
within a certain range. It can reduce the outward congestion propagation of nodes
by changing the transmission rate coefficient of the edge. In addition, it can also
enhance the robustness of the network, repair the congested nodes in the network
and ensure the normal operation of the network.

Keywords: Traffic network · Cascading failure · Mitigation strategy · Edge
control

1 Introduction

At present, the problem of traffic congestion has attracted the wide attention of many
researchers. Li et al. [1] constructed the geometric topology diagram of the road net-
work and calculated the road network congestion when the cascading failure occurred.
Solé-Ribalta et al. [2] proposed a traffic network congestion prediction model. Du et al.
[3] came up with an improved whale optimization algorithm (IWOA) which was intro-
duced into the wavelet neural network (WNN) to predict traffic flow. Chen et al. [4] put
forward an urban road network model applicable to the opening of gated communities.
Chen et al. [5] presented an algorithm to identify congested road segments and con-
gestion propagation map was constructed to simulate congestion propagation in urban
road network. The literatures above make a theoretical study on the problem of traffic
congestion by using complex network, which is conductive to the alleviation of traffic
congestion.

The phenomenonof cascading failure caused by traffic congestion ismore destructive
and harmful [6]. Various methods have been used to study the propagation mechanism
of cascading failure in traffic network. The literatures [7, 8] studied the impact of net-
work topology on traffic congestion, and established a space-time model of urban road
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congestion radiation to eliminate traffic congestion. The literatures [9, 10] proposed a
cell transmission model applied to accident congestion and effective control strategy by
utilizing the spatial topology structure of traffic congestion propagation. These litera-
tures analyze the cascading failure model of traffic network congestion from multiple
perspectives, which provide references for the solution of the congestion problem.

The literatures [11, 12] established the model and algorithm about cascading failure
of urban traffic, but their practicability had not been verified. The literatures [13, 14]
used complex network theory to study the cascading failure of traffic network. However,
the cascading failure models and mitigation methods based on complex network needed
to be further improved in robustness.

This paper establishes the cascading failure model and provides strategies for mit-
igating the damages of cascading failure of complex traffic network under the model
of load-capacity, the transmission rate coefficient, the transmission rate and load dis-
tribution rule. By changing the transmission rate coefficient of the edge, the outward
congestion propagation of nodes can be reduced, thus controlling cascading failure.
By example verification, the congestion mitigation strategy can control the scale of
cascading failure within a certain range and repair network nodes at the same time,
thus enhancing the robustness of the network and ensuring the normal operation of the
network.

The rest of this paper is organized as follows. InSect. 2,weproposeCFEC (Cascading
failure based on Edge Control) mitigation strategy. In Sect. 3, the network evaluation
indicator is given. Section 4 presents experimental evaluation of CFEC. In the end, the
conclusion is given in Sect. 5.

2 CFEC Mitigation Strategy

In the traffic network, traffic flow of road (i.e., edge) can be controlled by controlling the
cycle of traffic lights and the duration of each phase to alleviate road junction (i.e., node)
congestion. On this basis, we present a cascading failure mitigation strategy for urban
road traffic network. The traffic congestion of nodes can be alleviated by adjusting the
transmission rate coefficient of the controlled edges.

2.1 Node Load-Capacity Model

The traffic flow in the road is considered the load on the two-way edge of the network.
Numerous studies have shown that the initial flow on each node is closely related to its
degree [15]. Therefore, the initial load of the node is defined as a function related to the
degree of node, as shown in Eq. (1):

L0i (t) = kτ
i (1)

where i is any node in the network. L0i (t) represents the initial load of node i. ki is
the degree of node i. τ is the adjustable parameter that controls the initial load intensity
of node, otherwise, τ ≥ 1.
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Node capacity refers to the maximum load that a node can hold. In general, the
capacity of a node is defined as a quantity proportional to the initial load of the node
[16], which is expressed as shown in Eq. (2):

Ci(t) = (1 + β)L0i (t) (2)

where Ci(t) is the capacity of node i. β represents the ratio of the node capacity to
the initial load of the node, otherwise, β ≥ 0.

2.2 Load Distribution Model

The transmission rate of edge is related to the degree of the node. The larger the degree of
the node, themore load to be transmitted outward. In addition, the longer the transmission
distance between adjacent nodes, the more information is transmitted. Therefore, the
transmission rate of edge is related to the degree and transmission distance of the node,
so the transmission rate of edge is defined as

ρij = ki · Dij/D (3)

where ρij is the transmission rate of the edge between node i and neighbor node j. D
represents the average distance between adjacent nodes in the network. Dij represents
the transmission distance between node i and its neighbor node j.

In this paper, the mitigation of congested node is realized by controlling the flow
of the edges. Since the inflow/outflow is determined by the network itself, it is possible
to control the transmission rate coefficient λ of edge between the nodes to mitigate
congestion. Thus, the definition of transmission rate coefficient λ is shown as

λ =
⎧
⎨

⎩

0 i ∈ ω ∩ j ∈ ω2

λij i ∈ ω ∩ j ∈ ω1

1 i, j ∈ ω

(4)

where ω is the set of congested nodes. ω1 is the set of critical nodes. ω2 is the set
of normal nodes. λij represents the transmission rate coefficient of the edge between

congested node i and its neighbor node j, and λij =
{

δ δ ≤ 1
1/δ δ > 1

, in which δ is the ratio

of the inflow and outflow of node j.
Then the load transmitted from node i to node j is

�ij =
∑T ij

t=0
λρij (5)

where �ij represents the load of node i transmitted to node j. T ij is the time required
for node i to transmit the load �ij to node j.

Since the transmission rate coefficient from congested node i to node j is variable,
the transmission rate coefficient of each stage is different, then the corresponding time
of congestion alleviation is also different. Therefore, the time of congestion relief T ij is

T ij = T ij
1 + T ij

2 + T ij
3 (6)
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where T ij
1 is the time corresponding to the transmission rate coefficient λ = 1.

T ij
2 is the time corresponding to the transmission rate coefficient λ=λij. T

ij
3 is the time

corresponding to the transmission rate coefficient λ = 0.
The update load of node j is represented as

Lj(t + T ) = Lj(t) +
∑

j∈Nei i �ji

i∈ω

−
∑

k∈Nei j �jk (7)

where Lj(t + T ) represents the load of node j at time t + T . Lj(t) represents the
load of node j at time t. Nei is the set of neighbor nodes.

∑
j∈Nei i �ij

i∈ω

represents the

load transmitted from multiple congested nodes to node j in the time from t to t + T .∑
k∈Nei j �jk represents the load transmitted from node j to its neighbor node k in the

time from t to t + T .

2.3 Cascading Failure Mitigation Strategy

When node i is overloaded, the excess load of node i is distributed to the neighbor
nodes. The congestion is alleviated by adjusting the transmission rate coefficient of the
two-way edge between the congested node i and its adjacent nodes, and the time taken
to alleviate the load in this process is calculated. The mitigation of cascading failure is
that the congestion can be controlled within the range of the initial failure nodes and the
outward propagation of congestion can be reduced by changing the transmission rate
coefficient of the edges. The schematic diagram of themitigation strategy involved in the
whole process is shown in Fig. 1. The flow chart of the specific congestion alleviation
strategy is shown in Fig. 2.

Normal node Conges�on node

Normal transmission path The path on which transmission 
rate coefficient change

Fig. 1. Schematic diagram of CFEC mitigation strategy

It can be seen from the above steps that the CFEC mitigation strategy in this paper
mainly achieves the purpose of alleviating cascading failure by changing the transmission
rate coefficient of the edges, resulting in the decrease of the outward congestion prop-
agation and distributing the redundant load of congested nodes to neighboring nodes.
According to the flow chart of congestion mitigation strategy, the time of congestion
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Fig. 2. Flow chart CFEC mitigation strategy

alleviation is one of the indicators to evaluate the cascading failure mitigation strategy.
The expected effect is as follows: compared with other mitigation strategies, the scale of
cascading failure after using CFEC mitigation strategy is smaller. Under the condition
of the same cascading failure scale, the congestion mitigation strategy applied in this
paper takes less time to alleviate the congestion.
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3 Network Evaluation Indicator

The network state reflects the comprehensive utility of all nodes in the whole network at
this moment.When the initial time is t = t0, all nodes in the network remain normal [16],
so SG(t0) = N . Therefore, network state can be normalized (network normalization) as
follows:

Q = SG(t)

SG(t0)
= SG(t)

N
(8)

whereQ represents the value of network normalization. SG(t) represents the number
of normal nodes in the network at time t. N is the total number of nodes in the network.

4 Simulation Verification

Taking Tianjin city as an example, the OSM (Open Street Map) file was imported into
SUMO for simulation in Fig. 3. There are currently 200 intersections with 756 edges
involved. According to the degree distribution diagram of city nodes in Fig. 4, there are
most nodes with small degrees in the urban roadmap of Hongqiao district in Tianjin, and
a small number of nodes with large degrees. The overall degree distribution conforms to
the power-law distribution and has the characteristics of scale-free network, which can
be described by using the BA network model.

According to the CFEC mitigation strategy, the cascading failure scale of the net-
work is related to the load mitigation time of the nodes. Therefore, through simulation
verification, the parameters affecting load mitigation time are determined, then deter-
mine the load mitigation time of nodes. After that, based on the load mitigation time of
the nodes, the cascading failure scale of the network is measured. In the simulation, the
influencing factors of node load mitigation time are studied, and the way of deliberately
attacking a single node is adopted, that is, setting an initial congested node. To study the
effect of mitigation strategy on cascading failure, a random attack on multiple nodes is
adopted, that is, a certain number of initial congested nodes are set.

4.1 Initial Condition Setting

The network topology constructed based on the real traffic network data of Tianjin city
has 200 nodes, and two methods of intentional attack and random attack are adopted.
The number of nodes deliberately attacked is one, and the number of nodes randomly
attacked were 5% and 20% of the total nodes, respectively. The results are the average
of 50 simulation experiments. We set the load parameter τ = 1.0 : 0.5 : 3.5 and the
capacity parameter β = 0.1, β = 0.5, β = 1.0, β = 1.5.

4.2 The Impact of Parameters on Load Mitigation Time

In order to verify the impact of parameters τ ,β on mitigation time, it is necessary to
determine the congestion node firstly. In Fig. 3, node 185 in red is deliberately attacked.
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Fig. 3. Urban road map drawn by SUMO

Fig. 4. Distribution diagram of city node degree

The degree of the red node is 7. Nodes 1–7 in the circle are the neighbors of the attacked
node. Then, the load and capacity of the congested node are determined.

The variation of load mitigation time T ij with parameters τ ,β is shown in Fig. 5 and
Fig. 6. In Fig. 5, the x-coordinate is the number of nodes participating in congestion
mitigation. The load of the congested node is only transmitted to its neighbors 1–7 when
the deliberately attacked node is alleviated, and these nodes don’t fail, which verifies
the effectiveness of the CFEC mitigation strategy. With the increase of load parameter
τ , the load mitigation time T ij of each node increases. Therefore, the mitigation strategy
described in this paper can effectively control the congestion within the neighbor nodes
of the failure node and prevent the spread of cascading failures.
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As can be seen from Fig. 6, with the increase of the capacity parameter β, the load
mitigation time T ij of each node also increases with the same trend. Generally, the larger
the capacity of a node, the less likely it is to fail. Once a node fails, the more load the
node has, the larger the cascading failure scale will be. Therefore, the larger β is, the
larger the capacity is. The more the load of the congestion node, the longer it takes to
alleviate congestion.

Fig. 5. Node load mitigation time T ij changes with load index τ

Fig. 6. Node load mitigation time T ij changes with capacity ratio β

4.3 Comparison of Algorithm Results

In order to further verify the effectiveness of the CFEC strategy in this paper, the effective
nodes in the network are observed by random attacks on some nodes in the network and
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(a)

(b)

Fig. 7. Mitigation strategy comparison diagram

compared with other mitigation strategies. The CFEC mitigation strategy proposed in
this paper includes load mitigation strategy and node repair strategy. However, literature
[16] aims at the node repair model after the nodes in the network are overloaded, which
can alleviate the cascading failure in the network. Therefore,we compare the twomodels.
The number of total nodes is 200, and the number of random attack nodes is 5% and
20% of the total nodes. The results are the average of 50 simulation experiments. Set
load parameter τ = 2 and capacity parameter β = 0.2.

In Fig. 7, Fig. 7(a) is the comparison graph of 5% nodes attacked, and Fig. 7(b) is the
comparison graph of 20% nodes attacked. As shown in Fig. 7, the network cascading
failure scale of the twomitigation strategies reaches the maximum at 3s. As shown in the
two figures above, the network normalization Q of CFEC mitigation strategy decreases
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to 0.95, 0.77, respectively. The mitigation strategy in literature [16] decreases to 0.38,
0.22, respectively. There is a gap in the cascading failure scale of the network, which
clearly shows that the mitigation strategy proposed in this paper is better. According to
the comparison of Fig. 7(a) and 7(b), the larger the scale of initial attack nodes is, the
more seriously the network is damaged, and the longer the time of congestion alleviation
is. Under the same attack scale, both mitigation strategies take the same time to repair
the network.

Through the above simulation verification, the CFEC mitigation strategy proposed
in this paper alleviates congestion through the neighbor nodes of congested nodes, and
the failure nodes in the network can be controlled within the range of the initial failure
nodes without causing large-scale cascading failure. After the load is alleviated for a
period, there are no congested nodes in the whole network, so the network nodes are
repaired. Compared with the congestion mitigation method in literature [16], the CFEC
mitigation strategy proposed in this paper has stronger robustness and can repair network
nodes in the same time. Besides, it has the smaller scale of cascading failure.

The simulation results show that: Load parameter τ and capacity parameter β have
similar effects on the time of congestionmitigation.With the increase of load parameter τ
and capacity parameter β, the mitigation time T ij of each node also increases. Within the
same mitigation time, the CFEC mitigation strategy proposed in this paper can control
the cascading failure scale within a smaller range and enhance the robustness of the
network. In Fig. 7(a) shows that the congestion mitigation time in this paper is better
than other methods when 5% nodes are attacked. From Fig. 7(b), when 20% nodes are
attacked, the CFECmitigation strategy can control the cascading failure within the initial
range.

5 Conclusion

Considering the cascading failure of traffic network, a cascading failure mitigation strat-
egy based on edge control is proposed in this paper. By changing the transmission rate
coefficient of the edge, the scale of congestion can be controlled within the initial failure
nodes and the outward congestion propagation is reduced. Besides, the excess load of
the congested nodes can be transmitted out. By simulating verification, the CFEC con-
gestion mitigation strategy in this paper can control the scale of cascading failure within
a certain range, enhance the robustness of the network, and repair the network nodes to
ensure the normal operation of the network.
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Abstract. Adversarial patch is an image-independent patch that mis-
leads deep neural networks to output a targeted class. Existing defense
strategies mainly rely on patch detection based on the frequency or
semantic gaps between the patch and clean image. But we found that
they are effective because the gap is huge. This is because existing
patch attacks only look for an effective patch instead of the optimized
patch that minimizes the gap. We then propose two improved patches,
enhanced and smoothed patches, to reduce the gap. Consequently, the
decision boundary for adversarial examples of the existing defense means
is successfully obscured. To cope with the improved patches, we propose
a defense method based on image preprocessing. We leverage multi-scale
Gaussian blur to amplify the reduced gap between the patch and clean
image. Due to the dense information of patches, for a patch, the dissim-
ilarities of Gaussian blurs with different scales are higher than that of
clean images. By enhancing the local multi-scale details and weakening
them in another scale set, we maximize its effect on patch with high-
frequency information. In this way, our defense method can efficiently
distort adversarial patches and cause only a negligible impact on clean
images.

Keywords: Adversarial patch · Defense

1 Introduction

The past decade has witnessed the prosperity of Deep Learning. Deep neural
networks (DNNs) are widely used in computer vision [9], pattern recognition [10],
natural language processing [11], and autonomous driving [15]. However, recent
studies have revealed that DNNs are vulnerable to adversarial examples that
fool the classifier with subtle modifications. Since adversarial examples modify
pixels in the whole image, it is not easy to launch physical attacks. Different
from the imperceptible changes of adversarial examples, the adversarial patch
is an image-independent patch that misleads the classifier to output a targeted
class for any image (Fig. 1). Since it is image-independent, adversarial patches
can be printed or placed in the scene to launch physical attacks without any
prior knowledge of the scene [12].
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Fig. 1. Adversarial patches for ResNet-50.

As a targeted attack method, the adversarial patch imitates images of the
targeted class to mislead the classifier focusing on the patch and making wrong
recognition. Nevertheless, a gap between the patch and clean images is inevitable,
leaving room for defense methods to differentiate the patch from clean images.
Since a successful patch will be the salient activation source, the defense method
can locate the patch and compare its feature with the expected features of the
predicted class to detect the inconsistency [6]. Besides, as a universal attack
method [13], adversarial patches contain more high-frequency information in a
concentrated area than normal images to achieve their versatility. Hence, defense
methods can also detect and distort the patch based on this high-frequency
information which means the higher gradient of an image.

However, we analyze those defense methods and found that they are effective
because the gap between the patch and the clean image is huge. This is because
the goal of generation is only finding the patch successfully fool the threat model
instead of the patch that is more robust to the defense. Based on this obser-
vation, we propose the enhanced and smoothed adversarial patches to respec-
tively obscure the decision boundary of the feature inconsistency detection- and
high-frequency information-based defense methods. To enhance the patch with
more similar features of the targeted class, we leverage an antagonistic train-
ing strategy at the early stage of the patch generation training. To cope with
the high-frequency information-based defense method, we propose generating the
patch with proactive smoothing. Experimental results demonstrate our improved
adversarial patches can significantly decrease the defending ability of existing
methods.

To cope with the improved patches, we propose EGP, a new defense method
based on image preprocessing that enlarges the reduced gaps of improved patches
by amplifying the frequency difference between patches and the original image.
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Different from the conventional image preprocessing based defense methods such
as blur or JPEG that process the whole image, EGP only processes the key
regions of the input image. We leverage multi-scale Gaussian blur [8] to obtain
the multi-scale details of the image which will amplify the frequency properties
of the original image. We magnify the details and add them to the original image
to further enlarge the effect of subtle frequency differences on image processing.
With this preprocessing, the clean images will be enhanced with details, while
patches will be distorted due to the much higher frequency. To reduce the impact
of preprocessing on the clean images, we further propose weakening the local
multi-scale details by another Gaussian kernel set. Experimental results show
that EGP can significantly improve the classification accuracy of adversarial
examples, and cause little impact on clean images.

The main contributions of this paper are as follows: 1) We analyze the effec-
tiveness of existing defense methods against adversarial patches and find that
defense methods are effective because the generated adversarial patches are just
effective to successfully fool the classifier rather than optimal with the mini-
mized gap to the characteristic of a clean image. 2) Based on the observation,
we propose two patch generation methods to obtain the enhanced and smoothed
patches that can effectively obscure the decision boundary for adversarial patches
and further reduce the effectiveness of current defense methods. 3) As for the
countermeasure design, we propose a new defense method based on image pre-
processing. The key idea is enlarging the reduced gap between the patch and the
clean image by multi-scale Gaussian blur.

2 Related Work

2.1 Adversarial Patch Attacks

Adversarial patch [1], a localized patch, which enjoys strong robustness to posi-
tion and angle alternation. To further optimize the generation of adversarial
patch, Karmon [2] created adversarial patch using optimized loss function and
they concentrated on the selection of categorys for targeted attack. Duan [4]
adopted style loss and content loss to generate imperceptible patches. Recently,
Liu [3] proposed a universal adversarial patch generation framework based on
model bias, which can effectively attack the invisible categories in the model
training process.

Defenses Against Adversarial Patch Attacks. Naseer [5] proposed a local
gradient smoothing scheme to resist adversarial patch attacks. To eliminate the
influence of noises, the local high gradient region of the image is detected and
smoothed. Hayes [7] put forward a defense strategy based on image inpainting.
They discover the location of patches and further leverage image inpainting
technology to remove them. To address the lack of versatility and computation of
previous methods, Xu [6] was concerned about the feature dissimilarity between
input and image of the corresponding category. If the degree of dissimilarity
exceeds a threshold, the input is considered to be an adversarial example.



184 Y. Fu et al.

3 Analysis and Improvement on Adversarial Patch

In this section, we mainly analyze the defense mechanism of the existing defense
methods. Based on the analysis results, we improve the universal adversarial
patch generation method.

3.1 Existing Adversarial Patch

Adversarial Patch [1] generates a universal patch, which can be applied to any
image x in the dataset X to mislead the image into the target category regardless
of the scale, orientation, or location of the patch.

Given an adversarial patch p, an image x in dataset X, a target class t, a
random location in the location space of images l ∈ L, and a random angle
transformation over a set of angle transformations t ∈ T , the patch p is then
placed in a location l of image x. The algorithm renovates the patch iteratively
by optimizing the loss function:

p̂ = arg max
p

Ex∈X,t∈T,l∈L[logPr(ŷ|A(p, x, l, t)] (1)

3.2 Enhanced Adversarial Patch

Although adversarial patches are effective for digital or physical world attacks, it
should be noted that they tend to be abrupt and unreal. The feature similarity
between the patch and the image of the predicted class is not high. Therefore,
both artificial means and the existing defense method [6] can distinguish them
without difficulty. Consequently, we consider proposing an enhanced adversarial
patch, which is an improvement based on the original method [1]. Aiming at
mining deeper semantic information about the target category, the enhanced
adversarial patches can be more realistic and closer to the target category.

Our improvement focus on the early input images in the train set (a pre-
training process). For the early inputs, based on the optimization of the objective
function, a strategy of antagonistic training is leveraged. The brief ideology of
antagonistic training is shown in Fig. 2.

Early generated patches always contain insufficient features. It is due to the
over-fitting of the white-box model that an image with an early patch is misclas-
sified successfully. The purpose of patch training is to find an effective patch by
fitting the white-box model, rather than to generate a more realistic adversarial
patch with details, which leads to premature convergence on the white box. For
solving this problem, We feed the adversarial patches generated in the inter-
mediate process to retrain the target model for fooling and generating patch.
Specifically, we consider retraining the adversarial image that has been success-
fully misclassified with the original tag, and then updating the target model for
fooling and generating a patch constantly. By constantly feeding the adversarial
images with early generated patches to retrain the target model, the target model
will be more robust and more difficult to be fooled. While the target model is
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Fig. 2. Antagonistic pretraining of adversarial patch.

more robust, the generated patch is stronger. In short, we strengthen the update
of the patch through the continuous update of the target model used for gener-
ating patch. In this way, we force the patch training process to continue learning
enhanced adversarial features, which reduce the gap between adversarial patch
and target image.

3.3 Smoothed Adversarial Patch

Adversarial patches always contain more high-frequency information, which can
be the motivation of diverse defense methods. Therefore, by adding smooth
processing intermittently during the updating of adversarial patches, we propose
generating smoothed patches (Fig. 3).

In Adv Cam [4], adversarial patch for a specific image can generate imper-
ceptible patches by adding style and content loss to the optimization objective
function. However, as a targeted universal adversarial patch, we can not add
the smoothing loss to the objective loss function to achieve the smoothed patch,
because it will cause the direction of smoothing unable to focus on the target
category. Therefore, we consider periodically smoothing the patch slightly in the
training process to guide the update. Specifically, regarding to slight smoothing,
we can get the intermediate smoothed patch psm as follow:

psm = k ∗ (pg − p) + p (2)

p is the original patch, pg is a Gaussian blur of p, k is a fuzzy coefficient (k < 1)
which is used to get images with different blur levels.
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Fig. 3. Comparison of three different adversarial patches.

4 Defense Against Adversarial Patch Attacks

In this section, we will describe our defense methodology against adversarial
patch attacks in detail.

Fig. 4. EGP defense architecture.

4.1 Obtain the Attention Heatmap Matrix

The representative classification models based on convolutional neural networks
pay more attention to the local features of images. The adversarial patch will be
the salient activation source if the attack successes. Therefore, compared with the
global image processing, we aim to process the local areas with strong attention
of the models, which causes less impact on the clean image. Consequently, we
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need to derive the importance of diverse features in different regions to model
decisions, namely, the model’s attention heatmap matrix [14]. Specifically, we
regard αt

k as the sensitivity to the k − th channel of the output feature map of
the last layer Ak about category t. Then we take αt

k as weights and combine
them linearly. Furthermore, the intermediate result of the weighted combination
is fed into the activation function to output the required heatmap matrix Mt.

αt
k =

1
Z

∑

i

∑

j

∂yt

∂Ak
ij

(3)

Mt = RELU

{
∑

k

αt
kA

k

}
(4)

Here Z is a normalizing constant such that αt
k ∈ [−1, 1]. k is the sequence

number of the channel dimension of the feature map, i and j are the sequence
number of the width and height dimension respectively, and t is the target cat-
egory.

4.2 Enhance the Local Multi-scale Details

As an indiscriminate processing method, our method aims to make the distortion
of clean image Ic small, but the distortion of adversarial example Iadv large.

max {D (Ic, I) − D (Iadv, I)} (5)

D is the measurement of image distance.
Compared with clean images, the feature distribution of patches is demon-

strated to be dense and irregular with higher local frequency. Therefore, the
dissimilarities of Gaussian blurs with different scales are higher than that of
clean images. Specifically, our enhanced image can be obtained by Equation (6).
For the original image I, by fusing the Gaussian blur decrease values between
different scales, we can obtain the contour details of the target category for the
clean image Ic. However, for the adversarial example Iadv, details tend to be
dense and intensive after the same treatment as clean image Ic.

Ien = norm

⎧
⎨

⎩I + λ ·
∑

gi,gj∈G

wij (gi − gj) ∗ M

⎫
⎬

⎭ (6)

G is the Gaussian fuzzy set with different Gaussian kernels. λ is the magnification
factor (λ > 1) to enlarge the detailed information. w is the proportional coeffi-
cient. M is the mask matrix from the heatmap matrix that limits the processing
to the local key region. norm is the normalization process. Then, we multiply
the multi-scale details by a magnification factor λ to enhance the details of input
image. Furthermore, we add the enlarged local details to the original image I
and normalize to obtain the enhanced image Ien. As shown in Fig. 4, the clean
image appears as a regional detail enhancement, while the adversarial example
shows high distortion at the location of the patch.



188 Y. Fu et al.

4.3 Weaken the Local Multi-scale Details

To minimize the influence of preprocessing on the clean images and cause further
distortion on the adversarial examples, we consider weakening the local multi-
scale details in another Gaussian kernel set based on the local multi-scale details
enhancement. The enhanced image Ien is regarded as the input, we weaken the
local multi-scale details in another Gaussian kernel set Gde = {g1, g2, . . . , gn}.
It should be emphasized that although the patch after details enhancement has
been distorted and it is difficult to recover after details weakening. To avoid the
reduction of distortion on pixel value caused by processing in the same scale
set, we think that it is better to weaken the details in another scale set. For a
clean image, the details obtained in another scale set are contour details, which
are similar to the details obtained during the enhancement process. However,
as for a patch, the weakened details in another scale set are not similar to the
enhanced details, because the patch is already distorted and more sensitive to
different scales.

The output images can be obtained by Eq. (7). We can still obtain the multi-
scale details of the enhanced clean image, which is similar to the multi-scale detail
information obtained during enhancement. Consequently, the distance between
the clean image and the original image is reduced after weakening. On the con-
trary, for the adversarial example, since the enhanced image Ien has been dis-
torted, further detail weakening under the Gaussian blur of another scale set
will only aggravate the distortion of the adversarial example. As shown in Fig. 4,
both the clean image and the adversarial example are correctly classified as a
cat.

Iout = norm

⎧
⎨

⎩Ien −
∑

gi,gj∈Gde

wij (gi − gj) ∗ M

⎫
⎬

⎭ (7)

Ien is the enhanced image, Gde is a Gaussian fuzzy set without intersection
with G, Iout is the output image.

5 Experiments

5.1 Feasibility of Attack Reinforcement

Experimental Setup for Attack. We consider the validation set available
with the ImageNet-2012 dataset in our experiments. We choose images of 10
categories comprised of 10000 images to generate our adversarial patches. The
pre-training models are used for patch training with a learning rate of 0.0005.
The size of patch is 70 × 70 covering 10% of the image. During the training
of adversarial patches, the number of iterations is set to 8, 100 images of each
category are randomly selected in each iteration. Furthermore, to generate the
enhanced adversarial patch, we leverage our antagonistic pretraining strategy for
the top 100 input images of the first iteration (early inputs) and the learning rate
is set to 0.001 to retrain the model to be attacked. Besides, to generate smoothed
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adversarial patches, we implement a slight Gaussian blur on the updated adver-
sarial patch every 50 inputs during the generation of the ordinary universal
adversarial patch. The Gauss kernel is 5 and the fuzzy coefficient is set to 0.2.

Fig. 5. A comparison of existing methods and our methods for creating adversarial
patches. Note that these patches are generated by single model ResNet-50 and the
targeted attack success rate refers to the average attack success rate tested in black
boxes for the black-box setting.

Attack Performance. We evaluate the performance of our enhanced and
smoothed adversarial patches in both white-box and black-box settings. As
for the black-box attack, we generate adversarial patches based on ResNet-50,
then use them to attack other models with different architectures and unknown
parameters (i.e., VGG-16, Inception-V3, and ResNet-152) and record the average
target attack success rate.

As indicated in Fig. 5, our generated enhanced adversarial patch enjoys
stronger transferability. The enhanced patch avoids the overfitting of the white-
box model through the antagonistic pre-training process of the adversarial patch.
This process enables the patch to mine the deeper semantic information of the
target category rather than to meet the judgment bias of the white-box model, so
that it can have better migration ability under the black-box setting. However,
regarding our generated smoothed adversarial patch, the attack performance will
decline in the black-box setting, but the targeted attack success rate can also
reach 100% in the white-box setting. In the process of obtaining the smoothed
adversarial patch, some details are discarded. However, our goal is to make the
patch smoother on the premise of ensuring the success of the white-box setting
attack. Therefore, our smoothed universal adversarial patch may enjoy a better
effect in some white-box scenarios with a defense mechanism.
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5.2 Evaluation of EGP

Experimental Setup for Defense. Our defense method is evaluated for adver-
sarial patches, enhanced adversarial patches, and smoothed adversarial patches.
Patches are generated by ResNet-50, and all defense methods are carried out in
white-box settings. For each type of patch, we randomly select 3000 adversarial
examples that are successfully misclassified from our test data and then compare
the accuracy under the defense of various methods. As for our defense method,
we choose three Gauss kernels (5, 9, 19) to get the details with the same pro-
portional coefficient. The magnification factor is set to be 5. We choose another
three Gauss kernels (3, 5, 11) to weaken the enhanced images. The selected
defense model is ResNet-50.

Fig. 6. The effect of amplification factor λ on the experimental results. Note that
the accuracy refers to the classification precision after defense on clean images and
adversarial images.

The intensity of multi-scale details obtained from the patch is greater than
that of a clean image. Therefore, we multiply the multi-scale details by a mag-
nification factor λ to enhance the details of a clean image and limit them to
[−1, 1]. It should be noted that the values of multi-scale details of adversarial
patch are multiple than that of a clean image. Therefore, an appropriate mag-
nification factor λ can be choose to make enhanced details of the patch out of
range [−1, 1]. As shown in Fig. 6, with the increase of λ, the adversarial images
will be distorted due to the excessive enhancement of details, thus increasing



Analysis and Countermeasure Design on Adversarial Patch Attacks 191

the accuracy of adversarial images. However, the classification accuracy of clean
images also decreases due to the processing of our method, but when λ is small,
the enhancement does not make the pixel value out of range [−1, 1], and the
enhanced images can still be restored through the weakening process. But when
λ is too large and exceeds a certain threshold, the clean images will be irre-
versibly enhanced like the adversarial images which cause a significant decrease.
Through the experiment, we found that the experimental result is better when
λ is set to 5.

Defense Performance. It should be noted that Table 1 shows the comparison
of the efficiency of various defense methods against Adv Patch, enhanced patch,
and smoothed patch. Accuracy refers to the accuracy of adversarial examples
under the defense. The accuracy of original clean images is 98%. The size of the
patch is 70*70 covering 10% of the image (Fig. 7).

Fig. 7. ResNet-50 confidence scores are shown for example images. (a), (b) and (c)
represent the processing of a clean image. (d), (e) and (f) represent the processing of
an adversarial example. (b) and (e) represent the enhanced images after local multi-
scale details enhancement. (c) and (f) are the output images. As illustrated, EGP
restores correct class confidence and causes a negligible impact on clean images.

We directly use the JPEG method to globally compress the images to imple-
ment defense. PM constructs a saliency map of the image to detect localized and
visible adversarial perturbations. Once a saliency map for the input has been
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found, PM uses a combination of erosion and dilation to remove the adversarial
perturbations. Lance locates the significant activation sources with CAM [14]
and calculates the local input semantic inconsistency with the expected seman-
tic patterns according to the prediction label. Once the inconsistency exceeds a
predefined threshold which can be set between 0.1 and 0.18, Lance conducts a
recovery process to recover the input image. About LGS, it first estimates the
region of interest in an image with the highest probability of adversarial patch
and then performs gradient smoothing in only those local regions. Specifically,
LGS divides the image into several regions, and then performs gradient smooth-
ing in the region where the image gradient exceeds the threshold value. LGS is
used with γ = 2.3, γ is the smoothing factor for LGS. Note that the accuracy of
the detection-based method (i.e., PM, LGS, Lance) is obtained by multiplying
the success rate of detection and inpainting.

Table 1 shows the overall defensive performance. Our method EGP outper-
forms state-of-the-art defense methods for Adv Patch. As for the enhanced adver-

Table 1. Comparison of defense method.

Defense method Accuracy (%)

Adv Patch None 0

JPEG 45.0

PM 76.4

Lance 81.3

LGS 89.5

EGP 90.6

Enhanced Patch None 0

JPEG 45.0

PM 73.1

Lance 55.4

LGS 87.6

EGP 90.4

Smoothed Patch None 0

JPEG 42.8

PM 70.5

Lance 75.2

LGS 79.8

EGP 89.2

Table 2. Effect of defense method on clean images.

Method None EGP JPEG PM LGS

Accuracy (%) 98.1 97.5 90.5 98.1 98.1
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sarial patch, the defense efficiency of the method based on inconsistent features
(Lance) [6] will be significantly reduced. Regarding the smoothed patch, our
indiscriminate defense method is also excellent. Although other defense methods
based on detection also enjoy considerable defensive effect on smoothed patches,
it should be emphasized that the defense performance of them decreases more
compared with dealing with Adv Patch. Furthermore, as shown in Table 2, the
effect of our method on clean images can be ignored compared with other indis-
criminate defense methods such as JPEG.

Fig. 8. Average processing time cost comparison of different defense methods. For
better display, the average processing time of each image is shown at the top of the
histogram.

Moreover, we compare the computational cost of EGP and existing defense
methods. The compared methods include both preprocessing based and detec-
tion based. Note that our method processes image locally and skip the detection
process of adversarial patches. Therefore, our defense strategy costs less compu-
tation. As shown in Fig. 8, our defense method only takes 95ms to process per
image, which is better than most of the existing defense methods. Although our
method is not as good as JPEG in computational cost, our defense efficiency is
much better than JPEG.

6 Conclusions

In this paper, we analyze the effectiveness of existing defense methods against
adversarial patches. Based on the analysis, we propose two improved patch gen-
eration methods to obtain the enhanced and smoothed patches that can effec-
tively obscure the decision boundary for adversarial patches and reduce the
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effectiveness of existing defense methods. To generate the enhanced patch, we
strengthen the generation of the patch through the continuous update of the
target model used for generating patch. Taking ImageNet as the data set, exten-
sive experiments are conducted which demonstrate that our proposed enhanced
patch enjoys stronger transferability and be robust to some defense mechanisms.
Besides, to generate the smoothed patch, we add smooth processing intermit-
tently during the updating of adversarial patch [1] to guide the update. Experi-
mental results show that our smoothed patches enjoy better attack performance
in some white-box scenarios with defense.

As for the countermeasure design, we propose a defense method based on
image preprocessing. Leveraging the local multi-scale image processing [8], our
method can efficiently interfere with adversarial patches and causes only neglect
impact on clean images. Experiments show that our methodology outperforms
state-of-the-art defense methods against adversarial patch attacks.
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Abstract. Fog computing, which provides low-latency computing services at the
network edge, is an enabler for the emerging Internet of Things (IoT) systems.
Task offloading is one of the main technologies of fog computing. The IoT devices
with insufficient computing power will offload tasks to other devices with surplus
resources to process. Those devices include IoT devices and fog devices. It exists a
problem with how to find suitable devices to offload effectively. For this problem,
this paper proposes aShort-Sighted-UCB(SS_UCB) algorithmbasedon theUpper
Confidence Bound (UCB1) algorithm to perform one-to-many predictive offload,
predicting which device can be offloaded to reduce task latency and improve
quality of service (QoS). Furthermore, this paper proposes an Online-Learning-
GS algorithm to solvemany-to-many offload tominimize overall task latency. The
experiments show that the effectiveness of the SS_UCB and Online-Learning-GS
algorithm in a dynamic environment.

Keywords: Fog computing · Cloud computing · Offloading · UCB1 · GS

1 Introduction

Due to the rapid growth of the Internet of Things (IoT), a large number of IoT devices are
connected to the wireless network. As the increasing number of computation-intensive
applications (e.g., augmented reality and face recognition) appears, higher requirements
of computing power are placed on IoT devices. The IoT devices with limited memory
and computing power cannot handle computation-intensive applications effectively. To
solve this problem, cloud computing is proposed. The IoT devices can send tasks to
cloud devices to process. However, if all the IoT devices send tasks to the cloud devices
for computing, it will inevitably cause network congestion and high latency. Therefore,
the CISCO proposed fog computing, sending tasks on the IoT devices to fog devices that
are closer to IoT devices for processing. Not only can fog computing handle low-latency
tasks but also effectively reduce network congestion. Nevertheless, fog computing also
faces many challenges which are introduced [1]. One of the challenges is to find suitable
devices to offload in a dynamic environment. With the widespread distribution of IoT
devices, the task can be offloaded to a nearby device through device to device (D2D)
to reduce latency and save energy [2]. This paper will use the assumption in [2], which
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means that the IoT devices with insufficient computing power can offload tasks to fog
devices or nearby devices to process.

To solve the challenge proposed in [1], the Short-Sighted-UCB (SS_UCB) algo-
rithm is proposed based on the Upper Confidence Bound (UCB1) algorithm to predict
which device the task should offload to in this paper. The UCB1 algorithmwas originally
applied to the Multi-Armed Bandits (MAB) problem to select a suitable bandit to max-
imize the rewards. The rewards represent the money got from bandits. The traditional
MAB problem has a constant action space. In this paper, with the movement of IoT
devices and fog devices, the constant changes of channel state, the situation we need to
consider is difficult. The action space of this paper is dynamic. The SS_UCB is different
from the UCB1 algorithm. The algorithm pays more attention to the recent rewards. So,
we introduce a discount factor about rewards in SS_UCB. It is still a question after using
SS_UCB that more than one IoT device will select the same device to offload which will
cause extra latency. For this problem, we propose an Online-Learning-GS algorithm to
minimize the overall delay and improve QoS. The simulation results show the effective-
ness of the SS_UCB and Online-Learning-GS algorithm. The main contributions of this
paper are summarized as follows:

1) The SS_UCB algorithm is proposed to predict which device the tasks should
be offloaded to according to offloading history without knowing other device
information in a dynamic environment.

2) The goal of this paper is to minimize the overall latency and improve the quality of
service (QoS). However, the SS_UCB only solve one-to-many offload question and
it cannot improve the overall latency. Therefore, the Online-Learning-GS algorithm
was first proposed to solve many-to-many offloads for improving the overall offload
by combining SS_UCB with the GS algorithm. The Online-Learning-GS algorithm
is different from offline algorithms. Every time a new record is generated, it will
affect the selection result of the fog device. Therefore, online algorithms are more
suitable for dynamic environments.

2 Related Works

Offloading is not a trivial issue in fog computing. A large body of recent research
worked on addressing the challenges in offloading. The four offload methods 1) Local
Mobile Execution, 2) D2D Offloaded Execution, 3) Direct Fog Offloaded Execution, 4)
D2D-Assisted Fog Offloaded Execution were proposed in [1]. In [3, 4], a new offload
method of fog-to-fog offloading was proposed. Offloading the overloaded tasks in the
fog node to other fogs for processing, and using Lyapunov to prove the stability. The
second and third offload methods are used in this article. In [5], the tasks are divided
into three categories: 1) hard-deadline-based tasks 2) soft-deadline-based tasks and 3)
no-deadline-based tasks. In this paper, we mainly focus on hard-deadline-based tasks.
Hard-deadline-based tasksmean that if the processing time of tasks exceeds the deadline,
it is failed. Multilevel Feedback Queuing is used for task processing and computation
offloading in [6]. The integrated edge-fog computing systems indicate that tasks can
be offloaded to edge nodes to minimize latency [2]. The IoT devices in this paper are
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similar to edge devices. The Gale-Shapley (GS) algorithm is applied to reach a stable
matching to achieve many-to-many offload in [7]. But the tasks are offloaded based on
knowing all the information of other devices in [2, 6, 7]. However, this is unrealistic. Due
to the privacy of the device and the instability of the channel and the network, the device
information cannot be available in many cases. Therefore, Artificial Neural Networks
(ANN) were used to predict the offloading time and find the optimal device to offload in
[8]. ANN did not need the information about others devices including IoT devices and
fog devices. However, the feasibility of ANN in a dynamic network is not considered.
In [9], the Nash equilibrium is used to perform the offloading game between multiple
IoT devices and multiple fog nodes in a dynamic environment. Nash equilibrium needs
frequent information exchange between IoT devices. However, frequent information
exchange between device and device will increase channel traffic.

Considering the problemmentioned above, the Short-Sighted-UCB (SS_UCB) algo-
rithm is proposed to perform one-to-many predictive offload and Online-Learning-GS
algorithm was proposed to solve many-to-many offload. The algorithms perform well
in a dynamic environment and do not need information about other devices in advance.

3 System Model

Fig. 1. System model

As shown in Fig. 1, the IoT devices can offload their tasks to other IoT devices or
offload tasks to fog devices for processing. Assume that the set of IoT devices are D =
{D1, D2, …Dm} and the set of fog devices are F = {F1, F2, …Fn}. The m stands for the
subscript of IoT devices and n stands for the subscript of fog devices. Here, we consider
a time-slotted system, t = {1, 2, 3, …}. We assume the state of channel and fog remain
constant in one slot and change in different time slots. The task Ti = {li, ci, di} where
li is the size of the task in bits. The ci is the processing density in cycles per bit, which
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is the number of cycles required to process a unit bit of data. Furthermore, di indicates
the deadline of the task and the unit is millisecond. The D2D is used for communicating
between IoT devices. The cellular network connections are used between IoT devices and
fog devices. The time required for local processing in Di is related to the processing rate
fi. The τwait represents the time to wait before the task is processed. Table 1 summarizes
important notations used in the paper.

Table 1. Notations

Notation Meaning

D The collection of IoT devices

F The fog collection of IoT devices

Ti Task i

li The size of task i

ci The number of CPU cycles required to process a bit task i

τ lcoal Time to process task i locally

τoffij Time to offload task i to device j

τwait The time to wait before the task is processed

βi Helper node for node i

τi The actual time required to process the task

λ Discount factor

τ
up
ij The time required for device i to transfer the task to device j

τdownij The time required for device j to transmit task processing results to device i

τwaitij The waiting time of the task i in the queue of device j

Ij(t) The reward obtained by selecting device j after considering the discount factor at
time t

Nj(t) The number of times that device j is selected after considering the discount factor at
time t

Tmax Maximum number of tasks accepted by fog devices
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The time to process the data locally is expressed as follows:

τ lcoal = lici/fi + τwait (1)

The time for offloading tasks to IoT devices or fog nodes includes four parts: 1) time
for transmission task τ

up
ij , 2) time for processing task, 3) time for getting the result from

helper node τ downij , 4) the waiting time of request at the helper node τwaitij . The helper
nodes are devices that the tasks can be offloaded. We call the set of helper nodes of Di
as β i, β i = {β1, β2, …βk}. The K stands for the subscript of helper nodes. The needed
time τ offij that Di offload Ti to βj is expressed as follows:

τ offij = lici/fj + τ
up
ij + τ downij + τwaitij (2)

The real time τi for processing Ti is expressed as follows:

τi = min
(
τ lcoal , τ offij

)
(3)

4 Problem Statement

With the privacy and security of the device, the information of other devices is not
available. The channel status and device busyness are constantly changing. In such a
dynamic environment, how to find a suitable device to offload. The following formula
is used to express above the question.

min
j

τi j ∈ (0, 1, 2 . . . ,K). (4)

When j= 0, it means that the task is processed locally. Tominimize the time required,
the SS_UCB algorithm based on UCB1 is proposed. The UCB1 algorithm originally
proposed to solve MAB question in [10]. The MAB question is which arm is chosen to
maximize revenue. TheUCB1 algorithm selects an armwith the greatest possible reward
based on the history of selection. In this paper, the helper node β i is same as the arm that
can be selected. The goal is to predict which helper node is chosen tominimize delay and
improve QoS. But UCB1 cannot be adapted to dynamic environment well. Due to the
mobility of device, dynamic about channel and device state,we should paymore attention
to the recent reward. A discount factor λ of reinforcement learning is proposed in this
paper. This discount factor λ is usually not very small. If λ is too small, the predictions
are not very accurate. The Ij(t) represents total rewards after selecting equipment βj

until time slot t. The τ real(t) represents the actual delay in selecting equipment βj in time
slot t. The τ lcoal(t) indicates the delay of the task being processed locally in time slot t.
The Nj(t) indicates the number of times that βj is selected after considering the discount
factor until time slot t. In time slot t, if βj is selected Ij(t) and Nj(t) will be updated
according to the following formula.

Ij(t) = λIj(t − 1) + τ lcoal (t) − τ real (t) (5)
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Fig. 2. One to many and many to many questions

Nj(t) = 1 + λNj(t − 1) (6)

The τ lcoal(t) − τ real(t) in formula (5) represents the reward in slot t. The SS_UCB
algorithm is summarized in algorithm 1. The t represents time slot in first line and the
|β i| indicates the number of helper nodes. The k in line 14 of algorithm 1 represents the
total selection times after considering the discount factor. Algorithm 1 can only solve
the problem of one-to-many predictive offload (see Fig. 2(a)). Another question is how
to perform many-to-many offload. As shown in Fig. 2(b), IoT devices can offload tasks
to nearby IoT or fog devices. If all IoT devices choose to be offloaded to fog, what tasks
will the fog device receive. The question is expressed as follows:

min
n∑

i=1

∣∣β i
∣∣∑

j=1

τiaij (7)

St: aij ∈ [0, 1] (8)

∣∣β i
∣∣∑

j=1

aij = 1 (9)
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The constraint in (8), if aij equals 1, it represents Ti is offloaded to βj. If aij equals 0, it
represents Ti is not offloaded to βj. The constraint in (9) represents that a task can only be
offloaded to one device. For this question, the GS algorithm combined with the previous
SS_UCB algorithm is used to generate a task offloading plan to minimize the overall
task completion time. The GS algorithm is used for matching proposed in game theory
in [2]. It allows many-to-one matching between IoT device and fog devices, and one-to-
one matching between IoT devices. If SS_UCB running in all IoT devices, a question
will occur. More than one device will select the same device to offload which causes a
delay. The Online-Learning-GS algorithm is proposed to solve the offloading conflict.
The difference between online and offline is that each record of the online model will
change the model, while the offline model is unchanged. Every new offloading history
will change the existing model, so Online-Learning-GS algorithm is online algorithm.
The step of Online-Learning-GS algorithm is as follows:

1. The SS_UCB algorithm is used in all IoT devices and the Rj(t) is calculated by the
SS_UCB algorithm. Generate a preference list in IoT device by sorting by Rj(t), j ∈
(0, 1, 2 …, K).

2. The IOT devices send the generated preference list to specified fog device.
3. In specified fog device, IoT devices first choose the highest position helper node in

its preference list for processing. If more than one device selects the same helper



206 Y.-J. Sun et al.

node and the helper node is IoT device, it will only receive task with higher Rj(t).
Others will be rejected. Otherwise, it will receive all task ordering by reward.

4. The rejected IoT devices will select the helper node of next position in preference
list.

5. Repeat 3–4 until no rejection happen.
6. Send the matching result to IoT devices.
7. In following slot, repeat 1–6.

In the third step, if the fog device accepts all requests, it may cause congestion in
the queue, so we propose to set a maximum number of accepted tasks Tmax for the fog
devices. Only the queue length of the fog device does not exceed this length to receive.
Every device can be rejected at most K times. The time complexity of Online-Learning-
GS algorithm is relevant to the number of task and helper nodes in every time slot. The
task number is limited within a time slot, so we define it as a constant α. The worst time
complexity is O(αk).

5 Simulation

For the simulations, we consider that the calculation rate of fog nodes is uniformly
distributed between [5× 109, 9× 109] cycle/s and the calculation rate of IoT devices is
uniformly distributed between [1 × 108, 7 × 108] cycle/s. We consider the task size is
uniformly distributed between [7000, 9000] bit. Assuming the number of CPU cycles
required to process a bit of task is located in [100, 200] and the deadline of the task is
located in [1, 3] millisecond. In Fig. 3, we assume that there are 10 IoT devices and 2
fog devices. The SS_UCB, ε-greedy algorithm and local processed algorithm is run in
IoT device. When the discount factor equals 1, the SS_UCB algorithm will degenerate
to the UCB1 algorithm. It can be seen from Fig. 3, as the number of tasks increases, the
average processing time of tasks continues to decrease. It shows that SS_UCB algorithm
is better than the ε-greedy, UCB1 algorithm and local-process algorithm in a dynamic
environment. The SS_UCB algorithm works well in predicting one-to-many offloading
question. It can always find the fog node with the shortest processing time. The ε-greedy
algorithm is the e-greedy curve in the figure. The discount factor is not the smaller the
better the effect. We can see from Fig. 3 when the discount factor is equal to 0.55,
the average processing time is greater than the discount factor is equal to 0.6. In actual
applications, the discount factor should be determined according to the specific situation.

We assume that there are 15 IoT nodes, 2 fog node, and 5 IoT nodes generate tasks in
each time slot, and other nodes are idle in Fig. 4, Fig. 5 and Fig. 6. As shown in Fig. 4, the
x-axis represents the number of time slots. The y-axis represents the average processing
delay. As the t increase, the overall average process time continues to decrease. The
Online-Learning-GS algorithm effectively solves the problem in Eq. (7). It shows the
effectiveness of the Online-Learning-GS algorithm in a dynamic environment.

We propose to set a maximum number of accepted tasks Tmax for the fog devices
in Online-Learning-GS algorithm. We can see the impact of the different maximum
number of accepted tasks on the offloading success ratio from Fig. 5. Considering that
the max accepted num is equal to 4, 6, 8 respectively. As Tmax increases, the offloading
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Fig. 3. Average process time of different algorithms

Fig. 4. Overall average process time of different algorithms

success ratio increases. However, when it reaches 10, the offloading success ratio will
decrease. This is because the queue length is too long, causing the task to exceed the
deadline. Then the offloading success ratio begins to decreases. When Tmax continues
to rise, the IoT device will select other devices for offloading. The offloading success
rate will slowly rise instead of continuing to fall. The Tmax should not be too small or
too large. Too small will cause many tasks to be unable to process, and too large will
cause the task processing deadline to be exceeded. Choose a suitable number according
to the actual situation.
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Fig. 5. The offloading success ratio of different Tmax

It shows in Fig. 6, as the t increase, the success ratio increases. If τ real(t) is greater
than di(t), it indicates that the task was processed successfully. The di(t) is the task
deadline of Ti in t slot. If τ real(t) is less than di(t), the task fails to process. The QoS
is represented by the success rate in this paper. The larger the QOS, the higher the
user satisfaction. The increasing of the success rate indicates that Online-Learning-GS
effectively improve the task success ratio and minimize overall latency.

Fig. 6. Overall success ratio of different algorithms



Online Offloading of Delay-Sensitive Tasks in Fog Computing 209

6 Conclusion

In this paper, we propose the SS_UCB algorithm to solve the one-to-many offload ques-
tion and the Online-Learning-GS algorithm to solve the many-to-many offload question.
From the simulation results, the SS_UCB andOnline-Learning-GS algorithm is efficient
in a dynamic environment. The SS_UCB algorithm introduces a discount factor based on
the UCB1 algorithm, thereby improving the applicability of UCB1 in a dynamic envi-
ronment. The Online-Learning-GS is obtained by combining the SS_UCB algorithm
and GS algorithm. The Online-Learning-GS algorithm can minimize the overall latency
and improve the success ratio. The question of fog rental prices was proposed in [11].
The fog price is not considered in this paper. This question can be used in the following
direction.
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Abstract. Due to the high mobility and limited transmission range of
vehicles, the data download capacity of single vehicle is greatly limited,
which brings poor performance to users. In this paper, we divide the
data into blocks. We want to design a data block broadcasting scheme
so that all vehicles can receive data blocks as many as possible in a
base station(BS) range. We first give the mathematical model and find
it is difficult to be solved directly. Then we design a heuristic algorithm
for solving the problem. The main idea of our algorithm is to give each
data block a weight. The data block with the largest weight is broad-
cast by BS, and several vehicles are selected to broadcast the remaining
data blocks. We call our algorithm as the Iterative Strategy for Data
Allocation(ISDA) algorithm. Then considering the actual situation, we
subsequently propose the online algorithm. Through experiments and
simulations, we prove that our scheme can effectively improve the data
download rate and reduce the download delay.

Keywords: Data downloading · Cooperative communication · Edge
computing · Internet of vehicles

1 Introduction

With the increasing number of vehicles and the rising popularity of on-board
applications, the Internet of vehicles (IoV) has attracted great attention in recent
years [4,12]. IoV is a new generation of wireless network technology and has many
applications [9,14], such as preventing traffic accidents, providing traffic infor-
mation services, and making driving environment safer and more comfortable.
However, as people’s pursuit of comfort and safety continues to improve, there
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are still many areas worthy of attention and research in vehicle network [21].
Especially in recent years, with the development of artificial intelligence technol-
ogy, people pay more and more attention to automatic driving technology [11,20].
Automatic driving technology must rely on the full development of vehicle’s per-
ception and communication ability to the surrounding environment [13]. Edge
computing [15,16] is a hot research field in recent years, which sinks a large
number of complex calculations into the edge server environment, thus making
automatic driving technology possible [8,19].

Data downloading is a promising and practical application in vehicle net-
work [3]. Further researches on automatic driving have revealed that the demands
for data downloading have been on a rise [2]. The two most common communica-
tions in IoV are vehicle-to-vehicle(V2V) and vehicle-to-infrastructure(V2I) com-
munications [7]. Cellular network is the most common type of communication
in V2I communication. Vehicles can obtain traffic-related and entertainment-
related content directly from the service providers by using a cellular network.
However, due to the high speed of vehicles, it can be expensive to download
large amounts of data (such as videos or high-quality images) over the cellular
network [5]. In addition, when mobile data demands are larger than usual, the
cellular network will face the problem of network congestion.

To address the limitations of cellular network, a cooperative downloading
method can be used. For large size data, there is a high probability that vehicles
would not be able to download the data completely. Besides, vehicles on the edge
of the communication coverage of BS have a weak communication link, which
means that it is difficult for these vehicles to directly download data from the
BS. Using cooperative downloading method, vehicles with good communication
links with the BS can help the nearby vehicles to download data. In addition,
this technology can reduce the conflict of media access control (MAC) layer, and
improve the network reliability and transmission throughput of IoV.

In this paper, we study the problem of data allocation in the vehicle network
environment. In order to improve the data download rate, we divide the data
into blocks, and vehicles can randomly download their missing data blocks from
BS or nearby vehicles. We hope that all vehicles can receive complete data in
the shortest possible time. We first build a mathematical model for this problem
and propose a heuristic algorithm called Iterative Strategy for Data Alloca-
tion(ISDA) to solve the problem. Our algorithm gives each data block a weight
and arranges the order of their broadcast according to the size of the weight.
Then we propose an online algorithm, which adjusts the weight according to the
actual situation. Finally, we compare our scheme with other schemes, and the
results show that our scheme can improve the data download rate and reduce the
download delay. Both offline algorithm and online algorithm can achieve good
performance.

The rest of this paper is organized as follows. In Sect. 2, we introduce the
related work. In Sect. 3, we propose our system model and define our problem.
In Sect. 4, we design the data allocation algorithm according to the model. In
Sect. 5, we give the simulation results and analyze them. In Sect. 6, we conclude
the whole paper.
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2 Related Work

Cooperative communication as an effective approach to improve the perfor-
mance(e.g., throughput, delay, etc.) of data transmission in vehicle network,
has drawn increasing attention.

For V2V cooperative communications, the authors in [22] analyzed the
achievable throughput of cooperative mobile content distribution from road side
units (RSU), where packet-level network coding and symbol-level network coding
are both exploited. In [17], authors proposed a novel approach for the vehicles
to download a common content in a cost-efficient way. The basic idea is to stim-
ulate the vehicles to download the content cooperatively in mutually disjoint
coalitions. In [6], authors proposed a V2V collaboration scenario to distribute
different types of service messages, and applied a cooperative relay selection algo-
rithm to improve the packet delivery ratio and reduce delay. Nevertheless, these
schemes only consider vehicular cooperation for cooperative content download
but do not take V2I communications into account.

Recent researches pay more attention to both V2V and V2I cooperations.
In [23], authors proposed a multiple-vehicle protocol for collaborative data
downloading by using network coding (NC). When multiple vehicles that are
approaching each other have a common interest in certain data, they can collab-
oratively download the data from an RSU to significantly reduce their download
time. In [18], authors proposed a novel cooperative store-carry-forward(CSCF)
scheme to reduce the transmission outage time of vehicles in the dark areas.
In [10], authors proposed a secure incentive scheme to achieve fair and reliable
cooperative downloading for IoV. In their paper, the virtual check method was
used to achieve incentive mechanism, which can motivate vehicles to help each
other download large files. In [1], authors proposed an adaptive multiple-relay
selection scheme, which allows RSU to select relay vehicles while considering the
most relevant multiple criteria.

Previous works have made some contributions in the field of cooperative
downloading. However, most of them tend to download the entire data from
BS, without considering the download delay caused by the large amount of data
that the vehicle cannot download in a BS range. Different from the previous
schemes, our scheme divides the whole data into several data blocks. Vehicles can
randomly download their own missing data blocks from BS or nearby vehicles.
As each vehicle downloads the complete data in the shortest possible time, the
download delay can be greatly reduced.

3 System Model and Problem Definition

3.1 Network Model

Consider a highway scenario where vehicles are moving in the same direction
and BSs are deployed along the road, as shown in Fig. 1. Consider each BS can
cover the road with a length L. Suppose at a time all vehicles need to download
a data from BSs and suppose the data has a large size with the value D. In order
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to ensure all vehicles can receive the data, we divide it into n blocks equally for
downloading. During the whole schedule time T , vehicles can download these
blocks with no order. Suppose there are two wireless communication channels.
During the download process, vehicles can download data blocks directly from
the BS, or download them from other nearby vehicles. As we know all wireless
channels are broadcast channels, that means when a transmitter is transmitting,
all receivers will receive and only will receive this transmitter’s data block. Sup-
pose the communication radius of the vehicle is R(R < L). We want to design a
data block broadcast algorithm, so that in the range of one BS, all vehicles can
get data blocks as many as possible.

Fig. 1. System model.

3.2 Problem Formulation

Denote si(si ∈ S, i = 1 . . . u) as one of the vehicles. Denote di(di ∈ D, i = 1 . . . n)
as one of the data blocks. We have d1 = · · · = dn = d. Suppose the whole
scheduling time T is divided into h time slots equally, and denote ti(ti ∈ T, i =
1 . . . h) as one of the time slots (Table 1). We have t1 = · · · = th = t.

Denote x(si, dj , tk) as the data block receiving cases of vehicle si at time slot
tk, we have

x(si, dj , tk) =
{

1 : si receives data block dj at time slot tk;
0 : otherwise.

Consider that the vehicle has two wireless interfaces, it can receive at most two
data blocks at the same time in a time slot, we have

n∑
j=1

x(si, dj , tk) ≤ 2 (∀ si ∈ S, tk ∈ T ), (1)

h∑
k=1

n∑
j=1

x(si, dj , tk) ≤ n (∀ si ∈ S). (2)
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Table 1. Notations.

Variables Meaning

C The number of data blocks received by all vehicles

di One of the data blocks i ∈ {1, 2, 3, ..., n}
L The length of road covered by BS

lsis0(tk) The distance between vehicle si and BS at time slot tk

lsisi′ (tk) The distance between vehicles at time slot tk

ms0 The location of BS

msi The initial location of vehicle si

R The communication radius of the vehicle

si One of the vehicles i ∈ {1, 2, 3, ..., u}
ti One of the time slot lengths i ∈ {1, 2, 3, ..., h}
vsi The speed of vehicle si

η The data block reception rate of all vehicles

The vehicle receives each data block only once, that is, if vehicle si receives data
block dj at time slot tk, it has never received dj before time slot tk, we have

∑
k′<k

x(si, dj , tk′) = 0 (x(si, dj , tk) = 1). (3)

Denote y(si, dj , tk) as the data block broadcasting cases of vehicle si at time
slot tk, where i = 0 represents the data block broadcasting cases of BS at time
slot tk, we have

y(si, dj , tk) =
{

1 : si broadcasts data block dj at time slot tk;
0 : otherwise.

For BS or a vehicle, it can only broadcast one data block in a time slot, we have
n∑

j=1

y(si, dj , tk) = 1 (∀ tk ∈ T ). (4)

For vehicle si, it can only receive or broadcast data block at time slot tk, we
have

x(si, dj′ , tk) + y(si, dj , tk) ≤ 1. (5)

Denote msi as the initial location of vehicle si, and ms0 as the location of BS.
Consider that all vehicles are moving at a constant speed, we use vsi to indicate
the speed of vehicle si. Then the distance between vehicles can be expressed as

lsisi′ (tk) = |(msi − msi′ ) + (vsi − vsi′ ) · (k − 1) · t|, (6)

the distance between vehicle si and BS can be expressed as

lsis0(tk) = |(msi − ms0) + vsi · (k − 1) · t|. (7)
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When BS broadcasts data block at time slot tk, there are vehicles in the BS
range that need this data block, we have

∃ si ∈ S, x(si, dj , tk) + y(s0, dj , tk) = 2 (lsis0(tk) ≤ L

2
). (8)

Similarly, if vehicle si broadcasts data block at time slot tk, there are vehicles
that need this data block in the vehicle si range, we have

∃ si′ ∈ S, x(si′ , dj , tk) + y(si, dj , tk) = 2 (lsisi′ (tk) ≤ R). (9)

From the above discussion, we can get the number of data blocks received
by all vehicles through a BS, that is

C =
u∑

i=1

n∑
j=1

h∑
k=1

x(si, dj , tk). (10)

Then our problems can be formulated as,

max η
s.t. η = C

u·n
(1)(2)(3)(4)(5)(8)(9)(10)

(11)

Notice that in (11), x(si, dj , tk) and y(si, dj , tk) are binary variables, and their
values are determined by the specific network environment. We do not know their
values in each time slot. These make the original problem model complex and
hard to be solved directly. Therefore, in order to solve the problem, we need to
give further analysis and find some way to reduce the complexity of the original
problem.

4 Algorithms

Since the original problem is complex and difficult to solve directly, we will try to
find some feasible solutions to solve it in this section. Firstly, in order to get the
best possible experimental result, we design an offline algorithm. In the offline
algorithm, all vehicles information is known in advance, that is, we know the
number of missing data blocks for all vehicles at present and the situation of
these vehicles at the later time. However, in the real network environment, we
only know the number of missing data blocks for all vehicles at present, but we
do not know the situation of these vehicles at the later time, which means we
need to design an online algorithm. In the following, we first design the offline
algorithm in Subsect. 4.1. Then in Subsect. 4.2, we design the online algorithm.
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4.1 Offline Algorithm

Now we discuss the offline algorithm. In order to solve Eq. (11), we need to
consider the following problems. (i), How to determine the broadcast order of
data blocks? (ii), How to select a broadcasting vehicle? (iii), When selecting
a broadcast vehicle, how to eliminate the interference caused by overlapping
coverage of vehicles? Once these problems are solved, the original problem can
be solved.

Therefore, we will try to propose a heuristic algorithm to solve these prob-
lems. The main idea of our algorithm is to give a weight to each missing data
block, and the data block with the largest weight is broadcast first. We call
the designed algorithm based on this idea as the Iterative Strategy for Data
Allocation(ISDA) algorithm. In the following we give the main four steps of the
algorithm.

First, initialize the original variables, including D, h, and so on. Calculate
the weight of all data blocks, and insert the data block into queue Q according
to the size of weight. Notice that the data block with the largest weight is first
inserted into Q, and the data block with the smallest weight is finally inserted
into Q.

Second, take out a data block from the queue Q. Since it is the first data
block, it will be allocated to BS for broadcasting. The data block is received
by the vehicle missing the data block in the BS range. For other data blocks in
the queue Q, select appropriate vehicles with the data block in the BS range for
broadcasting.

Third, take out another data block from queue Q and calculate the number
of vehicles with this data block in the BS range. If the number of vehicles is 0,
continue to judge the next data block in the queue, otherwise add these vehicles
into an array. For each vehicle in the array, we count the number f of vehicles that
need this data block in its range. Insert these vehicles into queue P according
to the size of f . Notice that the vehicle with the largest f is first inserted into
the queue. Take out a vehicle from P , we judge whether its communication
range overlaps with all the broadcasting vehicles in B. If not, the vehicle is a
broadcasting vehicle and add it into B, otherwise continue to judge the next
vehicle in queue P .

Fourth, after all broadcasting vehicles are determined, the vehicles with miss-
ing data blocks in the range of broadcasting vehicles will receive these data
blocks.

The third step will be repeated until the queue Q is empty. The details of
ISDA algorithm can be found in Algorithm1. Line 2–17 are the process of a single
time slot. Repeat this process, we can get the number of data blocks received by
all vehicles through a BS.
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Algorithm 1: The ISDA Algorithm
Input: D:the data block set; S:the vehicle set; B:the broadcast vehicle

set; h:the number of time slots; Q:the weight queue of data
blocks; P :the vehicle queue with current data block.

Output: the number of data blocks received by all vehicles through a
BS.

1 for i = 1 to h do
2 calculate the weight of data block and insert it into Q;
3 while Q is not empty do
4 m ← Q.pop();
5 if m is the first data block then
6 BS broadcast data block m;
7 else
8 add the vehicle with m in the BS range into P ;
9 while P is not empty do

10 e ← P.pop();
11 if the range of e and broadcast vehicles does not overlap

then
12 add e into B;
13 end
14 end
15 end
16 end
17 vehicles in B broadcast data blocks.
18 end

4.2 Online Algorithm

For the online algorithm, most steps are the same as the offline algorithm. But
unlike the offline algorithm, we only consider the missing number of current
data blocks when calculating the weight of data blocks. The details of the online
algorithm refer to Algorithm1.

5 Simulation

In this section, we give simulation results. We consider the location of the BS is
1000 m, and its coverage radius is 250 m. The whole time T is divided into 30
time slots. All vehicles move at a constant speed in the same direction. We set the
communication radius of the vehicle is 40 m. The location of the vehicle ranges
from 500 to 1250 m, and the speed of the vehicle ranges from 8 to 11 m/s. In the
following we compare our proposed scheme with only-BS and only-vehicle scheme
in the same environment. We first give the experimental results in different
number of vehicles, and then give the experimental results in different number
of data blocks.
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5.1 Case of Different Vehicles

In this section, we give the experimental results in different number of vehicles.
We set the number of data blocks as 40, and the number of vehicles as 40, 50,
60, 70, 80, 90 and 100 respectively. Then we can get the experimental results as
shown in Fig. 2.

In Fig. 2(a), we compare the data download rate. We find that there is no
obvious relationship between the data download rate and the number of vehicles.
However, the data download rate of our proposed scheme is much higher than
that of other schemes, and the gap between them is obvious. The result of our
offline algorithm ISDA is always the best because it optimizes the weight of
data blocks. The online-algorithm we proposed also performs well. In Fig. 2(b),
we compare the average download delay. Similarly, we can see that there is
no obvious relationship between the average download delay and the number of
vehicles. The average download delay of our proposed scheme is much lower than
that of other schemes. Since the online algorithm only considers the missing times
when calculating the weight of data block, it has the lowest average download
delay.

Fig. 2. Different number of vehicles.

5.2 Case of Different Data Blocks

In this section, we give the experimental results in different number of data
blocks. We set the number of vehicles as 40, and the number of data blocks as
30, 35, 40, 45 and 50 respectively. Then we can get the experimental results as
shown in Fig. 3.

In Fig. 3(a), we compare the data download rate. We find that as the number
of data blocks increases, the data download rate gradually begins to decline. The
data download rate of our proposed scheme is much higher than that of other
schemes, and the result of offline algorithm is always the best. In Fig. 3(b), we
compare the average download delay. As the number of data blocks increases,
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the average download delay also increases. However, the average download delay
of our proposed scheme is much lower than that of other schemes, and the online
algorithm is the lowest.

In conclusion, the data download rate of our proposed scheme is much higher
than that of other schemes, and the average download delay is also lower than
that of other schemes. As the number of data blocks increases, the gap between
them becomes more and more obvious.

Fig. 3. Different number of data blocks.

6 Conclusion

In this paper, a cooperative data downloading scheme is designed to improve the
data download rate in vehicle network. We build a mathematical model for this
problem. Since the designed model is complex and can not be solved directly, we
propose a heuristic algorithm named ISDA, which sets a weight for each data
block, and the data block with the largest weight is first broadcast. Then con-
sidering the actual situation, we also propose corresponding online algorithm.
Simulation results show that our scheme can effectively improve the data down-
load rate and reduce the download delay compared with other schemes.
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Abstract. A novel cooperative spectrum sensing approach based on
random matrix theory and mean shift clustering is proposed to detect
whether the primary user signal is active or not. First of all, the sens-
ing signals observed by secondary users are transmitted to fusion center.
Moreover, with the help of random matrix theory, the covariance matrix
is obtained. The maximum eigenvalue and minimum eigenvalue of that
matrix can be given, which are used to construct a two-dimensional signal
feature vector. Furthermore, by training mean shift clustering algorithm,
a new decision classifier can be obtained. Finally, results are clearly
shown to illustrate the reliability and validity of the proposed algorithm
in simulation section.
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1 Introduction

Cognitive radio technique is considered as an effective method to solve the cur-
rent problem of spectrum shortages and the low utilization of spectrum resources
[1,2]. Spectrum sensing is one of the key techniques for cognitive radio systems
[3,4]. The traditional spectrum sensing methods include energy detection [5],
cyclic feature detection [6] and matched filter detection [7]. It is well known that
these sensing methods have some shortcomings, such as inaccurate estimation of
threshold, poor performance of sensing performance in low signal-to-noise ratios
(SNR), requiring prior information for primary user (PU) and so on.

To resolve these shortcomings, some cooperative spectrum sensing schemes
based on random matrix theory have been proposed, and it is receiving abundant
attention from researchers. For instance, [8] proposed a spectrum sensing method
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based on maximum-minimum eigenvalue, which had better sensing performance
at low SNR. [9] proposed a sensing scheme that used the ratio of maximum
eigenvalue to average eigenvalue as the received signal features to detect whether
the PU signal was active or not. [10] proposed a sensing approach based on the
limiting distribution of minimum eigenvalue and the energy quality of the mean
eigenvalue. [11] proposed a sensing method based on the ratio of maximum
eigenvalue to the matrix trace which had better sensing performance in some
cases. The aforementioned eigenvalue-based spectrum sensing methods overcame
the noise uncertainty problem well, which did not require the prior information
from the PU signal and the noise. Thus, those algorithms had better sensing
performance than the traditional methods when the PU signal had a high auto-
correlation [12,13]. However, there are some disadvantages for those eigenvalue-
based spectrum sensing. For instance, it is difficult and complicated to determine
the detection threshold.

Recently, to avoid threshold derivation, spectrum sensing methods based on
machine learning have received extensive attention [14–16]. For instance, [17]
studied a spectrum sensing method based on clustering algorithm, which clas-
sified the signal energy features by using K-means clustering algorithm. [18]
studied a sensing scheme based on clustering algorithm and signal feature. [19]
proposed a sensing approach based on Empirical Mode Decomposition algorithm
and K-means clustering algorithm. [20] studied a sensing method based on sig-
nal decomposition and K-medoids algorithm. [21] proposed a multiple-antenna
cooperative spectrum scheme based on the wavelet transform and Gaussian mix-
ture model. [22] investigated a sensing approach based on the sample covariance
matrix and K-median clustering algorithm. [23] proposed a spectrum sensing
scheme based on covariance matrix decomposition and particle swarm clustering.
Obviously, the above improved spectrum sensing approaches based on clustering
algorithms avoid calculating the detection thresholds, which greatly improve the
performance for spectrum sensing. Notice that the mean shift clustering (MSC)
method have some advantages: 1) it does not require to make any model assump-
tion as like in K-means or Gaussian mixture; 2) it can model the complex clusters
which have nonconvex shape; 3) it has better robustness than K-means scheme.
Additionally, to the best of out our knowledge, spectrum sensing scheme based
on the MSC method has not yet been fully investigated.

Motivated by the above investigations, a novel cooperative spectrum sensing
approach based on random matrix theory and mean shift clustering is proposed
in this paper. The overall block diagram of the proposed scheme is displayed
in Fig. 1. As can be clearly seen in it, secondary users (SUs) send the sensing
signal to the fusion center (FC). Then, the signal features are obtained by cal-
culating the maximum and minimum eigenvalues of covariance matrix. Finally,
by training the mean shift clustering (MSC) algorithm, the decision classifier is
obtained, which can detect whether the PU signal is active or not. The main
contributions of this paper are as follows:

1. A novel scheme for constructing signal feature vector is proposed. Differ-
ent from [18–22,24], the proposed two-dimensional signal feature vector fails
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to require IQ decomposition method or decomposition and reorganization
(DAR) scheme. Interestingly, the proposed feature vector is obtained by the
maximum and minimum eigenvalues of covariance matrix.

2. Different from [18–22,24], a novel decision classifier based on the MSC algo-
rithm is proposed. The MSC algorithm is trained by the set of signal feature
vector. After training, the decision classifier is constructed by two different
class centroids.

3. In simulation section, two different application scenarios are considered.
Intriguingly, simulation results are reported to illustrate that the proposed
method has better sensing performance than the existing popular sensing
schemes investigated in [18–22,24].

Fig. 1. The overall block diagram of the proposed scheme.

The rest of this paper is reported as follows. The model of cooperative spec-
trum sensing and the signal model are described in Sect. 2. In Sect. 3, the novel
signal feature vector is presented and the new decision classifier based on the
MSC algorithm is introduced. Simulation results are displayed and analyzed in
Sect. 4 and conclusions are given in Sect. 5.

2 System Model

2.1 Cooperative Spectrum Sensing Model

In this paper, a simple cooperative spectrum sensing model is considered, as
drawn in Fig. 2. As shown in Fig. 2, there are M(i = 1, 2, . . . ,M) SUs and one
primary user (PU) in the cognitive radio network. The basic steps of cooperative
spectrum sensing can be reported as follow: the FC chooses a specific licensed
spectrum and allows all SUs to collect the sensing signal. Furthermore, all the
sensing signals are delivered to the FC via the reporting channel. Moreover, the
FC utilizes the received signals to detect whether the PU signal is active or not.

2.2 Signal Model

Suppose that there are M SUs in the cognitive radio network (CRN), the number
of sampling points is N during a certain sensing period for each SU and these SUs
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Fig. 2. Cooperative spectrum sensing model.

cooperatively detect one PU. The signal detection problem can be expressed as
a binary hypothesis, H0 and H1, where H0 denotes that the PU signal is absent
and H1 means that the PU signal is active. In other word, H0 and H1 indicate
that the spectrum hole is present and absent, respectively. Based on the binary
hypothesis, the mathematical model of the sensing signal can be formulated as{

H0 : xi(n) = wi(n),
H1 : xi(n) = si(n) + wi(n),

(1)

where i(i = 1, 2, . . . ,M) and n(n = 1, 2, . . . , N) denote the number of SU and
sampling points, respectively. xi(n) means the sampling signal of ith SU. si(n)
indicates the PU signal. wi(n) denotes the Gaussian white noise signal with a
mean of 0 and a variance of σ2. Assume that si(n) and wi(n) are independent
of each other, in which si(n) is the random signal.

3 The Proposed Spectrum Sensing Scheme

3.1 The Novel Signal Feature Vector

Let xi = [xi(1), xi(2), . . . , xi(N)] be the sampling vector of the ith SU, and the
number of sampling points is N . The received signal matrix X during a certain
sensing period can be given by

X =

⎡
⎢⎢⎢⎣

x1

x2

...
xM

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

x1(1) x1(2) . . . x1(N)
x2(1) x2(2) . . . x2(N)

...
...

. . .
...

xM (1) xM (2) . . . xM (N)

⎤
⎥⎥⎥⎦ . (2)
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Thus, from (2), the covariance matrix of the received signal can be obtained
by

R =
1
N

XXT . (3)

From (3), the eigenvalues of R can be obtain, which are given by

λ1 ≥ λ2 ≥ · · · ≥ λi ≥ · · · ≥ λM , (4)

which λ1 and λM are the maximum and minimum eigenvalue of R, respectively.
Intriguingly, based on (4) and the above binary hypothesis, we can obtain{

λ1 = λ2 = · · · = λi = · · · = λM = σ2, H0

λ1 ≥ λ2 ≥ · · · ≥ λi ≥ · · · ≥ λM > σ2, H1

(5)

Thus, the maximum and minimum eigenvalue of R are used to construct a
two-dimensional signal feature vector, which is given by

T = [λ1, λM ]. (6)

Next, the complexities of the proposed scheme and other eigenvalue-based
sensing approaches will be reported. The complexity of the proposed approach
mainly comes from the computation of the covariance matrix and the eigen-
value decomposition of that matrix. The computation of that matrix requires
M(M + 1)N/2 multiplications and M(M + 1)(N − 1)/2 additions. Moreover,
based on QR decomposition [23], the eigenvalue decomposition of that matrix
requires o(M3) multiplications and additions. Given what has been discussed
above, the computational complexity of the proposed scheme and other meth-
ods are reported in Table 1.

Table 1. Computational complexity

Scheme name Complexity

DMM method M(M + 1)(2N − 1)/2 + o(M3)

MENT method M(M + 1)(2N − 1)/2 + (M − 1) + o(M3)

CAV method M(M + 1)(2N − 1)/2 + (M + 2)(M − 1) + M2

The proposed scheme M(M + 1)(2N − 1)/2 + o(M3)

3.2 The Novel Decision Classifier Based on MSC Method

The novel decision classifier based on the MSC method is proposed in this
section. From [18–22], the similarity between A = (xa, ya) and B = (xb, yb)
can be evaluated by the Euclidean distance, which is given by

d(A,B) =
√

(xa − xb)2 + (ya − yb)2. (7)
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Let T = [T1,T2, . . . ,TG] denote the set of the signal feature vectors. Based
on the binary hypothesis, let Ck(k=1,2) indicate two different classes and the
corresponding centroid is given by

Λk =
1

num(Ck)

∑
Tg∈Ck

Tg, g = 1, 2, . . . , G (8)

where num(Ck) means the number of Tg belong to the class Ck.
Denote a area Θ with the center Λk and the bandwidth h. Let NΘ mean the

signal feature vectors in Θ, such that

NΘ = {Tg|d(Tg, Λk) < h,Tg ∈ T}. (9)

The Euclidean distance between Λk and Tg among NΘ can be obtained by
(7). Thus, the mean-shift vector M can be given by

M =
1

num(NΘ)

∑
Tg∈NΘ

d(Tg, Λk), (10)

where num(NΘ) mean the total number of the signal feature vectors in NΘ.
And then, the new centroid Λk is updated by

Λk = Λk + M . (11)

Given what has been introduced above, the training steps for the MSC
method is reported in Algorithm 1.

Algorithm 1. The training steps for the MSC method
Step 1. Input the training set T = [T1,T2, . . . ,TG], and set the bandwidth h.

Step 2. Randomly initialize Λ1 and Λ2.

Step 3. Identify areas Θk with the center Λk and the bandwidth h, k = 1, 2.

Step 4. Calculate the number of the signal feature in areas Θk.

Step 5. Calculate the mean-shift vector M by (10).

Step 6. Update Λk by (10).

Step 7. Repeat steps 3 to 6 until this algorithm converges.

Step 8. Output Λk, k = 1, 2.

After training, the centroid Λ1 and Λ2 are obtained, which can be used to
establish the decision classifier that is formulated as

Γ (T) =
d(T, Λ1)
d(T, Λ2)

> ϕ, (12)
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where ϕ means a parameter, which is utilized to control the probability of false
alarm Pf . Assume that Λ1 belongs to the hypothesis H0. Thus, it means that
the PU signal is active when (12) holds; otherwise, it denotes that that the PU
signal is absent.

Remark 1. ϕ is a key parameter that can be determined in simulation, which is
utilized to control Pf . Actually, ϕ is selected by “trial and error” with repeated
simulations. Hence, the choice of parameter ϕ directly affects the sensing per-
formance. Moreover, in different simulations, ϕ probably be different.

4 Simulations

In this section, simulations are reported to illustrate the validity of the pro-
posed scheme. The simulations are performed in the platform of the MathWorks
MATLAB R2017b.

Two different simulation scenarios are considered, in which one is that all SUs
suffer from the same SNRs, while another is that SUs suffer from different SNRs.
In simulations, the training set T̃ = [T1,T2, . . . ,TJ ], j = 1, 2, . . . , J , is used to
train the MSC algorithm, and the test set T̄ = [T1,T2, . . . ,TS ], s = 1, 2, . . . , S, is
used to evaluate the performance of the proposed method. Assume that the PU
signal is AM signal. Similar to [18–22,24], the probability of false alarm Pf and
the probability of detection Pd are used to evaluate the performance of spectrum
sensing schemes.

4.1 SUs Suffer from the Same SNRs

First of all, a simulation is demonstrated to explain why the novel decision
classifier can be used to detect whether the PU signal is active or not. From
Figs. 3 and 4, they show the training set T̃ and the clustering drawing for T̃ via
the MSC method, respectively, when the number of SUs M = 7, the number of
sampling point N = 5000, and SNR = −18 dB. As can be observed in Fig. 4,
the training set T̃ can be divided into two different classes after training, where
Λ1 and Λ2 indicate the PU signal is active and absent, respectively. Thus, the
novel decision classifier constructed by the MSC scheme can be used to detect
the state of PU for spectrum sensing.

Moreover, in application scenario that all SUs suffer from the same SNR, the
proposed scheme is compared with other popular sensing methods based on clus-
tering algorithm, such as the method based on MENT and K-means algorithm
[18], the approach based on DMM and K-medoids algorithm [18], the sensing
scheme based on CAV and K-means algorithm [22], and the method based on
information geometry (IG) and Fuzzy-c-means (FCM) clustering algorithm [25].
From Figs. 5 and 6, they display the performance of different spectrum sensing
methods. As can be seen in Fig. 5, the proposed approach has the best sens-
ing performance than others when simulation parameters are set to M = 6,
N = 5000, and SNR = −16 dB. Similarly, in Fig. 6, the proposed approach also
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Fig. 3. The training set T̃ = [T1,T2, . . . ,TJ ], J = 1000.

Fig. 4. The clustering drawing for T̃ via the MSC method.

has the best sensing performance than others when simulation parameters are
chosen as M = 10, N = 2000, and SNR = −17 dB. Thus, the proposed method
is effective and reliable to detect whether the PU signal is active or not.

4.2 SUs Suffer from Different SNRs

In this section, another application scenario that all SUs suffer from differ-
ent SNRs is considered. Similar to the first scenario, the proposed method
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Fig. 5. Performance of different sensing methods when M = 6, N = 5000, and SNR =
−16 dB.

Fig. 6. Performance of different sensing schemes when M = 10, N = 2000, and SNR =
−17 dB.

is compared with other popular sensing methods that are investigated in
[18,22] and [25]. Specifically, Fig. 7 displays the performance of different sens-
ing approaches when simulation parameters are chosen as M = 5, N =
3000, and SNR = −15.5 dB,−15 dB,−14.5 dB,−14 dB,−13.5 dB. Addition-
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Fig. 7. Performance of different sensing approaches when M = 5, N = 3000, and
SNR = [−15.5 dB,−13.5 dB].

Fig. 8. Performance of different sensing methods when M = 4, N = 4000, and SNR =
[−15.5 dB,−14 dB].

ally, in Fig. 8, the performance of different sensing approaches is drawn when
simulation parameters are chosen as M = 4, N = 4000, and SNR =
−15.5 dB,−15 dB,−14.5 dB,−14 dB. From Figs. 7 and 8, it is easily concluded
that the proposed scheme has the best sensing performance than the mentioned
popular methods in the application scenario that all SUs suffer from different
SNRs.
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Given what has been simulated and reported above, it is no difficult for us
to conclude that the proposed approach can considerably improve the sensing
performance in two different application scenarios. Apparently, the effectiveness
and reliability of the proposed scheme are verified by all of the above simulation
results.

5 Conclusion

In this paper, aim to improve the sensing performance, a novel cooperative spec-
trum sensing method based on random matrix theory and mean shift clustering
is developed. Different from the existing sensing method, a novel two-dimensional
signal feature vector is extracted by covariance matrix. Additionally, to avoid
calculating decision threshold, a new decision classifier is established by training
mean shift clustering algorithm. Finally, under two different simulation scenar-
ios, simulation results are clearly displayed to demonstrate the effectiveness of
the proposed method.

References

1. Hattab, G., Ibnkahla, M.: Multiband spectrum access: great promises for future
cognitive radio networks. Proc. IEEE 102(3), 282–306 (2014)

2. Tajer, A., Prasad, N., Wang, X.: Beamforming and rate allocation in MISO cog-
nitive radio networks. IEEE Trans. Signal Process. 58(1), 362–377 (2010)

3. Xiong, T., Yao, Y.-D., Ren, Y., Li, Z.: Multiband spectrum sensing in cognitive
radio networks with secondary user hardware limitation: random and adaptive
spectrum sensing strategies. IEEE Trans. Wirel. Commun. 17(5), 3018–3029 (2018)

4. Chen, H., Zhou, M., Xie, L., Wang, K., Li, J.: Joint spectrum sensing and resource
allocation scheme in cognitive radio networks with spectrum sensing data falsififi-
cation attack. IEEE Trans. Veh. Technol. 65(11), 9181–9191 (2016)

5. Chatziantoniou, E., Allen, B., Velisavljevic, V., Karadimas, P., Coon, J.: Energy
detection based spectrum sensing over two-wave with diffuse power fading channels.
IEEE Trans. Veh. Technol. 66(1), 868–874 (2017)

6. Kozlowski, S.: Implementation and verification of cyclostationary feature detector
for DVB-T signals. IET Signal Process 10(2), 162–167 (2016)

7. Zhang, X., Gao, F., Chai, R., Jiang, T.: Matched filter based spectrum sensing
when primary user has multiple power levels. China Commun. 22(2), 21–31 (2015)

8. Bin Ali Wael, C., Armi, N., Rohman, B.P.: Spectrum sensing for low SNR envi-
ronment using maximum-minimum eigenvalue (MME) detection. In: 2016 Inter-
national Seminar on Intelligent Technology and Its Applications (ISITIA), pp.
435–438 (2016)

9. Zhang, S., Yang, J., Guo, L.: Eigenvalue-based cooperative spectrum sensing algo-
rithm. In: 2012 Second International Conference on Instrumentation, Measure-
ment, Computer, Communication and Control, pp. 375–378 (2012)

10. Gao, W., Ma, F., Cheng, G., Liu, W.: A dam spectrum sensing algorithm of cog-
nitive radio network based random matrix. In: 2018 IEEE 2nd International Con-
ference on Circuits, System and Simulation (ICCSS), pp. 95–100 (2018)



234 Q. Chen et al.

11. Ahmed, A., Hu, Y.F., Noras, J.M., Pillai, P., Abd-Alhameed, R.A., Smith, A.:
Random matrix theory based spectrum sensing for cognitive radio networks. In:
2015 Internet Technologies and Applications (ITA), pp. 479–483 (2015)

12. Zeng, Y., Liang, Y.-C.: Eigenvalue-based spectrum sensing algorithms for cognitive
radio. IEEE Trans. Commun. 57(6), 1784–1793 (2019)

13. Shakir, M.Z., Rao, A., Alouini, M.-S.: Generalized mean detector for collaborative
spectrum sensing. IEEE Trans. Commun. 61(4), 1242–1253 (2013)

14. Tian, J., et al.: A machine learning-enabled spectrum sensing method for OFDM
systems. IEEE Trans. Veh. Technol. 68(11), 11374–11378 (2019)

15. Shi, Z., Gao, W., Zhang, S., Liu, J., Kato, N.: Machine learning-enabled cooperative
spectrum sensing for non-orthogonal multiple access. IEEE Trans. Wirel. Commun.
19(9), 5692–5702 (2020)

16. Zhuang, J., Wang, Y., Zhang, S., Wan, P., Sun, C.: A multi-antenna spectrum sens-
ing scheme based on main information extraction and genetic algorithm clustering.
IEEE Access 7, 119620–119630 (2019)

17. Kumar, V., Kandpal, D.C., Jain, M., Gangopadhyay, R., Debnath, S.: K-mean
clustering based cooperative spectrum sensing in generalized κ−μ fading channels.
In: 2016 Twenty Second National Conference on Communication (NCC), pp. 1–5
(2016)

18. Zhang, Y., Wan, P., Zhang, S., Wang, Y., Li, N.: A spectrum sensing method based
on signal feature and clustering algorithm in cognitive wireless multimedia sensor
networks. Adv. Multim 2017(2017), 1–10 (2017)

19. Wang, Y., Zhang, Y., Wan, P., Zhang, S., Yang, J.: A spectrum sensing method
based on empirical mode decomposition and k-means clustering algorithm. Wirel.
Commun. Mob. Comput. 2018(2018), 1–10 (2018)

20. Wang, Y., Zhang, S., Zhang, Y., Wan, P., Wang, S.: A cooperative spectrum sensing
method based on signal decomposition and k-medoids algorithm. Int. J. Sens. Netw.
29(3), 171–180 (2019)

21. Zhang, S., Wang, Y., Yuan, H., Wan, P., Zhang, Y.: Multiple-antenna cooperative
spectrum sensing based on the wavelet transform and gaussian mixture model.
Sensors 19(8), 3863 (2019)

22. Zhuang, J., Wang, Y., Wan, P., Zhang, S., Zhang, Y., Li, Y.: Blind spectrum sensing
based on the statistical covariance matrix and k-median clustering algorithm. In:
Sun, X., Wang, J., Bertino, E. (eds.) ICAIS 2020. LNCS, vol. 12239, pp. 467–478.
Springer, Cham (2020). https://doi.org/10.1007/978-3-030-57884-8 41

23. Zhuang, J., Wang, Y., Wan, P., Zhang, S., Zhang, Y.: Centralized spectrum sensing
based on covariance matrix decomposition and particle swarm clustering. Phys.
Commun. 46, 101322 (2021)

24. Golub, G.H., Van Loan, C.F.: Matrix Computations, 4th edn. The Johns Hopkins
University Press, London (2013)

25. Zhang, Y., Ma, C., Wang, Y., Zhang, S., Wan, P.: Information geometry-based
fuzzy-c means algorithm for cooperative spectrum sensing. IEEE Access 8, 155742–
155752 (2020)

https://doi.org/10.1007/978-3-030-57884-8_41


A Consensus Algorithm with Leadership
Transfer-LTRaft

Pengliu Tan(B), Wenshi Zou, and Weiqiang Tang

Nanchang Hangkong University, Nanchang 330063, China
pltan@nchu.edu.cn

Abstract. In theRaft consensus algorithm, some nodes cannot communicatewith
other nodes due to network malfunction, which will greatly increase the consen-
sus time. Moreover, the leader node in the Raft algorithm has strong leadership.
Once something goes wrong with the leader, the consensus time of the entire dis-
tributed system will be greatly increased. LTRaft (Raft with Leadership Transfer)
consensus algorithm with a state monitoring mechanism and alternative leaders is
proposed. In the LTRaft algorithm, outdated node is introduced. Outdated nodes
can not participate in the leader election, because they have just resumed commu-
nication and do not update logs in time. If they participate in the leader election, the
consensus efficiency of the system will be seriously affected. Therefore, outdated
nodes are prevented from participating in the leader election. In addition, when
the leader node fails, the alternative leader node will take over its leadership and
start a new consensus process until the next leader is elected. The experimental
results show that LTRaft has significantly improved consensus efficiency and the
fault tolerance of the systemwhen the leader node fails and outdated nodes appear.

Keywords: Distributed system · Raft · State monitoring · Alternative leader ·
Outdated node

1 Introduction

In 2008, Satoshi Nakamoto proposed the concept of bitcoin [1] which was an elec-
tronic cash currency implemented entirely through peer-to-peer technology. Since then,
blockchain as its core technology has become a research hotspot. Blockchain has the
characteristics of decentralization, non-tamperability, traceability, and so on. With the
rapid development of blockchain, various consensus algorithms have also been proposed
[2], such as Proof of Work (PoW) and Proof of Stake (PoS), etc.

In a distributed system, the consensus algorithm is an extremely important part. It
means that multiple nodes can reach an agreement on the state. However, in a distributed
system, the server may crash or become unreliable due to various factors. Therefore, it
is important to design a consensus protocol to ensure fault tolerance. Even if one or two
servers in the system are down, it will not affect the processing process.

The Raft algorithm [4] was proposed in 2014, and it has only one leader at the same
time. Therefore, the detailed design of the leader election by Raft algorithm guarantees

© Springer Nature Singapore Pte Ltd. 2021
L. Cui and X. Xie (Eds.): CWSN 2021, CCIS 1509, pp. 235–249, 2021.
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its absolute leadership. In this algorithm, some nodes may not be able to communicate
with other nodes due to network problems, resulting in isolation. After the isolation is
removed, those nodes will increase the leader election time. After the successful leader
election, if the leader node fails to work due to breakdown, the leader election must be
re-conducted, which will increase the time consumption of consensus.

To address the above problems, this paper proposes an improved Raft algorithmwith
leadership transfer. The main contributions of this paper are summarized as follows:

1) Add a state monitoring mechanism to the Raft algorithm to prevent outdated nodes
from participating in the election.

2) Add an alternative leader and modify AppendEntry RPC. After the leader node fails,
the alternative leader can directly replace the leader to carry out consensus work.

3) The simulation test experiment is designed based on the distributed system. This
article reports the experimental process and results in detail. The results show that
this method has better performance when the leader node fails and outdated nodes
appear.

2 Related Work

Paxos [3] algorithm was proposed by Leslie Lamport in 1990, which can effectively
solve the distributed consensus problem. Paxos can achieve consistency according to
a certain protocol with message delivery. Later Lamport modified Paxos and proposed
algorithms such as Multi Paxos, Fast Paxos [5], Cheap Paxos [6], and so on. In addition,
relevant algorithms of Paxos are widely used, such as distributed lock service Chubby
[7, 8], the core of Google’s Spanner [9] database, etc.

Literature [10] divides Paxos-like algorithms into strong leader consensus algorithms
andweak leader consensus algorithms.Among them, strong leader consensus algorithms
includeMulti-Paxos, Raft, VR [11] (ViewstampedReplication), ZAB [12] (ZooKeeper’s
Atomic Broadcast), and so on. The characteristic of this type of algorithm is that themain
work is completed by selected leaders, while the real-time performance and stability of
the system are guaranteed by constantly changing leaders.

Theweak leader consensus algorithmsweaken anddecentralize the leaders’ authority
and allow each replica to act as a weak leader to jointly handle requests from other
nodes. Through other constraints to ensure the security of the system, these weakened
leaders work together to complete the consensus work to ensure the consistency of
the system. Representative algorithms include Mencius [15] and EPaxos [16], etc. The
specific leadership comparison is shown in Table 1.

Aiming at the shortcomings of Paxos, the Raft algorithm is proposed. Compared
with Paxos, Raft is easier to understand and implement. The Raft algorithm divides
the consensus process into three parts: leader election, log replication, and safety. In a
distributed system, the leader is generated by voting among nodes, and then the leader
node is responsible for managing the distributed logs. In the case that all nodes in the
system can be trusted, the leader node sends the logs to other servers in order after
receiving them from the client.
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Table 1. Leadership details for different algorithms

Algorithm New leader Configuration
management

The vote gatherer

Paxos [3] All servers
√

New leader

VR [11] A server with the latest
logs

× View manager

Zab [12] A server with the latest
logs

× New leader

Raft [4] A server with the latest
logs

× New leader

LTRaft A server with the latest
logs

√
New leader

VBBFT-Raft [13] A server with the latest
logs

× New leader

… … … …

To verify the correctness of the Raft algorithm, the literature [16, 17] introduced
Verdi, a framework for the consistency verification of distributed systems, and imple-
mented successfully it in Coq, a theorem proving auxiliary tool. In literature [18], a
model of the Raft algorithm was written using the process-oriented formal language
LNT, and the CADP tool was used for verification. However, neither of these two vali-
dation methods includes the part of handing over the leadership after the leader node is
down. The literature [14] adds cryptography to achieve leader supervision, logmatching,
and commit confirmation to ensure the system’s Byzantine fault tolerance rate, but it
does not consider downtime.

3 LTRaft Algorithm

In the traditional Raft consensus algorithm, before the election, if the follower nodes
cannot communicate with other nodes due to network reasons, an isolation phenomenon
will occur. But these nodes will continue to trigger timeout elections, causing a contin-
uous increase in the Term value. After the isolation is removed, the node can continue
to participate in the election. However, because the node does not communicate with
other nodes, the log queue is too old and the Term value is greater than other nodes in
the cluster. This type of node is an outdated node. If outdated nodes win the election, the
consensus time of the entire system will increase. If the leader node fails because of a
breakdown, the system triggers a heartbeat detection to rerun the election, which wastes
a lot of time. The LTRaft algorithm can prevent outdated nodes from participating in the
election through the pre-election state monitoring mechanism, and elect the leader and
the alternative leader at the election time. If a timeout occurs during the consensus, the
leadership will be transferred to the alternative leader, thus saving the election time of
one round.
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3.1 The Basis of the Election

In the LTRaft algorithm, there are 4 states: follower, candidate, secleader, and leader.
During the election, if a node wants to be a leader, its term number and commit index
of the commit logs must both be large. Only if the condition is satisfied, it can accept
votes from other nodes. Term ensures the consistency of the logs throughout the system,
while the index guarantees the uniqueness of the logs.

Term
Raft divides time into consecutive cycles, which are called terms. The term starts with
one leader election and ends with the next leader election. Only one leader can be
successfully elected for a term and can manage the system during the term, or no leader
can be successfully elected. All term numbers are marked with consecutive integers, as
shown in Fig. 1.

Fig. 1. Terms in the Raft.

The term is responsible for controlling the uniqueness of the leader, which is impor-
tant when electing and abolishing the leader. The operation is very simple. When the
election begins, the candidate node with the largest term number will get votes, and the
node with more than half of the votes will be chosen as the leader. Then the leader node
sends the term number alongwith the log.When the follower nodes receive the logs, they
compare their term number with the leader’s term number. If the leaders’ term number
is equal to or greater than their terms, they will accept the consensus, store the log in
the queue and send the leader node a successful reply that it has accepted successfully.
If the acceptance fails, a failed reply message with its term number will be sent to the
leader. If the leader node finds that the term number obtained in the reply message is
greater than its term number, it will demote itself to the follower node. Thus, the current
term ends and the next round of the election begins.

Index of the Commit Log
In the log queue, the log is divided into two parts by the index of the committed log. One
part is the committed log, which means that the data has been copied to more than half
of the nodes and can be sent to the client for operation; the other part is the uncommitted
log, which indicates that more than half of the data has not been copied, as shown in
Fig. 2.

The follower nodes receive the logs and store them in the queue in order, but the
Commit Index will not update the value at this time, indicating that these logs are
uncommitted and cannot be sent to the client. When the leader receives responses from
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Fig. 2. Schematic diagram of Commit Index in the log storage queue.

more than half of the followers, it will update its index and broadcast it to other follower
nodes. At this time, the follower node will update the committed log index, and change
the uncommitted log into the committed log according to the index.

In the leader election process, the term number must be compared first, and then
compare the index of the committed log. Only when both of these values are large, the
node can become the leader.

3.2 States Transition of LTRaft Algorithm

There are four nodes with different states in the LTRaft algorithm, namely follower,
candidate, secleader and leader. Each of these four types of nodes is essential and has
its own division of labor and works together to maintain the stability of the system.

Fig. 3. State transition diagram.

The follower node is the most common node that just passively receives logs, gives
feedback to the leader node, and conducts voting operations. candidate nodes that passed
the state monitoring mechanism first cast a vote for themselves and then seek votes from
other nodes. If more than half of the nodes vote for a candidate node, the node will
be upgraded to a leader node. After becoming the leader node, the node will carry out
consensus to handle the data exchange of the entire system. If the leader receives a reply
with a term number greater than its own, it means that the network where the leader
node is located is not good at this time, so it must be converted to the follower node. The
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secleader node is the candidate node with the second-highest number of votes, but this
node has no special authority.

If the system conducts a consensus normally, this node is the same as the follower
node. However, after the timeout occurs in the leader node, the node will take over the
leader’s task if the secleader node exists, and reach consistency based on the log of the
node until the next leader node is elected. The specific member state transition is shown
in Fig. 3.

3.3 PreState RPC

Table 2. Format and description of the PreState RPC parameters.

PreState RPC

Initiated by candidate, perform pre-election state monitoring

Parameters

Term The tenure number of the candidate

Commit Index The committed log index of candidate

Reply

Term The tenure number of the follower

Success Whether the candidate meets the standard

LTRaft completes pre-election statemonitoring viaPreStateRPC,whoseRPC format
can be seen in Table 2. In the sent message, Term is the term number and Commit Index
is the committed log index of PreCandidate. The PreCandidate node will broadcast the
RPC to other nodes. After receiving the RPC, other nodes will compare their Term values
with the Term value of the PreCandidate. If the PreCandidate’s Term value is greater
than their own Term, then compare the Commit Index. If the Commit Index of the node is
greater than the PreCandidate’s Index, then the PreCandidate node is an outdated node.
Then the node will send its Term value and a False message to the candidate node. If
the Commit Index of the candidate node is greater than or equal to their index, its Term
value and a True message are returned; otherwise, the Term value and a False message
are returned.

After the candidate node receives the result returned by the follower node, it first
compares the Term value. If the Term value of the candidate is smaller than the returned
Term value, the node will degrade to the follower node. If the Term value is greater than
the returned Term, then compare the Commit Index. If it is greater than the returned
index, add 1 to its own Pre. If the Pre is greater than the number of nodes in the cluster,
it means that the candidate node meets the requirements, then send RequestVote RPC;
if it is smaller than the returned index, then the node will degrade to the follower node,
and the Term value of the candidate will be changed to Term-1 that is returned to avoid
affecting the next round of elections.
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3.4 Roles Transformation of LTRaft Algorithm

When a node timeout occurs and then re-election is triggered, the Campaign() function is
first mobilized. This function will take different strategies depending on the parameters
called. If the parameter is CampaignPreElection, it indicates that the state is monitored at
this time, and the term of the node is kept unchanged. But the node identity temporarily
changes to the PreCandidate, calling the PreElection module.

Upon entering the PreElection module, the PreState RPC will be sent first. As
described above, this RPC is responsible for comparing the log entries of other nodes in
the system with those of the PreCandiDate node. If the PreCandidate node’s log entry
is similar to the logs of most nodes, other nodes will approve it as a candidate and vote
for that node. If more than half of the votes are received, the node is a normal node and
the identity of the node will become a candidate. Then the Campaign() will be called
again. If the number of votes received is not enough, then the node is an outdated node
and is not eligible to become a candidate node. Therefore, the state of the node must
be changed to follower. Moreover, since the Term of the outdated node does not follow
the system changes, the Term is not legitimate, so it needs to be adjusted. Specifically,
the node will randomly select the received Term from follower nodes and change its
own Term to the selected Term-1 to avoid the node from participating in the election for
leader after the next timeout election is triggered.

If the parameter of the Campaign() is CampaignElection, then this is the election
phase. Then the node’s Term number will be plus 1 first, and the node’s state will be
changed to candidate, and then continue the process of normal election voting. First,
the node will initiate a vote, and the remaining followers will vote according to the
RequestVote requirements. If the number of votes is enough, they will vote for the node.
If more than half of the votes are received, the node will become the leader node, send
heartbeat detection, reset the timers of other nodes, and then replicate the log. Otherwise,
the node will become a follower node, waiting for a new round of voting or accepting
the leader node’s log. The description of the algorithm is shown below:

Step 1: Trigger a timeout election when the node occurs timeout;
Step 2: Compare theCampaignType, if CampaignType is equal toCampaignPreElection,
node r will become the PreCandidate;
Step 3: Send PreState RPC to other nodes f and compare term and index. When r.Term
>= f.Term and r.CommitIndex >= f.CommitIndex, the CampaignType will be equal to
CampaignElection; otherwise, node r will become the follower and r.Term will be equal
to f.Term-1;
Step 4: Otherwise node r will become the candidate and r.Termwill be equal to r.Term+1;
then node r will send RequestVote RPC to other nodes f ;
Step 5: Count the number of votes of node r. If node r receives more than half of the
votes, it will become the leader; otherwise, node r will become the follower.

3.5 Improved AppendEntry RPC

In the Raft algorithm, only two RPCs are used to achieve all the required functions. They
are RequestVote and AppendEntry. The RequestVote is sent by the candidate node, and
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the follower node votes according to the term and the value of the Commit Index in the
RequestVote. If the candidate node receives more than half of the votes, the candidate
will become the leader. The AppendEntry is sent by the leader node to other nodes and
has two functions. The first function is when its Entries are empty, the RPC is a heartbeat
signal to reset the timers of other nodes, which indicating the leader node is working
normally and does not need to trigger timeout elections. The second is when Entries are
not empty, it is log replication RPC, requesting other nodes to copy the logs in Entries
into their own log queue. Both of them will carry the Commit Index information, and
update the Commit Index in other nodes at any time to ensure that the Commit Index
of the nodes in the system is the same and avoid massive rollback in the subsequent
consensus.

The LTRaft algorithm modifies the sent information and the reply information in
AppendEntry so that it can complete the election of alternative leaders and broadcast after
completing the basic functions. Thus, other nodes cannot be triggered by the heartbeat
mechanism immediately after the timeout of the leader node during the election. The
modified RPC is shown in Table 3.

Table 3. AppendEntry() parameter format and description

AppendEntry ()

Initiated by the leader node for log replication, or heartbeat detection

Parameters

Term The tenure number for a candidate node

LeaderId The identifier of the leader node and the follower can be used to redirect
the customer request

LeaderCommit The Commit Index of the leader node

PrevLogIndex The number of the previous log for the new log entry

PreLogTerm The tenure number of the previous log for the new log entry

Entries[] Log entry (as heartbeat if empty)

SecLeaderId The identifier of the alternative leader node

Returned result

Term The currentTerm of the node

Success If the follower’s log entries are the same with the PrevLogIndex and the
PrevLogTerm, return True

NextIndex To speed up the search, return the next log index to be passed

ConflictTerm Inconsistent terms

ConflictIndex The last Index of inconsistent terms

VoteCount The number of votes received by the node

LTRaft adds a parameter called the SecLeaderId to the sent RPC, which can be used
to broadcast the unique identifier of the secleader after sorting the votes so that other
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nodes can get the ID and store it. When the leader node times out, other nodes first
determine whether the SecLeaderId is stored. If the parameter is stored in the structure,
the re-election will not be triggered. If this parameter is null, the re-election will be
triggered, and all nodes will re-elect a new leader for consensus. The secleader will be
deleted after the leader node is elected or the current leader node’s term expires. This
ensures that the alternative leader is real-time and can be selected based on the election
results of each leader so that the log can be replicated accurately.

In the returned information, comparedwith the Raft algorithm, LTRaft adds 4 param-
eters: NextIndex, ConflictTerm, ConflictIndex, and VoteCount. The NextIndex returns
the index of the next log to be passed to the leader node, enabling it to quickly find
the next log that needs to deliver. The ConflictTerm and the ConflictIndex transmit the
inconsistent terms and log indexes of the node back to the leader node, so that these data
can be adjusted in the subsequent consensus process. This guarantees the data consis-
tency between the node and other nodes in the system and avoids affecting subsequent
log replication due to the missing logs that need to be replicated in the previous term.
The VoteCount is the number of votes received by each follower node after electing the
leader. Each node needs to send VoteCount back to the leader node. The leader node in
turn sorts the votes among all the replies it receives and stores the ID of the first place
in the ranking in a structure. Then it adds the alternative leader’s ID to the AppendEn-
try sent in the next round. After receiving the RPC, other nodes will store the ID of
the alternative leader node. In this way, all nodes in the system can get the ID of the
alternative leader and prepare for the potential leader timeout. On the other hand, other
follower nodes will no longer send their votes after getting the SecleLeaderID to ensure
that meaningless information will not be transmitted in the entire system and occupy
network resources.

Each member in the LTRaft algorithm transforms the node state according to calling
to the two RPCs of RequestVote and AppendEntry the algorithm.

3.6 The Description of LTRaft Algorithm

The LTRaft algorithm process is as follows:

Step 1: Become a candidate. If the system has no leader, the follower node determines
whether to upgrade to a candidate according to its Term and Commit Index.
Step 2: Elect. The upgraded candidate will canvass votes from other follower nodes
based on its Term and Commit Index, and strive to be elected as the leader node.
Step 3: Select the leader and secleader nodes. The leader node is selected based on the
votes, and then the alternative leader node is selected by the leader node according to
the number of votes.
Step 4: Judge the state of the leader node. If the leader works normally, it will replicate
the log to other nodes until the end of the term. If the leader occurs a timeout before
the term expires, first judge whether the SecLeaderID field is empty. If it is not empty
then change the alternative leader to the leader; otherwise, initialize the stored leader
and secleader information and re-election.
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4 Performance Analysis

The LTRaft algorithm introduces a state monitoringmechanism and an alternative leader
mechanism based on the Raft algorithm. LTRaft can prevent outdated nodes from par-
ticipating in the election before the election, and make the alternative leader node act
as the leader after the failure of the leader node to continue to carry out the consensus
work, which can improve the stability of the system. The experiment in this article is to
use Golang for concurrency while ignoring network delay by default and use goroutine
and channel to simulate multiple servers. This section will run on a Windows 10 system
configured with an i5-8400 processor, 8 GB of RAM, and 128 GB SSD. The experiment
code uses the Golang, and through the GoLand 2018 platform, compares LTRaft and
other algorithms in terms of time and TPS.

4.1 Election Time

The LTRaft algorithm enhances the robustness of the system by adding the node role of
the alternative leader and a state monitoring mechanism. Although the alternative leader
has no special privileges under normal circumstances, it still needs to occupy some
system resources when it is elected. For example, when the state monitoring mechanism
triggers the broadcast of the new RPC, it will increase the processing time of the system.
Figure 4 describes the comparison of the time required for the four algorithms of Raft,
LTRaft, VBBFT-Raft, and Paxos in the election phase.

It can be clearly seen in Fig. 4 that the election time of these algorithms increases
linearly with the increase of the number of nodes. Among them, the Raft algorithm
takes about 5ms to select the leader in the case of 10 nodes, and about 33ms to select
the leader in the case of 100 nodes. The time of the LTRaft algorithm is slightly higher
than that of the Raft. Each additional node increases the election time by 0.072ms. The
Paxos algorithm increases by 9ms at least and 115ms at most. As the number of nodes
increases, its growth trend will become faster and faster. When the number of nodes
is small, the VBBFT-Raft algorithm requires more election time than LTRaft and Raft
slightly. However, when the number of nodes increases to 80, the growth ratewill become
faster and faster.

Each node of Paxos is allowed to take on multiple roles, so its election is extremely
complicated. Each node of Raft is only allowed to play one role, and the leader node has
strong leadership, so the election time is much less than that of Paxos. Thus, this article
will no longer compare with the Paxos algorithm. Relatively speaking, VBBFT-Raft also
needs to verify one more digital signature, so it takes longer. Comparing with Raft and
VBBFT-Raft, LTRaft has an alternative leader role and statemonitoringmechanisms, but
the election of alternative leaders does not sendRPCs separately and selecting alternative
leaders can be completed in the Raft election. The state monitoring mechanism is an
important factor that affects election time. However, the node only needs one round of
broadcast and reply under normal circumstances in theory. Because the RPC is simple
in design and the transmission time is much less than other RPCs, it will not affect the
election time too much.



A Consensus Algorithm with Leadership Transfer-LTRaft 245

Fig. 4. Comparison of four algorithms in the election phase.

4.2 Consensus Time

This experiment in this section will simulate the time required for three algorithms
to carry out a round of consensus in a system with different numbers of servers. The
experiment took 10 results and averaged the results. The experimental results are shown
in Fig. 5.

Fig. 5. Comparison of consensus time

According to Fig. 5(a), it can be easily seen that the three algorithms spend almost
the same time in the next round of consensus under normal circumstances. The LTRaft
algorithm will take a little longer in most cases, but the difference between the three
algorithms is not big. The reason is this article has modified the storage structure and
RPC in Raft, whichmakes themessage a little more complicated in comparison. It can be
seen from the figure that the modified storage structure and RPC have almost no impact
on the consensus time and the consensus time of the Raft algorithm is mainly spent on
log replication between nodes. However, the VBBFT-Raft algorithm takes more time
than the other two algorithms because of the complicated leader election process and
the need to verify the digital signature.
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In addition, this section simulates the same number of servers as the previous experi-
ment and compares the consensus time required when the leader node goes down. Since
the comparison of VBBFT-Raft in the election phase is not significant, this part of the
experiment only compares the Raft algorithm and the LTRaft algorithm. The experimen-
tal results are shown in Fig. 5(b). According to Fig. 5(b), it can be seen that the LTRaft
proposed in this paper will take about 5 s less than the Raft algorithm in the consensus
time when there is an emergency. After analysis, that is because after the leader node
goes down, the Raft algorithm needs to re-elect the leader, while the LTRaft algorithm
determines that whether there is an alternative leader in the system after triggering the
heartbeat detection. If it exists, the alternative leader takes over the work of the original
leader to reach a consensus. The LTRaft algorithm can omit an election vote through
the alternative leader mechanism, and the modified RPC does not increase the original
workload. Therefore, in this case, LTRaft has certain advantages.

Comparison Between Raft and LTRaft in the Presence of Outdated Nodes
After the emergence of an outdated node in the system, it is bound to destabilize the
system since the node appears after the isolation phenomenon. The state monitoring
mechanism proposed in this paper is to deprive the outdated node of its election right
during the election process and modify the term of the outdated node. Therefore, it
can modify its log queue to become a normal node before participating in the leader’s
election. The background of the experimental simulation in this section is that there is
an outdated node in the blockchain system. Under the premise that the client request is
300, with the difference of the number of nodes in the control system, the consensus
time of the Raft algorithm and the LTRaft algorithm are compared. The specific setting
is, assuming that there are n nodes in the system, after the experiment starts, n-1 nodes
in the system participate in the consensus, and the last node is started 1 s after the system
starts. This node is an outdated node with a fixed term of 100; the log queue is also in
a pre-set order. Figure 6 shows the time comparison between the LTRaft algorithm and
Raft algorithm after the occurrence of outdated nodes.

Fig. 6. Comparison of consensus time after the presence of outdated nodes

After the occurrence of outdated nodes, Raft requires 1258 ms and 2222 ms in the
case of 10 nodes and 100 nodes, respectively, while LTRaft requires 1187 ms and 1944



A Consensus Algorithm with Leadership Transfer-LTRaft 247

ms in the same situation. It can be seen that the emergence of outdated nodes in the
system has a significant impact on the entire consensus algorithm. As the number of
nodes increases, its impact becomes greater. The LTRaft algorithm is affected by this,
but compared to the Raft algorithm, the impact of outdated nodes is much smaller.

According to the analysis, the state monitoring mechanism in LTRaft prevents out-
dated nodes from continuing to vote in elections by comparing the log queues of nodes
before they become candidates. With the increase of the number of nodes, the more
complex the network structure of the system, the more serious the impact of outdated
nodes. LTRaft can reduce this impact to a certain extent, allowing the system to operate
stably.

4.3 Throughput

This section simulates the three algorithms of Raft, LTRaft, and VBBFT-Raft to send
transactions in the system with different numbers of servers. This experiment has two
variables, the number of nodes and the number of transactions sent by the client. There-
fore, this experiment is divided into two small parts. In the first experiment, the number
of nodes is varied from 4 to 20, but the number of transactions is fixed at 1000; in the
second experiment, the number of nodes is fixed at 5, but the number of transactions
is changed from 200 to 1200 to compare the throughput performance respectively. The
results of the experiments are shown in Fig. 7(a) and Fig. 7(b).

Fig. 7. TPS

In Fig. 7(a), when the number of transactions remains unchanged and the number
of nodes is changed, the throughput of the three algorithms decreases as the number of
nodes increases, while the waiting time increases accordingly. The reason is that as the
number of nodes increases, the waiting time for submission and confirmation becomes
longer. Compared with the VBBFT-Raft algorithm and the Raft algorithm, the LTRaft
algorithm has a relatively stable throughput. When the number of nodes increases to
20, the TPS does not drop sharply, which indicates that the high scalability of LTRaft.
Figure 7(b) shows the TPS performance of the three algorithms when the number of
nodes is constant and the number of transactions varies. It is clear that when the number
of nodes is the same, the performance of the three algorithms is relatively similar and the
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data is stable. However, the fluctuation of LTRaft is significantly smoother than other
algorithms.

5 Conclusions

LTRaft algorithm is proposed in this paper. First, the algorithm has a pre-election state
monitoring mechanism, which can prevent outdated nodes from participating in the
leader election by comparing their log queues. Secondly, on the basis of the three roles
in the Raft algorithm, the role of the alternative leader is introduced. In LTRaft, the
appendEntry() protocol is modified to enable it to select the alternative leader node
based on votes. When the leader node is normal, the alternative node is responsible
for receiving the leader node’s log for replication, just like any other node. But if the
leader node triggers a timeout election, the system will first determine whether there is
an alternative leader. If there is an alternative leader, the authority of the origin leader
node will be transferred to the alternative leader first. Then the alternative leader will
carry out the consensus until the next leader is elected, which will save the time of an
election cycle. Under normal circumstances, the consensus time required by the LTRaft
algorithm is similar to the consensus time required by the Raft algorithm. However, if the
leader timeout occurs, the time overhead of LTRaft is shorter than that of the Raft. This
can bring a significant performance boost in large distributed systems. But the LTRaft
algorithm still has some problems. For instance, the alternative leader’s log may be
quite different from the log of the leader, which will prolong the time of log replication,
and cause the broadcast data redundancy because of the increased parameters in the
AppendEntry RPC, etc. These all require further study.
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Abstract. With the rapid development of the interconnection of things, a large
number of different types of network protocols and network resources have
emerged. There are traditional wired networks and wireless networks. Wireless
networks include 4G/5G, NB-IoT, and industrial Internet of Things, world-ground
integrated networks, satellite networks, ocean networks, and so on. Multiple net-
works enrich the scenarios and requirements, eliminate information islands. Build-
ing a consistent view of heterogeneous networks and load balancing of heteroge-
neous networks are realistic requirements for certain applications of future net-
works. The emergence of Software Defined Networking (SDN) has provided a
brand new idea for this scenario and has become an important technology and
hot research object in this direction. According to the research field of SDN in
heterogeneous network load balancing strategy, this paper analyzes the research
status and trends from two aspects: load balancing of data transmission and load
balancing of resource allocation. Comprehensive research status and advantages
show that the characteristics of centralized management, completely decoupled
forwarding plane, and control plane provided by SDN can play an important role
in the design of load balancing routing strategy. Using the SDNmethod can make
the load balancing strategy more flexible, clear and controllable, which is of great
significance for future development and has a far-reaching impact. Finally, it ana-
lyzes and predicts the development trend of SDN, and provides a reference for the
construction of a new generation of network routing.

Keywords: Software defined networking · Routing strategy · Heterogeneous
convergent network · Load balancing

1 Research Background

With the advent of the information age, technologies such as mobile communication
networks, industrial Internet of Things, spatial information networks, and new types of
Internet have developed rapidly, and various network forms have been varied. With the
improvement of living standards and the increase in demand for new things, the integra-
tion of these different technologies is imperative, which forms a heterogeneous network
environment. In this new type of network environment, traditional load balancing strate-
gies can no longer meet the current dynamic requirements for information transmission,
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acquisition, and forwarding. With the explosive growth of data scale, netizens’ demand
for network bandwidth has increased rapidly, and the continuous expansion of the num-
ber of users has caused various traditional routing technologies to have to change with
the changes of the times. As traditional routing technology uses a distributed network
architecture, functions such as data forwarding and control need to be installed on each
router and switch, somuch so that network devices become increasingly bloated with too
many protocols installed inside them, unable to meet the needs of network management,
control, addition, deletion and maintenance due to the growth in the size and traffic of
the Internet. At present, the traditional load balancing routing strategy of such a network
cannot effectively cope with this change. At this time, the heterogeneous network load
balancing strategy to become more flexible and changeable.

In 2008, Professor Nick McKeown of Stanford University and others based on the
research results of the Ethane project [1], a paper entitled OpenFlow: Enabling Innova-
tion in Campus Networks [2] was published in ACM SIGCOMM, in which SDN was
introduced in detail for the first time. In 2009, the research team further proposed the
concept of SDN, which has attracted great attention from the entire industry. In 2011,
Google, Facebook and other companies jointly established the Open Networking Foun-
dation (ONF), and formally proposed the concept of software-defined network SDN. In
essence, SDN is an idea of separating control and forwarding, a programmable network
architecture, and a new network design concept. This kind of thought and concept can
be directly introduced into a heterogeneous network system dominated by IP, and the
introduction has the following benefits:

• The network control function can realize decoupling, which solves the bloated situ-
ation of the edge gateway due to too many protocols, and also releases the ability of
hardware resource equipment to packet forward;

• It can effectively abstract and encapsulate the physical resources in network, without
considering the heterogeneous characteristics of physical hardware, and can realize
the overall deployment and sharing of the underlying physical resources;

• The visibility of upper-layer services can be realized. Due to the heterogeneity of
different services, different services can be disassembled through the northbound
interface after using SDN, thereby achieving business scalability.

After more than ten years of development, software-defined network technology has
developed rapidly. The combination of SDN technology and heterogeneous converged
network technology can integrate the advantages of both aspects and play the greatest
role in the future communication network. The progress of globalization and social
development is of great significance.

In the past research reviews on SDN, most of them combine deep learning and
other technologies with SDN to summarize and summarize from the application point
of view. This article summarizes the research from two aspects: load balancing of data
transmission and load balancing of resource allocation. Section 1 of this article intro-
duces in detail the research background and significance, as well as the advantages of
introducing SDN into the load balancing strategy. Section 2 summarizes the load bal-
ancing strategy based on data transmission. After different networks are connected, how
to enable different networks to effectively transmit data to achieve the overall network
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load balance is also the key content of many scholars’ research. Section 3 summarizes
the resource-based load balancing strategy. For heterogeneous networks, the types and
efficiency of resources used by different networks are different. How to achieve a fair
distribution of different resources is also a different study, one of the difficulties of con-
structing a network. Section 4 summarizes the existing problems of existing research
centers, analyzes the research direction of SDN in the future heterogeneous networks,
and looks forward to the direction and trend of future development. Figure 1 shows the
technical architecture diagram of the SDN-based heterogeneous network load balancing
strategy studied in this paper.

performance factor load 
balancing

Transmission path load 
balancing

Spectrum and frequency 
resources

Time and space  resource

MPF-MLBS SAGIN
LBMRE-OLSR

WCMP NAMP
H-STN

SDM HSNs NFVO

DebriNet DMMA PSLV

SDN-based 
load balancing 

strategy

data
transmission

Heterogeneous
resources

Fig. 1. SDN-based heterogeneous network load balancing technical architecture diagram.

2 Load Balancing in Data Transmission

As one of the common strategies to improve network performance, load balancing in
data transmission has always been a hot issue and a difficult issue [3]. Load balancing can
improve network performance because it provides a transparent, low-cost and effective
method to expand the bandwidth of servers and network devices, enhance network data
processing capabilities, and improve network availability and flexibility [4]. In the actual
network use process, due to the characteristics of heterogeneous networks, the use of
traditional load balancing routing strategies cannot effectively obtain real-time network
link status, and thus cannot allocate and schedule network traffic transmission for load
balancing in real time according to the actual situation. It is prone to problems such as
excessive single-path transmission load, uneven resource allocation of the link, and poor
data flow transmission efficiency,which is not enough tomeet the development and needs
of today’s heterogeneous network environment. The maturity of SDN technical ideas
provides new impetus for load balancing strategies. At present, common classifications
in data transmission load balancing strategies include load balancing strategies based on
performance factors and load balancing strategies based on paths. The characteristics of
these different classification research programs are shown in Table 1.
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Table 1. Comparison of data transmission load balancing strategies.

Literature Load balancing Put forward the
model

Using
technology

Advantage Shortcoming

Performance
factors

Path

5
√

–
√

SALB Low energy
consumption

High
communication
cost

6
√

– MPF-MLBS MPF Low delay, high
rate

A lot of data
preprocessing

7
√

– LBMRE-OLSR SAGIN Dynamic
balance

Poor stability

8
√

–
√

QBA, QSR Low delay, high
speed

High
communication
consumption

10 –
√

– WCMP High bandwidth Delay problem

11 –
√

NAMP LPM Low delay Cutting complex

13 –
√ √

LTE/WLAN Multicast
communication

Poor scalability

14 –
√ √

MNO,
H-STN

Spectrum
sharing

Complex data
preprocessing

2.1 Load Balancing Mechanism of Performance Factors

With the rapid increase of user groups and rapid growth of communication volume, the
load and required energy of SDN equipment have increased significantly. Therefore, an
SDN controller model that can load balance and reduce equipment energy consumption
is needed. This demand document [5] proposed a new type of SDN controller energy-
saving heterogeneous network load distribution framework, which is a combination of
load balancing technology (SALB) and energy optimization framework. According to
the communication requirements of different performance indicators, load balance is
performed, and then efficient routing algorithms and selection procedures are combined
to reduce energy consumption. In this way, combining the two technologies can interact
with each other, so that the controller can reduce energy consumption while balancing
network traffic to a large extent to achieve the purpose of load balancing. Literature [6]
proposed an SDN multi-path load balancing strategy (MPF-MLBS) based on multiple
performance factors (MPF). The strategy is divided into two stages: algorithm design and
routing strategy implementation. In terms of algorithms, first, based on the characteristics
of the SDN network architecture, combined with the advantages and disadvantages of
the existing load balancing algorithm, considering the delay, bandwidth and link rate of
the existing network links, a design based on multiple performance factors is designed
Load balancing algorithm (MPF-CMP). In terms of strategy, first, build a multi-path
network topology based on the SDN architecture, use the depth-first traversal algorithm
to traverse the entire network topology to obtain various information about the link, and
then combine the MPF-CMP algorithm and the OpenFlow group table technology to
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complete The network traffic of each available path is distributed proportionally, so as
to realize the load balancing of the SDN network multi-path.

The transmission efficiency of traffic in the space-ground integrated satellite net-
work is very important to the use of the satellite network. Due to the limitation of
transmission distance and technology, if reasonable data flow load balance is not car-
ried out, the space-ground integrated network will not be put into actual use. To solve
this problem, literature [7] studied routing algorithms in a software-defined space-air-
ground heterogeneous network (SAGIN) to optimize load balancing in a heterogeneous
communication network. First, a new software-defined network was proposed (SDN)
model to solve the network topology is the characteristics of real-time changes because
this model can improve the flexibility of the network. Based on the above model, the
author proposes a new dynamic routing load-balancing algorithm, namely the load bal-
ancing algorithm based on multi-dimensional resources and energy (LBMRE-OLSR),
the routing algorithm considers the multi-dimensional consumption of resources and
energy, experiments The results show that the algorithm in SAGIN’s dynamic routing
effectively reduces the end-to-end delay and packet loss rate when the load changes, real-
izes the convenient and intuitive unified deployment of the complex three-dimensional
heterogeneous network framework and improves The fluency of the overall network
operation and the efficiency of routing. Literature [8] proposed a software-defined net-
work framework based on software-defined networking (SDN) and network function
virtualization (NFV) for heterogeneous satellite communications. The purpose of this
framework is to realize flexible satellite network traffic engineering and a fine-grained
QoS guarantee. Based on this framework, a prototype implementation method based
on delay-tolerant network (DTN) and OpenFlow is given, and a QoS-oriented satellite
routing (QSR) algorithm and a QoS-oriented bandwidth allocation (QBA) algorithm are
proposed to ensure QoS requirements for multiple users. Experimental results show that
the framework is effective in terms of file transmission delay and transmission rate.

2.2 Load Balancing of Transmission Path

At present, some multi-path load balancing routing is optimized and improved on the
traditional single-path routing strategy, without changing the routing strategy in essence.
There is also somemulti-path load balancing routing strategies that use multiple paths to
evenly distribute network traffic. This strategy does not allocate link resources according
to requirements, which will easily cause partial link congestion and low overall traffic
transmission efficiency [9]. Using the traditional ECMP algorithm will result in lower
overall bandwidth utilization, especially when the path difference is large, the effect is
very unsatisfactory. Aiming at the shortcomings of ECMP, literature [10] uses Weighted
Cost Multi-path (WCMP) to solve the load balancing problem under the resource con-
straints of the data plane. The purpose of WCMP design is mainly to solve the problem
of data center traffic load balancing and to solve the problem of unequal handling of
topological problems by ECMP. However, WCMP usually sets the weight according to
the bandwidth attribute of the path and does not consider the delay change of each link
during the service transmission process. There is still a lot of room for improvement. On
this basis, literature [11] proposes and implements a NAMP, a multi-path scheme that
considers network heterogeneity, effectively optimizes the transmission time of stream
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groups. Experimental results show that NAMP is 50% shorter than WCMP and 60%
shorter than ECMP.

In the beyond 5G (B5G) era, the scale of wireless networks will grow very rapidly,
which is believed to lead to scarcity of network capacity and degradation of service
quality [12]. In a heterogeneous network, many cellular network users cannot enjoy
high-quality multimedia services. To improve the service quality of these users, multi-
cast uses an efficient spectrum method to transmit content. This method is considered
to be a very effective method. Literature [13] proposed an SDN-based heterogeneous
LTE/WLAN network architecture, which logically supports end-to-end (D2D) flexible
multicast communication; because D2D communication can realize wireless peer-to-
peer services, so in the vicinity directly establish a link between users for communication,
which reduces the flow pressure of the backhaul. In addition, the introduction of SDN
technology into heterogeneous networks can provide D2D users with reliable multicast
content. Literature [14] established an SDN architecture that realizes spectrum shar-
ing and traffic offloading in a heterogeneous satellite-terrestrial network (H-STN). This
architecture supports efficient resource management and load balancing strategies and
achieves large-capacity transmission and co-channel Interference control. In addition,
this document also proposes an auction-based mechanism to facilitate the negotiation
of traffic offloading between the mobile network operator (MNO) and the satellite. That
is to say, the MNO announces its offloading rate threshold, and each beamed group
of the satellite is based on its own Submit an unloading bid for the transmission rate
of the MNO, and then calculates the best bidding rate for the beam group at different
rates according to the different unloading rate thresholds announced by the MNO. This
framework realizes the competition between the cellular network ground base station
and the satellite-to-ground communication system multi-beam group and has achieved
the purpose of traffic load balancing.

2.3 Brief Summary

In a heterogeneous network environment such as the Internet of Things, the number
of various devices is huge, and the demand for transmission traffic is beyond imagina-
tion. How to distribute this traffic to a variety of devices in a balanced and reasonable
manner requires extremely complex policy support. And the quality and effect of data
transmission directly affect the experience of using heterogeneous networks. Although
the use of performance factors considers many factors for load balancing, this method
does not work well in the case of particularly large traffic. In the path-based load balanc-
ing strategy, the multi-path load balancing strategy has great advantages in robustness,
fault tolerance and QoS compared with a single path. The use of a multi-path reduces
the single link between different locations. Dependency risk, increase the transmission
bandwidth and data transmission of the backup aging link without packet loss. However,
multi-path routing will increase storage overhead. Data packets may require additional
information, which increases the size of the data packets, and it also consumes additional
processing power to propagate to other routers through multi-path.
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3 Load Balancing of Heterogeneous Resources

Resource heterogeneity is amajor feature in the context of the Internet of Things.Accord-
ing to the existing resources in the heterogeneous network, it is mainly divided into
four aspects: frequency resources, space resources, time resources and power resources.
With the development of the times, there are higher requirements for resource allocation
load balancing strategies in heterogeneous converged networks. It is necessary to deploy
resource load balancingwithmore flexibility, better scalability, and greater revenue costs
for different types of services strategy. Themain idea of SDN is to decouple the data plane
from the control plane, and its controller can obtain a global view of the network, which
facilitates the implementation of load balancing strategies. At present, resource load
balancing strategies are classified according to different types of resources, including
load balancing strategies based on frequency and spectrum resources, and load balanc-
ing strategies based on time and space resources. The characteristics of these different
classification research programs are shown in Table 2.

Table 2. Comparison of load balancing strategies for heterogeneous resources

Literature Resource allocation Put forward
the model

Using
technology

Advantage Shortcoming

Frequency
spectrum

Time
space

15
√

–
√

NFV, CCCP Low power Algorithm
complex

17
√

–
√

A3C, EMC High resource
utilization

Low
compatibility

18
√

– HSNs DRL Intelligent
manage

A lot of data
preprocessing

19 –
√

DebriNet PSLV Low delay Simple allocation
strategy

20 –
√ √

PON Delay
monitoring

Poor scalability

21 –
√

DMMA DHT Strong
scalability

High
communication
costs

22 –
√ √

K-means Strong
robustness

High deployment
cost

3.1 Frequency and Spectrum Resource Balance

Load balancing strategies based on frequency and spectrum resources have certain sim-
ilarities. For frequency resource allocation, on the one hand, according to Shannon’s
theorem, in a single user scenario, the efficiency of the system can be increased by
increasing the bandwidth reasonably. On the other hand, according to Orthogonal Fre-
quency Division Multiple Access (OFDMA) technology, in the scenario of multiple
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users, increasing the transmission bandwidth of one user will reduce the bandwidth of
other users, so bandwidth allocation is very important; For the load balancing of spec-
trum resources, it is mainly through the reasonable allocation of spectrum to improve
the utilization rate of spectrum resources. Due to the rapid development of diversified
communication services in recent years, the data transmission rate and the frequency
spectrum are limited in the case of limited spectrum resources. The contradiction still
remains unresolved, and this problem can only be solved through a reasonable allocation
of spectrum resources.

The load balancing strategy for resources is different in different environments.
In a heterogeneous cellular network environment, literature [15] proposed a joint load
balancing allocation algorithm based on SDN power and bandwidth resources, which
considers the main purpose of the fragmentation technology of network function virtu-
alization is to achieve maximum energy efficiency for the different QoS requirements of
fragmentation. Because it is difficult to realize the resource allocation algorithm using
virtualization technology, we choose to transform the problem into a DC structure prob-
lem, so that the problem is transformed into two sub-problems, and the interior point
method and the CCCP algorithm are used to iteratively find the optimal solution. The
simulation results show that compared with the bandwidth optimization algorithm and
the power optimization algorithm, the energy efficiency of this algorithm is increased
by 201.5% and 1.8% respectively. Aiming at the problem of load balance distribution
of space-based information networks (SIN), literature [16] first established space-based
information network control architecture based on SDN. To solve the problem of unified
management of SIN network transmission, caching and computing resources, intelligent
resource load balancing distribution method based on A3C algorithm in deep reinforce-
ment learning. In this architecture, the transmission resources depend on the degree of
satellite coverage and the state of the communication link. The cached resources are pro-
vided by the cache, and the computing resources are provided by the EMC server. The
load balancing distribution scheme can effectively improve the resource utilization rate
of the space-based information network. Literature [17] proposes a new generation of
heterogeneous satellite network resource management frameworks (HSNs), which real-
ize the cooperation and resource load balancing between different satellite systems, and
supports the mutual communication between different satellite systems. This framework
integrates and manages heterogeneous resources based on SDN, applies deep reinforce-
ment learning (DRL) to the system, combines DRLwith resource allocation, and realizes
integrated management of resource load balance across satellite systems.

3.2 Time and Space Resource Balance

Load balancing of time and space resources in a heterogeneous converged network is
very precious and essential. In terms of time resource load balance distribution, due to
the heterogeneous network protocol’s disparity and randomness, the data in the device
is also changing at any time. To improve the efficiency of data transmission, real-time
scheduling must be carried out according to the delay of different services. In terms of
space resource load balance distribution, it is mainly because of the use of multi-point
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joint transmission that the placement of relay nodes is very important. Choosing a rea-
sonable relay node can bring great space freedom to the system and improve transmission
effectiveness.

In terms of time resource load balancing, literature [18] proposed a software-defined
network platform concept: DebriNet, which uses the fourth stage of PSLV to establish a
low-cost space-based communication network, which is a rocket fragment (called spent
fuel level) low-cost software-defined network platform, which can be accessed by user
equipment using ultra-low-cost terminals and extremely low latency. DebriNet uses an
opportunistic packet handover mechanism that uses pre-calculated satellite positions on
the orbit to optimize time resource allocation to ensure that packets are delivered to the
destination as soon as possible, reduce network delays, and save time in the network
Resources. Literature [19] proposes a real-time delay measurement based on SDN and
it’s the monitoring of 5G mobile converged passive optical network (PON). It is a real-
time delay measurement scheme used to determine whether the network delay meets the
requirements of themobile network. Themeasurement scheme is based on the SDN idea.
The implemented system can accurately measure the delay during network operation,
andMonitor the real-time delay status, and judge whether the time resource load balance
distribution is reasonable according to the delay status.

In terms of spatial resource arrangement, SDN requires a controller to manage the
entire network, so how the controller is arranged in the space like relay nodes is par-
ticularly important for the load balancing of the entire network. This is also the focus
of research in SDN. A reasonable controller distribution and optimal switching tech-
nology are essential for the load balancing of space resources. It can effectively reduce
link delay and save a lot of time and space resources. Literature [20] proposes a seam-
less mobility management solution for users moving from one SDN controller cover-
age space to another SDN controller coverage space in a 5G heterogeneous network:
DMMA, using key-value distributed hash tables (DHT) to capture user mobility in the
distributed SDN controller. It solves the scalability and seamlessness of heterogeneous
networks, that is, mobile devices can connect and leave between different associated
SDN controllers. Literature [21] proposed an SDN-based air-space-ground integrated
network framework, and designed an optimized K-means controller space configuration
load balancing algorithm based on the characteristics of the dynamic topology of the
UAV segment. Compared with the traditional K-means algorithm, this algorithm can
effectively reduce the average delay and the maximum delay between the controller and
the switch through a reasonable controller space configuration. This framework has the
advantages of high throughput, wide coverage and strong robustness.

3.3 Brief Summary

In a heterogeneous network environment, resources are complex and scarce. Vari-
ous resources are mixed together, and the load balance distribution of heterogeneous
resources must be considered comprehensively. How to allocate these resources rea-
sonably is extremely important to achieve load balancing in a heterogeneous network.
Resource management in the existing resource management model is mainly for the
management of a single resource within the network. Whether it is frequency, spectrum,
virtual resources, forwarding resources, or time and space resources, it is an isolated
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management mode, without considering the available resources of other networks. In the
future load balancing of heterogeneous network resources, it is necessary to coordinate
the processing of resources between multiple networks, and allocate the best network
resources in real-time according to the user’s business characteristics and needs, so as
to ensure the quality of service of the heterogeneous network and maximize the Make
use of heterogeneous network resources.

4 Research Trends and Prospects

With the flexible features of software-defined networks and the in-depth application of
various network technologies, the integration of SDN and heterogeneous networks has
become an inevitable trend in research and network design. In such an extremely complex
environment as heterogeneous networks, SDN has the advantages of centralized control
enable more precise decision-making, flexible management and intelligent judgment
of load balancing strategies in heterogeneous networks, making it possible to deploy
in actual environments in the future. At present, there are many research results on
load balancing strategies for heterogeneous networks at home and abroad, but there are
still some drawbacks and shortcomings. For example, load balancing strategies cannot
fully integrate the characteristics of different networks for distribution and integration;
some load balancing strategies have poor scalability. It can only be used in a specific
heterogeneous network; some load balancing strategies need to consume a lot of various
resources, and the cost is too high; althoughSDN increases the flexibility and adaptability
of the network, how to design and improve dynamic adaptation Sex requires in-depth
research. This article believes that the field of heterogeneous network load balancing
strategies should be deeply integrated and explored in the following aspects in the future:

• The ability to handle large-scale complex heterogeneous networks. The idea of sepa-
rating the control plane from the data plane in SDN can be abstracted and simpler for
solving complex heterogeneous network environments. The trend of future heteroge-
neous networks must be large-scale and complex networks, and the scale of data must
also be larger. It puts forward higher requirements for the load balancing strategy of
heterogeneous networks.

• The ability to adapt to the dynamic changes of heterogeneous networks. At present, the
actual operating network has dynamic characteristics, and the nodes and connection
status on the network and the transmission environment are changing all the time.
Introducing the network protocol that has the ability to monitor the network status in
real-time in SDN is of great help in solving the problem of dynamic load balancing,
and there is still room for further optimization in future development.

• The ability to integrate with new network technologies. The integration of hetero-
geneous networks and new technologies is a trend. Combining the advantages of
each technology will help the efficient operation and processing of load balancing
strategies and bring out huge potential. The combination of new technologies has
higher challenges and requirements for the stability and security of the load balancing
strategy.
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• Broaden scenarios and application areas. The future network form will be more com-
plex and changeable. For example, the emergence of new complex heterogeneous
network scenarios, such as the industrial Internet, integrated spatial information net-
works, and world ground integrated ocean networks, requires an in-depth analysis
of load balancing strategies in different application fields. Look for entry points to
introduce new ideas and technologies such as SDN, better integrate the technology
with the scene, and expand to a wider range of applications.

5 Conclusion

This article elaborates and analyzes the load balancing strategy of SDN in heteroge-
neous networks. The solution of introducing SDN into heterogeneous networks is an
effective and feasible choice, but the future heterogeneous networks must have huge
mobile bandwidth requirements and ultra-low mobile bandwidth requirements. With
delay requirements, high reliability and more access devices, in the face of these high-
quality requirements, a heterogeneous network load balancing strategy must not only
increase the transmission range, but also ensure the reliability of the network. In the face
of such requirements, the research and application of load balancing strategies based
on SDN in a heterogeneous network environment are not very mature, and it is still in
an exploratory stage in practical applications, and there are still many deficiencies that
have not been discovered and resolved. In future research, a large amount of scientific
research personnel will be required to invest. It is necessary to conduct an in-depth analy-
sis of load balancing strategies in different application fields in a heterogeneous network
environment combined with SDN research to find an entry point and apply SDN to a
wider field of heterogeneous networks, Make a good theoretical foundation for practical
application.
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