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Abstract. Natural language inference models are important resources for many
natural language understanding applications. These models are possibly built by
training or fine-tuning using deep neural network architectures for state-of-the-
art results. This means high-quality annotated datasets are important for building
state-of-the-art models. Therefore, we propose a method of building Vietnamese
dataset for training Vietnamese inference models which work on native Viet-
namese texts. Our method aims at two issues: removing cue marks and ensuring
the writing-style of Vietnamese texts. If a dataset contains cue marks, the trained
models will identify the relation between a premise and a hypothesis without
semantic computation. For evaluation, we fine-tuned a BERTmodel on our dataset
and compared it to a BERT model which was fine-tuned on XNLI dataset. The
model which was fine-tuned on our dataset has the accuracy of 86.05% while the
other has the accuracy of 64.04% when testing on our Vietnamese test set. This
means our method is possibly used for building a high-quality Vietnamese natural
language inference dataset.

Keywords: Natural language inference · Textual entailment · NLI dataset ·
Transfer learning

1 Introduction

Natural language inference (NLI) research aims at identifying whether a text p, called
the premise, implies a text h, called the hypothesis, in natural language. NLI is an
important problem in natural language understanding (NLU). It is possibly applied in
question answering [1–3] and summarization systems[4, 5]. NLI was early introduced as
RTE [6] (Recognizing Textual Entailment). The early researches in RTE were divided
in two different approaches [6] similarity-based and proof-based. In similarity-based
approach, the premise and the hypothesis are parsed into representation structures, such
as syntactic dependency parses, then a similarity is computed on these representations. In
general, the high similarity of the premise-hypothesis pair means there is an entailment
relation. However, there are many cases that the similarity of the premise-hypothesis
pair is high but there is no entailment relation. The similarity is possibly defined as a
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handcraft heuristic function, or an edit-distance basedmeasure. In proof-based approach,
the premise and thehypothesis are translated into formal logic then the entailment relation
is identified by a proving process. This approach has an obstacle of translating a sentence
into formal logic which is a complex problem.

Recently, NLI problem has been studied on classification-based approach thus deep
neural networks are effective for solving this problem. The release of BERT architec-
ture [7] showed many impressive results of improving benchmarks in many NLP tasks
including NLI. When using BERT architecture, we will save many efforts in creating
lexicon semantic resources, parsing sentences into appropriate representation, and defin-
ing similarity measures or proving schemes. The only one problem when using BERT
architecture is the high-quality training dataset for NLI. Therefore, many RTE or NLI
datasets have been released for years. In 2014, SICK [8] was released with 10k English
sentence pairs for RTE evaluation. SNLI [9] has the similar format of SICK with 570k
pairs of text span in English. In SNLI dataset, the premises and the hypotheses may
be sentences or groups of sentences. The training and testing results of many models
on SNLI dataset was higher than on SICK dataset. Similarly, MultiNLI [10] with 433k
English sentence pairs was created by annotating on multi-genre documents for increas-
ing the difficulty of the dataset. For cross-lingual NLI evaluation, XNLI [11] was created
by annotating different English documents from SNLI and MultiNLI.

For building Vietnamese NLI dataset, we may use machine translator for translating
the above datasets into Vietnamese. Some Vietnamese NLI (RTE) models was created
by training or fine-tuning on Vietnamese translated versions of English NLI dataset for
experiments. The Vietnamese translated version of RTE-3 was used for evaluation of
similarity-based RTE in Vietnamese [12]. When evaluating PhoBERT in NLI task [13],
the Vietnamese translated version of MultiNLI was used for fine-tuning. Although we
can usemachine translator for automatically buildingVietnameseNLI dataset, we should
build our Vietnamese NLI datasets for two reasons. The first reason is that some existing
NLI datasets contain cue marks which was used for entailment relation identification
without considering the premises [14]. The second reason is that the translated texts may
not ensure the Vietnamese writing style or may return weird sentences.

In this paper, we would like to propose our method of building a Vietnamese NLI
dataset which is annotated fromVietnamese news for ensuring writing style and contains
more “contradiction” samples for removing cuemarks.When proposing ourmethod, we
would like to reduce the annotation cost by using entailment sentence pairs existing in
news webpages. We present this paper in five sections. Section 1 introduces the demand
of building Vietnamese NLI dataset for building Vietnamese NLI models. Section 2
presents our proposed method of building Vietnamese NLI dataset. Section 3 presents
the process of buildingVietnameseNLI dataset and some experiments. Section 4 presents
some experiments on our dataset in Vietnamese NLI. Then, some conclusions and our
future works are presented in Sect. 5.

2 The Constructing Method

Our approach in building Vietnamese NLI dataset is generating samples from existing
entailment pairs. These entailment pairs will be crawled fromVietnamese news websites
for saving annotation cost, ensuring writing style and multi-genre.
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2.1 NLI Sample Generation

The first requirement about our NLI dataset is that it does not contain cue marks. If a
dataset contains these marks, the model trained on this dataset will identify “contradic-
tion” and “entailment” relations without considering the premises or hypotheses [14].
Therefore, we will generate samples in which the premise and the hypothesis have many
common words while their relation varies. We used some logic implication rules for
this generation task. Given A and B are propositions, we will have the relations of eight
premise-hypothesis types as shown in Table 1.

We used premise-hypothesis types 1 to 4 for removing the cuesmarks.When training
a model, the model will learn from samples of types 1 to 4 the ability of recognizing
the same sentences and contradiction sentences. We also used types 5 and 6 for training
the ability of recognizing the summarization and paraphrase cases. Type 6 is added in
the attempt of removing special marks which can occur when creating type 5 samples.
We also added types 7 and 8 for recognizing the contradiction in paraphrase and sum-
marization cases in which the proposition B is the paraphrase or the summary of the
proposition A, respectively. Types 7 and 8 are valid only if B is the paraphrase or the
summary of A.

Table 1. The relations of premise-hypothesis types used for building supplement dataset.

Type Condition P H Relation

1 A A entailment

2 ¬A ¬A entailment

3 A ¬A contradiction

4 ¬A A contradiction

5 A⇒B A B entailment

6 A⇒B ¬B ¬A entailment

7 A⇒B A ¬B contradiction*

8 A⇒B ¬A B contradiction*

In general, the types 7 and 8 cannot be applied in cases where the proposition A
implies the proposition B by using presuppositions. For example, assuming A is the
proposition “we are hungry”, B is the proposition “we will have lunch” and A⇒B
is the valid proposition “if we are hungry then we will have lunch” because we have
two presuppositions that we should eat when we are hungry and we eat when we have
lunch. We see that ¬B, which is the proposition “we will not have lunch”, is not the
contradiction of the proposition A.

2.2 Entailment Pair Collection

Entailment pairs exist in text documents, but it is difficult to extract them from the text
documents. Therefore, after considering many news posts on many Vietnamese news
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websites such as, VnExpress1, we found that the title is usually the paraphrase or the
summary of the introductory sentence in a news post. We can divide the news posts into
four types. In type 1, the title is the paraphrase of the introductory sentence in the news
post. In the example shown in Fig. 1, the title “Nhiều tài xế dù,ng xe -dâ. y n ´̆ap cống suốt
10 ngày” (in English: “many drivers was stopping to close the drain cover in 10 days”)
is a paraphrase of the introductory sentence “Nhiều tài xế dù,ng ôtô giũ,a ngã tu, -dê

ĳ -dâ. y la. i
miê. ng cống ho,

ĳ

do chiếc n ´̆ap cong vênh và câu chuyê. n diễn ra suốt 10 ngày o,
ĳ

Volgograd”
(in English: “Many drivers was stopping the cars at the crossroad to close the slightly
opened drain cover because the drain cover was bent”).

Fig. 1. An example of type-1 news post from vnexpress.net website

In type 2, the title is the summary of the introductory sentence in the news post. In
the example shown in Fig. 2, the title “Ga. o chũ,a nhiều bê. nh” (in English: “rice used for
curing many diseases”) is the summary of the introductory sentence “Ga.o nếp và ga.o te

ĳ

-dều có vi. tho
,m ngon, mềm deĳo, vù,a cung cấp dinh du,õ,ng, vù,a chũ,a nhiều bê.nh nhu

,nôn
mu,

ĳ

a, rối loa.n tiêu hóa, sốt cao” (in English: “Glutinous rice and plain rice, which are
delicious and soft when cooked, provide nutrition and are used for curing many diseases
such as vomiting, digestive disorders, high fever”).

Fig. 2. An example of type-2 news post from vnexpress.net website

In type 3, the title is possibly inferred from the introductory sentence in the news
post. Some pre-suppositions are possibly used in this inference. In the example shown in
Fig. 3, the title “Xuất khâ

ĳ

u rau quaĳ tăng ma. nh” (in English: “Vegetable export increases
significantly”) can be inferred from the introductory sentence “Bốn tháng -dầu năm nay,
giá tri. xuất khâ

ĳ

u rau quaĳ -da. t 1,35 tyĳ USD, tăng 9,5% so vó,i cùng kỳ năm ngoái.“ (In
English: “in the first four months this year, vegetable export reaches 1.35 billion USD,
increases 9.5% in comparison with the same period in last year”). In this inference,
we have used a pre-supposition which defines that increasing 9.5% means increasing
significantly in export.

1 https://vnexpress.net.

https://vnexpress.net
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Fig. 3. An example of type-3 news post from vnexpress.net website

In type 4, the title is a question which cannot have an entailment relation to the
introductory sentence in the news post. In the example shown in Fig. 4, the title, which
is a question “Vì sao giá dầu lao dốc chi

ĳ

trong 6 tuần?” (In English: “why does the oil
price dramatically decreases in 6 weeks only”), cannot have an entailment relation with
the introductory sentence “Chi

ĳ

mó,i cách -dây ho,n mô. t tháng, gió,i buôn dầu còn lo nga. i
thiếu cung có thê

ĳ -dâ
ĳ

y dầu thô lên 100 USD mô. t thùng.“ (In English: “just more than
one month ago, oil traders still worried that the insufficient supply could increase the
oil price by 100 USD per barrel”).

Fig. 4. An example of type-4 news post from vnexpress.net website

We collected only title-introductory sentence pairs of type 1 and type 2 to make
entailment pair collection because the pairs of type 3 and 4 cannot be applied 8 relation
typeswhen generatingNLI samples. The type of a sentence pair is identifiedmanually for
high quality. In every pair in our collection, its title is the hypothesis, and its introductory
sentence is the premise.

3 Building Vietnamese NLI Dataset

We built our NLI dataset with a three-step process. In the first step, we extracted title-
introductory pairs from Vietnamese news websites. In the second step, we manually
selected entailment pair and made the contradiction sentences from titles and intro-
ductory sentences for high quality. In the third step, we generate NLI samples from
entailment pairs automatically and their contradiction sentences by applying 8 relation
types shown in Table 1.

3.1 Contradiction Creation Guidelines

We made the contraction of a sentence manually for high-quality result. We proposed
three types ofmaking the contradiction. These are simple ways tomake the contradiction
of a sentence using syntactic transformation and lexicon semantic. In the type 1, a given
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sentence will be transformed from affirmative to negative or vice versa by adding or
removing the negative adverb. If the given sentence is an affirmative sentence, we will
add a negative adverb to modifier the main verb of the sentence. If the given sentence is
a negative sentence, we will remove the negative adverb which is modifying the main
verb of the sentence. The negative adverbs used in our work are “không”, “chu,a” and
“chă

ĳ

ng” (in English: they mean “not” or “not…yet”). We used one of these adverbs
according to the sentence for ensuring the Vietnamese writing-style. We have four cases
of making contradiction with this type.

Case 1 of type 1, making contradiction from an affirmative sentence containing one
verb. We will add one negative adverb to modify the verb. For example, making the
contradiction of the sentence “Ðài Loan bầu lãnh -da. o” (in English: “Taiwan voted for a
Leader”), we will add negative adverb “không” (“not”) to modify the main verb “bầu”
(“voted”) for making the contradiction “Ðài Loan không bầu lãnh -da. o” (in English:
“Taiwan did not vote for a Leader”).

Case 2 of type 1, making contradiction from an affirmative sentence containing a
main verb and other verbs. We will add one negative adverb to modify the main verb
only. For example, making the contradiction of the sentence “Báo Mỹ -dánh giá Viê. t Nam
chống Covid-19 tốt nhất thế gió,i” (in English: “US news reported that Vietnam was the
World’s best nation in Covid-19 prevention”), we will only add negative adverb “không”
to modify the main verb “ -dánh giá” (“reported”) for making the contradiction “Báo Mỹ
không -dánh giá Viê. t Nam chống Covid-19 tốt nhất thế gió,i” (in English: “US news did
not report that Vietnam was the World’s best nation in Covid-19 prevention”).

Case 3 of type 1, making contradiction from an affirmative sentence containing
two or more main verbs. We will add negative adverbs to modify all main verbs. For
example, making the contradiction of the sentence “Bão Irma mang theo mu,a ló,n và
gió ma. nh -dô

ĳ

bô. Cuba cuối tuần tru,ó,c, biến thuĳ -dô Havana nhu,mô. t ’bê
ĳ

bo,i khô
ĳ

ng lồ”’
(in English: “Storm Irma brought heavy rain and winds to Cuba last week, making the
Capital Havana a ‘giant swimming pool”’), we will add two negative adverbs “không”
to modify two main verbs “mang” and “biến” for making the contradiction “Bão Irma
không mang theo mu,a ló,n và gió ma. nh -dô

ĳ

bô. Cuba cuối tuần tru,ó,c, không biến thuĳ
-dô Havana nhu,mô. t” “bê

ĳ

bo,i khô
ĳ

ng lồ” (in English: “Storm Irma did not bring heavy
rain and winds to Cuba last week, not making the Capital Havana a ‘giant swimming
pool”’).

Case 4 of type 1, making contradiction from a negative sentence containing negative
adverbs. We will remove all negative adverbs in the sentence. In our data, we did not see
any sentence of this case; however, we put this case in our guidelines for further use.

In the type 2, a given sentence or phrase will be transformed using the structure
“không có …” (in English: “there is/are no”) or “không … nào …” (in English: “no
…”). We have two cases of making contradiction with this type.

Case 1of type 2,making contradiction fromanaffirmative sentence byusing structure
“không có …”. We use this case when the given sentence has a quantity adjective or a
cardinal number modifying the subject of the sentence and it is non-native if we add a
negative adverb to modifying the main verb of the sentence. The quantity adjective or
cardinal number will be replaced by the phrase “không có”. For example, making the
contradiction of the sentence “120 ngu,ò,i Viê. t nhiễm nCoV o,

ĳ

châu Phi s ´̆ap về nu,ó,c” (in
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English: “120 Vietnamese nCoV-infested people in Africa are going to return home”),
we will replace “120” by “không có” because if we add negative adverb “không” to
modify the main verb “về” (“return”), the sentence “120 ngu,ò,i Viê. t nhiễm nCoV o,

ĳ

châu
Phi s ´̆ap không về nu,ó,c” (in English: “120 Vietnamese nCoV-infested people in Africa are
not going to return home”) sounds non-native. Therefore, the contradiction should be
“không có ngu,ò,i Viê. t nhiễm nCoV o,

ĳ

châu Phi s ´̆ap về nu,ó,c” (in English: “no Vietnamese
nCoV-infested people in Africa is going to return home”). Case 1 of type 2 will be used
when we are given a phrase instead of a sentence. For example, making the contradiction
of the phrase “tru,ò,ng -dào ta. o quaĳ n gia cho gió,i siêu giàu Trung Quốc” (in English: “the
butler training school for Chinese super-rich class”), we will add the phrase “không có”
at the beginning of the phrase to make the contradiction “không có tru,ò,ng -dào ta. o quaĳ n
gia cho gió,i siêu giàu Trung Quốc” (in English: “there is no butler training school for
Chinese super-rich class”).

Case 2of type 2,making contradiction fromanaffirmative sentence byusing structure
“không …nào …”. We will use this structure when we have case 1 of type 2 but the
generated result of that case is not native. For example, making the contradiction of the
sentence “gần ba triê. u ngôi nhà ta. i Mỹ mất -diê. n vì bão Irma” (in English: “nearly three
million houses in U.S. were without power because of Irma storm”), if we replace “gần
ba triê. u” (in English: “nearly three million”) by “không có”, we will have a non-native
sentence “không có ngôi nhà ta. i Mỹ mất -diê. n vì bão Irma” therefore we should use the
structure “không … nào …” to make the contradiction “không ngôi nhà nào ta. i Mỹ mất
-diê. n vì bão Irma” (in English: “There are no houses in U.S. were without power because
of Irma storm”).

In type 3, a contradiction sentence is generated using lexicon semantic. A word of
the given sentence will be replaced by its antonym. This way will make the contradiction
of the given sentence. Although we can use all cases of type 1 and type 2 for making
the contradiction, we still recommend this type because the samples generated with this
type may help the fine-tuned models to learn more about antonymy. We have two cases
of making contradiction with this type.

Case 1 of type 3, making contradiction from a sentence by replacing the main verb
of the sentence with its antonym. For example, making the contradiction of the sentence
“Mỹ thêm gần 18.000 ca nCoV mô. t ngày” (in English: “the number of nCoV cases in U.S.
increases about 18.000 in one day”), we can replace the main verb “thêm” (“increase”)
by its antonym “giaĳ m” (“decrease”) to make the contradiction “Mỹ giaĳ m gầm 18.000
ca nCoV mô. t ngày” (in English: “the number of nCoV cases in U.S. decreases about
18.000 in one day”).

Case 2 of type 3, making contradiction from a given sentence by replacing an adverb
or a phrasemodifying themain verb by the antonym or the contradiction of that adverb or
that phrase, respectively. We use this case when we need to make the samples containing
antonymy, but the main verb does not have any antonyms because there are many verbs
which do not have their antonym. For example, making the contradiction of the sentence
“Mỹ viê. n tro,. nhoĳ gio. t chống Covid-19” (in English: “the U.S. aided a little in Covid-
19 prevention”), we cannot replace the main verb “viê. n tro,. ” (“aid”) with its antonym
because it does not have an antonym. Therefore, we will replace “nhoĳ gio. t” (“a little”)
by “ào a. t” (“a lot”) to make the contradiction “Mỹ viê. n tro,. ào a. t chống Covid-19” (in
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English: “the U.S. aided a lot in Covid-19 prevention”). In this example, “nhoĳ gio. t” and
“ào a. t” have the opposite meanings; and the phrases “nhoĳ gio. t” and “ào a. t” have the
adverb role in the sentence when modifying the main verb “viê. n tro,. ”.

3.2 Building Steps

We built our Vietnamese NLI dataset follow the three-step process which is a semi-
automatic process shown in Fig. 5.

Fig. 5. Our three-step process of building Vietnamese NLI dataset

In the first step – crawling news, we used a crawler to fetch unique webpages from
sections of international news, business, life, science, and education in website vnex-
press.net. Then we extracted their titles and introductory sentences by a website-specific
pattern defined with regular expression. The results are sentence pairs stored in an entail-
ment pair collection with unique numbers. These pairs are not always type 1 or 2 there-
fore the entailment pairs will be manually selected right before making contradiction
sentences.

In the second step – making contradiction, we firstly manually identified if each pair
of the collection was type 1 or 2 for entailment pair selection. When an entailment pair
was selected, we made the contradiction sentences for the title and the introductory sen-
tence using the contradiction creation guidelines. In the entailment pairs, the introductory
sentences are the premises, and the titles are the hypotheses. As the results, we have a
collection of pairs of sentences ¬A and ¬B stored in contradiction collection in which
each sentence pair ¬A and ¬B has a condition A⇒B. In this step, we have two people
making contradiction sentences. These people are society science bachelors. Because
the guidelines of making contradiction sentence are simple, there are no disagreements
in the annotation results.

In the third step – generating samples, we used a computer program implemented
from Algorithm 1 for combining the premises, hypotheses stored in entailment pair
collection and their contradiction sentences stored in contradiction collection by their
unique numbers. The combination rules follow Table 1 in generating NLI samples. For
generating “neutral” samples, the computer program combined sentences from different
premise-hypothesis pairs. In Algorithm 1, the function getContradict() return the contra-
diction sentence stored in contradiction collection. The three functions ent(), neu(), and
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con() are used for creating entailment, neutral and contradiction sample from a premise
and a hypothesis, respectively.

Algorithm 1 Generating NLI samples.
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3.3 Building Results

In our present NLI dataset, called VnNewsNLI, the rates of making contradiction sen-
tences by applying type 1, type 2 and type 3 are 61.74%, 17.67% and 20.58%, respec-
tively. The rates of entailment, neutral and contradiction samples in our VnNewsNLI
dataset are shown in Table 2. In Table 2, the rates of sample types are approximate.
Although the rate of neutral samples (30.70%) is lower than of others in development set,
the differences in number between these samples are notmuch therefore the development
set is still balanced.

The statistics of the VnNewsNLI dataset by syllable are shown in Table 3. We used
syllable as text length unit in Table 3 because there are many multi-lingual pretrained
model which were trained on unsegmented Vietnamese text datasets. According to Table
3, the premises and hypotheses are often short (9–14 syllables) and quite long (> 26
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syllables) sentences therefore this datasetmay provide the characteristic of short and long
sentences. There is a difference between the VnNewsNLI dataset and the SNLI dataset
that the premises and hypotheses are almost sentences in the VnNewsNLI dataset while
they are almost groups of sentences in the SNLI dataset.

Table 2. The statistics of NLI samples in VnNewsNLI dataset

Criterion Development set Test set

n % n %

Entailment 947 34.74% 4,140 33.42%

Contradiction 942 34.56% 4,128 33.33%

Neutral 837 30.70% 4,118 33.25%

Total 2,726 100.00% 12,386 100.00%

Table 3. The statistics of NLI samples by syllable in VnNewsNLI dataset. (ent. – entailment,
neu. – neutral, con. – contradiction).

Length in syllable Development set Test set

ent neu con ent neu con

Premises, ≤ 8 55 54 37 267 266 188

Premises, 9–14 334 332 227 1589 1575 1060

Premises, 15–20 86 85 54 217 214 134

Premises, 20–26 48 35 60 163 155 212

Premises, > 26 424 331 564 1904 1908 2534

All premises 947 837 942 4140 4118 4128

Hypotheses, ≤ 8 62 54 75 297 266 376

Hypotheses, 9–14 346 332 453 1615 1575 2126

Hypotheses, 15–20 70 85 102 167 214 250

Hypotheses, 20–26 45 36 30 155 155 106

Hypotheses, > 26 424 330 282 1906 1908 1270

All hypotheses 947 837 942 4140 4118 4128

4 Experiments

We did some experiments on our VnNewsNLI dataset and on Vietnamese XNLI dataset
[11] then compared their results to find if our dataset is usefulwhenbuilding aVietnamese
NLI model. XNLI dataset was manually annotated from English texts then the annotated
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results were translated into different languages using machine translators. Therefore,
Vietnamese XNLI dataset is a Vietnamese translated NLI dataset. For experiments, we
used BERT architecture for training Vietnamese NLI models as shown in Fig. 6.

According to the BERT architecture in Fig. 6, a premise and a hypothesis of a sample
will be concatenated into an input. This input has the following order: the “[CLS]”
token, then all premise’s tokens, then the “[SEP]” token, then all hypothesis’ tokens,
and the “[SEP]” token at the end. Each input token will be converted to a tuple of
word embedding, segment embedding and position embedding. These embeddings will
go through BERT architecture to generate a context vector for each input token and a
context vector for the whole input. The context vector of the whole input is returned
at the “[CLS]” position. This vector will be used for identifying the relation between
the premise and the hypothesis by a classifier. This classifier is a feed forward neural
network fully connected to the context vector of the input. It will be trained in fine-tuning
steps. We chose BERT architecture for experiment because it can compute the context
vector with syntactic and semantic features of the input [15–17].

Fig. 6. The illustration of NLI BERT architecture[7]

4.1 Experiment Settings

We built two Vietnamese NLI models using BERT architecture as shown in Fig. 6.
The first model, viXNLI, was fine-tuned from PhoBERT pretrained-model [13] on Viet-
namese version of XNLI development set with word segmentation. The second model,
viNLI, was fine-tuned from PhoBERT pretrain-model on our VnNewsNLI development
set with word segmentation. We used a small Vietnamese development set of XNLI and
an equally small development set of VnNewsNLI for showing the efficiency when using
PhoBERTpre-trainedmodel.We usedHuggingface python library[18] for implementing
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the BERT architecture and fairseq python library[19] for tokenizing Vietnamese words
into sub-words. We also used VnCoreNLP [20] for word segmentation.

We fine-tuned these models in 2 to 8 epochs with learning rate of 3.10–5, batch size
of 16 and input maximum length of 200 because the PhoBERTbase pretrained model has
the limit input length of 258 and the lengths of the premises and hypotheses are rarely
greater than 100 syllables. Other parameters were left with default settings. We chose
the best models from checkpoints for testing.

4.2 Experiment Results

The experiment results are shown in Table 4. In Table 4, the accuracy of viNLI model
(40.30%) is lower than of viXNLI model (68.64%). In our VnNewsNLI dataset, each
premise or hypothesis is a sentence. In XNLI dataset, each premise or hypothesis is
translated from English and is a group of sentences. Our viNLI model was fine-tuned
on our VnNewsNLI dataset therefore it may not capture the semantic of multi-sentential
premise-hypothesis pairs in XNLI test set effectively. In contrast, viXNLI was fine-
tuned on XNLI dataset therefore it may capture the semantic of premise-hypothesis
pairs effectively in both XNLI’s samples and VnNewsNLI’s samples. This is the reason
why viXNLI’s accuracy on XNLI (68.64%) approximates to viXNLI’s accuracy on
VnNewsNLI (64.04%)while there are big gaps between the viNLI’s accuracies onXNLI
(40.30%) and on VnNewsNLI (86.05%) and between the viXNLI’s accuracy (64.04%)
and viNLI’s accuracy (86.05%) on the same VnNewsNLI test set.

Table 4. The accuracy of viXNLI and viNLI models on test datasets

Dataset viXNLI (%) viNLI (%)

XNLI test set 68.64 40.30

VnNewsNLI test set 64.04 86.05

The accuracy of viNLImodel (86.05%) is higher than the accuracy of viXNLImodel
(64.04%) on VnNewNLI test set. This means our development set is more appropriate
for fine-tuning a Vietnamese NLI model than the Vietnamese XNLI’s development set.
It also means our proposed method is possibly used for building Vietnamese NLI dataset
with an attention in adding many multi-sentential.

In our experiment, we fine-tuned viXNLI and viNLI models on two small devel-
opment sets with about 2,500 samples and test them on two larger test sets with about
5,000 samples and 12,000 samples. The results shows that BERT pre-train models are
possibly fine-tuned on small datasets to build effective models as described in [7].

5 Conclusion and Future Works

In this paper, we proposed amethod of building a Vietnamese NLI dataset for fine-tuning
and testing Vietnamese NLI models. This method is aimed at two issues. The first issue
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is the cue marks which are used by the trained model for identifying the relation between
a premise and a hypothesis without considering the premise. We addressed this issue
by generating samples using eight types of premise-hypothesis pair. The second issue is
the Vietnamese writing style of samples. We addressed this issue by generating samples
from titles and introductory sentences of Vietnamese news webpages. We used title-
introductory pairs of appropriate webpages for reducing annotation cost. These samples
were generated by applying a semi-automatic process. For evaluating our method, we
built our VnNewsNLI dataset by extracting the title and the introductory sentence of
many webpages in a Vietnamese news website VnExpress and applied our building
process. When building our VnNewsNLI, we had two people manually annotated each
sentence for generating contraction sentences.

Weevaluated our proposedmethodby comparing the results of aNLImodel, viXNLI,
fine-tuned on Vietnamese XNLI dataset and of a NLI model, viNLI, fine-tuned on
our VnNewsNLI dataset. We used the same deep neural network architecture BERT
for building these NLI models. The results showed that viNLI model had a higher
accuracy (86.05% vs. 64.04%) on our VnNewsNLI test set while it had a lower accu-
racy (40.30% vs. 68.64%) on Vietnamese XNLI test set when comparing to viXNLI.
The VnNewsNLI’s accuracy of 86.05% showed a promise of building high-quality
Vietnamese NLI dataset from Vietnamese documents for ensuring writing-style.

Currently, our VnNewsNLI dataset contains a quite small number of samples with
about 15,000 samples. In future, we will apply our proposed process for building a large
and high-quality multi-genre Vietnamese NLI dataset.
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