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Abstract. As a decentralized database, the public blockchain has broad
application prospects in many fields such as finance, healthcare, and sup-
ply chain, so it is getting more and more attention. The current main-
stream public blockchain protocol based on Proof of Work (PoW) cannot
be applied to various extendable application scenarios with performance
requirements due to performance bottlenecks. Proof of Stake (PoS) cir-
cumvents the performance bottleneck of PoW by utilizing equity instead
of computing power. However, ordinary PoS protocols still have security
problems for they are vulnerable to nothing-at-stake attacks, and rely
on third parties to support dynamic availability. In this paper, we pro-
pose a novel scalable and secure PoS consensus scheme to support the
application of public blockchain in various extendable scenarios. We clas-
sify nodes in different states and perform node state transitions through
different protocols. Combining stake mechanism with consensus schemes
and using dynamic stake proportion table to support dynamic stake sce-
nario, we propose a block compression method to reduce the commu-
nication consumption of consensus. We propose a chain selection rule
based on Verifiable Random Function (VRF) nonce and longest chain
rule, which supports dynamic availability without third parties. In addi-
tion, we prove the security of our scheme and analyze its performance
at general security threats. Finally, experimental results show that our
scheme have better system performance and better scalability under the
same condition.

Keywords: Blockchain · Consensus · PoS · Chain selection ·
Scalability

1 Introduction

Consensus mechanism is the core and cornerstone of public chain. PoW has
become the prevailate consensus mechanism of public chain because of its sim-
plicity, practicality and provable security, such as Bitcoin [1] et al. However,
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energy consumption and performance barrier make it hard to apply to vari-
ous extendable scenarios. PoS [2] is an energy-efficient public chain consensus
framework, it uses stake to replace computing power for leader election. PoS
overcomes the shortcomings of PoW and is a popular alternative of it. However,
PoS chain is more susceptible to nothing-at-stake attacks from malicious nodes,
so its security cannot be ascertained.

Related work about PoS protocol is mainly based on Byzantine Fault Toler-
ance (BFT) and the longest-chain-rule [17]. BFT-based PoS protocol [3,4] selects
candidates to form a committee based on nodes’ stake and guarantees the secu-
rity of the protocol by BFT, therefore increases the communication consumption
of the consensus. In addition, the scalability of the protocol is also limited by
BFT. The longest-chain-rule-based PoS protocol [5–9] uses stake proportion for
leader election and longest-chain rule for block synchronization. It avoids the
scalability limitation of the front and its communication consumption is low.
However, its security cannot be guaranteed, and nodes are vulnerable to bribery
attacks [4], and it relys on a third party to support dynamic availability, which
reduces the decentralized property of public chain.

In this paper, we propose a novel scalable and secure PoS consensus scheme
which has an independent equity mechanism and does not rely on third parties to
satisfy dynamic availability. We utilize a block compression method to enhance
the efficiency of consensus, which increases the system performance of public
blockchain. Meanwhile, it has a provable security under the standard blockchain
attributes and could defend other threats.

Our contributions are as follows:

1) We propose a novel blockchain protocol based on PoS, which combines stake
mechanism and consensus scheme, applies dynamic stake proportion table to
support dynamic stake scenario, and utilizes a block compression method to
reduce the consumption of the block propagation in a distributed network,
which could improve the system performance efficiently.

2) We present a chain selection rule based on VRF nonce and longest-chain
rule, and then propose a block synchronization protocol based on it, which can
support dynamic availability without trusted third parties, further strengthen
the decentralization attribute, and effectively circumvent single point effects.

3) We propose a scalable and secure PoS consensus scheme with an independent
stake mechanism, which has a stronger provable security and better scalabil-
ity. It has been proven to meet the security attributes of the blockchain, and
the proportion of stake fault tolerance of the protocol also performs well.

The rest of this paper is as follows. The tools and model assumptions will
be introduced in the next section. Section 3 illustrates the system model and
detailed design of the scheme. Security analysis is given in Sect. 4, and Sect. 5
presents the experiments and results. Section 6 introduces the related works and
Sect. 7 gives the conclusion and discussion.
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2 Tools and Model Assumptions

In this Section, we introduce the VRF and KES tools used in our scheme, and
explain the clock model, communication model and security model assumptions,
and finally give our design goals, which could better expound our scheme.

Tools. We use two tools to improve the security of our scheme.

Verifiable Random Function (VRF). VRF [11] is a non-interactive verifiable
nonce algorithm based on an asymmetric encryption algorithm, which guaran-
tees the uniformity, verifiability and security of the generated nonce. It has two
participants: prover uses secret key SK and a random seed to calculate VRF
nonce and proof, verifiers use the homologous verifiable key VK and other pub-
lic information to verify it. VRF was applied to PoS scheme design in [3,6–8,16].

Key Evolving Signature schemes (KES). KES [12] is a forward signature scheme,
which periodically generates a new key pair based on the original key and
destroys the old key. It can effectively prevent malicious nodes from modify-
ing the transaction information of stored blocks, and ensure that the security of
data.

Models. Public chain is an open and distributed network and its clock is uncer-
tain. To avoid other interferences, we have 3 models below:

Clock Model. We assume the consensus time (the time of each round of the block
generation protocol) is determinate, and the consensus node could get the same
current timestamp when its network is normal.

Network Model. The communication between nodes is partially synchronized,
that means messages sent by nodes can arrive within the maximum delay Δtdelay,
and the messages are invalid when their reachable time beyond Δtdelay.

Security Model. The security threats of our scheme mainly come from Byzan-
tine [11] nodes. The biggest security threat is nothing-at-stake attack [4], which
malicious nodes could expand various chains at a extremely low cost to make
chain diverges. Bribery attacks is also a inevitable problem, we assume that it’s
only feasible to few honest nodes.

Goals. Based on the tools and models above, our PoS consensus scheme should
have dynamic availability, scalability, and provable security.

Dynamic Availability. The public chain is an open network that nodes can join
and exit at any time. Unsynchronized honest nodes could synchronize the longest
chain dominated by honest nodes by executing our protocol.
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Scalability. The communication consumption of distributed networks increases
rapidly with the increase of the number of nodes, our scheme needs to enhance
the efficiency of consensus and have a high system performance to make public
chain more scalable.

Provable Safety. our scheme should have provable security under the mod-
els above, which means it meets the three standard security attributes of the
blockchain chain growth, common prefix and chain quality.

3 Scalable Consensus Scheme Based on Proof-of-Stake

In this Section, we specifically introduce our PoS consensus scheme. We clas-
sify the nodes in the network into 3 types: new nodes, unsynchronized nodes
and synchronized nodes according to their states. Then we propose three proto-
cols: node registration, block generation and block synchronization, which node
could execute them for state transition. In order to combine stake mechanism
with our scheme, we initialize the stake value in node’s registration transaction in
NodeRegistration protocol. We propose a candidate block compression method
in BlockGeneration protocol to reduce the communication consumption of con-
sensus. In BlockSynchronization protocol, we use the longest-chain-rule and
VRF nonce to propose a new chain selection rule, so that our scheme supports
dynamic availability without third parties.

3.1 System Model

Fig. 1. Overview of system model.

Figure 1 is an overview of our model, there is a peer-to-peer network in our sys-
tem model, it includes three types of new nodes: synchronized nodes, and unsyn-
chronized nodes. And our scheme involves three protocols: NodeRegistration,
BlockGeneration and BlockSynchronization. Synchronized nodes have syn-
chronized to the latest block and have the longest chain, while unsynchronized
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nodes doesn’t synchronize to the latest block due to network failures or other
additions. Only synchronous nodes can participate in the consensus to compete
to become the leader to generate new blocks.

NodeRegistration protocol includes two stages: key pair generation and
equity initialization. BlockGeneration protocol includes three stages: candidate
election, compressed block broadcast and leader election. BlockSynchronization
protocol includes two stages: legal chain collection and chain selection.

3.2 Scheme Design

Fig. 2. Scheme overview.

Scheme Overview. Figure 2 is the overview of our view, the state of the nodes
in the system is as dynamic as the real scene, and can transform to another state
by executing the homologous protocol, or keep the original state:
1) The new node executes the node registration protocol to join the network.

After the transaction is confirmed, the node registers successfully and becomes
an unsynchronized node.

2) The unsynchronized node executes the block synchronization protocol to
become a synchronized node. After the synchronization is completed, it
become a synchronized node.

3) The synchronization node executes the block generation protocol to main-
tain the synchronization state. If the execution is successful, it will remain
synchronized state, otherwise it will become an unsynchronized node.
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Node Registration. In the original PoS protocol, stake is the token in the
incentive mechanism, which is negative to the development of public chains.
We separate the stake mechanism from the incentive mechanism and make it
a independent part of our PoS consensus scheme. For each new node Ni, it
performs the following initialization processing respectively.

Init. Generate Keypairs and Init Stake. Ni generate KES keypairs PKkes
i and

SKkes
i to sign and verify the node information to ensure the authenticity of

it. Then it uses random input 1k and KeyGen(∗) to generate VRF keypairs
V Kvrf

i and SKvrf
i . Nodes use SKvrf

i to generate nonces and proofs for candidate
election, use V Kvrf

i to verify the proof to ensure the unforgeability of VRF
nonces. Ni inits its stake value winit

i .

Send Registration Transaction. Ni sends the registration transaction with winit
i ,

its PKkes
i , V Kvrf

i and other public information to the consensus network. The
node registers successfully when the new block containing the transaction is
generated and confirmed.

Node Stake. The changes of nodes’ stake will record in a transaction and store
in the block, stake is valid only when it’s recorded in the blockchain. We set the
stake mechanism as a open setting in this paper, which makes it more flexible.

3.3 Block Generation

We use stake proportion table to support dynamic stake scenario with our stake
mechanism in this part. And the communication of broadcasting messages in
large-scale distributed networks is costly, we use a block compression method
to reduce communication consumption and increase the efficiency of consensus.
Then we use VRF nonce to select the leader, which is impartial and secure.

For each participant node Ni with local chain Chainlocal
l , and its chain length

is l(>1) after r rounds. The latest block is

Blockl =
((

roottrans
l |noncel|Other

) |BlockBodyl

)
(1)

for r + 1th round, our consensus performs below:

Candidate Election. Every node in our scheme could compete to be the leader, we
use self election to save communication consumption. It’s divided into 2 stages:

1) Generate Node Stake Proportion Table. Ni reads stake transactions from
Chainlocal

l and calculates the stake value wl
i of each node, then generates the

node stake proportion table W local
l . For the stake proportion sl

i of each node is

sl
i = wl

i∑n
j=1 wl

j

.

2) Self Election. Consensus node uses noncel from Blockl, consensus round
r + 1, nonce index and SKvrf

i to generate noncer+1
i and proofr+1

i , then uses
noncer+1

i and its stake proportion sl
i for candidate election, the condition is

noncer+1
i ≤ sl

i × 2len, len is the binary length of VRF nonce. The node meets
the condition becomes a candidate and executes the next protocol.
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Compressed Block Broadcast. In a general blockchain, transaction data is actu-
ally broadcast twice, the first time is in the transaction broadcast stage, for the
second time in the block broadcast stage. Different with PoW, the hash calcula-
tion time of the PoS protocol is almost 0, and the block broadcast time is a big
factor of consensus efficiency.

Fig. 3. Candidate block compression.

1) Generate compressed block. For the received transaction, node Ni first
verifies its validity, then saves the valid one in TransPooli. The transactions
that have been broadcast are deposited in Transbroadcast

i , others are deposited
in Translocal

i . The candidate node only packs the broadcast transaction’s unique
identifier (such as transaction hash). Figure 3 shows the diminution of the block
size with the same number of transactions after compression.

2) Broadcast block and VRF proof. After the candidate node generates the
compressed candidate block, it packages them as

Candidatel+1
i =

(
Transl+1

i |
(
noncel+1

i |proof l+1
i |V Kvrf

i |Other
))

(2)

then broadcast it to other nodes in the network.

Leader Election. i) Verify Messages. For each candidate message
Candidatel+1

j(j �=i), node Ni firstly verifies the validity of the VRF nonce noncer+1
j ,

and then verify the validity of candidate according to W i
l . If both the results

are true, Ni adds it to candidate pool Candidatesl+1
i . ii) Generate Block. If the

number of candidates in Candidatesl+1
i is more than 1, Ni chooses the one with

the smallest VRF nonce as leader, and generates a new block based on it; if it
is 0, then no block will be generated. The next round will begin at the end of
this consensus.

Empty Block. Assume that a total of n participates in one round of consensus,
and the stake of node Ni is si. It has been proved that the VRF nonce is uniform
and satisfies the law of distribution in [3]. Therefore, it can set the probability
of node Ni self-elected successfully is si when n is big enough. The probability
of generating empty block θempty when a node only generates one nonce is
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θempty =
∏n

i=1
(1 − si) (3)

it have
∑n

i=1 si ≤ 1, when n is big enough,
∏n

i=1 (1 − si) ≤ ∏n
i=1

(
1 − 1

n

)
and

lim
n→∞

(
1 − 1

n

)n = 1
e thus

θempty =
∏n

i=1
(1 − si) ≤

∏n

i=1

(
1 − 1

n

)
=

1
e

(4)

which means the phenomenon of generating empty blocks is inevitable.

Block Synchronization. In the original PoS protocol, it obtains dynamic avail-
ability through “checking point”, which decreases the decentralized attribute of
the blockchain. In Block Synchronization protocol, honest nodes only need gen-
esis block and current timestamp and then they could synchronize to the valid
chain, which supports dynamic availability without a third party.

Chain Selection Rules. i) If there are two chains with different lengths, choose the
longer one; ii) if their length is equal, choose the one with the earlier consensus
round after their divergence point firstly; iii) If their round is the same, choose
the one with the smaller VRF nonce of the block after the divergence point.

The chain selection rule is a special longest chain rule, which guarantees that
the honest nodes will choose the same longest chain. Although malicious nodes
may successfully attacks in new blocks, honest nodes would still dominate the
longest main chain while their stake proportion is big enough.

We assume that the local chain of node Ni is Chainlocal and the current
timestamp is T . The protocol steps are as follows:

1) Calculate the consensus round. The node Ni get the initial timestamp t
from genesis block, and then uses current timestamp T to calculate the current
consensus round R.

2) Collect legal chains. Ni requests other nodes for their local chain Chaini

and verifies its validity. Firstly, it verify whether the consensus round is smaller
than R, then the validity of genesis block, and finally verify the legality of the
chain and block. All valid chains are collected into Chainssyn

i .
3) Chain selection. For each Chaini from Chainssyn

i , Ni uses chain selection
rules to select one chain as its new local chain.

Besides the chain length, we also use consensus round R and VRF nonce to
upgrade our Chain Selection Rule. That is to ensure that the node would select
only one chain among multiple chains. Any honest node can finally synchronize
the longest chain dominated by honest nodes with executing the block synchro-
nization protocol. Therefore, our scheme can support dynamic availability when
the stake proportion of malicious nodes is less than a certain value.
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4 Security Analysis

In order to ensure the feasibility of our scheme, we firstly prove its security under
a standard security model, then we analyze the stake fault tolerance proportion
of the protocol and its performance under other security threats.

4.1 Security Attributes

Definition. Blockchain has three key security attributes: chain growth [13],
common prefix [14,15] and chain quality [14]. These three attributes are used
for security analysis in PoS protocols such as [6–9,16]. We also use them to
analyze our protocol’s security. We firstly give their definitions and then prove
that our protocol satisfies them under our assumptions and security model.

Definition 1. Chain growth. There is a PoS protocol Pos with a set of par-
ticipants P∗. The chain growth properties are described as follows: there is a
parameter σ ∈ R, for any honest participant Pi with local chain Ci and chain
length Li when the round of consensus is Ri, and honest participant Pj with
local chain Cj and chain length Lj when the round of consensus is Rj. when
Pi, Pj ∈ P ∗, Ri > Rj, there is Li − Lj ≥ σ(Ri − Rj) in the execution of Pos.

Definition 2. Common prefix. There is a PoS protocol Pos with a set of partic-
ipants P∗. The public prefix attributes are described as follows: there is a param-
eter k ∈ N+, for any honest participant Pi with local chain Ci and chain length
Li, and honest participant Pj with local chain Cj and chain length Lj. When
Pi, Pj ∈ P∗, Li > Lj, there is Chainj [¬k] ⊆ Chaini in the execution of Pos.

Definition 3. Chain quality. There is a PoS protocol Pos with a set of par-
ticipants P∗. The chain quality attribute is described as follows: there are two
parameter μ ∈ R (0 < μ < 1) , L ∈ N+, for any honest participant Pi with local
chain Ci and chain length Li. When Li is large enough, the proportion of blocks
generated by honest nodes in Ci is at least μ in the execution of Pos.

Proof. In order to prove that our scheme satisfies these three security attributes,
we have tree preconditions below: i) The stake proportion α of all honest nodes
is greater than that of all malicious nodes β, it means α = λβ, λ > 1; ii) Honest
nodes generate a every r rounds on average, r = e/(e−1), r ∈ R, e is the natural
exponential; iii) Protocol executes in the NetworkModel of Sect. 2.

We assume that there is a honest node Ni with local chain Chaini and chain
length li when the round of consensus is ri, a honest node Nj with local chain
Chainj and chain length lj when the round of consensus is rj , and a node N
with local chain Chainlocal and chain length l.

Proof. Chaingrowth. In the worst case, the malicious node does not generate
new blocks. The stake proportion of honest nodes is α, and on average at least
one block is generated every r′ = eα/ (eα − 1) round, then there is li − lj ≥
(ri − rj) /r′. It’s obvious that 1/r′ ∈ R, so it satisfies the chain growth attribute.
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Proof. Commonprefix. For honest nodes Ni and Nj ,li > lj , we know that
their genesis blocks are generated when the blockchain is initialized, so at least
Chainj [¬k] ⊆ Chaini. According to the chain selection rules, we know that
all honest nodes will eventually choose a chain as the main chain. So we have
Chainj [¬lj − h] ⊆ Chaini, h > 1. so it satisfies the common prefix attribute.

Proof. Chainquality. The chain length l of the honest node’s local chain
Chainlocal will be long enough after the protocol has been executed for a
long time. And the probability of a consensus node being elected as a leader
to generate a new block is positively correlated with its stake proportion.
Since we assume that the stake proportion of honest nodes is α, that of mali-
cious nodes is β, and α = λβ, λ > 1. We proved that the worst-case infla-
tion rate [9] of malicious nodes will eventually converge to a certain value
ratiofull−greedy in next segment, then the proportion of blocks generated by
honest nodes μ′ ≈ α/

(
α + β × ratiofull−greedy

)
= λ/(λ + ratiofull−greedy). we

have 0 < μ′ < 1 when λ > 1, so it satisfies the chain quality attribute.

4.2 Security Threats

Stake Fault Tolerance Proportion. The PoS protocol is vulnerable to
nothing-at-stake attacks because its low computation consumption. Malicious
nodes can expand on multiple chain branches of a consensus at a very low cost.
We use the amplification ratio [9] to analyze the stake fault tolerance proportion
of our protocol. Similarly, we have the following analysis:

For the chain Chain′ with length l′ and consensus rounds r′, the stake
proportion of the malicious nodes Nadversary is beta, and the max probabil-
ity of generating a block each round is also β. Let f (t, l) be the number of
chains with chain length l′ + l and consensus time r′ + t which extends from

Chain′, we have f (t, l) = f (t − 1, l) + f (t, l − 1) β =
(

t
l

)
βl = t!

l!(t−l)!β
l. we

know t! ≈ √
2πttt when t is large enough, combine (10) and t = rl we have

f (t, l) ≈
√
2πrl(rl)rl√

2πlll
√

2π(t−l)(t−l)t−l
=

√
r

2π(r−1)l

[
rr

(r−1)r−1 β
]l

, and we know that

f (t, l) ≥ 1 when l is big enough, then combine t = rl we have rr

(r−1)r−1 β >

1 ⇒ l <
[

r
r−1

]r−1

βt. we know that l is the length of Chain′ with full-greedy [9]

strategy extends after time t, so the amplification ratio is ratiofull−greedy <[
r

r−1

]r−1

.
When malicious nodes implement the full-greedy strategy and honest nodes

not, our stake fault tolerance proportion ρ = 1
1+ratiofull−greedy .

Prediction Window. The results of [17] show that it needs higher stake pro-
portion to guarantee security when the prediction window is larger, because it’s
more vulnerable to bribery attacks (BA) [4]. The random seed of generating
VRF nonce will change in each round in our protocol, so our prediction window
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size is 1, which can be regarded as unpredictable when ignoring network delays,
so it defends BA well.

Table 1. Secure attributes of PoS consensus schemes.

Ourobros Algorand Nakamoto-Pos Our scheme

Window size κ Θ (κ) 1 1

Faulr tolerance 50% 33% 27% 36%/42%/46%

Threat of BA High Medium Low Low

Table 1 shows the comparison of our scheme and other schemes. κ is a security
parameter in [5–7] and its value is 2160. The stake fault tolerance proportion is
about 36% in our scheme when there is only one nonce generated in each round,
it would be 42% while there is 2 and 46% while it’s 3.

5 Experiments and Results

In our scheme, the candidate block broadcast time is the main part of the block
generation protocol. Therefore, we implemented the prototype of the candidate
block compression module and used the Bitcoin network in [16] to simulate
it. Te block header size is 100B, the size of ordinary transaction is 256B, and
the transaction hash size is 32B. Our simulation runs on a quad-core machine
(Intel core i5-4590, 3.3 GHz, 8 GB RAM), and evaluated the average time of 100
block broadcasts on 75% and 90% of a 3000-node Bitcoin simulation network
while the transaction compression proportion is 100%, 75% and 50%, 0% rep-
resents the original PoS scheme. We mainly evaluate the relationship between
the BlockSize, BlockBroadcastT ime and SystemPerformance and the trans-
action compression proportion.

Fig. 4. Block size with different tx numbers and compression proportions.
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Block Size. Figure 4 is the block size of the number of transactions ranges from
1000 to 4000. When the compression proportion is 100%, 75% and 50%, the size
of block is from 32 KB to 128 KB, 88 KB to 352 KB, 144 KB to 576 KB, it’s about
13%, 35%, and 56% of the original one. And it will be more efficient when the
transaction size is larger than the ordinary ones.

Fig. 5. Broadcast time with different
number of transactions.

Fig. 6. System performance with differ-
ent tx sizes.

Block Broadcast Time. Figure 5 is also the block broadcast time of the num-
ber of transactions ranges from 1000 to 4000. The time of block broadcasting
to 75% nodes is about 15%, 35%, and 57% of original one; while 90% is about
14%, 33%, and 56%, and it grows faster with lower compression proportion. In
addition, it takes about more than 26–34% of time to broadcast the block to
90% nodes than 75% when other conditions are the same.

System Performance. Figure 6 is the system performance of the block size
ranges from 64 KB to 512 KB. When the compression proportion is 100%, 75%
and 50%, TPS (transactions per second) is approximately 400–630, 140–230 and
90–140. It’s about 8 times, 2.9 times, and 1.8 times of the ordinary PoS schemes.
In addition, the TPS of the block broadcast to 90% of the network nodes is about
24% lower than that of 75% when other conditions are the same.

Due to the message delay of the distributed network, even the performance
of the blockchain system of a 100% compressed block has an upper limit, but
compared to the ordinary PoS system, the TPS of our solution is significantly
improved, and there are also some optimized aspects. In general, the block com-
pression method we proposed can reduce the size of the block under the same
number of transactions and save the communication consumption of block broad-
casting, it indeed improves the TPS of public chain.

6 Related Work

Review the work of the current public chain consensus protocols, Algorand [3]
uses the VRF and BFT mechanisms in the PoS protocol for the first time. Hot-
stuff [4] optimizes the BFT protocol, and uses a pipeline method to optimize the
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protocol execution to improve efficiency. Libra [18] is a more robust and efficient
consensus mechanism designed based on Hotstuff. However, the scalability of
these schemes is limited by BFT, and the consensus consumption will increase
rapidly when the number of nodes in the network increases. Snow White [5]
firstly proposes the framework of the provably secure PoS protocol, and analyzed
the security of the protocol in an open network environment. Ouroboros [6–8]
divides the longest chain PoS protocol into two stages, epoch and slot, which
makes the stake fault tolerance proportion close to 50%. However it’s vulnera-
ble to bribery attacks. [9] proposes a new security property chainsoundness of
blockchain. [17] discusses the impact of predictability on security of PoS pro-
tocols. These schemes are mainly concerned the security instead of the system
performance of the protocol [19,20].

7 Conclusion and Discussion

In this paper, we propose a scalable and provably secure PoS protocol to sup-
port the application of public chains in extendable scenarios. We propose an
independent stake mechanism that binds stake to nodes with transactions, and
uses stake proportion table to support dynamic stake scenario. We propose a
method of candidate block compression to decrease the communication consump-
tion of block broadcast. We propose a new longest-chain rule, which supports
the dynamic availability without a third party. In addition, we prove the security
of our protocol and analyze its stake fault tolerance proportion. Our experimen-
tal results show that our communication consumption is lower with the same
number of transactions, and the system performance is indeed better than other
solutions. Furthermore, we plan to increase the stake fault tolerance proportion
of this scheme, and prove its security in a more realistic and complex network
environment. On the other hand, we will continue to research the public chain
consensus schemes that have higher system performance.
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