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Abstract. Privacy protection of individual users in social networks is becoming
more and more important, thus it requires effective anonymization techniques. In
this paper, we use Kruskal and Prim algorithms to model the linear programming
of the minimum spanning tree. Finally, we execute the experiments on the number
of anonymity solutions and timewith different edgeweights to analyze theKruskal
algorithm and Prim algorithm to verify their anonymity feasibility.
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1 Introduction

Social networks are growing very fast in human society nowadays, and they are attract-
ing the interest of researchers from many disciplines. In social networks, the data might
contain sensitive information of individuals, which should not be released. However, dis-
closing information is a voluntary act for individuals, while they do not know who can
access their data and how their data will be used. Thus the data needs to be anonymized
before publication to protect the privacy of individuals. There has been increasing con-
cerns on the privacyof individuals in social networks. Siddula et al. [1] proposed a scheme
for k-anonymity by using an enhanced equi-cardinal clustering method. In 2020, Huang
et al. [2] gave a differential privacy protection scheme based on clustering and noise in
social networks. In 2021, Safi et al. [3] provided a framework for privacy protection by
public broadcast and attribute-baed encryptions in mobile social networks.

In social networks, individuals can link to ormake friends with each other.Moreover,
there are rich interactions in social networks, such as joining communities or groups of
common interest. Thus we can view a social network as a graph, where individuals are
treated as nodes, and the links represent the social ties between individuals. For edge
weighted social networks, the weights of edges represent the closeness of social ties
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between individuals, which should be protected by methods such as anonymization. Das
et al. [4, 5] proposed a scheme for protecting the weighted social networks based on
linear programming. Also, Zhang and Zhu [6] explored the centrality and cumulative
degree distribution of skeletons for weighted social network. The privacy in k-anonymity
of shortest paths by modifying edge weights are studied in [7, 8], respectively. Liu et al.
[9] proposed an anonymization scheme based on probabilistic indistinguishability, while
Dou et al. [10] used weighted noise injection to preserve privacy in multimedia recom-
mendation for social networks. In order to boost the accuracy of differentially private,
Wang and Long [11] designed an algorithm for each sub-network of original weighted
social network. Moreover, Walia et al. [12] used weighted graph to propose a secure
multimodal cancelable biometric system. Furthermore, Zhao et al. [13] gave secure out-
sourcing schemes based on untrusted cloud server for the min-cut of undirected edge-
weighted graphs. Besides, Yin et al. [14] designed local Bayesian differential privacy,
and proposed a hybrid method for federal learning.

In this paper, we focus on the anonymization of edge weights. We model the edge
weighted graph by preserving the required key property, and replace the original edge
weights by other edge weights satisfying the model. In [4, 5], the authors did not give
the experimental steps for specific algorithms. On this basis, we first give specific exper-
imental steps, and then further propose anonymous schemes under different algorithms.
The contributions of this paper are listed as follows.

• We use the Kruskal and Prim algorithms to model the linear programming of the
minimum spanning tree.

• We execute the experiments on the number of anonymity solutions and time with
different edge weights to analyze the Kruskal algorithm and Prim algorithm to verify
their anonymity feasibility.

2 Preliminary

Das et al. [4, 5] proposed an abstract modeling technique based on linear programming
problems as follows. For an algorithm whose key attributes are expressed as linear
combinations of edge weights, it makes decisions based on the actual values wi’s of
edge weights and uses variables xi to model the decisions. In its execution, each step is
be expressed by inequalities involving edge weights, which lead to a system of linear
inequalities:
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XT = [x1, x2, . . . , xn],

QT = [
q1, q2, . . . , qn

] (3)

When the edgeweights are replaced by any solution of (1), the properties of the graph
will be preserved under the modeled algorithm. In general, the model is formulated as a
linear programming problem by the above expressions (1), (2) and (3) as follows.

Minimize (or Maximize) F(x1, x2, . . . , xm)

subject to PX ≤ Q (4)

where F is a linear objective function. The model can be obtained by changing
the set of inequalities (4) for different algorithms that correspond to different series of
inequalities and objective functions. In the following, we use the Kruskal algorithm and
Prim algorithm models based on the minimum spanning tree.

3 Anonymizing Scheme

Given the original weighted graph G = (V,E,W), we use wi to represent the original
weight of the positive edge, where each wi corresponds to the edge i = (u, v) ∈ E. We
use xi to represent the anonymization edge weight in anonymity edge weighted graph
M = (V,E,X), and the component in the matrix X, where V and E do not change, and
only the edge weight is anonymized.

In order to implement anonymizing models of different algorithms, a concrete
original edge weighted graph G = (V,E,W) is described as follows (Fig. 1).

Fig. 1. A concrete original edge weighted graph G.

V = {A,B,C,D,E,F},

E = {(A,B), (B,E), (A,F), (F,E), (A,C), (F,C), (F,D), (E,D), (C,D)},
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W = {w1,w2,w3,w4,w5,w6,w7,w8,w9} = {34, 12, 19, 26, 46, 25, 25, 38, 17}
For subsequent verification of the anonymizing model, the minimum spanning trees

of the original edgeweighted graphG based on theKruskal algorithmandPrim algorithm
are respectively listed as follows (Fig. 2):

Fig. 2. Two minimum spanning tree based on the original edge weighted graph.

3.1 An Anonymity Model of Edge Weight Based on Kruskal Algorithm

A. Abstract model based on Kruskal algorithm

Constraint I: At every step of Kruskal’s algorithm for the MST, the edge with the
minimum weight amongst the set of remaining edges is selected, and if this edge does
not result in a cycle, it is added to the MST. Let (u, v) be the edge selected in the ith

iteration, and (u′, v′) be the edge selected in the (i + 1)th iteration, then this implies that
w[u, v] ≤ w[u′, v′]. If x(u,v) and x(u′,v′) are the variables representing these edges in the
model, then this outcome is modeled by the inequality x(u,v) ≤ x(u′,v′). Therefore, for
every pair of edges (u, v) and (u′, v′) selected in consecutive iterations, the inequality
x(u,v) ≤ x(u′,v′) can be added to the model whenever the given weights satisfy w[u, v] ≤
w[u′, v′].
Constraint II: All the edges (u, v) that are added to the minimum spanning tree, and
the minor edges

(
u′, v′) that can be added but do not form a ring when the last edge

is not added to the MST. There exists w[u, v] ≤ w
[
u′, v′], correspondingly there is a

constraint x(u,v) ≤ x(u′,v′).

Objective function:

Minimize F(x1, x2, . . . , xm) = c1x1 + c2x2 + . . . + cmxm,

Numcm=1 = n − 1,Numcm=0 = m − n + 1
(5)

where Numcm=1 represents the number of Cm = 1 and Numcm=0 represents the
number of Cm = 0.
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Based on theKruskal algorithm,we establish a concrete anonymitymodel as follows:
First, add the edge (B,E) with the smallest edge weight, whose edge weight is x2.

Second, add edge (C,D) with edge weight is x9, then x2 ≤ x9. If edge (A,F) is added,
whose edge weight is x3, then x9 ≤ x3. Fourth, add edge (C,F) with edge weight is x6,
then x3 ≤ x6. Finally, add edge (E,F) with edge weight is x4, then x6 ≤ x4.

Therefore:

P =

⎡
⎢⎢⎣

0 1 0 0 0 0 0 0 −1
0 0 −1 0 0 0 0 0 1
0 0 1 0 0 −1 0 0 0
0 0 0 −1 0 1 0 0 0

⎤
⎥⎥⎦ (6)

XT = [x1, x2, . . . , x9],

QT = [
q1, q2, . . . , qn

] = [0, 0, . . . , 0]
(7)

Based on constraint II, for any xi, 1 ≤ x9 ≤ 38.
Based on the above constraints, the linear model is solved. Assume that the publisher

further restricts the edge weight to 10 ≤ x9 ≤ 38. By the exhaustive method, it is found
that there are 53,130 anonymity solutions for the publisher to choose. The time taken to
solve the linear model is 62.003 s.

B. Validation based on Kruskal specific model
In this subsection,we choose one solution for verifying the anonymity as follows (Fig. 3).

Scheme I: x2 = 16, x3 = 21, x4 = 27, x6 = 26, x9 = 19.
The anonymity graph is listed as follows:

Fig. 3. Anonymity graph based on Scheme I.

Through the Kruskal algorithm, a minimum spanning tree of the anonymity graph
of Scheme I is obtained as follows, where the red edges represent the edges of the
anonymity graph spanning tree (Fig. 4).
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Fig. 4. The minimum spanning tree of the anonymity graph based on Scheme I.

It can be found that the minimum spanning tree of the anonymity graph is the same
as the minimum spanning tree of the original weighted graph. This shows that the linear
model based on Kruskal algorithm is feasible.

3.2 An Anonymity Model of Edge Weight Based on Prim Algorithm

A. Abstract model based on Prim algorithm
Assume that TE is the set of edges in the minimum spanning tree on G. The algorithm
starts from U = {u0}(u0 ∈ V),TE = {} and repeats the following operations: Find an
edge with the least cost among all the edges (u, v) ∈ E with u ∈ U, v ∈ V −U. (u0, v0)
is merged into the set TE, and v0 is merged into the setU at the same time, untilU = V .
At this time, there must be n − 1 edges in TE, then T = (V,TE) is the minimum
spanning tree of G.

Constraint I: In the Prim algorithm, (u, v) becomes the edge selected for the ith gener-
ation, (u′, v′) is the edge that can be selected but not selected for the ith generation, and
the inequality is in the selection x(u,v) ≤ x(u′,v′) will be added to this model when the
given weight satisfies w[u, v] ≤ w[u′, v′].
Constraint II: The difference between Kruskal algorithm and Prim algorithm is that
Prim algorithm is based on all edgeweights. The publisher canmodel based on constraint
I and set the anonymity range of the side rights by himself.

Objective function: Prim algorithm and Kruskal algorithm are both MST algorithms, so
the objective function is the same.

Based on the Prim algorithm, we establish a concrete anonymity model as follows:
First, select (A,F) and add vertex F , then

x3 ≤ x1, x3 ≤ x5,

U = {A,F}, TE = {(A,F)}.
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Second, select (C,F) and add vertex C, then

x6 ≤ x1, x6 ≤ x4, x6 ≤ x5, x6 ≤ x7,

U = {A,F,C}, TE = {(A,F), (C,F)}
Third, select (C,D) and add vertex D, then

x9 ≤ x1, x9 ≤ x4, x9 ≤ x7,

U = {A,F,C,D}, TE = {(A,F), (C,F), (C,D)}
Fourth, select (F,E) and add vertex E, then

x4 ≤ x1, x4 ≤ x8,

U = {A,F,C,D,E}, TE = {(A,F), (C,F), (C,D), (F,E)}
Fifth, select (B,E) and add vertex B, then

x2 ≤ x1,

U = {A,F,C,D,E,B}, TE = {(A,F), (C,F), (C,D), (F,E), (B,E)}
Based on constraint II, assume that the publisher further restricts the edge weight

to 1 ≤ xi ≤ 10. The linear model is solved by the exhaustive method, and there are
12,855,337 anonymity solutions for the publisher to choose. The time required to solve
the linear model is 16594.8 s.

B. Validation based on Prim specific model.
In this subsection, we choose one solution for verifying the anonymity as follows.

Scheme II: x1 = 7, x2 = 1, x3 = 7, x4 = 5, x5 = 10, x6 = 1, x7 = 7, x8 = 10, x9 = 2.
The anonymity graph is listed as follows (Fig. 5):
Through the Prim algorithm, a minimum spanning tree of the anonymity graph

of Scheme II is obtained as follows, where the red edges represent the edges of the
anonymity graph spanning tree (Fig. 6).

It can be found that the minimum spanning tree of the anonymity graph is the same
as the minimum spanning tree of the original weighted graph. This shows that the linear
model based on Prim algorithm is feasible.

4 Experiments

Both Kruskal algorithm and Prim algorithm are used for finding the minimum spanning
tree. Based on the linear anonymity of MST, the range of anonymous edge weights
changes with respect to the time (in seconds), number of anonymity solutions (No. of
solutions), and degree of anonymity α (the quotient of number of anonymous edges and
number of edges of the original edge weight graph). The experimental results are shown
in Tables 1, 2, and Figs. 7, 8, 9, 10.
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Fig. 5. Anonymity graph based on Scheme II.

Fig. 6. The minimum spanning tree of the anonymity graph based on scheme II.

Table 1. Anonymity results based on Kruskal algorithm.

Edge weight No. of solutions Time α

1–5 126 0.409 0.56

2–6 126 0.417 0.56

3–7 126 0.579 0.56

4–8 126 0.6 0.56

5–9 126 0.501 0.56

6–10 126 0.707 0.56
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Fig. 7. Anonymity time with different edge weights based on Kruskal algorithm.

Fig. 8. Number of anonymity solutions based on Kruskal algorithm with different edge weights.

In Table 1, Fig. 7 and Fig. 8, we can get that the number of anonymity solutions
based on Kruskal algorithm is 126 for all choices of the edge weights. However, the
anonymity time with different edge weights are different. When the edge weights are in
1–5, the anonymity time is 0.409 s. When the edge weights are in 2–6, the anonymity
time is 0.417 s. When the edge weights are in 3–7, the anonymity time is 0.579 s. When
the edge weights are in 4–8, the anonymity time is 0.6 s. When the edge weights are in
5–9, the anonymity time is 0.501 s. When the edge weights are in 6–10, the anonymity
time is 0.707 s.
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Table 2. Anonymity results based on Prim algorithm.

Edge weight No. of solutions Time α

1–5 45261 195.288 1

2–6 45261 137.863 1

3–7 45261 183.463 1

4–8 45261 181.371 1

5–9 45261 172.721 1

6–10 45261 154.81 1

Fig. 9. Anonymity time with different edge weights based on Prim algorithm.

Fig. 10. Number of anonymity solutions based on Prim algorithm with different edge weights.
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In Table 2, Fig. 9 and Fig. 10, we can get that the number of anonymity solutions
based on Prim algorithm is 45261 for all choices of the edge weights. However, the
anonymity time with different edge weights are different. When the edge weights are in
1–5, the anonymity time is 195.288 s. When the edge weights are in 2–6, the anonymity
time is 137.863 s. When the edge weights are in 3–7, the anonymity time is 183.463
s. When the edge weights are in 4–8, the anonymity time is 181.371 s. When the edge
weights are in 5–9, the anonymity time is 172.721 s. When the edge weights are in 6 ~
10, the anonymity time is 154.81 s.

It can be seen that the Prim algorithm has significant advantages in the number
of anonymity solutions. This gives web publishers a better choice. Although Kruskal
algorithm has more advantages in the anonymity time, the Prim algorithm does not cost
much more time than that of Kruskal algorithm. To a certain extent, anonymity based
on Prim algorithm is better.

5 Conclusion

In this paper, we provided an effective solution to the anonymization of global edge
weighted social network graphs.We first proposed a linear programmingmodel to effec-
tively preserve properties of the graph. At the same time, we considered the minimum
spanning tree and the shortest path between multiple sources, and showed how to use the
Kruskal algorithm and Prim algorithm to anonymize the original edge weighted graph.
Finally, we executed the experiments on the number of anonymity solutions and time
with different edge weights to analyze the Kruskal algorithm and Prim algorithm to
verify their anonymity feasibility.
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