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Abstract. The increasing popularity of social networks has inspired
recent research to explore social graphs for data mining. Because social
graph data contains sensitive information about users, publishing the
graph data directly will cause privacy leakage of users. In this paper,
we assume that attackers might re-identify targets with 1-neighborhood
graph attacks. To prevent such attacks, we propose a Graph Matching
based Privacy-preserving Scheme, named GMPS, to anonymize the social
graphs. We utilize Jensen-Shannon Divergence to compute node struc-
ture similarity to improve the accuracy of node clustering. And then,
utilize the graph modification to achieve k-anonymity and use graph
matching to measure the similarity of graphs. The experiment results
on HepTh and Facebook show that the proposed approach achieves k-
anonymity with low information loss and high data utility.
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1 Introduction

The growing popularity of social networks has prompted recent research to
explore social graph data to understand its structure for advertising, data min-
ing and so on. The large amount of personal data that users share on social
networks makes them a desirable target for attackers [1]. Releasing social graph
data directly will compromise users’ privacy, resulting the risk of uses’ property
and personal safety. Therefore, preserving the privacy of users has become a
challenges for social graph data publishing [2].

Social networks use nodes and edges to model social relations with graph
structure, where nodes represent users and edges represent relations between
users [3]. Normally, data owners may release their data after Nav̈ıve anonymiza-
tion, which just remove nodes’ identities before data publishing. However, Nav̈ıve
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anonymization cannot protect users’ privacy sufficiently, while adversaries may
have some background knowledge about users, i.e., degree, the 1-neighborhood
graphs. Based on background knowledge, there exist re-identification or de-
anonymization attacks [4–6] against graph structure, the attacks can be divided
into degree attacks [7], neighborhood graph attacks [8], subgraph attacks [9]. To
defend de-anonymous attacks, k-anonymity technique has been utilized by many
researchers. The k-anonymity technique used in graph data publishing is imple-
mented by adding or deleting nodes and edges to make that there are other k−1
1-neighborhood graphs isomorphic to one node. In this paper, we consider the
adversary has the background with the 1-neighborhood graphs of users, because
it is more difficult for an attacker to collect the information beyond a one-hop
neighborhood [10].

The main contributions of this paper are summarized as follows:

1. To achieve k-anonymity, we divided nodes into several clusters in which the
sizes are between [k, 2k). We utilize Jensen-Shannon Divergence to compute
node structure similarity to improve the accuracy of node clustering.

2. To measure graph anonymity, we use graph matching algorithm the accuracy
to obtain the distance of 1-neighborhood graphs of each pair of nodes.

3. The experiment results on HepTh and Facebook show that the proposed app-
roach achieves k-anonymity with low information loss and high data utility.

The rest of the paper is organized as follows. The notions, terminologies and
the problem description are introduced in Sect. 3. The strategies are elaborated
in Sect. 4. Section 5 gives the experimental analysis on our scheme respectively.
The validation results are presented in this section as well. We conclude this
paper in Sect. 6.

2 Related Works

To de-anonymous attacks, Campan and Truta [11] proposed a k-anonymity
model, in which each node should be similar to at least k − 1 nodes based
on both structural information and nodes attributes, therefore, the anonymized
nodes cannot be re-identified with the probability larger than 1/k. Due to this
reason, k-anonymity has become the most popular method to protect individuals
privacy in social network data publishing problem [12]. To achieve k-anonymity,
existing approaches can be classified into clustering-based and graph modifica-
tion approaches [10].

For clustering-based models, similar nodes and edges into groups to form
super nodes, a super node represent a subgraph which incorporates certain simi-
lar nodes and the edges between them, the edges between super nodes represent
the relationship between subgraphs. Since a clustered graph only contains super
nodes and super edges, by making the size of each cluster at least k, the proba-
bility to reidentify a user can be bounded to be at most 1/k. Campan and Truta
[11] discussed how to implement clustering method when consider the lost of
both node labels and structure information. Zheleva and Getoor [13] developed



112 H. Zhang et al.

a clustering method to prevent the sensitive link leakage. Cormode et al. [14]
introduced (k, l)-clustering for bipartite graphs and interaction graphs, respec-
tively.

Graph modification aims to alter graph structure to achieve k-anonymity
for privacy preservation. Liu and Terzi [7] proposed a approach to make node
degree achieve k-anonymity, that is, each node has at least other k − 1 nodes
with the same degree. Zhou and Pei [8] proposed a scheme to against the 1-
neighborhood attack. For each vertex v, its 1-neighborhood graph is isomorphic
1-neighborhood graphs to k − 1 other nodes. Zou, Chen and Ozsu [9] proposed
a k-automorphism scheme to preserve privacy. Cheng, Fu and Liu [15] proposed
two targets of attacks, NodeInfo and LinkInfo. Then they proposed a scheme
to form k pairwise isomorphic subgraphs. Yuan et al. [16] defined a k-degree-l-
diversity anonymity model to protect not only the sensitive labels of individuals
but also the structural information. Li et al. [17] proposed a graph based frame-
work to preserve privacy in data publication. Based on the features of the graph,
they quantified the privacy and utility measurements of the anonymous datasets.
Liu et al. [10] first proposed a kind of attack named weighted 1∗-neighborhood
attack, which assume that attackers have some background knowledge about
both individuals’ 1-neighborhood graphs and the degrees of its neighbor nodes
and edge weights between nodes. They proposed a heuristic indistinguishable
group anonymous scheme to achieve k-anonymity. In the anonymous social graph
has high graph utility. Huang et al. [18] proposed a privacy preserving approach
based on the differential privacy model, which combined clustering and random-
ization algorithms. Moreover, they also proposed a privacy measure algorithm
against graph structure and degree attacks. Ding et al. [12] proposed a new
utility measurement with a new information loss matrix, based on which a k-
decomposition algorithm and a privacy preserving framework are developed.

In general, existing researches about privacy preserving can protect the pri-
vacy of users for social graph data publishing. However, privacy protection needs
a trade-off between privacy and data utility. In our approach, we focus on 1-
neighborhood graph attack, and we can achieve better data utility meanwhile
guarantee k-anonymity.

3 Preliminaries

In this paper, we use an undirected graph G = (V,E) to model the social net-
work, where V is a set of nodes, E ⊆ V ×V is a set of edges. The nodes represent
the users, the edges represent the relationships between users such as friendship.
The cardinalities of V and E are denoted by |V | and |E| respectively, We assume
that |V | = n, |E| = m.

Due to the small world phenomenon of social networks,the diameters of social
networks are small, it is difficult to collect information of d-hop neighbors. We
focus on 1-Neighborhood Graph attack, the adversary have knowledge about one
node’s edge-neighborhood graph.
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Definition 1. (1-Neighborhood Graph) [8] G(v) = <V (v), E(v)>, where V (v)
is the set of neighborhood nodes of v and V (v) = {u|(u, v) ∈ E} ∪ {v}. E(v) is
the set of edges between the nodes in V (v), and E(v) = {(u, v)|u, v ∈ V (v) ∧
(u, v) ∈ E}.

4 The Proposed Approach

4.1 Node Clustering

In this section, we use k-anonymity to preserve the identities privacy of users.
In order to achieve k-anonymity, the processing is divided into three steps: (1)
Cluster initializing: for given nodes, according to the node degree and local clus-
ter coefficient, we cluster the nodes in graph G into several clusters. (2) Clus-
ter reshaping: for all clusters, compute the degree distribution similarity(DDS)
between each two nodes, according to DDS, reshaping the clusters, s.t. every
cluster has [k, 2k) nodes. (3) Modify the 1-neighborhood graph of nodes in every
cluster, s.t. the 1-neighborhood graph of nodes in the same cluster probabilistic
indistinguishability.

Cluster Initializing. For a given graph G = <V,E>, we initially cluster nodes
v ∈ V by the following metrics: d(v), lc(v). Here, d(v), lc(v) denote the degree
of the node v and the local clustering coefficient, respectively.

Definition 2. Local clustering coefficient lcv = μG(v)/ωG(v), where μG(v) and
ωG(v) are the numbers of triangles and triples in G(v), respectively.

We group nodes into a cluster if |d(vi) − d(vj)| < δ1 and |lc(vi) − lc(vj)| <
δ2, δ1, δ2 are two pre-defined parameters, and then we obtain several clusters
C1

1 , C1
2 . . . C1

M1
.

Although after the above processing, the nodes are grouped into several clus-
ters, not all the sizes of the clusters are greater than or equal to k. In reality,
during the empirical study, the size of clusters follow the power-law distribution,
that is, the cardinalities of most clusters are small, a small number of the clus-
ters have thousands of members. Therefore, we execute a cluster combination
process to make sure that the sizes of all clusters will be larger than k.

First, we sort all the clusters in descending order of the cardinality of the
clusters, C2

1 , C2
2 . . . C2

M1
. For each cluster of a size smaller than k, we incorporate

the nodes in C2
i+1 into C2

i , the processing continues until every cluster has a size
larger than k. Algorithm 1 shows the processing of Cluster Initializing.

Cluster Reshaping

Definition 3 (JensenCShannon Divergence [19]). Suppose that we have two
sets of discrete values xi and yi with the corresponding probability distribution,
p(xi) and p(yj). The relative entropy between these two distributions is defined

as R[p(x)||p(y)] =
n∑

i=1

p(xi)
p(xi)
p(yi)

.
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Suppose that there are M1 clusters after cluster initializing, we sort the clusters
in the descending order of the maximal node degree of the members in the
clusters, the sorted clusters are denoted as C

′
1, C

′
2, . . . C

′
M1

, |C ′
i | = n

′
i. For each

cluster C
′
i which size is larger than 2k, we perform cluster splitting to enable the

size of each cluster to be [k, 2k). We utilize the degree distribution similarity as
the metric to slip the clusters. In order to obtain the degree distribution similarity
of all the other nodes in the same cluster, first, construct the 1-neighborhood
graph of nodes in the same cluster. Then, for each node v ∈ C

′
i , obtain the degree

distribution P (v) of its 1-neighborhood graph. Compute the degree distribution
similarity of the these nodes, for node v ∈ C

′
i , compute the degree distribution

similarity with all the other nodes u in C
′
i , simuv = 1 − Ruv

Rmax
. Then, select the

k − 1 most similar nodes of node v, add these nodes and v into the same cluster.
In order to compute the degree distribution similarity of two nodes in social

networks, the processing is divided into three steps: (1) compute the nodes’
degree distribution. (2) compute the relative entropy of two nodes. (3) compute
the similarity of two nodes.

(1) Compute the nodes’ degree distribution
Graph G = <V,E>, where V = {v1, v2, · · · , vn}, E = {e1, e2, · · · , em}.
G(vi) = <V (vi, E(vi))> is the 1-neighborhood graph of node vi, let Ni =
|V (vi)|. Dvi

= {di1, di2, . . . , diNi
}, Dvi

represent the degree sequences of
nodes in G(vi), including vi. Pi = {pi1, pi2, . . . , piNi

}, where pij = dij

Di
, Di =

Ni∑

i=1

dij .

(2) Compute the relative entropy of two nodes
Suppose two nodes vi and vj , the degree distribution of the two nodes are
Pi = {pi1, pi2, . . . , piNi

}, Pj = {pj1, pj2, · · · , pjNj
}. Even if Ni �= Nj , without

loss of generality, let Ni > Nj , we could add |Ni−Nj | 0s into Pj . The relative
entropy between vi and vj is

rij [Pi||Pj ] =
Ni∑

k=1

pik
pik
pjk

.

(3) Compute the similarity of two nodes
Due to the asymmetry of the relative entropy, we also need to compute

rji[Pj ||Pi] =
Ni∑

k=1

pjk
pjk

pik
. Let Rij = rij + rji, Rmax = max(Rij), 1 ≤ i, j ≤ n,

the similarity of each pair of nodes can be defined as follows:

simij = 1 − Rij

Rmax
.

4.2 Graph Modification

After node clustering, we need to modify the graph to achieve k−anonymous.
Suppose that there are M clusters, C1, C2, . . . CM , the size of each cluster is
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about [k, 2k). We sort the clusters in descending order of the maximal node
degree, and the new ordered clusters are denoted as Ĉ1, Ĉ2, . . . ĈM . Then, for
each pair of nodes u and v in the same cluster, we compute distance between
the l-neighborhood graphs of each pair of nodes to determine whether they are
structure similar. If the 1-neighborhood of all nodes in the same cluster are
inexact matching, then, we achieve k-anonymity.

We use the Munkres’s algorithm [20] to find the minimum cost
cost(G(u), G(v)). If cost(G(u), G(v)) ≥ α, Find the optimal edit path p =

p1, p2, . . . pn+m of the integers 1, 2, . . . , n + m which minimizes
n+m∑

i=1

Cipi
. Then,

modify the graph structure to achieve structure similarity. The process is given
as Algorithm 1.

Algorithm 1. Graph Modification
Input: Graph G, α
Output: Anonymity Graph ˜G

1: Sort Ci, i = 1, 2, . . . M with descending order of maximal node degree
2: obtain ̂Ci, i = 1, 2, . . . M
3: for each ̂Ci do
4: choose the first node suppose u as the seed
5: for each node v in ̂Ci − {u} do
6: construct 1-neighborhood graphs of G(u) and G(v)
7: compute Cost(G(u), G(v))
8: if Cost(G(u), G(v)) ≥ α then
9: find the optimal edit path p = p1, p2, . . . pn+m

10: modify G(v) similar to G(v)

11: return ˜G

5 Validation Experiment

In this section, All the experiments were conducted in Python on a server running
the Ubuntu 20.04.1 LTS operating system. To demonstrate the effectiveness of
our scheme, we validate the performance of the proposed scheme on two real
datasets: CA-HepTh and Facebook. Details of graph characteristics are shown
in Table 1.

Table 1. Details of Social Networks

Dataset Nodes Edges AVD ACC APL

HepTh 9877 25998 5.3 0.4714 7.4

Facebook 4039 88234 44 0.605 4.7
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To explore the utility of the anonymized graph G̃, we test the following two
metrics:

1. Average degree(AVD): The AVD of G can be calculated as
∑

v∈V

dv/|V |;
2. Average clustering coefficient(ACC): The ACC of G can be calculated as∑

v∈V

Cv/|V |, where Cv is the local clustering coefficient of v;

Fig. 1. AVE

Fig. 2. ACC

Average Degree (AVE). The AVE of G can be calculated as
∑

v∈V

dv/|V |.
Figure 1 shows the change of average degree of HepTh and Facebook. We can
see that as k increase, change of AVE increases. The AVE change in the Facebook
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is small, while HepTh is the larger. As k increase from 5 to 25, the percentage
of AVE changes from 0.112 to 0.176 in Hepth, while from 0.026 to 0.137 in
Facebook. The result may be caused by the ACC, the larger the ACC, the
smaller the percentage of AVE changes.

Average Clustering Coefficient (ACC). Clustering coefficient is the degree
of clustering between the nodes of a graph. The ACC of G can be calculated as∑

v∈V

Cv/|V |, where Cv is the local clustering coefficient of v. Figure 2 is the ACC

of datasets, as k increase changes of ACC increase in both dataset. In Hepth,
the change is from 5.12 to 6.93, from 4.98 to 7.05 in Facebook. Therefore, the
ACC changes nearly in both datasets.

6 Conclusions

Although graph anonymization can reduce the risk of privacy disclosure, mali-
cious attackers might have background knowledge about 1-neighborhood graph
of targets, and they may re-identity the users in anonymous social graphs. In this
paper, we propose a Graph Matching based Privacy-preserving Scheme, named
GMPS, in Social Networks to realize social graph anonymization. We utilize
JensenCShannon Divergence to compute node structure similarity to improve the
accuracy of node clustering. And then, utilize the graph modification to achieve
k-anonymity and use graph matching to measure the similarity of graphs. The
experiment results on HepTh and Facebook show that the proposed approach
achieves k-anonymity with low information loss and high data utility.
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