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Preface

Social networks and big data have pervaded all aspects of our daily lives. With their
unparalleled popularity, social networks have evolved from platforms for social
communication and news dissemination to indispensable tools for professional net-
working, social recommendations, marketing, and online content distribution. Social
networks, together with other activities, produce big data that is beyond the ability of
commonly used computer software and hardware tools to capture, manage, and process
within a tolerable elapsed time. It has been widely recognized that security and privacy
are the critical challenges for Social networks and big data applications due to their
scale, complexity and heterogeneity.

The 7th International Symposium on Security and Privacy in Social Networks and
Big Data (SocialSec 2021) was held at Fujian Normal University in Fuzhou, China
during November 19–21, 2021. It follows the success of SocialSec 2015 in Hangzhou,
China, SocialSec 2016 in Fiji, SocialSec 2017 in Melbourne, Australia, SocialSec 2018
in Santa Clara, CA, USA, SocialSec 2019 in Copenhagen, Denmark, and SocialSec
2020 in Tianjin, China. The aim of the symposium is to provide a leading edge forum
to foster interactions between researchers and developers within the security and
privacy communities in social networks and big data, and to give attendees an
opportunity to interact with experts in academia, industry, and government. The
technical program of the conference included 16 regular papers selected by the Pro-
gram Committee from 41 full submissions received in response to the call for papers.
All the papers were peer reviewed by at least three (3.32 on average) Program Com-
mittee members or external reviewers.

We thank everyone who made this meeting possible: the authors for submitting
papers, the Program Committee members, and external reviewers for volunteering their
time to review conference papers. We thank Springer for publishing the proceedings in
the Lecture Notes in Computer Science series. We would also like to extend special
thanks to the chairs and conference Organizing Committee for their work in making
SocialSec 2021 a successful event.

September 2021 Limei Lin
Yuhong Liu

Chia-Wei Lee
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Abstract. Security is a major concern for vehicular ad hoc networks
(VANETs). Group-based communications in VANETs is a commonly
investigated topic. Creating a group and distributing a key to numer-
ous fast-moving vehicles for secure communication is a major security
challenge for VANETs. Distributed keys in VANETs allow for the secure
participation of vehicles that may not have been present when the group
was formed. This paper presents a new distributed key scheme for secure
group management in VANET by using polynomial interpolation. The
proposed scheme not only provides a distributed key for vehicles to be
created, to join, and to communicate in the group but also provides and
manages the distribution of keys to maintain the security of VANETs.
The experimental results reveal that the proposed scheme is a secure
solution for group communication in VANETs.

Keywords: Key distribution · Privacy · Authentication · Polyno-
mial · Interpolation · Vehicles
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1 Introduction

Mobile ad hoc networks (MANETs) are a promising and emerging technology
that enables the development of new decentralized applications. A MANET is
a self-organized network formed by mobile nodes that connect to each without
predefined infrastructure. If these mobile nodes are vehicles, the MANET is
considered a vehicular ad hoc network (VANET). In a VANET, nodes move at
high speed and the number of participating nodes is typically unpredictable.
Consequently, VANETs must support numerous nodes entering and leaving the
network. VANETs have many applications; for example, they can be used to
disseminate warnings of road accidents or hazards (e.g., from fog or obstacles).
Other applications include obtaining useful service information, such as that
regarding nearby restaurants, hotels, or service stations.

The activities performed within a VANET must be protected against mali-
cious attack. Attacks may occur against VANETs the numerous features of a
VANET may cause vulnerabilities on connecting to a network. In terms of con-
nectivity, VANETs and MANETs differ in that MANETs typically have no addi-
tional infrastructure. For VANETs, access points can be strategically transferred
to road side units (RSUs). The difference constituting the greatest challenge
for these networks is the movement of participants in a VANET. Vehicles in a
VANET typically move at faster speeds than devices in a MANET do, frequently
causing disconnections in the network. Security and privacy are key concerns for
VANETs. In particular, gray hole attacks are a major security concern. In a gray
hole attack, traffic is directed towards nodes that are not actually participating
in the network [1]. In a black hole attack, a malicious node reveals its rationing
protocol to express itself in order to prevent it from hiding the small path or
packet of the destination node. The attacker node advertises the availability of
new routes without checking its routing table.

The scope of this paper has expanded from what was originally intended
in response to the technological developments and the growth of smart cities
worldwide. The methods described herein increase the safety and convenience of
driving techniques and enable vehicles to exchange information regarding safety
and traffic. The proposed model improves the connectivity and protection of
VANETs to achieve enhanced security and privacy in scenarios with various
road conditions. Furthermore, a novel scheme was formulated to protect the
privacy of VANET users while signaling with the distributed key during group
communication.

2 Literature Review

Yang et al. [2] described the threats, vulnerabilities, and identification method-
ologies of ad hoc networks. They employed the OLSR (Optimized Link State
Routing Protocol) routing protocol. OLSR is a proactive routing technology
that establishes a network path prior to sending network packets. They simu-
lated a network and describe threats to the OLSR routing protocol. Iwendi et al.
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(2018) [3] noted that security packets are exchanged on a regular basis in VANET
applications. They published information about a long-term attack, which they
believe is feasible, for VANET packets. Each node in the VANET was responsible
for determining where messages are to be sent. An attacker could use VANET
vulnerabilities to launch an attack. The VANET defensive mechanism was used
to prevent the attacker from receiving vital security signals from nearby nodes.
Replay attacks could be performed with prior event information. Zhang and
Chen (2019) [4] analyzed various attacks that can be performed in VANETs.
They compared attacks and attack approaches. They discuss the importance
of network security in ensuring the safety of ad hoc networks and proposed a
tried-and-true method for handling VANET attacks. Attacks were classified into
several categories, and a quantitative analysis was performed. They concluded
that VANET attacks affecting the network and its features are a major prob-
lem. The advantages and strengths of VANETs cannot be realized until these
security violations are resolved. Tan and Chung (2020) [5] presented a method
for defining the true network position in a trust-based routing analysis using
AODV, which was based on a thorough literature review. VANET was consid-
ered a tool for communicating with multiple nodes in a network at the same
time. Unfortunately, the simulation results and default parameters were sepa-
rated. The various models and methods used were discussed. Other scholars also
have addressed these concerns, stating that trust is required to ensure secure and
effective data transmission. They discuss multiple threats and means to defend
against attacks with a confidence model. Zhang and Zhu (2018) [6] reconsid-
ered the efficiency of enhanced protocol schemes, claiming that any attacker
can enter a network and affect the VANET functions. For example, an infected
node could be deployed in a VANET after an authentication procedure. They
described a popular m-ary encoding algorithm for reducing the VANET over-
head sequence. The algorithm reduces packet supply and the reduces of network
invasions. Attackers are less inclined to attack VANETs because of this system.

3 Problem Definition

In this section, the research problem is detailed, including the network model
and adversary model.

3.1 Network Model and Adversary Model

Network Model. A VANET is a wireless network that communicates with
sensors or other computing devices embedded in vehicles. These networks can
enable continuous monitoring and communication [7] with regard to road safety
and road conditions. In a VANET, all nodes have a wireless communication
interface that is IEEE 802.11p compatible. However, these nodes have limited
energy, computational, and storage capabilities.
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Adversary Model. A VANET faces greater vulnerability from the connected
vehicles because the RSUs, which are equipped with better security features, are
less vulnerable. A VANET could be attacked at any time through breaches in
vehicle security [8].

A hacker can be anyone who has access to the vehicles’ wireless network. They
could also hack any of the vehicles and then pose as a genuine member of the
network. Once inside the network, the hacker can perform a variety of actions
such as jamming, modifying, forging, or eavesdropping on any device in their
range. The hacker’s main goal may be to intercept normal communication or to
modify it to disrupt traffic and cause damage or loss of life. This is accomplished
by altering the information being sent between nodes [9].

3.2 Interpolation

Polynomial equations are sums of monomials of the form yn(n), where

–  is the variable
– y is the coefficient of the variable
– n is the degree of the variable.

For any y and n, a polynomial function of degree n is represented as follows:

ƒ () = yn(n) = ynn + · · · + y0 = 0.

Polynomials represent sets of ordered pairs (0, y0), (1, y1), ..., (n, yn).
To represent data for an unknown pair at n + 1, a continuous function ƒ () is
used. With this equation, we can find the value of y for any value of . This
process is known as interpolation if  is between the minimum and maximum
 value in the provided data, and it is extrapolation otherwise. Polynomials are
commonly used interpolating functions because they are simple to differentiate,
integrate, and evaluate.

The Lagrangian interpolating polynomial displayed in (1).

ƒn() =
∑n

=0
L()ƒ () (1)

In (2), ƒ () indicates an nth order polynomial approximating the func-
tion y = ƒ () with n + 1 data points (0, y0), (1, y1), ..., (n−1, yn−1) and
(n, yn).

L() =
n∏

j=0,j �=
 − 
 − j (2)

L() is a weighting function that includes the product of n − 1 terms with
terms where j =  omitted.

Experiments that reveal discoveries concerning interpolation or amalgama-
tion with respect to the injection transfer property have been completed and are
known as “interpolation experiments.” Thus, we are able to recognize numerous
concepts on their own terms.
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4 Proposed Framework

A novel key distribution scheme for broadcast encryption based on polyno-
mial interpolation is proposed. The proposed scheme is not a one-time scheme;
that is, that the key does not need to be updated after each use. The method
relies on Lagrange polynomial interpolation. In this section, we first introduce
Lagrange polynomial interpolation, and we then discuss key distribution in the
context of broadcast encryption by using Lagrange polynomial interpolation. The
Lagrange interpolating polynomial is the polynomial p() of degree ≤(n − 1)
that passes through the following n points: (1, y1 = ƒ (1)), (2, y2 =
ƒ (2)), · · · , (n, yn = ƒ (n)). This polynomial is given by (3) as follows:

p () =
n∑

j=1

pj(), (3)

where pj() represents

pj () = yj
n∏

k=1

 − k
j − k here, k �= j. (4)

Written explicitly,

p =
( − 2) ( − 3) · · · ( − n)
(1 − 2)( − 3)( − n) y1 +

( − 1) ( − 3) · · · ( − n)
(2 − 1)(2 − 3)(2 − n)y2

+ · · · + ( − 1) ( − 2) · · · ( − n)
(n − 1)(n − 2)(n − n−1)yn.

For an example of an interpolating polynomial equation, consider ƒ () = 3

in the range 1 ≤  ≤ 3.
The points identified on the polynomial equation are (0, y0) =

(1,1) , (1, y1) = (2,8) , (2, y2) = (3,27).
Equation 5 describes the interpolation.

p () = 1∗
 − 2
1 − 2 ∗

 − 3
1 − 3 + 8∗

 − 1
2 − 1 ∗

 − 3
2 − 3 + 27∗

 − 2
3 − 1 ∗

 − 2
3 − 2 (5)

P() = 62 − 11 + 6 (6)

4.1 Use of Lagrange Interpolation to Share a Secret and to
Reconstruct It from a Set of Point Pairs (x, y)

Let the secret be D = 10. We consider a three-share scheme in which all three
shares are required to reconstruct the secret. We choose two numbers at random
as the coefficients. The polynomial is constructed using the coefficients and the
secrets as follows: 52+ 2+ 10. Here, 5 and 2 are the selected coefficients and
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10 is the secret. By using the constructed polynomial, three points are generated
(1,17), (2,34), (3,61).

To reconstruct the secret key D, we must use the constant part of Lagrange’s
polynomial.

0 =
( − 2)
(1 − 2) ∗

( − 3)
(1 − 3) =

( − 2)( − 3)
2

,

1 =
( − 1)
(2 − 1) ∗

( − 3)
(2 − 3) =

( − 1)( − 3)
−1 ,

2 =
( − 1)
(3 − 1) ∗

( − 2)
(3 − 2) =

( − 2)( − 3)
2

Again, we reconstruct the secret key pair D by ignoring the  axes, and we only
consider constant parts as follows:

D = 17∗
(−2)(−3)

2
+ 34∗

(−1) (−3)
−1 + 61∗

(−1) (−2)
2

= 10.

The same method is expected to work for a finite field GF(28) as long as
the arithmetic is replaced with finite field arithmetic.

4.2 Key Distribution in Broadcast Encryption Using Polynomial
Interpolation

Now, we consider a VANET with a road side unit (RSU) and a set of vehicles
with on board units (OBUs). The RSU provides the vehicle with prearranged
keys when it joins the network. Figure 1 illustrates the scenario; C is the set of
all users connected to the broadcast center C = (C1, C2, C3, . . . , Cn). Suppose
some messages are intended for a group of users T in C and that those messages
ought not to be visible to other vehicles in C. Figure 2 illustrates this scenario. A
possible solution is encrypting the messages prior to broadcasting. The proposed
method is useful for key distribution in this scenario.

Suppose that M is the message that is intended for the group of users T. The
broadcast center is expected to encrypt the message using a key K and send it
to the users.

We can represent this scenario as follows:

C = E(M,K),

where M is the message, K is the key, E is the encryption scheme, and C is
the encrypted message. The user must be able to decrypt the message; thus, the
key K should be available to the user [10]. In our proposed method, instead of
the original key K being shared with the users of group, a shared key based on
the original key K is generated and distributed to the users.
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Using the shared key, the users can now decrypt the message [11].

Algorithm 1: (a): Generation of Distributed Key for Group
Communication
Input : K is the distributed key for group communication.
Output: k1, k2, · · · , kn are distributed shares for key each group.

1 Choose a random number used as coefficients C1, C2, · · · , Cz−1, Cz of the poly-
nomial equation.

2 Construct a polynomial P() = C1z + C2z−1 + · · · + Cz−12 + Cz1 + M.
3 Select a separate token for each node such as T1, T2, · · · , Tn.
4 Compute ƒ (T1), ƒ (T2), · · · , ƒ (Tn) values as the shares of the key

k1, k2, · · · , kn.
5 For each node, select a random number R.
6 For each user, find two more quantities.
7 kR = ƒ (T + R), k2R = ƒ (T + 2R).
8 For each node, compute two more variables kR = ƒ (T+R), k2R = ƒ (T+2R).
9 Combine the key factors for each node n as K = (k, kR, k2R).

10 For each node , distribute the shared key K.

Algorithm 1: Describes the distribution of key shares among the users in a
particular group. It describes the encryption using the key. Algorithm 2 describes
the decryption for a user using the key shares. The number of users in the group
T is

n. Initially, the broadcast center must select a key K and a constant z.

Algorithm 1: (b): Encryption process
Input : M is the message, and K is the key.
Output: C is the encrypted message for the users of group T.

1 Encrypt the message M by using the key K.
2 C = E(M,K).
3 Broadcast the encrypted message C to the group T.

Assume that user i from group T decrypts the message using his/her own key
share.
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Fig. 1. Encryption used for RSU communication with vehicles.

Fig. 2. Decryption used for RSU communication with vehicles

Algorithm 2: For Decryption

1 The vehicle provides a token number, random number, and the corresponding
key pair value. The token value is verified by the vehicle OBU, for example,
with the token value TK1 = 15, random number R1 = 2, and key pair values
K = 68550,104770, and 136846.

2 Represent K1 in pairs. X1 = 15, K1 = 68850 , X2 = 15 + 1 ∗ 2 = 17, K2 =
104770, X3 = 15 + 2∗ 2 = 19, K3 = 136846

3 Compute as follows:

k = 68550 ∗
−104770
(15 − 17)

−136840
(15 − 19) + 104770 ∗

(−68550)
(17 − 15)

(−136840 )

(17 − 19)
+136846 ∗

(−68550)
(19 − 15)

(−104770)
(19 − 17)

5 Implementation

In this section, the implementation is presented with simulation parameters and
code to calculate the throughput and number of dropped packets.
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5.1 Simulation Parameters

Tables 1 and 2 describe the simulation network, simulator parameters, interface
type, queue type, radio propagation, length, routing protocol, MAC protocol,
size of the broadcast, and the resulting time for implementing the VANET in
the NS2 simulator.

Table 1. Network simulation parameters for VANET

S. No. Parameter Value

1. Network simulator NS-2.34

2. Network interface type Physical/Wireless/OFDM

3. Queue type Queue/PriQueue/DropTail

4. Radio propagation Propagation/Two ray ground

5. Queue length 50

6. Routing protocol AODV

7. MAC protocol IEEE 802.16e

8. Size of broadcast packet 1500 bytes

9. Total simulation time (ms) 410–710 ms

Table 2. Vehicular mobility model parameters for VANET

S. No. Parameter Value

1. Traffic simulator SUMO 0.9.10

2. Map Area 1212*4756 m

3. Max. speed (road segment) 16.16 m/s

4. No. of lanes (per road segment) 4

5. Route length 3697 m

6. Total no. of vehicles for simulation 25–85

7. No. of Base station 4

8. No. of road segment 5

5.2 Code for Throughput Calculation

To calculate throughput, the degree of the received packet and the package type
are considered. An awk script was written to provide details of the number
bundles of each package type received by any node in the network [12].

The formula to calculate the throughput is as follows:

Throghpt =
No. oƒ bts receed by the Node

Smton Tme ∗106 Mpbs
.
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5.3 Code for Calculating the Number of Dropped Packets

The network can also be investigated in terms of the number of bits or packets
lost during transmission. To increase the network’s effectiveness, data loss should
be minimized [13].

6 Results and Discussion

The observed values of node bandwidth versus throughput are presented in
Table 3.

Table 3. Bandwidth Versus Throughput (Proposed Algorithm)

Bandwidth utilization (Mbps) 25 30 35 40 45

Throughput per node (Mbps) 25 29.0014 32.1468 35.95 39.3627

The observed values of number of nodes versus throughput are presented in
Table 4.

Table 4. Number of nodes vs. Throughput (Proposed Algorithm)

Number of nodes 20 40 60 80

Throughput per node (Mbps) 35.95 31.0485 28.1534 26.7302

Table 5. Number of nodes versus packet loss ratio (normal)

Number of Nodes 20 40 60 80

Packet Loss Ratio 44.778 60.712 136.654 180.361

We observed that as the number of nodes in the simulation increased, the
throughput per node decreased even if the bandwidth was held constant at
40 Mbps [14]. To improve network efficiency, packet loss in the system must be
reduced. We performed the experiment with a bandwidth of 40 Mbps to calculate
the ratios; the results are presented in Table 5.

Table 6 detail the number of nodes and percentage packet loss.

Table 6. Number of nodes versus packet loss percentage (proposed algorithm)

Number of nodes 20 40 60 80

Percentage packet loss 46.642 46.815 46.818 46.945
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The number of packets lost due to collision was observed to increase with the
number of nodes. The ratio of packets lost due to collision and the total amount
of packets sent can be used to calculate the packet loss ratio [15], as indicated
in.

7 Conclusion

Encryption is vital for an ad hoc network, especially for one-to-group communi-
cations. We propose a scheme in which the RSU does not share the key with the
vehicle. The key share is instead distributed for group communication. In the
experiments, we observed that use of this encryption scheme increases VANET
group communication security in terms of availability, authenticity, accountabil-
ity, and data integrity. The proposed methodology has a better packet delivery
ratio and a lower packet drop rate relative to its counterparts. The main advan-
tage of this proposed algorithm is that the revocation of vehicles does not require
the generation of a new shared key for encrypting and broadcasting the secret
key.
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Abstract. Nowdays, the vigorous development of cloud computing technology
has brought great changes to the development of the whole information industry.
The traditional data center network topology construction method and the oper-
ation mechanism of the network layer control plane are solidified, which have
been difficult to meet the increasing demand for high performance and high cost
performance under the new situation. Researchers map the topology of the data
center network to an undirected graph, and use graph algorithms to implement
fault-tolerant routing in complex networks. However, the shortest path algorithm
of some early graphs cannot be applied to all topological graphs. In this paper,
we analyze the advantages and disadvantages of related algorithms, and propose
a fault-tolerant routing algorithm for all networks, which can dynamically call
different algorithms according to the current number of nodes and links. The
experimental results show that it can effectively improve the accuracy and fault
tolerance of the algorithm and reduce the consumption of time and memory.

Keywords: Data center network · Graph algorithm · Fault tolerant routing ·
Performance evaluation

1 Introduction

Cloud computing and its related technologies havemadegreat development andprogress,
which have also brought great changes to the computer industry. Data center network
refers to an infrastructure of data center network, which is connected with switches
and servers by using high-speed links. The traditional data center network topology
construction method and the operating mechanism of the network layer control plane
are solidified. It has been difficult to meet the increasing demand for high performance
and high cost performance under. Fault tolerant secure routing means that when there
are a certain number of failed nodes in the network system, an efficient transmission
route can still be found by using the concept of node security level. Therefore, it is
more and more important to design a better fault-tolerant routing strategy to record the
information of the optimal path in the system as much as possible, and realize more
effective fault-tolerant routing in the case of failure in the system, so as to improve the
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performance of the whole system. The optimization of fault-tolerant routing algorithm
can effectively improve the security performance of data center network and ensure the
reliable communication of data.

1.1 Related Work

Fault-tolerant routing algorithm is a significant and popular research direction in the field
of computer networks.Many scholars have proposed an algorithmdesign or optimization
for a specific network. At first, the routing algorithm mostly adopts the Equivalent Cost
Multipath Routing (ECMP) [1], but with the emergence of Software Defined Network
(SDN), the control surface and data surface of network equipment are separated, so as
to realize the flexible statistical control of network traffic, which also provides a good
platform for the proposal of some subsequent routing algorithms. Cai et al. proposed
Software defined Hybrid Routing (SHR) [2], determined the threshold according to the
statistical results, divided the data flow into large flow and small flow, adopted adaptive
routing algorithm for large flow, and adopted traffic independent routing algorithm for
small flow, meeting the transmission requirements of different large and small flows.
Subsequently, Peng et al. proposed multi-path routing on link real-time status and flow
characteristics (MLF) [3]. The algorithm proposed the idea of transforming topology
into weighted directed graph, and adopted Dijkstra algorithm for the mapped graph of
topology graph. The algorithm has higher link utilization and network throughput in
Fat-tree environment. Then, Lei et al. proposed a multi path routing algorithm based
on branch and bound in software defined data center networks (mpb-aa) [4], which
gives priority to link delay and residual bandwidth according to the characteristics of
large and small streams, and uses branch and bound method to find paths, compared
with MLF, it has shorter end-to-end delay and higher throughput. Finally, Nan et al.
proposed fault tolerance effect and cost function based multipath routing mechanism
(feac) [5], designed a feasible path set generation algorithm using heuristic idea, and
then used efficiency function and cost function to find the optimal solution. After that,
some routing algorithms not only consider the failure of the node itself, but also consider
the failure of the link or link connection error. Chang et al. proposed the miswiring
tolerant routing protocol (MTR) in the cloud environment data center [6], which uses
the openflow controller to complete the physical information collection, map the servers
and devices in the physical network to the blueprint, detect wiring errors and facilitate
the calculation of solutions, and then modify the configuration routing table through the
controller to complete the routing correction.

1.2 Our Contributions

The main results of this paper are as follows:

1. According to the implementation of algorithms in the current data center network
(DCN) and software defined network (SDN) environment, this paper analyzes var-
ious previous fault-tolerant routing algorithms, and implements Floyd algorithm
and double algorithm based on double_stack. Based on this strategy, this paper
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writes a program to encapsulate the two, and uses the ratio of edge ratio to node to
automatically select an algorithm.

2. This paper reads TXT through the object-oriented high-level programming language
Python to complete the construction of network topology and the display of topology
shape.

3. We built several models such as bus network, Fat-tree, DCell and Bcube, and
tested their algorithm speed, memory occupation, path finding accuracy and other
performance indicators under different network topologies.

4. The results of the algorithm are analyzed and studied to find the appropriate threshold
so that the algorithm can automatically adapt to different network conditions. The
advantages and disadvantages of the algorithm are described, and the next work
direction and goal are pointed out.

1.3 Organization of the Paper

The rest of this paper is organized as follows:
The second section mainly introduces the basic knowledge of fault-tolerant routing

algorithm of data center network in cloud environment; the third section introduces
the design of fault-tolerant routing algorithm in the ideal environment, including how
to globally map the network topology to the undirected graph and a variety of graph
routing algorithms, and how to dynamically call each routing algorithm according to the
existing situation of the graph to obtain the highest efficiency; in the fourth section, the
algorithm is tested experimentally; the last section mainly contains the summary of the
full text and the outlook for the future.

2 Preliminaries

Cloud environment [7] refers to the Internet or big data environment that can pro-
vide computing power, storage capacity or virtual machine services to users or various
application systems on demand from the dynamically virtualized resource pool.

DCN [8–10] refers to an infrastructure of data center network, which uses high-speed
links to connect with switches and servers. Through unified planning and arrangement
of resources, it can make full use of centralized large-scale resources to provide reliable
and safe services for decentralized users.

2.1 Software Defined Network Mapping to Undirected Graph

With the development of software defined network SDN, we can map the data center
network topology to undirected graph. The previously introduced algorithms such as
MLF,mpb-aa andMTR have beenmapped to graph, and some graph algorithms are used
to complete fault-tolerant routing algorithms. This paper only discusses the situation in
the ideal network, considers the shortest path finding algorithm based on the number
of routing hops without bandwidth delay requirements, and realizes the efficient fault-
tolerant path of dynamically calling Freud algorithm and double stack method in the
case of node or link failure.



20 N. Liu et al.

2.2 Data Center Network Definition Storage Mode

The data center topology is constructed here, and each link and node in the topology
are recorded in text form. The format of each line can be defined as a ternary formula
Li = {nodes, noded , valuesd }, where Li represents a line in the plain text file of the stored
data center network topology, nodes, noded here only represents the serial numbers of
the two nodes connected by the link. Here, because they are mapped into an undirected
graph, the sequence of the two nodes can be reversed. valuesd represents the weight
of the path between nodes s and d. Because this paper only discusses the ideal case, it
defaults to 1, which can be extended according to the actual situation.

2.3 Undirected Graph Storage Mode

In all kinds of graph algorithms, undirected graphs usually have two storage meth-
ods: adjacency matrix and adjacency table. In this paper, the functions read_mtx() and
get_map() are read from the data center network definition file and transformed into two
storage forms respectively, so as to facilitate the call and search of fault-tolerant routing
algorithm. The adjacency matrix stores the edge relationship between nodes in the form
of matrix, and its corresponding relationship is shown in Fig. 1. Because of the char-
acteristics of the relationship between nodes, the adjacency matrix is more suitable for
storing dense graphs. This paper only considers the ideal data center network routing,
and takes the number of routing hops as the optimization goal. Therefore, in Python
code, the adjacency matrix is dynamically created by using a two-dimensional array. If
there is a link between i and j, remember mtx[i][j] = 1 (i < j), otherwise set inf. The
specific implementation steps of read_mtx() are as follows:

(1) Read the first line of the topology definition file to obtain the maximum node
sequence number.

(2) Dynamically initialize a two-dimensional array mtx, all positions inf.
(3) Traverse the triplet {nodes, noded , valuesd } of each line in the text file and set

mtx[s][d] = 1.
(4) Set mtx[s][d] = 1 on the other half of the matrix.

Fig. 1. Temporary matrix storage.

The adjacency table can also store undirected graphs. Unlike the adjacency matrix,
the adjacency table records the adjacent nodes of each node in the form of linked list
array, and its corresponding relationship is shown in Fig. 2. The adjacency table does
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not have zero or positive infinite space occupation and will not consume too much space
resources. The adjacency table is especially suitable for storing sparse graphs. In this
paper, the dictionary (dict) in Python is used to realize the linked list array. The key of
the dictionary represents the corresponding node in the diagram, and the value of the
dictionary is a (list), which is used to store the serial numbers of other adjacent nodes.
The specific implementation form of get_map() is as follows:

(1) Read the first line of the topology definition file to obtain the maximum node
sequence number.

(2) Create a dictionarywith themaximumnode sequence number_map, all index values
are set to an empty list.

(3) Traverse each triplet {nodes, noded , valuesd } in the text file, add d to the value of
key s, and add s to the value of key d.

Fig. 2. Temporary connection table storage.

Finally, this paper realizes the visualization of data center topology definition, and
realizes the topology diagram display through Networkx, a third-party library of Python.

2.4 Floyd Algorithm

Floyd algorithm [11] was proposed in 1962 and can be used without negative weight
edge loop, which is consistent with the data center network in this paper. The algorithm
can not only calculate the shortest path between any two nodes through a weighted
matrix, but also record the shortest path between two nodes by introducing a successor
node matrix. The algorithm flow chart is shown in Fig. 3, and its specific implementation
ideas are as follows:

1. Read in the adjacency matrix. If there is a connection between two nodes, set it to
1, and if there is no connection, set it to infinity inf.

2. For every two nodes u and v, check whether there is a third node w, so that the path
value passing through w is shorter. The specific method is as follows:

(1) Define the adjacency matrix distance according to the above design scheme. If
there is a reachable path from node u to v, set distance[u][v]= 1; otherwise, set
distance[u][v] = inf.

(2) Define another matrix route with the same size, record the information of the
inserted point, and initialize route[u][v] = v.
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(3) Insert each node into the diagram in turn, and compare the path value after
inserting the new node with the original path value, that is, distance [u][v] =
min(distance[u][v], distance[u][k]+ distance[k][v]). If distance[u][v] becomes
smaller, let route[u][v] = k.

(4) After traversing all nodes, the shortest path from any source node i to destination
node j is generated through route matrix and output.

Fig. 3. Floyd algorithm flow chart. Fig. 4. Sample topology.

The idea of Floyd algorithm belongs to dynamic programming, with time complexity
of O(n3) and space complexity of O(n2). Floyd algorithm performs best in dense graphs.
The efficiency of the algorithm is higher than that of Dijkstra algorithm or SPFA algo-
rithm. When the topology has not changed, the shortest path between any two nodes can
be obtained only by calculation once. The code implementation is very simple, compact
and robust. However, its performance on sparse graph is not very ideal, and the algorithm
itself has no memory function except the optimal path. When there is an error in the
optimal path, the adjacency matrix needs to be modified and calculated again.

In order to supplement the performance of Floyd’s fault-tolerant routing algorithm
on sparse graph, this paper introduces the second algorithm, the depth first algorithm
based on double stack, which dynamically calls the two algorithms by comparing the
ratio of edge to node in the existing topology.



Performance Evaluation of Fault Tolerant Routing Algorithm 23

2.5 Depth First Algorithm Based on Double Stack

In order to avoid using recursion to realize depth first search, this paper uses two stacks
to realize node expansion and path recording, in which main_stack stores a single node,
which is used to record the path and side_stack is used to store a list of adjacent nodes
of the current element. Take topology Fig. 4 as an example to calculate the optimal path
from node 3 to node 6. The specific idea is as follows:

(1) Set two stacks, main_stack and side_stack. Always keep the stack height consistent.
(2) Put the source node into the main_stack and the list of adjacent nodes of the top

element of the main_stack into the side_stack. As shown in Fig. 5.

v3 [v1, v7]Stack 
bottom

Main_ stack Side_ stack

Fig. 5. Double stack based depth first
algorithm step 1.

v3 [ v7]Stack 
bottom

Main_ stack Side_ stack

v1 [v0]

Fig. 6. Double stack based depth first
algorithm step 2.

(3) Select a node in the top element of the side_stack and move it into the main_stack,
and add the list of adjacent nodes of the top element of the new main_stack at the
corresponding height of the side_stack, as shown in Fig. 6.

(4) When the top of the side_stack is empty, check whether the top element of the
main_stack of the main_stack is the destination node. If not, an element will pop
up both the main stack and the side_stack, as shown in Fig. 7.

v3 [ v7]Stack 
bottomMain_ stack Side_ stack

v1 [v0]
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Fig. 7. Double stack based depth first
algorithm step 3.
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Fig. 8. Double stack based depth first
algorithm step 4.

(5) Repeat steps (3) and (4) until the top of the main_stack is the target node. Record
the main_stack sequence to get an available path, as shown in Fig. 8.

(6) All paths are sorted by path length to obtain the optimal path.

The depth first algorithm based on double stack needs the topology to adopt the
form of adjacency table to facilitate the query of adjacent nodes. In this case, the time
complexity O(N + E) and space complexity O(N ) of the algorithm. The algorithm is
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very suitable for sparse graph. Its advantage is that it hasmemory ability for all paths, can
quickly find a standby scheme in the case of a node or link error, and can make a rough
judgment on the fault tolerance of a topology. Its disadvantage is that the worst time
complexity of depth first is O(n!). When there is no macro understanding of the whole
topology, the blind use of the algorithm may not meet the time limit and be inefficient.

3 Design of Dynamic Fault Tolerant Routing Algorithm

3.1 Graph Algorithm Selection and Comparison

In addition to the above two graph path algorithms, the graph shortest path algorithm also
includes Bellman-Ford algorithm [12, 13] and its improved algorithm (SPFA), Dijkstra
algorithm [14, 15], etc. Table 1 compares the differences of various algorithms and
writes out the reasons for choosing DFS and Floyd algorithms. The table assumes that
the number of nodes of the graph is N and the number of edges is E.

Table 1. Comparison of shortest path algorithms.

Floyd Dijkstra Bellman-Ford SPFA Double
stack_DFS

Spatial
complexity

O(N2) O(E) O(E) O(E) O(N )

Time
complexity

O(N3) O((N +
E)logN )

O(NE) O(NE) O(N !)

Application Dense graph
Vertices are
closely related

Dense graph
Vertices are
closely
related

Sparse graph
Edges are
closely related

Sparse graph
Edges are
closely
related

Sparse graph
Edges are
closely related

Usage The optimal
path of any
two nodes can
be obtained by
executing once

Once
executed, the
optimal path
from the first
node to any
node can be
obtained

Once
executed, the
optimal path
from the first
node to any
node can be
obtained

Once
executed, the
optimal path
from the first
node to any
node can be
obtained

Execute once
to specify all
paths between
two nodes

From the above Table 1, we can find that the application of different algorithms is not
consistent. Since this paper is not for a specific topology, but for the data center network
in the macro sense, one algorithm obviously can not adapt to all situations, and a variety
of algorithms need to be called dynamically according to the conditions of edges and
nodes.

In the case of dense graphs, Dijkstra algorithm can not deal with negative weight
edges. Although negative weight edges are not within the scope of this paper, they
can represent the excitation of a link in practice. Using Dijkstra is not conducive to
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subsequent expansion and program universality. And for the routing between any two
nodes, the efficiency of n times Dijkstra is lower than Floyd. For sparse graphs, Bellman-
Ford, SPFA and shortest path DFS have basically the same time complexity and spatial
complexity, but Bellman-Ford and SPFA can only judge whether there is a negative
weight loop. The shortest path DFS can run directly when there is a negative weight
loop, and DFS can record all feasible paths. In this way, if the link often fails and the
failed nodes are random, DFS has the shortest path priority, and can find the second
path in O(N ) time. Therefore, Floyd and DFS algorithms are selected here, which are
dynamically called by the ratio of now_nodes and now_edges. It should be noted that
the implementation of the following two programs can calculate the case with negative
weight, but this paper focuses on the optimal error tolerant routing with hops as the path
value.

3.2 Algorithm Design

The core pseudo code of the dynamic fault-tolerant routing algorithm designed in this
paper is as follows.

Begin 

 Count the number of now_nodes and now_edges 

if now_edges/now_nodes > 

Call Floyd algorithm

Else 

Call double_stack_DFS 

End 

The value of α is 1.4. When the edge ratio node ratio is greater than the threshold
α, the topology graph is identified as a dense graph and the Floyd algorithm is called.
When the ratio is less than the threshold α, the graph is identified as a sparse graph and
the double_stack_DFS is called. α = 1.4 is the best value selected after a variety of
topology simulation, and its performance will be described in the experiment in the next
chapter.
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4 Experimental Results

4.1 Experimental Environment and Content

This paper uses plain text file to define the network topology of data center, uses Python
3.9 to implement the dynamic fault-tolerant routing algorithm, and completes the func-
tions of topology storage, topology display, simulating network fault, detecting connec-
tivity performance, dynamic fault-tolerant routing and so on. The experimental environ-
ment of this paper is 2.0 GHz 4-core 10th generation Intel Core i5 processor with 16 GB
3733 MHz LPDDR4X memory. The test environment parameters are shown in Table 2.

Table 2. Test environment parameter table.

Host environment

Operating system MacOS Catalina 10.15.7

Processor 2.0 GHz 4-core 10th generation Intel Core i5 processor

Memory 16 GB 3733 MHz LPDDR4X

At the same time, in order to verify the correctness of the algorithm and quantita-
tively analyze its related performance, this paper uses plain text files to define multiple
topologies, including bus topology, k = 4 Fat-tree topology, DCell topology and so on.
These topologies are manually input according to the description and definition of pre-
vious papers, and the third-party library Networkx [16] is used to display the topology
diagram to ensure that the topology diagram is consistent with the blueprint. Its general
form is shown in Fig. 9 and 10.

Fig. 9. Definition form of DCell
network topology.

Fig. 10. DCell network topology visualization.

Finally, in order to better analyze the dynamic routing fault-tolerant algorithm, this
study sets up several groups of comparative experiments:

(1) Taking Floyd algorithm as the benchmark algorithm, the accuracy of dynamic
routing fault-tolerant algorithm is tested.
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(2) Comparison of the time complexity of Floyd algorithm, depth first algorithm and
different α value dynamic routing algorithms in the ratio of topology with different
edge node ratio.

(3) Comparison of spatial complexity of Floyd algorithm, depth first algorithm and
different value dynamic routing algorithms in topological graphs with different
edge node ratios.

(4) Comparison of fault tolerance performance of each topology using dynamic fault-
tolerant routing algorithm.

For the experimental parameter selection of the algorithm, after reading any Fat-tree
or DCell topology, this paper simulates the routing fault by randomly closing the node
or link, reduces the link node ratio by equal difference, and counts the time complexity
and space complexity of each algorithm through the test code. Where α is set to 1.3, 1.4
and 1.5.

4.2 Algorithm Validity Test

For the effectiveness of the algorithm, this paper mainly tests two aspects: the accuracy
and fault tolerance of the algorithm. The accuracy of the algorithm reflects whether the
algorithm is correct or not, that is, whether the algorithm can find the shortest routing path
when the topology is fixed, and the path does not include any faulty nodes or links. The
fault tolerance of the algorithm reflects the reliability of the algorithm, that is, whether
the algorithm can still work normally and find a feasible path in the case of as many
faults as possible.

4.2.1 Accuracy of Algorithm

Here, the Flyod algorithm is used as the benchmark algorithm, a topologymap is defined
by text file, and the dynamic routing algorithm and benchmark algorithm are used for
testing. A random function is defined to randomly send multiple source nodes and target
nodes into the two algorithms, and then the obtained paths are compared. The accuracy
of the algorithm is 100% after multiple tests at any closed node or link. The screenshot
of the correctness test command line is shown in Fig. 11.

Fig. 11. Effectiveness test of dynamic fault tolerant routing algorithm.
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4.2.2 Fault Tolerance of Algorithm

In the actual production environment, nodes or links in the network topology will fail.
The original static routing algorithm will set many paths in advance and quickly switch
to the next preset path in case of error in the current path. The fault tolerance of this
algorithm is limited.When the damaged node or link exceeds a certain value, the routing
may make an error. Dynamic fault-tolerant routing algorithm adopts the way of dynamic
path acquisition, and its fault-tolerant performance actually depends on the fault-tolerant
ability of the network topology itself.

In the most ideal case, the whole topology is in the form of full connection. At
this time, the fault tolerance performance of the whole network is the strongest. Except
for the source node and the destination node itself and the link before them, all other
node or link failures will not affect the data transmission. Therefore, we define the fault
tolerance of dynamic fault-tolerant routing algorithm as ftv(fault_tolerant_value), and
its calculation formula is shown in Eq. 1.

ftv =
1
n

∑n
0 n_breaki

(node − 2)
(1)

Where n_breaki is the number of nodes deleted when there is no link between
the two nodes due to random deletion after any two nodes are selected in the figure.
1
n

∑n
0 n_breaki repeat n times and take the average value to eliminate contingency. Its

value is between 0 and 1, and 1 represents the most ideal full connection. The fault
tolerance of the algorithm under various topologies is tested below. The test results are
shown in Table 3.

Table 3. Fault tolerance of dynamic fault-tolerant routing in various topologies.

BUS Fat-tree DCell FiConn

best_route 0.2765 0.4598 0.4778 0.5569

static_route 0.2025 0.3316 0.3219 0.3716

4.3 Algorithm Performance Test

4.3.1 Algorithm Time Consumption

In the data center network topology tested in this paper, the time consumption of each
algorithm mainly depends on two parts: one is the scale of the data center network
topology (mainly depends on the number of nodes and links in the topology), and the
other is the ratio of link nodes (i.e. the graph is dense graph or sparse graph). This paper
mainly discusses the impact of link node ratio on the performance of the algorithm under
the same topology size.

Firstly, the k= 4Fat-tree topologywith 20 nodes is used to test. The Fat-tree topology
has a large number of redundant links, strong fault resistance and high link node ratio.
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Two benchmark algorithms and dynamic fault-tolerant routing algorithms with different
values are tested to compare the time consumption of Fat-tree topology routing under
the same topology scale and link node ratio. The test data are shown in Table 4.

Table 4. Time consumption of each algorithm under Fat-tree (unit: ms).

1.15 1.20 1.25 1.30 1.35 1.40 1.45 1.50 1.55 1.60

floyd 1.764 1.822 1.922 1.775 1.781 1.946 1.962 1.863 1.843 1.870

double_stack 0.839 1.099 1.221 1.577 1.837 2.759 5.757 7.869 9.771 12.062

best_route (α =
1.3)

0.929 1.211 1.331 1.817 1.871 2.107 2.110 2.099 1.992 2.094

best_route (α =
1.4)

0.904 1.137 1.327 1.673 2.037 2.110 2.166 2.167 1.937 2.126

best_route (α =
1.5)

0.908 1.112 1.311 1.612 2.011 2.907 5.979 2.003 1.937 2.023

Fig. 12. Comparison of time consumption of
benchmark algorithm.

Fig. 13. Comparison of time consumption
between different α value routing algorithms.

As shown in Fig. 12, the two benchmark algorithms achieve different link node ratios
by simulating link failures when the number of Fat-tree nodes remains unchanged (the
problem scale does not change). When Fat-tree is just initialized, the link node ratio can
reach 1.6, and then it is reduced to 1.15 according to the gradient equal difference of
0.05. t is obvious that the intersection of the two lines is approximately 1.35. Next, the
time consumption when α is 1.3, 1.4 and 1.5 will be compared respectively.

As shown in Figs. 13, when the value is 1.5, there will be an additional period of time
consumption.When the value is 1.3 and 1.4, the dynamic fault-tolerant routing algorithm
can perfectly call the function with less time consumption in the two functions. Although
it needs to read and judge the current node and link number before dynamic call, it will
consume some additional time, It makes the time consumption of dynamic fault-tolerant
routing function slightly higher, but it can ensure the efficiency of routing algorithm. It
is better than the two benchmark algorithms.

The second test in this paper takes the DCell topology of 25 nodes as an example.
DCell uses recursivemethod to ensure the reliability of the network, and its link nodes are
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relatively low. It tests the time consumption of two benchmark algorithms and dynamic
fault-tolerant routing algorithms with different values under the same topology scale and
link node ratio. The test data are shown in Table 5.

Table 5. Time consumption of each algorithm under DCell (unit: ms).

1.00 1.04 1.08 1.12 1.16 1.20

floyd 3.902 3.835 3.889 4.414 4.097 4.307

double_stack 0.380 0.400 0.623 0.649 0.934 1.194

best_route (α = 1.3) 0.609 0.620 0.751 0.879 1.183 1.397

best_route (α = 1.4) 0.601 0.619 0.749 0.889 1.177 1.392

best_route (α = 1.5) 0.609 0.620 0.750 0.881 1.219 1.401

InDCell topology, the link node ratio can only reach 1.2 when there is no link or node
failure. In this case, the three dynamic fault-tolerant routing algorithms with α value will
complete the optimal routing based on double stack DFS. This also exists in the later
bus topology. It can be seen that when the link nodes of the topology are relatively low,
the dynamic fault-tolerant routing can also have high efficiency.

This section concludes that in terms of time, dynamic fault-tolerant routing with
α = 1.3 and α = 1.4 can well select the more efficient algorithm of the two benchmark
algorithms to complete routing generation, and the overall efficiency is better than that
of the two benchmark algorithms and when α is other values.

4.3.2 Space Consumption of Algorithm

The test of memory consumption in this paper is still carried out under the condition
of fixed number of nodes (inconvenient problem scale). In this paper, the k = 4 Fat-
tree topology with 20 nodes is used to test the memory consumption of two benchmark
algorithms and dynamic fault-tolerant routing algorithms with different values under the
same topology scale and link node ratio. The test data are shown in Table 6.

Table 6. Memory occupied by algorithm under Fat-tree structure (unit: MB).

1.15 1.20 1.25 1.30 1.35 1.40 1.45 1.50 1.55 1.60

floyd 0.0492 0.0501 0.0518 0.0502 0.0504 0.0518 0.0504 0.0505 0.0502 0.0513

double_stack 0.0025 0.0024 0.0026 0.0026 0.0027 0.0026 0.0028 0.0027 0.0028 0.0028

best_route (α = 1.3) 0.0026 0.0025 0.0026 0.0504 0.0510 0.0513 0.0502 0.0511 0.0512 0.0514

best_route (α = 1.4) 0.0026 0.0025 0.0026 0.0026 0.0028 0.0518 0.0504 0.0510 0.0503 0.0510

best_route (α = 1.5) 0.0026 0.0026 0.0026 0.0026 0.0027 0.0025 0.0026 0.0503 0.0503 0.0511

As shown in Fig. 14, the memory consumption of the two benchmark algorithms is
compared. It can be seen that thememory consumption of the two benchmark algorithms
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Fig. 14. Comparison of memory consumption
of different benchmark algorithms.

Fig. 15. Comparison of memory consumption
between different α value routing algorithms.

is independent of the link node ratio, which can be obtained from the algorithm analysis
in the previous section. The spatial complexity of Floyd is fixed as O(N 2), while the
spatial complexity ofDFS based on double stack is fixed asO(N ). The spatial complexity
of both is only related to the size of network topology (problem scale), and under normal
circumstances, the spatial complexity of Floyd is always greater than that of DFS based
on double stack.

As shown in Fig. 15, the smaller the value of α, the more Floyd will be called by
the dynamic fault-tolerant routing algorithm, which will increase the average memory
consumption of the dynamic fault-tolerant routing algorithm. The larger the value of
α, the more dynamic fault-tolerant algorithms will call double stack DFS to reduce
the average memory consumption. Therefore, under the condition of ensuring the time
efficiency of the algorithm, we need to increase the value of α as much as possible. At
the same time, combined with the content of the previous section, when α = 1.3 and
α = 1.4 can better show time efficiency, this paper selects α = 1.4 as the final threshold,
which will bring lower average memory consumption.

5 Conclusion

In this paper, we propose a fault-tolerant routing algorithm based on data center in cloud
environment. The dynamic routing algorithm is suitable for macro data center network
topology rather than a specific type of topology. Combined with the characteristics
and advantages of software defined network, the algorithm roughly distinguishes the
topology into dense graph or sparse graph by using the number of links and node ratio,
and call the improved Floyd andDFS based on double stack to obtain the optimal routing
path. When the source node and destination node have no fault, it can achieve 100%
accuracy, and the fault-tolerant performance is significantly higher than the static routing
algorithm. In terms of performance, the dynamic fault-tolerant routing time consumption
of α = 1.4 sensitively selects the algorithm with shorter time consumption, and reduces
the average memory consumption as much as possible under the condition of ensuring
the time performance, which perfectly solves the routing problem of the data center
network.
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Although the research of this paper has completed dynamic fault-tolerant routing,
there are still some problems that have not been perfectly solved. Due to the limitation
of conditions and the author’s limited ability, the following problems are not further
discussed and studied in the paper, which need to be improved and solved in the follow-
up:

(1) There is no efficient single source shortest path algorithm for dense graphs and can
solve negative weighted edges. There is a certain performance waste when Floyd
is used to solve the shortest path between two nodes in dense graphs.

(2) The dynamic factor of dynamic fault-tolerant routing algorithm is only the macro
selection of the global edge and node number of the graph (that is, whether the
whole graph is dense or sparse), and can not be modified for fixed source nodes and
destination nodes, which may lead to the degradation of some routing performance.
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Abstract. Coronavirus disease 2019 (abbreviation: COVID-19) has been a topic
of concern in this two years. The number of confirmed cases worldwide has con-
tinued to increase. It is a highly contagious and serious virus. In order to prevent
the spread of the virus and reduce the infection rate andmortality rate, maintaining
social distancing is a very important task. As the mobile phone is indispensable to
modern necessities, we considered to use the mobile device to help to detect the
social distance. In this paper, we provided an idea about how to use the mobile
device wireless signal to detect the social distance.

Keywords: Mobile · Bluetooth · COVID-19 · Social distancing ·Wireless signal

1 Introduction

In 2019, the first case of Coronavirus disease 2019 (abbreviation: COVID-19) [1] was
detected in Hubei Province, China. The COVID-19 virus spread globally and quickly,
and resulting in a persistent infectious epidemic. According to the statistics from the
World Health Organization (WHO), as of July 20, 2021 [2]. The cumulative number
of cases reported globally is now over 190 million and the number of deaths exceeds 4
million. The COVID-19 is a highly contagious and serious virus.

According to the research of public health scholars, the COVID-19 virus mainly
transmitted by droplets and small airborne particles [3]. When people come into close
contact with infected person, they will be infected via inhaled droplets and particles that
infected people release as they breathe, talk, cough, sneeze, or sing. This is why the
WHO suggested that the ways to prevent the spread of the virus are disinfect more, wear
a mask, maintain social distancing, and reduce unnecessary contact.

WHO recommended that the social distance is 1.5m indoors and one-meter outdoors
[4]. Maintaining social distancing is a simple and effective way to fight COVID-19.
However, it is often not valued by people. And it is not easy to determine the social
distancing all the time. In order to effectively maintain social distancing and reduce the
virus infection rate, we considered to use the wireless technique to help us to determine
the social distance.

Mobile phones have become necessities of our life. Due to everyone will carry their
mobile phone when they go outside. We consider to use the wireless technique, such
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as Bluetooth, Wi-Fi, RFID (Radio Frequency IDentification), which embedded in the
mobile device to determine the social distance.

The remainder of this paper is organized as follows. Section 2 reviews related work.
Section 3 illustrates the main idea of detecting social distance using wireless signal.
Section 4 is the conclusion and future work.

2 Related Work

The World Health Organization (WHO) has stated that there are two ways in which the
spread of COVID-19 virus takes place that are respiratory droplets and physical contact.
Thus, one of the research topics of prevent COVID-19 is to detect people wear face mask
well or not. According to the World Health Organization (WHO), the right way to wear
a mask is by adjusting the mask to cover the mouth, nose, and chin [5]. Sen and Sawant
[6] presented a mask detection system that is able to detect any type of mask and masks
of different shapes from the video streams for following the rules that are applied by the
government. Jiang et al. [7] presented a real-time face mask detection method to detect
people wear mask properly or not.

Another research topic is to maintain social distance. As prescribed byWHO, people
shouldmaintain at least 1.5 m indoors and one-meter outdoors from each other to control
the spread of this disease [2, 8, 9]. Ansari and Singh [10] developed a framework that
tracks humans for monitoring the social distancing being practiced. To accomplish this
objective of social distance monitoring, an algorithm is developed using object detection
method. Rahim et al. [11] proposed an efficient solution for real-time social distance
monitoring in low light environments.

Some researchers considered the problem of detecting social distance using wireless
technology. Tsai [12] proposes a method that can use wireless signal strength (RSSI)
sequence to detect the proximity of movement between people. In [13], Leith and Farrel
proposed a method to evaluate the potential of using Bluetooth received signal strength
for proximity detection. Narvaez and Guerra [14] explored if a Bluetooth RSSI-based
mobile application can be developed to detect if the social distance is met or not. In
Taiwan, the Central Epidemic Command Center developed the Taiwan Social Distance
app [15]. This app also used the wireless technology.

3 Detecting Social Distance

In the Taiwan Social Distance app, when an app user is confirmed to have COVID-19,
the health authority will upload related data after obtaining consent from the confirmed
case, and the app will automatically send alerts to app users who have come into contact
with the confirmed case in the past 14 days so as to remind them to monitor their health
status. This app is help the health authority to find out the coronavirus contact.

However, when people are shopping in a hypermarket, this app cannot alert the app
users that they are not maintain the safety social distance immediately. Especially when
someone focus on his shopping products, he cannot pay attention on the social distance
issue.
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In [14], Narvaez and Guerra analyzed the problems of solutions for social distancing
using different technologies. In this paper, they used the Bluetooth RSSI signal to detect
the social distance. And they claim that people hold their cell phones in front of them
horizontally. However, people are not always hold their cell phones as if they were using
it. Therefore, we try to solve the problem with the situation.

As we know, the physical obstacles also effect the transmission of Bluetooth RSSI
signal. Our idea is adding some Bluetooth devices as base stations on the ceiling. This
method can reduce some interferences from the physical obstacles, such as pillar, product
display stands.

The customers who are in the hypermarket, the Bluetooth base stations will collect
the Bluetooth signal from their cell phone. The system will determine the location for
everyone according to the Bluetooth signal collection data. Then, we can evaluate the
distance between each two persons met the safety social distance or not, shown as Fig. 1.
If the distance is less than one meter, system will send alert to these persons who are not
standing safety social distance.

Fig. 1. The illustration of the method how to determine the social distance. The Bluetooth base
stations are setting on the ceiling. System will determine the locations of cell phones and then
calculate the distance between these two cell phone.

Moreover, TaiwanCDC regulated the number of people allowed in hypermarket. The
number was calculated by how many people can stand in one square meter and people
can maintain the social distance, shown as Fig. 2. The Bluetooth base stations also can
determine the number of people in some area is a suitable number. If some area has too
many persons, the system can send alert to these persons who are standing in this area.

During the epidemic, the Bluetooth signal collection data can help people to main-
tain the safety social distance. In the normal period, this data can help the manager of
hypermarket to analyze which area is hot spot. And he can mobilize manpower to hot
spot or plan the route.
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Fig. 2. The illustration of how to calculated by how many people can stand in one square meter.

4 Conclusion and Future Work

In this paper, we considered the problem of real-time social distancing detection. To
address this issue, we explored if a Bluetooth RSSI-based mobile application can be
developed to detect the social distance. Our method first found out the locations for
each user. And then determine the distance is met or not. However, in order to avoid
the physical obstacles, we set the Bluetooth base stations on the ceiling. This means
that our method is not suitable for outdoors. We only can apply our method in indoor
environments, such as hypermarkets.

Other challenges are security and privacy-preserving. Due to the Bluetooth technol-
ogy, the system must first obtain user authorization. Hence, the security and privacy-
preserving is a very important issue. If we cannot provide a safe system to protect the
users’ data, then fewer people want to use this application. Thus, our next research topic
is to present a security mechanism.
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Abstract. The big data system based on data center network provides
low-latency, high-quality services for big data applications. When server
failure occurs in data center network, the security of the big data plat-
form and the service quality of big data applications will be severely
affected. A highly scalable data center network (HSDC) is an emerging
server-centric data center network that achieves incremental scalability
while ensuring low cost and energy consumption, low diameter, and high
bisection width. In this paper, we determined the connectivity and diag-
nosability of HSDC. Then we firstly design an efficient adaptive fault
diagnosis algorithm to diagnose the actual status of all servers in HSDC
with at most m2m + 4m(m − 2) (resp. 9) tests, where m is the dimension
of the HSDC and m ≥ 3 (resp. m = 2). Experimental results show that
for HSDC, our algorithm can achieve complete diagnosis and greatly
reduce the number of tests.

Keywords: Big data · Data center network · Fault diagnosis ·
Algorithm

1 Introduction

Nowadays, with the continuous development of big data applications, the result-
ing amount of data has become larger and larger, leading to the need for more
storage resources and higher bandwidth requirements, as well as more efficient
network systems. The big data platform based on the data center network (DCN)
can provide low-latency, high-quality, non-disruptive big data services. The grow-
ing demand for big data application has led to the expansion of DSNs. Many
DCNs have been proposed, which can be divided into two categories: switch-
centric DCNs and server-centric DCNs. In the server-centric DCN, such as
DCell [1], BCCC [2], and RCube [3], each switch only acts as a non-blocking
crossbar switch. Manage network communication by placing the task of packet
routing on the servers, which can reduce the number of switches used in server-
centric DCN and the cost of its own construction.
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With the expansion of DCNs scale, failures occurs inevitably. Only by ensur-
ing the reliability of DCN can the potential of big data services be maximized and
the security of the big data platform can be ensured. Therefore, fault diagnosis
is one of the key requirements for designing a big data platform. Moreover, for
the server-centric DCNs, the failure of servers will have the greatest impact on
the reliable communication or calculation of the entire network. If each switch
in the server-centric DCN is regarded as a transparent network device, each
server represents a processor in a multi-processor system, and each link between
servers represents a link between processors, then the server diagnosis of the
server-centric DCN is equivalent to the processor diagnosis of a multiprocessor
system. Based on this, the diagnosis of faulty servers in DCell has been fully
studied [4–6].

Identifying all faulty processors in a multiprocessor system (referred to as
system) is called system-level fault diagnosis. If all faulty processors in a sys-
tem can be determined and the number of faulty processors does not exceed t,
the system is said to be t-diagnosable. The diagnosability of a system is the
maximum number of faulty processors that the system allows to have, which
guarantee the correctly diagnosis. In system-level diagnosis, Preparata, Metze
and Chien [7] proposed the first diagnostic model called PMC model. In the
PMC model, each processor can test its neighboring processors. Given a pair of
adjacent processors u and v, the outcome of test v by u is represented by r(u, v).
If u evaluates v as faulty (resp. fault-free), r(u, v) = 1 (resp. 0). If u is fault-free,
then r(u, v) is reliable; otherwise, r(u, v) is unreliable. The outcome r(u, v) = 0
(resp. 1) is called 0-arrow (resp. 1-arrow). Given a t-diagnosable N -processors
system G, if all pre-allocated test tasks (that is, each processor is tested by at
least t other processors) have been executed, and then the exact status of each
processor in G can be identified by the obtained test outcomes. Obviously, due
to the lack of flexibility and the need for a large number of tests (i.e. Nt tests),
these reduce the efficiency of the traditional diagnosis algorithm. In [8], Nake-
jima proposed an adaptive diagnosis algorithm, which assigns the following test
tasks according to the previous test results, thereby adaptively executing the test
tasks, and determining the exact status of some processors of G in different test
rounds. Therefore, reducing the number of test rounds and the total number of
tests is the main goal of designing an effective adaptive diagnosis algorithm. In
addition, some well-known adaptive diagnosis algorithms for interconnected net-
work structures have been studied, such as Hypercube networks [9], hierarchical
multiprocessor systems [10], and Hamiltonian networks [11].

Highly scalable data center network (HSDC) [12] is a server-centric DCN,
which has incremental scalability and retains some of the outstanding character-
istics of DCNs, such as low cost, low energy consumption, short diameter, and
high bisection width. Qin et al. [13] constructed completely independent span-
ning trees (CISTs) for HSDC. CISTs have important applications in DCNs, such
as fault-tolerant multi-node broadcasting, reliable broadcasting, secure message
distribution and so on. In this paper, we design an efficient fault diagnosis algo-
rithm for the HSDC. The main contributions of this paper are summarized as
follows:
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– We determined the diagnosability of HSDC.
– An adaptive diagnosis algorithm for HSDC is first proposed to identify the

exact status of all servers of HSDC. The maximum number of tests of the
proposed algorithm is analyzed.

– Comprehensive simulations verify that our algorithm is effective and signifi-
cantly reduces the number of tests compare to the traditional algorithm.

The rest of the paper is organized as follows. We introduce some basic knowl-
edge and the formal definition of HSDC in Sect. 2. Section 3 provides the formal
definition and some properties of logic graph of HSDC. An adaptive diagno-
sis algorithm is proposed, and the maximum number of tests of our algorithm
is analyzed theoretically in Sect. 4. Finally, we verify the performance of the
proposed algorithm in Sect. 5 and conclude the paper in Sect. 6.

2 Preliminaries

In the study of the data center network, the data center network can be repre-
sented by a graph G = (V (G), E(G)), where each vertex u ∈ V (G) denotes a
server or a switch, and each edge (u, v) ∈ E(G) denotes a physical link between
two vertices u and v. Given a graph G, let V (G) and E(G) denote the vertex
set and the edge set of G, respectively. Let |V (G)| denote the total number of
vertices of G. For any two distinct vertices u and v, if (u, v) ∈ E(G), we say u
(resp. v) is a neighbour of v (resp. v). The connectivity of G, denoted by κ(G),
is the number of vertices that must be removed from G to make G disconnected.
A path is a sequence of adjacent vertices, denoted by 〈v0, v1, · · · , vl〉, where its
two ends are v0 and vl, and all the vertices are distinct except possibly v0 = vl.
A hamiltonian path is a path that traversed all the vertices of G only once. A
cycle is a path with the same vertex at two ends. A hamiltonian cycle is a cycle
that contains all the vertices of G. The set of integers from 1 (resp. n) to m is
denoted by [n] (resp. [m,n]), where 1 < m and n < m. The complete graph of
m vertices is denoted by Km.

A HSDC network adopts low-cost commodity m-port switches and dual-port
servers. The HSDC network structure is divided into two categories: complete
structure and incomplete structure. All server ports in the complete HSDC
network are occupied, but there are idle server ports in the incomplete HSDC
network. Two different types of HSDC networks are defined as follows:

Definition 1 [12]. The m-dimensional complete HSDC network denoted by
HSDCm(m) with the vertex set {xmxm−1 · · · x1; y|xi ∈ {0, 1}, i ∈ [m], y ∈
[0,m]}. For a vertex xmxm−1 · · · x1; y, if y = 0, it is a switch; otherwise, it
is a server. A switch xmxm−1 · · · x1; 0 is adjacent to a server xmxm−1 · · · x1; y
for any y ∈ [m]. Moreover, two servers xmxm−1 · · · x1; y and x′

mx′
m−1 · · · x′

1; y
′

are adjacent if and only if y = y′ ∈ [m] and xy = 1 − x′
y, xi = x′

i for any
i ∈ [m] \ {y}.
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Fig. 1. A 4-dimensional complete HSDC network HSDC4(4).

Figure 1 shows HSDC4(4) with 16 switches and 64 servers. In HSDCm(m),
a switch and its adjacent servers constitute the basic building unit called a block.
Each HSDCm(m) contains 2m blocks. For HSDCm(m), if we treat each block
as a single vertex and connect them through the remaining edges, we can get an
m-dimensional Hypercube network.

Definition 2 [12]. One type of m-dimensional incomplete HSDC net-
works denoted by HSDCm(n) with m > n and it has the vertex set
{xnxn−1 · · · x1; y|xi ∈ {0, 1}, i ∈ [n], y ∈ [0,m]}. For a vertex xnxn−1 · · · x1; y,
if y = 0, it is a switch; otherwise, it is a server. A switch xnxn−1 · · · x1; 0 is
adjacent to a server xnxn−1 · · · x1; y for any y ∈ [m]. Moreover, two servers
xnxn−1 · · · x1; y and x′

nx′
n−1 · · · x′

1; y
′ are adjacent if and only if y = y′ ∈ [n] and

xy = 1 − x′
y, xi = x′

i for any i ∈ [n] \ {y}.
Figure 2 shows HSDC4(2) with 4 switches and 16 servers. For HSDCm(n),

each block contains m − n servers with an idle port. And the vertex subset
{xnxn − 1 · · · x1; y|xi ∈ {0, 1}, i ∈ [n], y ∈ [n + 1,m]} of V (HSDCm(n)) is a set
of servers with an idle port.

Lemma 1 [12]. HSDCm(m) composes of 2m−n HSDCm(n)s.
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Fig. 2. A 4-dimensional incomplete HSDC network HSDC4(2).

Obviously, HSDCm(n) is a subgraph of HSDCm(m). Furthermore, if each
server with an idle port in 2m−n HSDCm(n)s is connected by the connection
relationship between the servers in Definition 1, we will get a HSDCm(m).

3 The Logic Graph of HSDC Networks

For HSDCm(m), if we regard switches as transparent devices, each block can
be abstracted as a complete graph. Focusing only on the adjacency relationship
between servers, the formal definitions of the logic graph of HSDCm(m) and
HSDCm(n) are as follows.

Definition 3. A logic graph of HSDCm(m) denoted by L-HSDCm(m) with
m ≥ 2 and it has the vertex set {xmxm−1 · · · x1; y|xi ∈ {0, 1}, i ∈ [m], y ∈ [m]}.
Two vertices xmxm−1 · · · x1; y and x′

mx′
m−1 · · · x′

1; y
′ are adjacent if and only if

y �= y′ and xi = x′
i for any i ∈ [m] or y = y′, xy = 1 − x′

y and xi = x′
i for any

i ∈ [m] \ {y}.
Definition 4. A logic graph of HSDCm(n) denoted by L-HSDCm(n) with m >
n and it has the vertex set {xnxn−1 · · · x1; y|xi ∈ {0, 1}, i ∈ [n], y ∈ [m]}. Two
vertices xnxn−1 · · · x1; y and x′

nx′
n−1 · · · x′

1; y
′ are adjacent if and only if y �= y′

and xi = x′
i for any i ∈ [m] or y = y′, y ∈ [n], xy = 1 − x′

y, and xi = x′
i for any

i ∈ [n] \ {y}.
Figure 3 shows a L-HSDC4(4). The subgragh of L-HSDC4(4) induced by a

vertex set {0000; 1, 0000; 2, 0000; 3, 0000; 4} is a complete graph K4.

Lemma 2 [14]. In m-dimensional Hypercube network, for any two distinct ver-
tices u and v, there are m vertex-disjoint paths joining u and v.
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Fig. 3. A logic graph of HSDC4(4).

Lemma 3. The connectivity of L-HSDCm(m) is m.

Proof. Let u and v be any two distinct vertices of L-HSDCm(m). We will show
how to construct m vertex-disjoint paths joining u and v as the following two
cases.

Case 1. u and v are not in the same block. In L-HSDCm(m), each block can be
regarded as a vertex in an m-dimensional hypercube network Hm. By Lemma 2,
for any two different blocks in L-HSDCm(m), there are m block-disjoint paths.
Moreover, for any block in L-HSDCm(m), it is connected to m blocks, and each
of its vertices is connected to only one of the m connected blocks. Moreover, in
L-HSDCm(m), each block is a Km. In Km, the paths from any vertex to the
other m−1 vertices can be vertex-disjoint. Then for any block in L-HSDCm(m),
the m paths from its any vertex to m connected blocks can be vertex-disjoint.
Hence, for any two distinct vertices u and v in L-HSDCm(m), if u and v are
not in the same block, then there are m vertex-disjoint paths joining u and v.

Case 2. u and v are in the same block. Without loss of generality, let u =
xmxm−1 · · · x1; y and v = xmxm−1 · · · x1; y′, where y �= y′. For any vertex P1 =
xmxm−1 · · · x1; y1 and y1 ∈ [m] \ {y, y′}, the path P1 = 〈u, v〉 and the path P2 =
〈u, p1, v〉 are vertex-disjoint. Let vertex u1 = xmxm−1 · · · xy+1x

′
yxy−1 · · · x1; y,



48 X. Wang et al.

where x′
y = 1 − xy. By Case.1, there are m vertex-disjoint paths joining u1 and

v, one of the paths P3 = 〈u1, · · · , v〉 does not contain any vertex of the vertex
set Vb = {xmxm−1 · · · x1; y3|y3 ∈ [m] \ {y}}. Then a path P4 = 〈u, P3〉, P1 and
P2 are vertex-disjoint.

Lemma 4 [7]. Given a system G = (V (G), E(G)), two conditions are necessary
for G to be t-diagnosable: |V (G)| ≥ 2t + 1, and each vertex is tested by at least
t other vertices.

Lemma 5 [15]. Two conditions are sufficient for a system G with n vertices
to be t-diagnosable: n ≥ 2t + 1, and κ(G) ≥ t.

Theorem 1. For m ≥ 2, the diagnosability of L-HSDCm(m) is m.

Proof. For m ≥ 2, |V (L-HSDCm(m))| = m2m > 2m+1, and κ(L-HSDCm(m))
is m. Hence, by Lemmas 4 and 5, the diagnosability of L-HSDCm(m) is m.

00;3

00;1

00;2

00;4

01;3

01;4

01;2
01;1

10;2

10;1

10;3

10;4
11;2

11;3

11;1

11;4

Fig. 4. A hamiltonian cycle of L-HSDC4(2), where the hamiltonian cycle consists of
all blue edges and black vertices. (Color figure online)

L-HSDCm(2) contains 4 Km’s, and there exists a hamiltonian path with
two ends x2x1; 1 and x2x1; 2 in each Km, where x1, x2 ∈ {0, 1}. More-
over, L-HSDCm(2) contains 4 edges (00; 1, 01; 1), (10; 1, 11; 1), (00; 2, 10; 2) and
(01; 2, 11; 2). Then we can construct a hamiltonian cycle with 4m vertices for
L-HSDCm(2), as shown in Fig. 4.

4 Adaptive Diagnosis Algorithm for HSDC

The skeleton of the adaptive diagnosis algorithm for L-HSDCm(m) is described
in Algorithm1. The details of the algorithm will be described in the following
subsections.
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Algorithm 1: An adaptive diagnosis scheme for L-HSDCm(m) with at
most m faulty vertices.
Input: A L-HSDCm(m) with at most m faulty vertices.
Output: The status of all vertices of the L-HSDCm(m).

1 Partition the L-HSDCm(m) into 2m−2 L-HSDCm(2)s, denote by
X0, X1, · · · , X2m−2−1, respectively;

2 Construct a hamiltonian cycle for each L-HSDCm(2);
3 In the first two rounds, conduct basic tests along each hamiltonian cycle in

parallel;
4 Evaluate the total number of suspicious cycles, denoted by fc;
5 if fc ≥ m − 1 then
6 // See subsection- 4.2
7 Partition each suspicious cycle into path(s) by Algorithm 2

Cycle-Partition in parallel, and evaluate the total number of paths fs;
8 Colour vertices on each path by the Algorithm 3 Path-Colour in parallel;
9 The faulty vertices of all paths can be identified easily.

10 else
11 // See subsetion- 4.3.
12 For any Xi which has a suspicious cycle, the fault diagnosis process is as

follows:
13 Each vertex that has neighbour in the clean cycles are identified by its

neighbour in the clean cycles;
14 The unknown vertices can be identified by valid neighbour(s) in the same

block. The faulty vertices of unknown block(s) can be identified easily.
15 end

4.1 Basic Tests of the First Two Rounds

L-HSDCm(m) with m ≥ 2 can be divided into 2m−2 L-HSDCm(2)s. For the
convenience of discussing the adaptive diagnosis algorithm later, we denote each
L-HSDCm(2) as Xi, where i ∈ [0, 2m−2 − 1]. As mentioned earlier, there is a
hamiltonian cycle with 4m vertices in each Xi. For a cycle 〈v0, v1, · · · , v4m−1〉,
in the first round, all even vertices test odd vertices in a clockwise direction (i.e.,
v2j tests v2j+1), and in the second round, all even vertices test odd vertices in
a clockwise direction (i.e., v2j+1 tests v2j+2), where j ∈ [0, 2m − 1] and “+”
means modulo 4m addition. If the hamiltonian cycle contains 1-arrow(s), we
regarded the hamiltonian cycle as a suspicious cycle; otherwise, we regarded
the hamiltonian cycle as a clean cycle. For a suspicious cycle, it contains at least
one faulty vertex. Note that 4m > m, for a clean cycle, every vertex is fault-
free. Then all faulty vertices must be in these suspicious cycles, which means
that these suspicious cycles need to be tested to identify their exact status.
Let fc denote the total number of suspicious cycles in L-HSDCm(m). For the
convenience of analyzing the number of tests of the algorithm, we call the tests in
the first and second rounds basic tests, and the tests required by the algorithm
in the subsequent execution process are called additional tests.
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4.2 Identifying Suspicious Cycles When fc ≥ m − 1

When fc ≥ m − 1, the following two algorithms are available for the diagnosis
process of the suspicious cycles. The Algorithm Cycle-Partition [7] is used to
partition a suspicious cycle into the path(s), where each path contains at least
one faulty vertex. The Algorithm Path-Colour [16] colors the vertices of the
path as black, white, or gray, where the black vertices are faulty, the white
vertices are fault-free, and the grey vertices need additional tests to identify
their exact statuses. Figure 5 (a) gives an example of executing the Algorithm
Cycle-Partitioning in a L-HSDC4(2) with at most 4 faulty verties, and Fig. 5
(b) gives the results of executing the Algorithm Path-Colour on the three
paths of Fig. 5 (a).

Algorithm 2: Cycle-Partition
Step 1: Choose a 0-arrow a0 followed by a 1-arrow;
Step 2: Let a be the arrow following a0. If a is 0-arrow, then set a0 = a and
proceed Step 2; otherwise, go to Step 3;
Step 3: Mark with a label X the arrow following 1-arrow a. If it was not
previously marked, set a0 the X-marked arrow and go to Step 2; otherwise,
delete those X-marked arrows, then the algorithm terminates.

Algorithm 3: Path-Colour
Step 1: Let m denote the maximum number of faulty vertices, s denote the
number of the paths obtained by the Algorithm Cycle-Partition, and
q = m − s + 1;
Step 2: If a path has more than q + 1 vertices and has at least one 0-arrow,
then we color the head of the path with black and color q − 1 vertices from the
tail with gray, and all vertices that are colored yet are colored white;
Step 3: If a path has at most q + 1 vertices, then we color all vertices in the
path with gray.

Let fs denotes the total number of paths of a L-HSDCm(m). There are at
most m faulty vertices in a L-HSDCm(m), when fc ≥ m − 1, therefore each
suspicious cycle has one or two faulty vertices. Moreover, fc ≤ fs ≤ m. Suppose
that each suspicious cycle contains only one path after executing the Algorithm
Cycle-Partition, i.e., fc = fs. If fs = m, then only the black vertex is faulty
(as shown in Fig. 6 (a)). If fs = m − 1, by the Algorithm Cycle-Partition,
there is only one gray vertex adjacent to the black vertex on each suspicious
cycle. Obviously, the black vertex is faulty and the gray vertex can be tested by
another fault-free neighbour (as shown in Fig. 6 (b)). Suppose that a suspicious
cycle contains two paths after executing the Algorithm Cycle-Partition, i.e.,
fc = m − 1, and fs = fc + 1 = m. If both paths in this suspicious cycle contain
at least three vertices, then only the black vertex is faulty (as shown in Fig. 6
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Fig. 5. (a): An example of executing the algorithm Cycle-Partition, where a red arrow
indicates 1-arrow. (b): An example of executing the algorithm Path-Colour. (Color
figure online)
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Fig. 6. Four examples of additional tests for fc ≥ m−1, where a green counterclockwise
arrow indicates an additional test. (Color figure online)

(c)); otherwise, this suspicious cycle has a path that contains a black vertex and
a path that only contains two gray vertices, one adjacent to the black vertex and
the other adjacent to a fault-free neighbour (as shown in Fig. 6 (d)). Only one of
these two gray vertices is faulty and can be verified by the fault-free neighbor.
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4.3 Identifying Suspicious Cycles When fc < m − 1

Theorem 2. When fc < m − 1, for any Xi which has a suspicious cycle, at
least one faulty-free vertex in Xi can be identified by its neighbours.

Proof. Noted that Xi contains 4 blocks, where each block is connected to the
m − 2 same cycles in a L-HSDCm(m). When fc < m − 1, for any Xi which is a
suspicious cycle, Xi connects with Ci clean cycles and m−2−Ci suspicious cycles,
where 1 ≤ Ci ≤ m−2. On the contrary, supposing that each vertex in Xi that has
a neighbour in the clean cycles is identified as faulty by its neighbour in the clean
cycles. Then all suspicious cycles have at least (m− 2−Ci)+4Ci = m+3Ci − 2
faulty vertices. By m+3Ci − 2 > m, it contradicts that a L-HSDCm(m) has at
most m faulty vertices.

For any Xi which has a suspicious cycle, the diagnosis process is as follows:

– Step 1: Each vertex that has a neighbour in the clean cycles is identified by
its neighbour in the clean cycles.

– Step 2: If there are vertices that have been identified as faulty-free in a block,
the remaining unknown vertices in the block are identified by these fault-free
vertices. After that, if Xi contains unknown blocks, go to Step 3; otherwise,
the process is terminated.

– Step 3: Count the number of faulty vertices identified in the first two steps,
denoted by fi. The remaining unknown vertices can be identified easily.

After Step 1, if there is no fault-free vertex finded in a block in Xi, the block
is called an unknown block. This indicates that each vertex in the unknown
block is either an identified faulty vertex or an unknown vertex. Therefore, the
purpose of Step 2 is to identify all unknown vertices in blocks that are not
unknown blocks by their fault-free neighbours. In Step 3, we only need to iden-
tify unknown vertices in the unknown blocks. Let ni denotes the total number of
unknown blocks in Xi, and fi denotes the number of faulty vertices identified in
the first two steps in Xi. By Theorem 2, we can get that ni ≤ 3. We distinguish
among three cases as follows.

Case 1. ni = 1. Xi contains one unknown block, then the block has at least
Ci identified faulty vertices. Moreover, Xi connects with m − 2 − Ci suspicious
cycles. Then all suspicious cycles have at least (m − 2 − Ci) + Ci = m − 2 faulty
vertices. Hence, 0 ≤ fi ≤ 2. We distinguish among three cases as follows.

Case 1.1. fi = 0. Suppose u and v are two vertices in the unknown block,
where u = xmxm−1 · · · x1; 1, v = xmxm−1 · · · x2x1; 2, xi ∈ {0, 1} and i ∈ [m].
By Definition 3, u and v are adjacent to vertices that are not in the unknown
blocks in Xi. Moreover, fi = 0, both u and v have a fault-free neighbour and
u (resp. v) can be identified by the fault-free neighbour. If both u and v are
identified as faulty, the remaining unknown vertices in the unknown block are
fault-free; otherwise, at least one of u and v is identified as fault-free by their
fault-free vertices, then the remaining unknown vertices in the unknown block
can be identified by the fault-free neighbour.
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Case 1.2. fi = 1. Suppose u and v are two vertices in the unknown block, where
u = xmxm−1 · · · x1; 1, v = xmxm−1 · · · x1; 2, xi ∈ {0, 1} and i ∈ [m]. By fi = 1,
all suspicious cycles have at least (m − 2 − Ci) + Ci + fi = m − 1 faulty vertices,
and at least one of u and v has a fault-free neighbour. Without loss of generality,
assuming that u have a fault-free neighbour. If u is identified as faulty by this
fault-free neighbour, the remaining unknown vertices in the unknown block must
be fault-free; otherwise, the remaining unknown vertices in the unknown block
can be identified by u.

Case 1.3. fi = 2. All suspicious cycles have at least (m − 2 − Ci) + Ci + fi = m
faulty vertices and each unknown vertex in the unknown block is fault-free.

Case 2. ni = 2. Xi contains two unknown blocks, then the two unknown block
has at least 2Ci identified faulty vertices. Moreover, Xi connects with m−2−Ci

suspicious cycles. Then all suspicious cycles have at least (m − 2 − Ci) + 2Ci =
m + Ci − 2 faulty vertices.

Case 2.1. Ci = 1. All suspicious cycles have at least m − 1 faulty vertices
and 0 ≤ fi ≤ 1. Consider that fi = 1, the remaining unknown vertices in
the two unknown blocks are fault-free. Consider that fi = 0, each unknown
block has at least a vertex that has a fault-free neighbour. If a vertex that
has a fault-free neighbour is identified as faulty by its fault-free neighbour, the
remaining unknown vertices in the two unknown blocks are fault-free; otherwise,
the remaining unknown vertices in the block can be identified by the vertex.

Case 2.2. Ci = 2. All suspicious cycles have at least m faulty vertices and the
remaining unknown vertices in the two unknown blocks are fault-free.

Case 3. ni = 3. Xi contains three unknown blocks, then the three unknown
block has at least 3Ci faulty vertices. Moreover, Xi connects with m − 2 − Ci

suspicious cycles. Then all suspicious cycles have at least (m − 2 − Ci) + 3Ci =
m + 2Ci − 2 faulty vertices. By (m + 2Ci − 2) ≤ m and Ci ≥ 1, then Ci = 1.
The remaining unknown vertices in the three unknown blocks are fault-free.

4.4 Evaluating the Number of Tests for HSDC

Theorem 3. Algorithm 1 takes at most m2m + 4m(m − 2) (resp. 9) tests to
identify all faulty vertices of L-HSDCm(m) with at most m faulty vertices with
m ≥ 3 (resp. m = 2).

Proof. In the first two rounds of Algorithm1, each vertex is tested only once
by other vertices, then the number of basic tests is m2m. For a L-HSDCm(m)
with fc = fs = m − 1, each suspicious path has one unknown vertex, then the
total number of additional tests is m − 1. For a L-HSDCm(m) with fc = m − 1
and fs = m, there could be a path that only contains two unknown vertices that
need one additional test to identify their exact statuses. For a L-HSDCm(m)
with fc ≤ m − 2, each vertex in suspicious cycles needs at most one additional
test to identify its actual status, each suspicious cycles has 4m vertices, then
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at most 4m × fc additional tests are necessary to identify the faulty vertices
in the L-HSDCm(m). Since the maximum number of additional tests appears
at fc = m − 2, at most m2m + 4m(m − 2) additional tests are necessary to
identify the L-HSDCm(m) with at most m faulty vertices. Hence, if m ≥ 3
(resp. m = 2), Algorithm1 takes at most m2m + 4m(m − 2) (resp. 9) tests to
identify all faulty vertices of L-HSDCm(m).

5 Simulation Results

In this section, we will conduct multiple experiments to verify whether our algo-
rithm can diagnose the actual status of all vertices in L-HSDCm(m), and com-
pare with the traditional algorithm in terms of the number of tests. We use
a 3.00 GHz Intel�CoreTM i5-9500 CPU and 24 GB RAM under the Windows
10 operating system. Our algorithm and related experiments are implemented
by Python. Note that each data in figures and tables is the average of 1000
experiments.

5.1 Verify the Correctness and Completeness of Our Algorithm

In this subsection, our purpose is to verify the correctness and completeness of
our algorithm. For L-HSDCm(m), each vertex has the same probability of being
faulty, and the total number of faulty vertices is randomly selected within its
diagnosability m. Moreover, the probability of the outcome of a faulty vertex
test a fault-free (resp. faulty) vertex to be 1 is denoted by p1 (resp. p2). Then
we simulated our algorithm’s diagnosis of L-HSDCm(m) under four different
values of p1, p2, where m ∈ [5, 8].

Moreover, for L-HSDCm(m), its vertex set, fault-free vertex set and faulty
vertex set are denoted by V, Vt, and Vf , respectively. Moreover, the fault-free
vertex set, the faulty vertex set and the unknown vertex set derived by the
algorithm are denoted by Vp, Vn, and Vu, respectively. We set Vtp = Vt ∩ Vp,
Vtn = Vt ∩ Vn, Vfp = Vf ∩ Vp, Vfn = Vf ∩ Vn, and use the following four metrics
to measure the performance of our algorithm: accuracy rate AR = |Vtp|+|Vfn|

|Vp|+|Vn| ×
100%, precision rate PR = |Vtp|

|Vtp|+|Vfp|×100%, recall rate RR = |Vtp|
|Vtp|+|Vtn|×100%,

and unknown rate UR = |Vu|
|V | × 100%.

The simulation results in Table 1 show that the changes in p1 and p2 have no
effect on the diagnosis results of the algorithm and our algorithm can correctly
identify the statuses of all vertices of L-HSDCm(m). Then both p1 and p2 are
set to 0.5 for the next experiments.

5.2 Performance Comparison

In this subsection, the performance of the diagnosis algorithm is measured by the
number of tests. The maximum number of tests, the average number of tests, the
maximum number of additional tests, and the average number of additional tests
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Table 1. The impact of different p1 and p2 values on AR, PR, RR and UR in L-
HSDCm(m) with m ∈ [5, 8]

p1 = p2 = 0.5 L-HSDC5(5) L-HSDC6(6) L-HSDC7(7) L-HSDC8(8)

AR 100% 100% 100% 0%

PR 100% 100% 100% 0%

RR 100% 100% 100% 0%

UR 100% 100% 100% 0%

p1 = 0.7, p2 = 0.5 L-HSDC5(5) L-HSDC6(6) L-HSDC7(7) L-HSDC8(8)

AR 100% 100% 100% 0%

PR 100% 100% 100% 0%

RR 100% 100% 100% 0%

UR 100% 100% 100% 0%

p1 = p2 = 0.3 L-HSDC5(5) L-HSDC6(6) L-HSDC7(7) L-HSDC8(8)

AR 100% 100% 100% 0%

PR 100% 100% 100% 0%

RR 100% 100% 100% 0%

UR 100% 100% 100% 0%

p1 = 0.7, p2 = 0.8 L-HSDC5(5) L-HSDC6(6) L-HSDC7(7) L-HSDC8(8)

AR 100% 100% 100% 0%

PR 100% 100% 100% 0%

RR 100% 100% 100% 0%

UR 100% 100% 100% 0%

of our algorithm are denoted by adpm, adpa, adpam, and adpaa, respectively. The
number of tests for traditional diagnosis algorithm is usually Nt, denoted by tr,
where N is the total number of vertices in a system, and t is the diagnosability of
the system. The number of tests of the traditional algorithm for a L-HSDCm(m)
is m22m, denoted by tr.

Table 2 shows the adpm, adpa, tr, adpam and adpaa of L-HSDCm(m) in differ-
ent dimensions. The dimension m of L-HSDCm(m) varies from 5 to 8. Table 2
shows that the number of tests of our algorithm is much smaller than that of
traditional diagnosis algorithm. For example, for a L-HSDC8(8), the average
number of tests of our algorithm is 13.06% of the number of tests of traditional
diagnosis algorithms. Figure 7 plots the changes in the adpm, adpa and tr values
of L-HSDC(m) as the dimension m increases. It can be observed from Fig. 7 that
the adpm and adpa of our algorithm increase logarithmically with the increase
of m. Because the basic tests of our algorithm for a L-HSDCm(m) is static
and the number of the basic tests is m2m, so adpa is slightly less than adpm.
Figure 8 plots the changes in the adpam and adpaa values of L-HSDCm(m) as the
dimension m increases. Figure 8 shows that adpam and the adpaa of our algorithm
increase exponentially with the increase of m, and adpaa is half of adpam.
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Table 2. The adpm, adpa, tr, adp
a
m and adpaa of L-HSDCm(m) with m ∈ [5, 8].

p1 = p2 = 0.5 L-HSDC5(5) L-HSDC6(6) L-HSDC7(7) L-HSDC8(8)

adpm 220 480 1036 2240

adpa 191 430 964 2139

tr 800 2304 6272 16384

adpam 60 96 140 192

adpaa 31 46 68 91
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6 Conclusion

The big data platform based on the data center network provides reliable and
high-quality services for big data applications. However, when the server in the
data center network fails, it will affect the service quality of the big data appli-
cation and the security of the big data platform. In this paper, we prove that the
connectivity and diagnosisability of m-dimensional HSDC are m. Then we pro-
pose an algorithm that can completely diagnose the actual status of all servers
in m-dimensional HSDC with at most m2m+4m(m−2) (resp. 9) tests if m ≥ 3
(resp. m = 2). Simulation experiments show that our algorithm not only achieves
complete diagnosis for HSDC with faulty servers does not exceed its diagnosis-
ability, but also greatly reduces the number of tests compared with traditional
diagnosis algorithm.
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Abstract. With the high integration of informatization and industrialization, the
degree of intelligence and automation of the secondary system of substations has
been continuously enhanced. While enjoying the convenience, we also need to
face the challenges and threats brought by the Internet. Given the confidential-
ity, integrity, and other security threats that the secondary system applications or
tools may face during the calculation and transmission process, the safety rein-
forced terminal protection technology based on the USB interface has become a
research hotspot. Although traditional safety reinforced equipment is easy to pro-
duce, the algorithms in it have been specified by themanufacturer and downloaded
to the corresponding equipment. Considering that the security requirements of dif-
ferent scenarios are quite different, and different users have multi-level security
requirements, the AVR microcontroller is programmed through the Arduino IDE
platform, and a safety-reinforced terminal device with a customizable encryption
algorithm is designed and implemented, which not only realizes functions such
as identity authentication and content encryption, but also meets the personalized
needs of users’ independent choices, and improves the security and controllability
of the entire secondary system. After the test, the usability and robustness of the
terminal are preliminarily proved.

Keywords: Grid System · Safety reinforcement terminal ·Microcontroller ·
Substation safety

1 Introduction

Achieving a high degree of integration of power system energy flow and communication
system information flow and further creating a safe, reliable, and efficient power grid
system is one of the strategic plans in the “Industry 4.0” era. As the basis for carrying
information in substations, the secondary system itself includes a variety of functional
applications. The control commands and parameter setting commands issued by the
master station need to be executed by the secondary system. However, if the control
command is stolen or tampered with, security identification and data integrity verifica-
tion cannot be performed, and the illegal operation of the substation performed by the
master station in the case of hijacking or personnel misoperation cannot be identified
and isolated, which has a risk of causing power grid security accidents. On the other
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hand, because equipment manufacturers often use personal computers, USB flash drives,
and configuration tools for operation and maintenance operations, there are many prob-
lems such as unsafe on-site secondary system configuration and maintenance terminal,
equipment upgrade software version and engineering configuration and backup are not
controllable, and excessive reliance on the manufacturer for the correctness of manage-
ment configuration, which brings great hidden dangers to the safe, reliable and stable
operation of the secondary system of the substation.

Although traditional security reinforcement equipment is easy to produce and obtain,
for security purposes,manyoperations are shielded, resulting in the inherent shortcoming
of too few customizable parts. Even with the improvement of chip performance, the
types of algorithms that can be loaded on hardened devices have increased, but the
algorithms have been specified by manufacturers and downloaded to the corresponding
devices in advance. If developers have special needs, they can only customize them to
equipment manufacturers themselves. Not only will the production cycle be long, but
the cost will also be greater, which will inevitably consume more human and material
resources. In addition, due to the large differences in the security requirements of different
scenarios in the secondary system, different users havemulti-level security requirements.
Although traditional security reinforcement equipment is convenient to produce, its
functional limitations are no longer sufficient to satisfy users. In this paper, we use the
Arduino IDE platform to program the AVR microcontroller and design and implement
a security-reinforced terminal device with a customizable encryption algorithm. It not
only realizes the functions of identity authentication, content encryption, etc. but also
meets the personalized needs of the user’s independent choice and improves the safety
and controllability of the entire secondary system. In summary, we make the following
contributions:

• We design and implement a terminal device that runs on the AVR microcontroller
and can be used as a safety reinforcement. It can use the USB interface to ensure the
security of information transmission between the computer and the interactive object.

• The device realizes the function of identity authentication and data encryption in
the Microcontroller Unit (MCU), which can be called by the outside program, and
includes a variety of feasible algorithms. Developers of external programs can choose
to call the required functions according to their own needs to meet the personalized
needs of users.

• Finally, a large number of experiments are carried out to verify the availability and
effectiveness of the safety reinforcement terminal, and the performance of different
functional algorithms is compared and analyzed.

The remainder of this paper is structured as follows: Sect. 2 discusses the background
and related works about the safety reinforced terminal. In Sect. 3, we define the proposed
approach and used methods. Section 4 introduces the simulations and numerical results.
Then in Sect. 5, we conclude the paper.
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2 Background

2.1 Arduino

Arduino [1] is a simpler, more user-friendly, and humanized hardware development
platform designed for AVR microcontrollers. Different models of Arduino use different
microcontroller models and control circuit boards, but a special programming develop-
ment software that supports these models is commonly used. The Arduino UNO model
used in this experiment is essentially a single-chip microcomputer control board and
uses the AVR single-chip microcomputer as the control core [2, 3]. In addition to the
ATmega328 minimum system circuit, the board also contains some peripheral IO chips
connected to the microcontroller.

2.2 PIN Code

The so-called PIN code is generally a “password” with more than 4 digits that is easy to
remember, but it generally only contains pure numbers and is only associated with the
hardware that sets the PIN code. Anyone who knows the PIN code can use the device.
For some devices, the PIN code has the same function as the account password, and both
can access the device and even enter the logged-in account space on the device, but the
PIN code generally cannot replace the account password to modify account information
[4]. As a password, the PIN code does not protect the user’s usage rights, but protects the
usage rights of the user’s device, while traditional passwords generally protect the read
and write rights of the specific user data corresponding to it. At this time, the PIN code
and account password realize the two-factor authentication in identity authentication.

2.3 Introduction to Cyber Security

Identity Authentication. Identity authentication is mainly used to determine whether
the physical real identity of the authenticator matches the data identity [5, 6]. There are
three authentication methods: (1) According to the information you know (what you
know). (2) According to what you have. (3) According to the unique body (who you
are).

In the case of physical identity and data identity matching, the three methods are all
feasible, so for better security, twoof the three are selected to complete the authentication,
which is the so-called two-factor authentication [7–9].

Asymmetric Encryption Algorithm. Its asymmetry is mainly reflected in the fact that
it requires two keys, a public key, and a private key, and they are not the same [10]. If
one of the keys is allowed to be disclosed, then it can be called a “public key”, and the
other key must be kept strictly secret and cannot be disclosed to others, and is called
a “private key”. Specifically, if the plaintext is encrypted with a public key, the other
party needs to use its paired private key to decrypt it, and the public key itself cannot be
decrypted; the same is true for private keys [11]. By definition, public and private keys
cannot be derived from each other. Common asymmetric encryption algorithms include
the famous and most widely used RSA algorithm abroad, the elliptic curve encryption
algorithm (ECC), and the domestic SM2 algorithm [12].
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Symmetric Encryption Algorithm. It is called the symmetric key because the key
used in the encryption and decryption process is the same and shared by both parties in
communication. In fact, for the convenience of communication and key management in
multi-person communication, usually, only a single key is used betweenmultiple people.
The existence of the symmetric key makes the encryption process and the decryption
process very similar, and the decryption process can be regarded as the inverse operation
of the encryption process. Common symmetric encryption algorithms include interna-
tionallywell-knownDES, 3DES (Triple-DES), AES algorithms, and national encryption
algorithms SM1, SM4 [12, 13].

Hash Algorithm. It is a method of creating a digital “fingerprint” represented by a fixed
character set (as long as it can be expressed as a binary string) [14]. The hash function
can compress a large amount of data into a short and fixed string, also called a digest
algorithm, but it cannot restore the previous data. Because small changes to the input
data will also cause drastic changes in the corresponding hash, so in the case where the
probability of hash collision is minimal, the hash function can be used to verify whether
the input data has been tampered with, that is, it can be used to ensure the integrity of
the information [15–17].

2.4 Safety Reinforced Terminal Products

Dongle. The dongle is a device that provides program security extensions for software
developers. It is a tool with a built-in single-chip microcomputer or smart card with
software protection functions. It provides a set of interfaces and function tools suitable
for various languages for software developers to use. In the past, domestic dongle chips
used general-purpose chips. The advantage is that it is cheap and easy to produce. The
disadvantage is that it is too common and the possibility of being cracked is huge. The
cracker can obtain the program content in the chip by analyzing and detecting the chip
circuit, decompiling to learn the program logic, and dynamically debugging to obtain the
program interaction information, thereby cloning an identical dongle. But now domestic
dongles have begun to use foreign imported smart card chips that are difficult to crack,
which greatly enhances the security performance of the equipment.

Dynamic Token. As a representative of one-time password technology, dynamic pass-
words are specifically designed to generate an unpredictable password, usually a combi-
nation of numbers, within a certain period through a special algorithm, and limit the use
time and the number of uses of the password. The dynamic password can effectively pro-
tect the security of high-risk operations (such as payment) and user login, etc., because
it is changed over time. So it also eliminates the need for users to modify the password
regularly and avoids the disaster caused by password leakage. A dynamic token is a
physical terminal device used to generate a dynamic password.

USB Key. As a type of safety reinforced terminal, USB Key is a hardware device that
interacts with a computer through a USB interface [18, 19]. As an independent hardware
device, it contains a single-chip microcomputer or smart card chip inside, has a certain
user-defined storage space, and has built-in algorithms for identity authentication and
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even data encryption [20]. The user’s private key is stored in the internal memory of
the USB Key while ensuring that the key will not be stolen during the communication
process and will not be tracked in the PC memory. USB Key [21] is mainly used to
ensure the security of identity authentication in the process of information transmission
in insecure channels such as the network [6, 7, 21].

3 System Model

3.1 Demand Analysis and Overall Design

In general, we design and implement a safety-reinforced terminal device that runs on
the AVR microcontroller and can configure its algorithm. This system mainly transmits
information to the outsideworld through the serial port of the single-chipmicrocomputer,
realizes the identity authentication and data encryption function inside the single-chip
microcomputer for the call of the program in the outside world, and adds a variety of
feasible algorithms to the realization of the function.

The physical results presented at the end not only need to realize the basic functions
that can be achieved by devices such as USB keys and ensure certain safety but also
ensure that the developers of external programs can choose to call the required functions
according to their own needs. The security effect here is mainly reflected in: the core
information (such as keys, etc.) related to the algorithm that needs to be protected and
does not want to be intercepted or eavesdropped on will not exist in the memory of the
caller’s computer, nor will it appear in the process of communication and information
exchange. The overall structure of the system is shown in Fig. 1, which is divided into
two parts: data encryption and identity authentication.

Fig. 1. The system architecture of the safety reinforced terminal.

3.2 System Module Design

We mainly design and implement the two functional modules of data encryption and
identity authentication as shown below.
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Data Encryption. The information interaction entity of the data encryption module
mainly involves the demo calling program and the single-chip microcomputer [22,
23]. Among them, the calling program transmits instructions and data in plain text
to the single-chip microcomputer. The single-chip microcomputer encrypts the plain
text through related algorithms and a built-in key and then sends it back to the calling
program. During the whole process, the key will not be transferred between the two,
which ensures that the ciphertext returned without the key cannot be easily decrypted,
and the plaintext can only be obtained after decrypting the ciphertext through the decryp-
tion function of the single-chip microcomputer. The detailed module design is shown in
Fig. 2.

Fig. 2. The architecture of the data encryption module.

Among them, the demo calling programmainly interacts with the single-chip micro-
computer through the communication module. The user must select the data and algo-
rithm to be encrypted or decrypted before sending the request to the single-chip micro-
computer to obtain the result through the communication module. After receiving
the user’s request through the communication module, the single-chip microcomputer
obtains the content that the user needs to encrypt and decrypt and the algorithm to be
used through the command interpreter module, and finally sends the result back to the
caller through the communication module.

Identity Authentication. The information interaction of the identity authentication
function involves the Server, the Client, and the MCU processing program [24, 25].
The Server generates a random number and sends it to the Client and then sends the
random number to the MCU. The internal program of the MCU uses an algorithm to
encrypt the random number and then sends it back to the Client and then sends it to
the Server from the Client. The Server uses the same algorithm to verify whether the
results of the random number encryption are the same and finally sends the verification
information back to the Client to complete the identity verification.

The module design of this part is shown in Fig. 3. First, the Client sends a login
request to the Server through the login module. After receiving the login request through
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the communication module, the Server generates a random number through the random
number generationmodule and then uses the communicationmodule to send the verifica-
tion code to the Client and forwards it to the single-chip microcomputer. The single-chip
microcomputer receives the random number through the communication module. After
being interpreted by the interpreter module, the random number is processed by the
specified algorithm, and the processed result is sent back to the Client and forwarded
back to the Server. The Server also uses the same algorithm to calculate the random
number, compare the result with the received one-chip computer processing result, and
finally, send the verification information back to the login module of the Client.

Fig. 3. The architecture of the identity authentication module.

3.3 Procedure Flow

TheDemocallingprogramcanbedeveloped in different programming languages accord-
ing to your own needs, as long as it can communicate with the microcontroller through
the serial port. So here is only the program flow chart realized by the internal program
of the single-chip microcomputer.

Data Encryption. Figure 4 is the program flow chart of the data encryption function
of the system.

From top to bottom, PIN code detection is performed first. The PIN code and the
key stored in the device (required by each algorithm) form the two-factor authentication.
After the PIN code is verified, it will wait for the user to continue to enter the command.
When the command is received, the command will be explained, including the choice
of algorithm, encryption, or decryption [26, 27]. Finally, the corresponding algorithm
is selected to encrypt and decrypt the data block that has been passed in, and then the
result is sent back to the caller.

Identity Authentication. Figure 5 is the program flow chart of the identity authentica-
tion function of the system. From top to bottom, PIN code detection is performed first.
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Fig. 4. The program flow chart of the data encryption function of the system.

The PIN code and the key used by the algorithm stored in the single-chip microcom-
puter form a two-factor authentication. The identity authentication process is relatively
simple, just encrypting the random number obtained, here you can use the HMAC series
digest algorithm [28]. By mixing the secret key and the random number to perform the
digest, it can prevent the attacker from being able to easily perform identity authentica-
tion cheating when the random number is intercepted and the digest algorithm is learned.
The use of random numbers is to prevent replay attacks so that the information required
for each authentication will change with the change of the random number. Intercepting
a certain transmission of identity authentication information will not take effect after the
random number is changed.

Fig. 5. The program flow chart of the identity authentication function of the system.
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3.4 Function Realization

Communication Module. The Serial. print() function is theArduino serial output func-
tion. Since the read of the serial port of the single-chip microcomputer is not blocked, it
is necessary to judge Serial. available()>0 to prevent the program from running before
and after. Also, because the serial port needs time to transmit bit by bit, there needs a
delay time to ensure that all characters have been read into the buffer when reading.

while(Serial.available()>0&&verify==1){
delay(100);
Serial.readBytes(in,16);

}// accept external input

PIN Code Verification Module. In this part, the user can customize the global variable
PIN value in the MCU code and then verify whether the input value in and the global
variable PIN are equal through the verifyPIN function.

byte PIN[8]={0x31,0x32,0x33,0x34,0x35,0x36,0x37,0x38};
bool verifyPIN(byte PIN[8],byte in[8]){
for(int i=0;i<8;i++){
if(in[i]!=PIN[i])
return 0;

  } 
return 1;

 } 
if(verifyPIN(PIN,check)){
Serial.println("right");verify=1;}

else {
Serial.println("error");
return 0;}

Encryption and Decryption Module. The system realizes and integrates four encryp-
tion algorithms: DES, AES128, AES256, and SM4. Taking the SM4 algorithm as an
example, the implementation process is given.
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unsigned char key[16] = 
{0x01,0x23,0x45,0x67,0x89,0xab,0xcd,0xef,0xfe,0xdc,0xba

,0x98,0x76,0x54,0x32,0x10};
unsigned char input[16] = 
{0x01,0x23,0x45,0x67,0x89,0xab,0xcd,0xef,0xfe,0xdc,0xba

,0x98,0x76,0x54,0x32,0x10};
unsigned char output[16];
sm4_context ctx;
//encrypt standard testing vector
sm4_setkey_enc(&ctx,key);
sm4_crypt_ecb(&ctx,1,16,input,output);
printnArray(output,16);
//decrypt testing
sm4_setkey_dec(&ctx,key);
sm4_crypt_ecb(&ctx,0,16,output,output);
printnArray(output,16);

The key is built into the code of the single-chip microcomputer, input is the result
from the calling program obtained by the single-chip microcomputer, and output is
the calculation result of the algorithm that the single-chip microcomputer is ready to
output to the outside world. After setting the key and input, call the library function
sm4_crypt_ecb to get the SM4 result, and finally output it.

Summary Module. The system we proposed includes three modules: MD5 digest,
SHA1 digest, and SHA256 digest. Taking the SHA256 digest module as an example,
the specific implementation process is as follows:

Serial.begin(9600);
uint8_t* hash;
uint32_t a;
unsigned long ms;
Serial.begin(9600);
Seri-
al.println("Expect:ba7816bf8f01cfea414140de5dae2223b00361
a396177a9cb410ff61f20015ad");
Serial.print("Result:");
ms = micros();
Sha256.init();
Sha256.print("abc");
printHash(Sha256.result()); 
Serial.print(" Hash took : ");
Serial.print((micros() - ms));
Serial.println(" micros");
Serial.println();
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Initialize the SHA256 object first, then pass the string to be digested into the SHA256
object for mapping. Finally, use the output function printHash to output the result.

4 Experiment and Discussion

The finished physical picture is shown in Fig. 6. At present, the USB interface has been
used to connect with the host, ready for system testing.

Fig. 6. The Physical objects of the safety reinforced terminal.

The purpose of the system test is to verify whether the functions realized by the
overall design meet the requirements, and a series of demo calling programs need to be
designed and developed to call the functions realized by the single-chip microcomputer.
The demo program here is developed using Python to simulate the call of a normal
program to the single-chip microcomputer. After the functional test is completed, we
also conduct some tests on the performance of the entire system, such as the execution
time of the algorithm, and compare and analyze the results.

4.1 Data Encryption Module Integration Test

The method to verify the function of the data encryption module is to re-decrypt the
ciphertext obtained after encrypting the same string to determine whether the original
string can be obtained. At the same time, it can also be compared with the result obtained
from an online encryption and decryption website on the network. The original text data
used for the test is ‘12345678abcdefghaaaaaaaahhhhhhhh’, and the test data encryption
result is shown in Fig. 7.

The first part is the verification part of the PIN, which proves that the function is nor-
mal. The remaining three parts are the encryption
results of the three strings of b’12345678abcdefgh’, b’aaaaaaaahhhhhhhh’,
b’aaa\x00\x00\x00\x00\x00\x00\x00\x00\x00\x00\x00\x00\x00’ respectively. Compare
themwith the online encryption of the website to prove that the results are correct.
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Fig. 7. Data encryption module integration test results.

4.2 Identity Authentication Module Integration Test

Fig. 8. Server-side identity authentication module integration test results.

TheServer-side service program result is shown inFig. 8.Clint’s login request and the
hash value of the random number from the single-chip microcomputer are successfully
received. Finally, after calculation, it is found that the hash function value calculated by
the server itself is equal to the passed value, and the login success string is sent to the
client.

As shown in Fig. 9, the Client receives the verification code ‘1970’ from the server,
sends it to the MCU, and MCU sends the result back to the client after calculation. The
client receives the hash value after the hash operation of the MCU, then sends the hash
value to the server. The server compares the self-calculated hash value with the received
hash value, and finally finds that the hash calculations are equal, then it can send the
‘login success’ string to the client to show that the identity authentication has passed.
As a result, the entire identity authentication function test passed.

4.3 Algorithm Performance Test

Digest algorithm. As shown in Fig. 10, a single SHA256 takes 32116 µs, a single SHA1
takes 30052µs, andMD5 takes only 1600µs. It can be found that the runtime difference
between SHA1 and SHA256 is not obvious, but both are significantly longer than MD5.
In other words, MD5 is more efficient when digesting short strings such as “abc”.

Data Encryption Algorithm. For the same data, five algorithms (DES, Triple-DES,
AES128, AES256, and SM4) are used for encryption and decryption experiments. The
runtime statistical analysis is shown in Table 1.
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Fig. 9. Client-side identity authentication module integration test results

(a) The SHA256 digest algorithm performance test results.

(b) The SHA1 digest algorithm performance test results 

(c) The MD5 digest algorithm performance test results

Fig. 10. Digest algorithm performance test results

Table 1. Encryption and decryption algorithms time-consuming statistics table

Algorithm name Time

DES 35748 µs

Triple-DES 107240 µs

AES128 69680 µs

AES256 69680 µs

SM4 70580 µs
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In general, Triple-DES takes the longest time, and the time taken for a single DES
is exactly about half of that of AES and SM4. Compared with the SM4 algorithm, the
conventional DES encryption algorithm is 64-bit [29], while the SM4 algorithm, as a
grouping algorithm, has a data block length of 128 bits and a key length of 128 bits.
Therefore, it is reasonable to reduce the time of the single DES by half compared with
the SM4 algorithm. For the AES algorithm, as an asymmetric key algorithm, 128, 192,
or 256-bit keys can be used, and 128-bit data blocks are used to encrypt and decrypt
data [30]. In the experiments carried out in this article, the encryption and decryption of
AES128 and AES256 take the same time. It may be because the length of the data to be
encrypted is the same so that AES128 and AES256 have similar encryption processing.
That is, AES256 does not perform additional 4 round key generation processes and
corresponding SPN operations [13].

Fig. 11. Performance comparison between single DES and Triple-DES.

For a further comparative analysis of the single DES algorithm and the Triple-DES
algorithm, as shown in Fig. 11. The time required to encrypt a DES algorithm is 17,872
µs, and the time required for triple DES is 53612 µs. There is an obvious three-fold
relationship.

As shown in Fig. 12, through experiments by changing the input data to 16 bytes,
we found that SM4, AES256, AES128, and DES take about the same time for 16-byte
plaintext input.

Fig. 12. Algorithm performance comparison when the input is 16 bytes of data.
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5 Conclusion

With the continuous expansion of substation construction and the further improvement
of automation systems, a large number of intelligent terminal equipment, applications,
and tools have been put into the field application of substations. However, the intrinsic
safety and trustworthiness technology of these devices has not been developed simulta-
neously with the spread of device applications. They are likely to be monitored or even
tampered with within the process of use, which further leads to more prominent security
vulnerabilities of their ontology, and provides more possibilities for malicious intrusion
[31]. Information security needs to ensure the confidentiality, integrity, and availabil-
ity of information [32]. For software that stores information that needs to interact with
the outside world, if the encryption protection technology is also included in its code,
it is easy to be debugged, analyzed, decompiled, and finally cracked. How to ensure
the security of information transmission between interactive objects has now become a
difficult problem that urgently needs technical improvement and resolution. However,
cryptography-based data encryption technology, identity authentication, data signature,
and other technologies can prevent information leakage, identity counterfeiting, and
data tampering to a large extent. Based on this, the safety reinforced terminal protection
technology that we designed and implemented based on USB interface hardware has
low cost, good versatility, and can also meet the user’s personalized security needs. For
the secondary system application function-level safety detection system, it has certain
practical significance to realize the safety reinforcement of AVC operation instructions,
intelligent alarms, and other functions.

Acknowledgment. Our work is supported by China Southern Power Grid Science and Tech-
nology Project: Research and Application of Key Technologies of Intrinsic Safety Substation
Measurement and Control and PMU Device (GXKJXM20200242).
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Abstract. This study focuses on the Covid-19 spreading dynamics in
Bergen County, New Jersey, USA. Due to limited covid-19 testing capac-
ity, it was difficult to assess the real data about the virus spreading in
New Jersey counties. Our study is based on the available incomplete daily
data from March 15 to July 15 of 2020. In order to capture an overall pic-
ture of the local dynamics of the infected population and predict reason-
able future situations, we perform several traditional dynamic modeling
methods. A region-stage-modified-SEIR model (denoted MSEIR) and a
SEIRH model are constructed to describe the dynamics of the infected
population. Particle Swarm Optimization (PSO) is used to identify the
parameters of the developed models. In order to predict the cumulative
number of the infected individuals, the produced models are used to
simulate the dynamics of the population in four epidemiological groups
respectively: susceptible, exposed, infected, and recovered groups. By this
process, we obtain a better picture of the COVID-19 infected individuals
in the target county.

Keywords: COVID-19 · PSO · MSEIR · SEIRH

1 Introduction

Tollowing the pioneering work by Kermack and McKendrick [1], mathematical
modeling on infectious diseases has become a powerful tool in helping under-
standing infectious disease transmission. This area of research is interdisciplinary
and is gaining increasing interests [2–4]. The well-known SIR model has been an
effective method in predicting the outbreak periods for a large series of infec-
tious diseases in many countries around the world [1]. After the SIR model, Aron
proposed the SEIR model in 1981. SEIR model gives more consideration on the
presence of incubation periods in infectious diseases compared with the SIR
model. Evam introduced the time series with the SEIR model to well simulate
the spread of measles in 2000.

Since 1926, Mckendrick used random methods to describe the epidemic pro-
cess of infectious diseases and proposed the malaria transmission model. Based
c© Springer Nature Singapore Pte Ltd. 2021
L. Lin et al. (Eds.): SocialSec 2021, CCIS 1495, pp. 75–89, 2021.
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on the introduction of random model, the concept of “basic reproductive rate”
was proposed, and Ross-Mckendrick model was established [5–8] in 1950. In
1957 Bartle et al. demonstrated that stochastic models could be used to deal
with possibly periodic ones Epidemic diseases, which marked the beginning of
the application of stochastic models to the study of disease transmission models,
and Bailey, Anderson et al. are all good works in this respect [9–12]. With the aim
of being more realistic and predictive, the network structure of contacts on the
disease transmission has been considered in several publications recently [13–16].
As COVID-19 spreads around the world, tens of millions people were infected
and hundreds of thousands people died. The world economy is in the doldrums.
Mathematical approaches are widely used to infer critical epidemiological tran-
sitions and parameters of COVID-19. Methods such as epidemic curve fitting,
surveillance data during the early transmission, and other epidemic models are
frequently applied to generate forecasts of COVID-19 pandemic across the world
[17–19]. As the research on COVID-19 deepens, some scholars have also begun
to study the transmission model of COVID-19 with isolation and immunity [20–
22]. The previous studies mainly focus on big cities with complete susceptible
(S), infected (I) and immune or recovered (R) individuals and the time series
built upon them. Using these time series, one can calculate the model parameter
and the propagation rules and predict the future propagation trend. However, in
most of small and medium-sized cities in the United States, the accessible data
sets are incomplete and some of them are inaccurate. It is a less studied situa-
tion. When investigating small cities, it is more challenging to identify the model
parameters, to reverse the daily variation patterns of different populations, and
to formulate the disease transmission propagation rules. In this paper, we apply
a combination of methods, such as SEIR model and PSO, to study the trans-
mission pattern of COVID-19 in Bergen, New Jersey. We first develop MSEIR
and SEIRH models by modifying the SEIR model. Then we divided the Bergen
COVID-19 period into four stages. Applying the particle swarm optimization
algorithm and data on Bergen COVID-19 accumulated infected population, we
identify the model parameters and simulate daily data S (t), E (t), I (t), R (t)
(in Table 5) through different periods. Finally by comparing errors in every stage
of the simulation, we choose the optimization model and use it to predict daily
cumulative infected population of Bergen County from July 16 to August 31
with the 95% confidence interval.

2 Methodology

2.1 The SEIR and MSEIR Models

In an SEIR model, a population of size N is divided into 4 epidemiological groups:
susceptible, exposed, infected, and recovered respectively, denoted S,E, I,R,
with S + E + I + R = N . We need to consider simultaneously three processes:
new incubation, new infections, and removal of hosts. The first of these processes
is the only one that affects susceptible hosts. We set dS

dt = −αSI, where α is



Modeling Dynamics of Covid-19 Infected Population with PSO 77

the infection rate. This process, which involves αSI, also contributes to dE
dt . In

an SEIR-model, removal occurs as a result of recovery from the disease with
permanent immunity or of deaths from the disease. Removal of hosts is the only
process that affects R because only hosts in I are candidates for removal and
in none of these scenarios can hosts ever leave the R-compartment. Thus dR

dt is
proportional to the number of infectious hosts, that is, dR

dt = γI, where γ is the
rate of removal. Since removal of hosts decreases I, the process also contributes
a term −γI to dI

dt . We obtain the following model:

dS

dt
= −αSI (1)

dE

dt
= αSI − βE (2)

dI

dt
= βE − γI (3)

dR

dt
= γI (4)

The exposed individuals of COVID-19 is less infectious than that of infection,
but it is still highly infectious. If we use the SEIR model directly, there is a risk
of overestimating the rate of transmission. Thus, we need to make modifications.
The first of the modification processes is the only one that affects susceptible
hosts. We set dS

dt = −αS · (I + θE), where θ is the infection rate incubation to
infection. The process also contributes a term αS · (I + θE) to dE

dt . We obtain
the following model (named as MSEIR model):

dS

dt
=

−αS · (I + θE)
N

(5)

dE

dt
=

αS · (I + θE)
N

− βE (6)

dI

dt
= βE − γI (7)

dR

dt
= γI (8)

In the middle stage, researchers take isolation measures against infectious dis-
eases. Note that SEIR and MSEIR do not consider isolation and hospitalization,
so they could not well simulate the variation pattern of COVID-19 spreading.
Here we establish a more realistic differential equation model with isolation,
hospitalization, and death consideration to analyze the daily S (t), E (t), I (t),
R (t) variation pattern. We stratified the population as susceptible (S), exposed
(E), infectious with symptoms (I), hospitalized (H), and recovered (R) com-
partments. A further classification will include quarantined susceptible (Sq) and
isolated exposed (Eq) compartments (see Fig. 1) [22]. With contact tracing, a
proportion q of individuals exposed to the virus is quarantined. The quaran-
tined individuals can either be moved to the compartment Eq or Sq depending
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on whether they are effectively infected or not. While the other proportion 1− q
of individuals consists of those who were exposed to the virus but missed from
the contact tracing and those individuals who were once effectively infected and
would be moved to the exposed compartment E, or otherwise would stay in com-
partment S. Note that the probability of infection is α, the contact rate is ρ (the
effective contact coefficient), and the effective contact is ρc. The rate of suscep-
tible people S converting to isolated susceptible people Sq, isolated contacts Eq

and contacts E are (ρc) q (1 − α), (ρc) αq, and (ρc) α (1 − q). At the same time
the infected individuals I and the exposed individuals E have impact on the
susceptible individuals, which may force the isolated susceptible Sq to change
into susceptible individuals S again (see Fig. 1). Thus a system of differential
equations representing the modified SEIR model for COVID-19 outbreaks is as
follows (Denoted SEIRH model) [28,29]:

dS

dt
= − ((ρc) α + (ρc) q (1 − α)) S (I + θE) + λSq (9)

dE

dt
= (ρc) α (1 − q) S (I + θE) − σE (10)

dI

dt
= σE − (δI + b + γI) I (11)

dSq

dt
= (ρc) q (1 − α) S (I + θE) − λSq (12)

dEq

dt
= (ρc) α qS (I + θE) − δqEq (13)

dH

dt
= δII + δqEq − (b + γH) H (14)

dR

dt
= γII + γHEq. (15)

In the above system, θ is the infection rate incubation to infections and λ is the
isolation release rate. σ is the conversion rate from an incubation to an infected
person, b is the fatality rate, δI is the rate of infected individuals to isolation
infected individuals, δq is the conversion rate of the isolated incubation to the
isolated infected individuals, γI is the recovery rate of the infected, and γH is
the recovery rate of isolated infected individuals.

2.2 The Model Parameter Identification

In the study of development of infectious diseases using mathematics models,
the time-dependent numbers S (t), E (t), I (t), and R (t) play important roles
in identifying the parameters of the model. But in many cities of the United
States, accessible data are scarce and incomplete. For example, only the data on
cumulative infected population are available for many cities. It is challenging to
use such limited data to study transmission patterns.

For a certain region, the actual number of cumulative infected individuals is
denoted CI (t) at time t. Suppose we use SEIR-model to simulate the real situa-
tion. For a set of reasonable parameters of the model, corresponding theoretical
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Fig. 1. Modified SEIR dynamic model

solution to S (t), E (t), I (t), R (t) can be obtained. Let CT (t) = I (t) + R (t),
which measures the theoretical accumulative infected individuals. We expect that
the resulting CT (t) is close to the actual amount CI (t). We perform the method
of least-squares approximation to minimizes the sum of squared residuals, that is,
the error between CI (t) and CT (t), to determine the model parameters α, β, γ.
The corresponding mathematical model provides the minimum value point of
the error function:

min
∑

α,β,γ

{
f (α, β, γ) =

(
CI (t) − CT (t)

)2
}

. (16)

Based on the above ideas, optimization algorithms are developed to obtain the
model parameters for Bergen County of New Jersey in each infection stage.

2.3 PSO Algorithm

Particle swarm optimization (PSO) is an optimization algorithm based on evo-
lutionary computation technique. The basic PSO is developed from research on
swarm such as fish schooling and bird flocking. It was first introduced in 1995
[23] and then a modified PSO was introduced in 1998 to improve the perfor-
mance of the original PSO. A new parameter called inertia weight is added [24].
This is a commonly used PSO where inertia weight is linearly decreasing during
iteration in addition to another common type of PSO which is reported by Clerc
[25,26]. In PSO, instead of using genetic operators, individuals are evolved by
cooperation and competition among themselves through generations. A parti-
cle represents a potential solution to a problem. Each particle adjusts its flying
according to its own flying experience and its companion flying experience and
is treated as a point in a D-dimensional space. The ith particle is represented as
Xi = (xi1, xi2, · · · , xiD). The best previous position (giving the minimum fitness
value) of any particle is recorded and represented as Pi = ((pi1, pi2, · · · , piD),
this is called p best. The index of the best particle among all particles in the
population is represented by the symbol g, called as g best. The velocity for the
particle i is represented as Vi = ((vi1, vi2, · · · , viD). The particles are updated
according to the following equations:

V n+1
id = wV̇ n

id + c1 · [rand(*)](̇Pn
id − Xn

id) + c2 · [rand(*)](̇Pn
gd − Xn

id) (17)



80 G. Huang and A. Li

Xn+1
id = Xn

id + V n+1
id (18)

where c1 and c2 are two positive constant. While rand(*) is a random function
between 0 and 1, and n represents iteration. Equation 17 is used to calculate
particle’s new velocity according to its previous velocity and the distances of its
current position from its own best experience (position) and the group’s best
experience. Then the particle flies toward a new position according to Eq. 17.
The performance of each particle is measured according to a pre-defined fitness
function (performance index), which is related to the problem to be solved.
Inertia weight, w is brought into Eq. 18 to balance between the global search
and local search capability [24] and it can be a positive constant or even positive
linear or nonlinear function of time. It has been also shown that PSO with
different number of particles (swarm size) has reasonably similar performances
[27]. Swarm size of 10–50 is usually selected. The process of model parameter
identification in each infectious stage is shown in Fig. 2.

3 Case Study

3.1 Data Analysis

On March 4, 2020, Governor Phil Murphy and Lieutenant Governor Sheila Oliver
issued a joint statement, announcing that the first confirmed case in New Jersey
was a 30-year-old male hospitalized in Bergen County. Affected by the epidemic,
on March 8, some school districts announced closures or revised schedules. On
March 9, Governor Phil Murphy declared state of emergency in New Jersey.
On March 14 a curfew was declared in the city of Hoboken through July 15
when the cumulative number of infection is 176,392 and the cumulative number
of deaths is 15,642. The COVID-19 data of the 21 New Jersey counties from
the middle of March to the middle of August 2020 were obtained from internet
https://1point3acres.com/ which included the cumulative number of infection,
the new infections, the cumulative number of deaths, the new deaths, and the
recovered individuals. However the data were not accurate and were incomplete,
especially the data on recovered individuals. Figure 3 shows all NJ infected cases
and deaths from March 13 to August 20. We used the cumulative number of
infection CI (t) as the only real data. We choose Bergen county as a example
and collect the cumulative number of infected individuals from March 15 to July
15 for the study and we assume other counties have the similar situation.

3.2 The Bergen Case Model

Bergen is a county in New Jersey and it is very close to New York City by shar-
ing the Hudson River with NYC. The first confirmed case in New Jersey was
in Bergen County which made it one of the counties hardest hit by COVID-19.
Thus, it is of great significant to study Bergen’s COVID-19 situation. Figure 4
shows the number of infected individuals in Bergen and Fig. 5 shows the daily
increased infected individuals. From Fig. 5 we can see that the infection period

https://1point3acres.com/
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Fig. 2. PSO algorithm flow chart

Fig. 3. NJ case and deaths data
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of COVID-19 can be divided into four stages: initial stage, medium stage I,
medium state II, and final stage. In the early stages of transmission, resources
are not limited so the growth pattern is exponential. After the initial outbreak,
more attention was paid to the prevention and control of the virus transmission.
With a higher degree of control, the epidemic slowed down with a subexponential
growth. In the middle stage the number of suspected cases is quickly diagnosed
as more medical resources are deployed and the number of suspected individuals
is sublinear indexed with a large degree. In the final stage, with the curse rate
increases and infected rate decreases, the decreasing curve is negative exponen-
tial. The four stages reflect the progress of epidemic prevention and control. We
choose different models for different stages.

Fig. 4. Bergen new case Fig. 5. Cumulative infected ind.

Bergen Initial Stage (March 4–March 21). The initial stage of Bergen is
from March 4 to March 21. The first confirmed case in New Jersey appeared
in Bergen County on March 4. On March 21, the state of New Jersey issued
a “Stay-Home” order. In the initial stage, we used SEIR and MSEIR models
respectively to simulate Bergen’s data and predict the development of COVID
under corresponding epidemic prevention measures. The differences between the
two models are analyzed. Using Bergen data on cumulative infection individuals,
we solve the optimization model (Formula 9) to get the model parameters as
shown in Table 1 and we fit the initial Bergen cumulative infected individuals as
shown in Fig. 6. By putting these parameters into both SEIR and MSEIR models
we predict the future development trend of COVID-19 as shown in the Fig. 7.
It can be seen from Table 1 that the SEIR model overestimates the infection
rate because it does not consider the infection status of the exposed individuals.
Figure 7 also verifies this result from another point of view. Figure 5 shows that
there is little difference between the two models in fitting the cumulative infected
individuals from March 4 to March 21 in Bergen County. In contrast to Fig. 5,
Fig. 7 shows that almost all people would be infected with the COVID-19 about
50 days after the outbreak if nothing was done in Bergen County. There is a
big difference between the actual data and the predicted data. In summary, the
MSEIR model can better simulate the transmission pattern of COVID-9 in the
initial stage of the infection.
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Table 1. SIR and SEIR parameters of Bergen county

SEIR α β γ MSEIR α β γ θ

1.0895 0.394 0.07 0.63 0.2 0.06 0,8
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Fig. 6. Initial fitting of Bergen
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Fig. 7. Initial prediction of Bergen

Bergen Middle Stage I (March 21–April 7). The middle stages of Bergen
are from March 22 to May 2 before the golf courses and parks were re-opened
gradually in Bergen from May 2. Based on the growth trend of the epidemic, we
divide the middle term into the accelerating and decelerating growth periods.
The accelerating parts is named as meddle stage I (March 21–April 7) and the
decelerating part is the middle stage II (April 7–May 2).

In this section, we modify the SEIR and SEIRH models to simulate and pre-
dict the daily numbers of S (t) , E (t) , I (t) , R (t) in Bergen County. Let λ = 1

14
(the duration of isolation was 14 days), σ = 1

7 (the incubation period is 7 days),
δq = 0.13, b = 0.000235, and δI = 0.13 (adopted from an internet source) in the
SEIRH model. Using data on Bergen cumulative infected individuals (March 21–
April 7) and the PSO Algorithm we establish the optimization model to obtain
the model parameters. The MSEIR parameters are shown in Table 2 and the
SEIRH parameters are in Table 3. In comparison with Table 1, Table 2 shows
that each of α and β in the middle I stage is less than that in the initial state
but each γ or θ is bigger than that in the initial period. This indicates that the
infection rate in the middle phase is lower than that in the early phase and the
cure rate in the middle phase is higher than that in the early phase.

The MSEIR and SEIRH fittings are shown in Fig. 8 and the prediction is
shown in Fig. 9. Figure 8 shows that there is little difference between the two
models in fitting the cumulative infected individuals from March 21 to April
7 in Bergen County. Figure 9 shows that using the MEIR model the cumula-
tive infected individuals would stabilize at 883,500 about 110 days after the
outbreak and correspondingly the cumulative infected individuals using SEIRH
model would stabilize at 100,000. It indicates that the SEIRH model gives more
accurate predictions compared to other models.
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Table 2. Middle I MSEIR parameters of Bergen county

MSEIR α β γ θ

– 0.1634 0.13 0.1 1

Table 3. Middle I SEIRH parameters of Bergen county

SEIRH pc α q γI γH θ

– 4.8 4.73e−08 2e−07 0.2 0.012 0.98
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Fig. 8. Middle I fitting
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Fig. 9. Middle I prediction

Bergen Medium Stage II (April 7–May 2). Similar as in the middle stage
I, we assign λ = 1

14 (the duration of isolation was 14 days), σ = 1
7 (the incubation

period is 7 days), δq = 0.13, b = 0.000235, and δI = 0.13. Using PSO and the
data on Bergen cumulative infected individuals of the middle stage II, we obtain
the SEIRH parameters as shown in Table 4 and the SEIRH parameters as shown
in Table 5. In addition, Table 4 shows that the parameters α, β, θ of the MSEIR
model in the middle II is less than that in the Middle I stage but γ of the
MSEIR model in the middle II stage is bigger than that in the middle I stage.
This indicates that the infection rate in the middle II is lower than that in the
middle I stage but the cure rate in the middle II phase is higher than that in
the middle I phase. Table 5 shows that the parameters pc and α of SEIRH in
the middle II is bigger than that in the middle I. This means that the epidemic
prevention effect of the middle II phase is better than that of the middle I. By
applying these parameters in the MSEIR and SEIRH models, we can fit the
Bergen data on cumulative infected individuals (shown in Fig. 10) and predict
the future development trend of COVID-19 as shown in Fig. 11.

Figure 10 also shows that MSEIR’s simulation is very close to the real data,
while SEIRH overestimates the number of infected individuals in the early phase
and underestimates the number of infected individuals in the later phase. It
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maybe because the growth curve of the accumulative infected individuals in the
middle II phase is very close to linear, while the growth curve of SEIRH follows
exponential curvature. Figure 11 shows that the cumulative infected individuals
using the MSEIR model would stabilize at 220,000 about 110 days after the
outbreak but the cumulative infected individuals would stabilize at 150,000 using
the SEIRH model about 55 days after the outbreak. So the MSEIR model gives
more accurate predictions compared to the SEIRH models.

Table 4. Middle II MSEIR parameters of Bergen county

SEIR α β γ θ

– 0.039 0.0771 0.2587 0.8

Table 5. Middle II SEIRH parameters of Bergen county

SEIRH pc α q γI γH θ

– 2 2.81E−9 1E−7 0.01 0.32 0.8

Bergen: Final Stage (May 2–July 15). Similar as in 3.2.3 for Bergen middle
stage II, we set λ = 1

14 (the duration of isolation was 14 days), σ = 1
7 (the

incubation period is 7 days), δq = 0.13, b = 0.000235, and δI = 0.13. Using
PSO and data on Bergen cumulative infected individuals of the final stage we
obtain the MSEIR parameters as shown in Table 6 and the SEIRH parameters
in Table 7. From Table 6 we see that in the final stage, the parameters α and β of
MSEIR are less than that in the middle II stage but θ and γ are bigger than that
is in the middle II stage. It concludes that the infection rate in the final stage is
lower than that in the middle II stage but the cure rate in the middle II phase
is higher than that in the middle I phase. Table 7 shows that the parameters pc
and θ of SEIRH in the final stage is bigger than that in the middle II state. This
means that the epidemic prevention effect in the final stage is worse than that
the middle II stage. It has an obvious reasoning: in the final stage, the economy
has restarted and people’s per capita contact rate has increased.

By applying the above parameters into MSEIR and SEIRH models, we can
fit the Bergen County data on cumulative infected individuals (see Fig. 12) and
predict the future development trend of COVID-19 as shown in Fig. 13. Similar
as the other stages, Fig. 12 shows that there is little difference between the
two models in fitting the cumulative infected individuals from May 2 to July
15 in Bergen County. Furthermore, Fig. 13 shows that the cumulative infected
individuals described in the MSEIR model would stabilize at 20,000, but the
cumulative infected individuals using the SEIRH model would not stabilize. In
conclusion, the MSEIR model gives more accurate predictions.
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Fig. 10. Medium II fitting
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Fig. 11. Medium II prediction

Table 6. Final stage: MSEIR parameters

MSEIR α β γ θ

– 0.0148 0.0365 0.3 0.8857

All Stages in Bergen (March 4–July 15). After evaluating the performances
of different models, we select the MSEIR model in the first stage, the SEIRH
model in the middle I stage, and the MSEIR model in the middle II stage and
the final stage. Using this combination of mixed models and its corresponding
model parameters, we achieved a better fitting to the COVID-19 infection data
from March 4 to July 15 and used it to predict the infection situation from
July 16 to August 31. We give the corresponding simulation error and the 95%
confidence interval by simple calculations. The simulation and prediction graphs
are demonstrated in Fig. 14 and the error curve between the actual data and
the predicted data are shown in Fig. 15. It can be seen that from Figs. 14 and
15 that the simulation results of the mixed model are relatively close to the real
situation.

Table 7. Final stage: SEIRH parameters

SEIRH pc α q γI γH θ

– 9.9958 1.9E−8 9.99E−6 0.2612 0.39982 0.9
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Fig. 12. Final stage: infection fitting
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Fig. 13. Final stage: infection prediction
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Fig. 14. Infection fitting & prediction
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Fig. 15. Infection prediction error

4 Conclusion

In this research, we first break down the considered COVID-9 period of
Bergen County into four stages based on the performances of different mod-
els. Secondly we identify the model parameters by the PSO optimizing algo-
rithm and use SEIR, MSEIR and SEIRH models to simulate the values of
S (t) , E (t) , I (t) , R (t). Thirdly, we perform a comparison study and select a
better-fitting model for each stage and build a mixed model. Finally, we apply
the mixed model and its corresponding model parameters to fit the COVID-19
infection data from March 4 to July 15 and predict the infection situation from
July 16 to August 31. The corresponding simulation error and the 95% con-
fidence interval are provided which confirm that the simulation results of the
mixed model are relatively accurate.
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Abstract. The pervasive adoption of machine learning (ML) techniques
by social network operators has led to a growing concern in the personal
data privacy of their customers. ML inevitably accesses and processes
users’ personal data, which could potentially breach the relevant pri-
vacy protection regulations if not performed carefully. In this backdrop,
Federated Learning (FL) is an emerging area that allows ML on dis-
tributed data without the data leaving their stored location. Typically,
FL starts with an initial global model, with each datastore uses its local
data to compute the gradient based on the global model, and uploads
their gradients (instead of the data) to an aggregation server, at which
the global model is updated and then distributed to the local datastores
iteratively. However, depending on the nature of the services operated
by social networks, data captured at different locations may carry differ-
ent significance to the business operation, hence a weighted aggregation
will be highly desirable for enhancing the quality of the FL model. Fur-
thermore, to prevent the data leakage from aggregated gradients, cryp-
tographic mechanisms are needed to allow secure aggregation of FL. As
such, this paper proposes a privacy-enhanced FL scheme, based on cryp-
tographic mechanisms that allow both the data significance evaluation
and weighted aggregation of local models in a privacy-preserving manner.
Experimental results show that our scheme is practical and secure.

Keywords: Federated learning · Secure aggregation · Data significance
evaluation · Homomorphic encryption · Zero-knowledge proof

1 Introduction

Machine learning (ML) has been widely adopted by social network services in
order to enhance user experiences and improve revenue opportunities by pro-
viding personalized recommendations to the social network users. On the other
hand, ML inevitably accesses and processes users’ personal data, which could
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potentially breach the relevant privacy protection regulations if not performed
carefully. The situation is exacerbated by the cloud-based implementation of
social network when user data are captured and stored in distributed loca-
tions, hence aggregation of the user data for ML could be a serious breach
of privacy regulations. Such a scenario where multiple data stores (or custo-
dians) jointly solve a machine learning problem while complying with privacy
regulations has attracted tremendous attention from academia and industry.
Privacy-preserving techniques such as differential privacy (DP), fully homomor-
phic encryption (FHE), and secure multi-party computation (MPC) are widely
believed to be promising approaches to achieve this goal. However, it is well
known that DP requires a tradeoff between data usability and privacy [1], while
MPC and HE offer cryptographic privacy with high communication or compu-
tation overheads. In this backdrop, Federated Learning (FL) is an emerging area
that allows ML on distributed data without the data leaving their stored loca-
tion [2]. Typically, FL starts with an initial global model, with each data store
(in the respective data center) uses its local data to compute the gradient based
on the global model, and uploads their gradients (instead of the data) to an
aggregation server, at which the global model is updated and then distributed
to the local datastores iteratively.

However, depending on the nature of services operated by the social network,
data captured at different locations may exhibit disparity. Hence a weighted
aggregation scheme will be highly desirable for enhancing the quality of the
FL-learned model. In this case, the central server is required to evaluate the
significance across all local datasets in order to compute the weightings, and
then aggregate all the users’ locally trained models according to their weights.
To calculate the weight, data significance evaluation (DSE) on data size and
data quality are widely adopted. For example, in FedAvg [3], the locally trained
models from users are weighted by the percentage of their data size in the total
training data. Based on FedAvg, the authors in [4] further evaluate users’ label
quality by calculating the mutual cross-entropy between data and models of both
the central server and users. Although approaches in previous works resulted in
improved accuracy of the global FL model, they did not address the privacy
guarantee for users’ data.

Furthermore, from the angle of privacy protection, social network operators
need to address the information leakage from the gradients from which one can
derive the users’ local training data [5]. Secure1 aggregation schemes [6,7] aim to
deal with this issue. However, during the FL process, the distributed data stores
and the central server may still receive fraudulent messages due to insider frauds.
For example, a dishonest participant may send fraudulent messages during DSE
so as to obtain a manipulated weight. In other cases, a FL participant may
upload a fraudulent model to affect the distribution of the global FL model in
the current FL round in order to manipulate its weight in the next FL round
[8]. Note that such an issue regarding fraudulent messages can be generalized to
any FL system.

1 We use the terms secure and privacy-preserving interchangeably.
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In order to address the aforementioned issues, we propose a privacy-enhanced
FL scheme with weighted aggregation. To summarize, our contributions are:

– We propose a general privacy-enhanced FL scheme with secure weighted
aggregation, which can deal with both the data significance difference, data
privacy, and dishonest participants (who send fraudulent messages to manip-
ulate the computed weights) in FL systems.

– We give a detailed example application of our proposed scheme with perfor-
mance evaluation.

– Compared to existing FL schemes, experimental results show the practical-
ity of our proposed scheme that achieves privacy-enhanced FL with weighted
aggregation while providing an additional security guarantee against fraud-
ulent messages with an affordable 1.2 times of run time overheads and 1.3
times communication costs.

Related Works. There have been several schemes proposed to perform privacy-
preserving and dropout-resilient aggregation. The main idea of these schemes
is to integrate FL with privacy-preserving techniques such as DP, HE, and
MPC. For example, the authors in [9] propose a DP-based FL scheme that
a level of noise is added to each user’s locally trained model before aggrega-
tion, which involves the trade-off between model performance and privacy. For
HE-based aggregation schemes, each user’s locally trained model is encrypted
before uploading. Then the central server aggregates the users’ model in cipher-
text using HE operations and publishes the result for decryption. To deal with
dropped participants, the private key is distributed among all participants [10].
Such HE-based schemes incur infeasible overhead for a large-scale FL system
as the underlying threshold crypto-system involve expensive protocols. A more
efficient and dropout-robust aggregation scheme is based on MPC, as proposed
in [6]. In this scheme, each user’s locally trained model is masked that the seeds
for generating masks are secretly shared among all users using a threshold secret
sharing scheme to handle the dropout users. The improved version [7] upon
[6] replaces the complete communication graph in [6] with a k-regular graph
to further reduce the communication overheads. Another variant TurboAgg [11]
divides users into multiple groups and follows a multi-group circular structure for
communication. NIKE [12] adopts a non-interactive key exchange protocol rely-
ing on non-colluding servers. Nevertheless, all of the schemes mentioned above
focus on achieving FL from a privacy-preserving perspective, issues still exist
that both the central server and users may send fraudulent messages to each
other.

Organisation of the Paper. The rest of the paper is organized as follows.
In Sect. 2, we introduce the preliminaries and supporting protocols. In Sect. 3,
we describe the rationales for our proposed scheme together with a high-level
overview, and the threat model. Then we describe a detailed example of the
application of our proposed scheme, and discuss its privacy and security in
Sect. 4. Experimental results are presented in Sect. 5 followed by the conclusions
in Sect. 6.
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2 Preliminaries and Supporting Protocols

This section briefly describes the preliminaries of data significance evaluation,
secure aggregation, and related cryptographic protocols used in this work. The
participants in our system are divided into two classes: a server S and K
users2 U = {u1, u2, . . . , uK} that each user ui ∈ U holds a local dataset
Di = {(xj

i , y
j
i )|j = 1, . . . , ni} with size ni, where xj

i and yj
i are the j-th sample

and corresponding label in Di respectively.

2.1 Data Significance Evaluation

Data significance evaluation scheme is essential for weighted aggregation of users’
models in FL. In this work, we adapt the label quality evaluation scheme pro-
posed in [4] to illustrate how to construct an interactive evaluation scheme in
a privacy-preserving manner. Note that this scheme can be generalized to any
data significance evaluation scheme for federated learning.

By maintaining a small set of benchmark dataset Ds, the central server S
is allowed to quantify the credibility Ci of each local dataset Di by computing
the mutual cross-entropy Ei. In specific, Ei evaluates both the performance of
the global model M on the local dataset Di, i.e., LLi, and the performance of
the local model of the user Mi on the benchmark dataset Ds, i.e., LSi, which is
given by:

Ei = LSi + LLi

LSi = −
∑

(xs,ys)∈Ds

ys log P (y | xs;Mi)

LLi = −
∑

(xu,yu)∈Di

yu log P (y | xu;M)

Then the weight of user i’s model can be defined as: wi = niCi∑K
j=1 njCi

where

Ci = 1− eαEi
∑K

j=1 eαEj
. Here α is a hyper-parameter for normalization. These weights

can be used in subsequent weighted aggregation to obtain the new global model
as

∑K
i=1 wiMi.

2.2 Secure Aggregation

Assume there is a set of client U , and let each client u ∈ U holds a vector xu,
Secure aggregation scheme [6,7] enables a server S to calculate a sum z =

∑
xu

while preserving the privacy of xu. In secure aggregation scheme, a pairwise
additive mask is added to xu (assume a total order on clients) and the client u
uploads yu to the central server instead of xu, i.e. yu = xu +

∑
u<v PRG(su,v)−∑

u>v PRG(sv,u). Here pseudorandom generator (PRG) is able to generate a
sequence of random numbers using the seed su,v which is agreed between client

2 We use the terms user and client interchangeably.
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u and client v. It is straightforward to observe that when aggregating all the xu,
the masks will be canceled such that

z =
∑

u∈U
yu =

∑

u∈U

(
xu +

∑

u<v

PRG(su,v) −
∑

u>v

PRG(sv,u)

)
=

∑

u∈U
xu

Furthermore, the seeds are shared among the clients using standard Shamir
secret sharing (n, t) scheme [13] to handle dropout clients. Specifically, we omit
some details and summarize the illustrative secure aggregation protocol z ←
πSecAgg(U , {Mi}, t) as follows.

Mask Generation ({Ri}ui∈U1 ,U1) ← πMG(t,U). Each user ui ∈ U generates a
random matrix R to mask the local model M. The set of alive users after mask
generation is denoted as U1.

Masked Model Aggregation (y,U2) ← πMMA({M}u∈U1 , {Ri}ui∈U1 , U1, t).
Each user ui ∈ U1 computes its masked model yu = M + R and uploads it to
the server. Then the server collects all masked models from the set of alive users,
denoted as U2 ⊆ U1, and computes the sum y =

∑
u∈U2

yu.

Model Aggregation Recovery z ← πMAR(y,U1,U2, t). The users ui ∈ U2

send information according to U2 \ U1 to the server to recover the masks of
dropout users u ∈ U2 \ U1. Then the server can compute the sum of models of
the alive users z =

∑
ui∈U2

M.

2.3 Cryptographic Tools

We now introduce the cryptographic tools used in our proposed scheme.

Homomorphic Encryption. A homomorphic crypto-system is a form of
encryption scheme that allows computation to be performed on encrypted data
directly. It can be denoted as a tuple of algorithms, i.e. HE = (KeyGen,Enc,Dec),
where KeyGen is a key generation algorithm, Enc and Dec are used for encryption
and decryption, respectively.

In this paper, we adopt Paillier [14] crypto-system which consistsof following
algorithms:

– HE.KeyGen(p, q): For large primes p and q that gcd(pq, (p − 1)(q − 1)) = 1,
compute n = p · q and λ = lcm(p − 1, q − 1). Then, select a random integer
g ∈ Z

∗
n2 that ensure gcd(n,L(gλ mod n2)) = 1, where function L is defined

as L(x) = x−1
n and λ = ϕ(n). Finally, output a key pair (sk, pk) where the

public key is pk = (n, g) and the private key is sk = (p, q).
– HE.Enc(pk,m, r): For message m ∈ ZN , taking the public key pk and a ran-

dom number r ∈ Z
∗
N , output a ciphertext c = Enc(m) = gmrn (mod n2).

– HE.Dec(sk, c): For a ciphertext c < n2, taking private key sk, output the

plaintext message m = Dec(c) =
L(cλ(mod n2))
L(gλ(modn2))

.
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Paillier supports two types of operations over ciphertext: (i) homomor-
phic addition between two ciphertext such that Enc(m1) · Enc(m2)(mod n2) =
Enc(m1 + m2 (mod n2)), and (ii) homomorphic multiplication between a plain-
text and a ciphertext such that (Enc(m1))m2 (mod n2) = Enc(m1m2 (mod n)).
For simplicity, we sometimes abuse the notation Enc and Dec instead of
HE.Enc(pk,m, r) and HE.Dec(sk, c) when the context is clear. Note that we
denote � with the homomorphic addition between two ciphertexts, and � with
the homomorphic multiplication between a ciphertext and a plaintext. In addi-
tion, Paillier crypto-system provides semantic security against chosen-plaintext
attacks (IND-CPA) such that an adversary will be unable to distinguish pairs
of ciphertexts based on the message they encrypt [14].

Zero Knowledge Proof of Plaintext Knowledge. A zero-knowledge proof
of plaintext knowledge (ZKPoPK) algorithm enables a prover to prove the knowl-
edge of a plaintext m of some ciphertext C = Enc(m) to a verifier in a given
public encryption scheme, without revealing anything about message m. Pailler
provides the algorithm PZKPoPKoZ as given in Algorithm 1 for ZKPoPK of Zero.
As such, the prover with a key pair (pk, sk) can prove the knowledge of zero of
a ciphertext u = HE.Enc(pk, 0, v) ∈ Zn2 to the honest verifier. The correctness
and security proof of Algorithm1 can be found in [15].

Algorithm 1. Paillier-based ZKPoPK of Zero b ← PZKPoPKoZ(n, u, pk, sk, v)
Public input: n, u, pk.
Private input of the prover: sk, v ∈ Z

∗
n, such that u = HE.Enc(pk, 0, v).

Output: β

1: The prover randomly chooses r ∈ Z
∗
n and sends a = HE.Enc(pk, 0, r) to the verifier.

2: The verifier chooses a random e and sends it to the prover.
3: The prover sends z = rve mod n to the verifier.
4: The verifier checks that u, a, z are prime to n and that HE.Enc(pk, 0, z) = aue mod

n2. If and only if these requirements satisfy, output β = 1; otherwise, output β = 0.

3 Proposed Scheme

To evaluate the quality of each user’s locally trained model hence the data signif-
icance, the standard method is to have the central server keeping a benchmark
dataset and having the access to users’ models and datasets, which enables com-
puting the weights using some evaluation algorithms [7]. However, a privacy-
preserving FL requires that both the user’s data and locally trained models
cannot be learned by any other participant. As such, the intuitive method is to
have the server evaluating the weight using HE based on the encrypted dataset
and model of the user. After that, the server and users can jointly aggregate the
weighted model using secure aggregation protocol.
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In this case, the FL scheme inevitably involves the interaction between the
user and the server where participants may send fraudulent messages to manip-
ulate the computed weight. Recall that the user can (i) publish the fraudulent
weight (as we use HE for privately computing the weight, thus the decryption
is on the user-side, we will explain this in detail later), and (ii) upload the
fraudulent locally trained model. Therefore, a verification protocol is needed to
guarantee the correctness of both computed weights and users’ locally trained
models. Our security definition follows the Universal Composability (UC) frame-
work [16]. Active malicious participants can send fraudulent messages. Besides,
we assume authenticated channels and signature schemes to ensure the confi-
dentiality and integrity of messages sent by participants.

Fig. 1. Privacy-enhanced federated learning scheme with weighted aggregation.

High-Level Overview. As shown in Fig. 1, before proceeding to computing the
weight, each user ui uploads its encrypted dataset Enc(Di), encrypted locally
trained model Enc(Mi), and encrypted mask matrix Enc(Ri) to the server S.
Note that the encrypted datasets are uploaded only once at the very beginning
of FL. After that, the server S calculates the weight Enc(wi) following a DSE
algorithm for each user ui using HE operations based on the received encrypted
dataset Enc(Di), encrypted model Enc(Mi) from each user ui, public global FL
model M, and benchmark dataset Ds. Then the server S sends encrypted weight
Enc(wi) to the user ui and the user decrypts the weight and publishes wi to the
all participants. Note that the user holds the private key, and the decryption of
weight is on the user-side. Thus, the user may perform fraudulent decryption of
the weight. ZKP is adopted here to guarantee the correctness.

However, the user may still upload fraudulent masked weighted model
wiMi + Ri to the server for its benefit. Addressing such issue is not trivial as
the solution may involve complicated incentive mechanisms. Luckily, since the
real encrypted user’s model Enc(Mi) and encrypted mask Enc(Ri) have already
been uploaded to the server at the very beginning, and the verified (real) weight
of each user is public, the ZKP technique can be adopted here to guarantee the
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correctness. In specific, the server can obtain the real masked weighted model in
ciphertext by computing wiEnc(Mi) + Enc(Ri) using HE operations, and then
asks the user to upload its weighted model wiMi + Ri for aggregation. In this
case, by having both the plaintext and ciphertext of the masked weighted model,
the server can require each user to prove the plaintext knowledge of its masked
weighted model. Note that as the scheme requires users to upload the encrypted
model Enc(Mi) and encrypted mask matrix Enc(Ri) at the very beginning of
each round of FL, the users will not deviate from the protocol as they do not
know how to design Mi or Ri to manipulate their weights for benefits without
knowing the information of their weights and locally trained models in the cur-
rent round [8]. After that, the server and users can jointly aggregate the verified
weighted models using standard secure aggregation protocol.

4 Example Application

This section describes an example application of our proposed scheme in detail.
Specifically, we use Paillier [14] as the HE scheme and devise the Paillier based
ZKP of plaintext knowledge technique for verification. We adopt the state-of-
the-art secure aggregation scheme [6,7] (see Sect. 2.2) for efficiency and dropout-
resilience. The DSE algorithm is from [4] that allows the server to quantify the
label quality of each user’s dataset (See Sect. 2.1). Besides, we adapt the DSE
algorithm to dropped users to keep the consistency of dropout-resilient secure
aggregation protocol.

Recall that the server S maintains a benchmark dataset Ds = {(xs, ys)|s =
1, 2, . . . , ns} and a global FL model M, and the user ui holds a local dataset
Di = {(xu, yu)|u = 1, 2, . . . , ni} and a locally trained model Mi as well as a
Paillier key pair (ski, pki). Before proceeding to the data significance evaluation
(computing the weight), each user ui uses its pki to encrypt its dataset and
locally trained model as Enc(Di) = {(Enc(xu),Enc(yu))| u = 1, 2, . . . , ni} and
Enc(Mi) respectively, and uploads them to the server. After that, the server is
able to compute the weight using HE operations.

4.1 Data Significance Evaluation

The privacy-preserving data significance evaluation works as follows (see Sect. 2.1
for the version over plaintext). First, the server computes and sends the mutual
cross entropy Ei in ciphertext Enc(Ei) to the user i as:

Enc(Ei) = Enc(LSi) � Enc(LLi) (1)

Enc(LSi) = −
∑

(xs,ys)∈Ds

ys � log P (y | xs;Enc(Mi)) (2)

Enc(LLi) = −
∑

(xu,yu)∈Di

Enc(yu) � log P (y | Enc(xu);Ms) (3)

Note that the computation of LSi and LLi involves calculating non-linear
functions which cannot be directly evaluated using HE operations. A common
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method to address this issue is to replace these non-linear functions with poly-
nomials. For instance, for logistic regression model l = σ(θ · x) where θ is the
hyper-parameter and σ is the sigmoid function σ(x) = 1

1+e−x , in terms of a good
tradeoff between efficiency and accuracy, the sigmoid function can be approx-
imated by a cubic polynomial σ(x) = s0 + s1x + s2x

2 + s3x
3, and thus the y

in Eq. 2 and 3 can be calculated by y = σ(l) = s0 + s1l + s2l
2 + s3l

3. Since in
our scheme, either one of θ and x is in ciphertext, the server can only obtain
Enc(l), which means that the n-th power of l cannot be calculated using Paillier
as it does not support multiplication of ciphertext. Therefore, one more round of
communication is needed to compute y. Specifically, the server chooses a random
value r ∈ 2κ to mask l as z = l + r where κ is the security parameter, and sends
Enc(z) = Enc(l) � Enc(r) to the user. Then the user decrypts Enc(z), computes
Enc(z2) and Enc(σ(z)) from z and sends (Enc(z2),Enc(σ(z))) to the server. Since
y = σ(l) = σ(z − r) = σ(z) − σ(r) +

(
s0 + 3s3r

3
) − 3s3rz

2 − (
2s2r − 3s3r

2
)
l,

the Enc(y) can be calculated by

Enc(y) =Enc(σ(z)) � Enc(−r) � Enc(s0 + 3s3r
3)

� ((−3s3r)Enc(z2)) � ((−2s2r + 3s3r
2)Enc(l)).

(4)

Note that since l = θ · x is masked by r, the user has no information of
how to design fraudulent (Enc(z2),Enc(σ(z))) for its benefit. In addition, there
is a difference between the computation of Enc(LSi) and Enc(LLi) as the
former involves multiplication of plaintext while the latter involves multipli-
cation of ciphertext. This means that Eq. 2 can be directly evaluated using
Paillier and Eq. 3 needs one more round for computation. Specifically, let
Enc(h) = log P (y | Enc(xu);Ms) in Eq. 3, the server first sends Enc(h) to the
user for decryption. To protect h which may leak information of x against
the server, the user decrypts Enc(h) and masks h using a randomly chosen
value r then sends h + r to the server. Following that, the server computes
Enc(yuh+yur) = Enc(yu)� (h+r). Assume that Enc(yur) has been uploaded to
the server, the server is able to compute Enc(yuh) = Enc(yuh+yur)�Enc(−yur).
Note that r is secure even if the server holds Enc(yu) and Enc(yur). Such secu-
rity is provided by the IND-CPA property of Paillier. In addition, for computing
the cross-entropy after sigmod function, we can further simplify the polyno-
mial replacement of their combined function using the similar above mentioned
method.

After that, each user i decrypts Enc(Ei) and publishes Ei. Finally, all par-
ticipants can compute the credibility Ci and weight wi for each user i following:

wi =
niCi∑K

k=1 nkCi

=
nie

αREi

∑
k nkeαREk

, such that
∑

i

wi = 1 (5)

where Ci = eαREi
∑

k eαREk
, REi = 1

Ei
. Here Eq. 5 is the adapted version of that in

[4] in order to handle dropped users by simply adjusting the denominator of wi

in Eq. 5 on server-side during subsequent weighted aggregation (see Sect. 4.2).
As discussed in Sect. 3, since the user i may deviate from the protocol by pub-

lishing fraudulent decryption of Ei, a verification scheme is needed to guarantee
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the correct decryption of Ei on the user-side. To address this issue, we construct
a variant of the ZKPoPK of Zero algorithm given in Sect. 2.3 to enable a user ui

with a key pair (pki, ski) to convince the server S the fact that a message m is
the correct decryption of ciphertext c. To do so, given the message m, the server
can compute c′ = c −Enc(m) and then requires the user to prove the knowledge
of zero of the ciphertext c′ following Algorithm 1. The detail of this algorithm is
given in Algorithm 2.

Assume that the server receives a message E′
i which is the decryption of

Enc(Ei) from the user ui. Following Algorithm 2, the server S and the user ui

get β ← PPoPK(Enc(Ei), E′
i, pki, ski). The server accepts E′

i as the plaintext
of Enc(Ei) if and only if β = 1, which means the user ui honestly decrypts
Enc(Ei). Otherwise, the server refuses the message E′

i and removes the user ui

from the user set for aggregation. Similar approach can be adopted to guarantee
the correct decryption of h.

Algorithm 2. Paillier-based PoPK β ← PPoPK(c,m, pki, ski)
Public input: c, m, pki = (n, g).
Private input for the user ui: ski = (p, q)
Output: β

1: The server randomly chooses rs ∈ Z
∗
n, and computes c′ = c −

HE.Enc(pki, m, rs)(modn2). The server sends c′ to the user.
2: The user computes r′ = c′d mod n, where d = n−1 mod ϕ(n).
3: The server and the user jointly follow Algorithm 1 to get β ←

PZKPoPKoZ(n, c′, pki, ski, r
′).

The correctness is proved as follows. If the message m provided by the user is
the decryption of c, c′ = c−HE.Enc(pki,m, rs)( mod n2) should be the ciphertext
of zero with respect to r′ that c′ mod n2 = (c′)n·d mod n2 = (r′)n mod n2 =
HE.Enc(pki, 0, r′). Therefore, the output β of the algorithm PZKPoPKoZ in step
3 is 1. Similarly, if m is not the decryption of c, the algorithm PZKPoPKoZ
outputs β = 0.

Theorem 1 (Security against malicious users). The Paillier-based Proof
of Plaintext Knowledge is secure against malicious users. If there exists a prob-
abilistic polynomial time (PPT) adversary A with Paillier key pair (sk, pk) pro-
viding a fraudulent plaintext m′ as the decryption of c that HE.Dec(sk, c) �=
m′. The probability of the server accepting the fraudulent decryption Pr[1 ←
PPoPKA(c,m′, pk, sk)] � 2−k/2 where k is the bit length of n as the Paillier
public key.

Proof. Assume that a PPT adversary A with key pair (sk, pk) provides a
fraudulent decryption m′ of a ciphertext c, while HE.Dec (sk, c) = m and
m �= m′, the server accepts m′ only if 1 ← PPoPK(c, m′, pk, sk). Given
the Algorithm 2, the server randomly chooses rs ∈ Z

∗
n to compute c′ =

c − HE.Enc(pki,m
′, rs)(mod n2) = Enc(m − m′) and sends c′ to the adversary
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A. To make the server accept m′, the adversary A has to prove that c′ is a
ciphertext of zero. Therefore, the security of PPoPK follows from the security of
PZKPoPKoZ such that the probability of the adversary make the server accept
the fraudulent decryption m′ is less than 2−k/2 where k is the bit length of n as
the Paillier public key.

4.2 Weighted Aggregation

After obtained the verified weights, we can proceed to the weighted aggregation
where the server can securely aggregate user’s locally trained models to update
the global FL model M according to their corresponding weights w, i.e. M =∑

ui∈U ′ wiMi such that
∑

ui∈U ′ wi = 1, where wi and Mi are the weight and
local model of user ui, and U ′ is the selected user set in the current round of FL.

Let the numerator of wi in Eq. 5 be ωi = nie
αREi , we can rewrite Eq. 5:

M =
1∑

uj∈U ′ njeαREj

∑

ui∈U ′
ωiMi (6)

Therefore, the server can deal with dropped users by adjusting U ′ and aggregates
the models from alive users.

To prevent users from uploading fraudulent weighted models to the server,
as we discussed in Sect. 3, the server first computes

Enc(yi) = ωi � Enc(Mi) � Enc(Ri) (7)

Then the server can verify if the user uploads its real masked weighted model
relying on the Algorithm 2 with zero knowledge by checking the equality between
yi and uploaded masked weighted model y′

i.
Note that the Enc(Ri) should be uploaded at the very beginning of each FL

round according to the analysis in Sect. 3 to prevent the user from manipulating
Ri for their benefits. Besides, since verified weight ωi is a public value and
Enc(Mi) has been uploaded during data significance evaluation, the server can
calculate y′

i using Pallier HE operations. The detailed description of this example
of our proposed scheme for one FL round is given in Protocol 4.1. Note that the
Setup step is only performed once at the very beginning of federated learning.
Step 0 to step 4 are performed in every FL round.

4.3 Discussion on Privacy and Security

First, we give the discussion from the angle of privacy protection. Since both the
user’s dataset Di and locally trained model Mi are encrypted in step Setup and
step 1, then uploaded to the server, the server learns nothing from the ciphertext.
After that, during computing the weight in step 1, HE operations are applied, and
thus additions between ciphertexts do not leak any information. For computing
a polynomial f(l) which consists of multiplication between ciphertexts where the
server keeps Enc(l), a trick is adopted as described in Sect. 2.1. The main idea is
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to use a random r to mask l to enable the computation f(l + r) over plaintext,
then deduct the redundant terms of f(l + r) to obtain the encryption of f(l)
using HE. The security of the trick is based on that the user does not know
the value of r. The privacy of the public masked weighted model wiMi + Ri

in step 3 and step 4 is protected by the mask Ri randomly chosen by the user
ui. Therefore, there is no information leakage of both user’s dataset and model
during the execution of our proposed protocol.

Next, we discuss from the angle of security against fraudulent messages.
Since the server has the encryption of the real user’s model yi, real mutual
cross-entropy Ei, and real mask Ri after step setup, step 0, and step 1, while
zero-knowledge proof is adopted in step 2 to ensure the correct decryption of
Ei, both the server and user can compute real wi, hence the encryption of real
masked weighted model wiMi + Ri, which can be used for the zero-knowledge
proof in step 3. Therefore, our scheme guarantees security against fraudulent
messages regarding both the users’ datesets, models, and the computed weights.

5 Performance Analysis

System Setting. Our prototype is tested over two Linux workstations with an
Intel Xeon E5-2603v4 CPU (1.70 GHz) and 64 GB of RAM, running CentOS
7 in the same region. The average latency of the network is 0.207 ms, and the
average bandwidth is 1.25 GB/s. The central server runs in multi-thread on one
workstation, while the users are running in parallel in the other workstation.
In our experiments, the ring size N for Paillier is set to be a 1024-bit integer,
and the security parameter κ is set to be 80. We use AES-GCM with 128-bit
keys for authenticated channels, and adopt SecAgg+ scheme [7] for dropout-
resilient aggregation. The performance is evaluated on several datasets from
UCI repository from which each user randomly chooses samples of the same size
to construct its local dataset. The details are given in Table 1.

As seen in Fig. 2, the accuracy of the global FL model before and after using
our scheme shows a consistent tolerance of fraudulent messages. We can observe
that sending fraudulent weights (assign Ei = 1) results in much fewer effects than
sending fraudulent models. This indicates the difficulty of detecting fraudulent
weights and the significant adverse impact of sending fraudulent models, hence
the necessity of our proposed scheme. In addition, Fig. 3 shows the convergence
performance when fraudulent messages exist in the FL system with and without
our scheme. We should note that the tolerance of fraudulent messages on the
performance of the FL model varies from datasets and models.

We also evaluate the scalability of our proposed scheme with respect to the
number of parties and dropout rate, compared to the model aggregation coun-
terpart of SecAgg [6] and the improved version SecAgg+ [7]. Note that we treat
the users who do not pass PoKE and PoKM as dropout users as demonstrated
in Protocol 4.1. In specific, we consider the “worst-case” dropout scenario where
the users drop out during PoKE in the first phase as the server has already
completed the calculation of the weights, or PoKM in the second phase as the
users have already uploaded their weighted models. In Table 2, we can observe
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that dropout users cause a significant increasement in the total run time because
of the high cost of dealing with dropout users in the underlying secure aggre-
gation scheme. As shown in Fig. 4, the experimental results show that our
scheme provides an additional security guarantee against fraudulent messages
with affordable overheads compared to the previous works. In particular, our
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scheme achieves around 1.2 times in run time and 1.3 times in communication
cost upon the state-of-the-art secure aggregation scheme SecAgg+, which indi-
cates the practicality of our scheme.

Table 1. Datasets used in our experiments. The number of clients is fixed to 100.

Dataset #Attributes #total
samples

#Training samples
per client

#Sample of
benchmark dataset

ADULT [17] 14 48842 200 15060

CREDIT [18] 24 30000 240 10000

BK [19] 17 45211 350 9042

RFID-AC [20] 6 75128 400 10497

Fig. 2. FL performance over different fraudulent messages. Note that the meaning of
x-axis labels are A: no fraudulent message; B1, B2, B3: the fraction of clients sending
fraudulent weights 10%, 20%, 30% (similar setting of SecAgg [6]); C1, C2, C3: the
fraction of clients sending fraudulent models 10%, 20%, 30%; D1, D2, D3: the fraction
of clients sending both fraudulent weights and models 10%, 20%, 30%.

Fig. 3. The convergence performance of FL with different fraudulent message rate. The
number of clients is fixed to 100.
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Fig. 4. The performance of our proposed scheme SWAgg compared with SecAgg [6]
and SecAgg+ [7] with different dropout rate.

Table 2. The run time (s)/communication costs (MB) of the user (each) and the server
(with all users) for each step of our proposed scheme in one FL round. The number
of users is set to be 500. R1 and R2 are the fractions of dropout users in PoKE and
PoKM, respectively.

R1 R2 Init ComE PoKE PoKM WAgg Total

User 0 0 0.93/0.48 5.65/1.02 0.01/0.01 0.02/0.01 0.04/0.02 6.65/1.54

Server 0 0 1.22/240 10.97/512 0.04/3 0.13/6 67.31/10 79.67/771

Server 10% 0 1.24/240 10.92/513 0.04/3 0.12/6 173.27/11 185.59/773

Server 0 10% 1.24/240 10.92/513 0.04/4 0.13/5 172.80/12 185.13/774

Server 5% 5% 1.24/240 10.95/513 0.04/3 0.12/5 172.16/13 184.51/774

Server 30% 0 1.23/241 10.92/512 0.04/3 0.10/4 351.78/14 364.07/774

Server 0 30% 1.24/240 10.95/512 0.04/4 0.12/4 354.40/15 366.75/775

Server 15% 15% 1.23/240 10.92/513 0.04/3 0.11/3 349.07/15 361.37/775

6 Conclusion

In this paper, we proposed a privacy-enhanced FL scheme for supporting secure
weighted aggregation. Our scheme is able to deal with both data disparity, data
privacy, and dishonest participants (who send fraudulent messages to manip-
ulate the computed weights) in FL systems. Experimental results show that
our scheme is practical and secure. Compared to existing FL approaches, our
scheme achieves secure weighted aggregation with an additional security guar-
antee against fraudulent messages with affordable runtime overheads and com-
munication costs.
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Abstract. The increasing popularity of social networks has inspired
recent research to explore social graphs for data mining. Because social
graph data contains sensitive information about users, publishing the
graph data directly will cause privacy leakage of users. In this paper,
we assume that attackers might re-identify targets with 1-neighborhood
graph attacks. To prevent such attacks, we propose a Graph Matching
based Privacy-preserving Scheme, named GMPS, to anonymize the social
graphs. We utilize Jensen-Shannon Divergence to compute node struc-
ture similarity to improve the accuracy of node clustering. And then,
utilize the graph modification to achieve k-anonymity and use graph
matching to measure the similarity of graphs. The experiment results
on HepTh and Facebook show that the proposed approach achieves k-
anonymity with low information loss and high data utility.

Keywords: Social networks · 1-neighborhood attack ·
Jensen-Shannon Divergence · Graph matching · Privacy preserving

1 Introduction

The growing popularity of social networks has prompted recent research to
explore social graph data to understand its structure for advertising, data min-
ing and so on. The large amount of personal data that users share on social
networks makes them a desirable target for attackers [1]. Releasing social graph
data directly will compromise users’ privacy, resulting the risk of uses’ property
and personal safety. Therefore, preserving the privacy of users has become a
challenges for social graph data publishing [2].

Social networks use nodes and edges to model social relations with graph
structure, where nodes represent users and edges represent relations between
users [3]. Normally, data owners may release their data after Nav̈ıve anonymiza-
tion, which just remove nodes’ identities before data publishing. However, Nav̈ıve
c© Springer Nature Singapore Pte Ltd. 2021
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anonymization cannot protect users’ privacy sufficiently, while adversaries may
have some background knowledge about users, i.e., degree, the 1-neighborhood
graphs. Based on background knowledge, there exist re-identification or de-
anonymization attacks [4–6] against graph structure, the attacks can be divided
into degree attacks [7], neighborhood graph attacks [8], subgraph attacks [9]. To
defend de-anonymous attacks, k-anonymity technique has been utilized by many
researchers. The k-anonymity technique used in graph data publishing is imple-
mented by adding or deleting nodes and edges to make that there are other k−1
1-neighborhood graphs isomorphic to one node. In this paper, we consider the
adversary has the background with the 1-neighborhood graphs of users, because
it is more difficult for an attacker to collect the information beyond a one-hop
neighborhood [10].

The main contributions of this paper are summarized as follows:

1. To achieve k-anonymity, we divided nodes into several clusters in which the
sizes are between [k, 2k). We utilize Jensen-Shannon Divergence to compute
node structure similarity to improve the accuracy of node clustering.

2. To measure graph anonymity, we use graph matching algorithm the accuracy
to obtain the distance of 1-neighborhood graphs of each pair of nodes.

3. The experiment results on HepTh and Facebook show that the proposed app-
roach achieves k-anonymity with low information loss and high data utility.

The rest of the paper is organized as follows. The notions, terminologies and
the problem description are introduced in Sect. 3. The strategies are elaborated
in Sect. 4. Section 5 gives the experimental analysis on our scheme respectively.
The validation results are presented in this section as well. We conclude this
paper in Sect. 6.

2 Related Works

To de-anonymous attacks, Campan and Truta [11] proposed a k-anonymity
model, in which each node should be similar to at least k − 1 nodes based
on both structural information and nodes attributes, therefore, the anonymized
nodes cannot be re-identified with the probability larger than 1/k. Due to this
reason, k-anonymity has become the most popular method to protect individuals
privacy in social network data publishing problem [12]. To achieve k-anonymity,
existing approaches can be classified into clustering-based and graph modifica-
tion approaches [10].

For clustering-based models, similar nodes and edges into groups to form
super nodes, a super node represent a subgraph which incorporates certain simi-
lar nodes and the edges between them, the edges between super nodes represent
the relationship between subgraphs. Since a clustered graph only contains super
nodes and super edges, by making the size of each cluster at least k, the proba-
bility to reidentify a user can be bounded to be at most 1/k. Campan and Truta
[11] discussed how to implement clustering method when consider the lost of
both node labels and structure information. Zheleva and Getoor [13] developed
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a clustering method to prevent the sensitive link leakage. Cormode et al. [14]
introduced (k, l)-clustering for bipartite graphs and interaction graphs, respec-
tively.

Graph modification aims to alter graph structure to achieve k-anonymity
for privacy preservation. Liu and Terzi [7] proposed a approach to make node
degree achieve k-anonymity, that is, each node has at least other k − 1 nodes
with the same degree. Zhou and Pei [8] proposed a scheme to against the 1-
neighborhood attack. For each vertex v, its 1-neighborhood graph is isomorphic
1-neighborhood graphs to k − 1 other nodes. Zou, Chen and Ozsu [9] proposed
a k-automorphism scheme to preserve privacy. Cheng, Fu and Liu [15] proposed
two targets of attacks, NodeInfo and LinkInfo. Then they proposed a scheme
to form k pairwise isomorphic subgraphs. Yuan et al. [16] defined a k-degree-l-
diversity anonymity model to protect not only the sensitive labels of individuals
but also the structural information. Li et al. [17] proposed a graph based frame-
work to preserve privacy in data publication. Based on the features of the graph,
they quantified the privacy and utility measurements of the anonymous datasets.
Liu et al. [10] first proposed a kind of attack named weighted 1∗-neighborhood
attack, which assume that attackers have some background knowledge about
both individuals’ 1-neighborhood graphs and the degrees of its neighbor nodes
and edge weights between nodes. They proposed a heuristic indistinguishable
group anonymous scheme to achieve k-anonymity. In the anonymous social graph
has high graph utility. Huang et al. [18] proposed a privacy preserving approach
based on the differential privacy model, which combined clustering and random-
ization algorithms. Moreover, they also proposed a privacy measure algorithm
against graph structure and degree attacks. Ding et al. [12] proposed a new
utility measurement with a new information loss matrix, based on which a k-
decomposition algorithm and a privacy preserving framework are developed.

In general, existing researches about privacy preserving can protect the pri-
vacy of users for social graph data publishing. However, privacy protection needs
a trade-off between privacy and data utility. In our approach, we focus on 1-
neighborhood graph attack, and we can achieve better data utility meanwhile
guarantee k-anonymity.

3 Preliminaries

In this paper, we use an undirected graph G = (V,E) to model the social net-
work, where V is a set of nodes, E ⊆ V ×V is a set of edges. The nodes represent
the users, the edges represent the relationships between users such as friendship.
The cardinalities of V and E are denoted by |V | and |E| respectively, We assume
that |V | = n, |E| = m.

Due to the small world phenomenon of social networks,the diameters of social
networks are small, it is difficult to collect information of d-hop neighbors. We
focus on 1-Neighborhood Graph attack, the adversary have knowledge about one
node’s edge-neighborhood graph.
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Definition 1. (1-Neighborhood Graph) [8] G(v) = <V (v), E(v)>, where V (v)
is the set of neighborhood nodes of v and V (v) = {u|(u, v) ∈ E} ∪ {v}. E(v) is
the set of edges between the nodes in V (v), and E(v) = {(u, v)|u, v ∈ V (v) ∧
(u, v) ∈ E}.

4 The Proposed Approach

4.1 Node Clustering

In this section, we use k-anonymity to preserve the identities privacy of users.
In order to achieve k-anonymity, the processing is divided into three steps: (1)
Cluster initializing: for given nodes, according to the node degree and local clus-
ter coefficient, we cluster the nodes in graph G into several clusters. (2) Clus-
ter reshaping: for all clusters, compute the degree distribution similarity(DDS)
between each two nodes, according to DDS, reshaping the clusters, s.t. every
cluster has [k, 2k) nodes. (3) Modify the 1-neighborhood graph of nodes in every
cluster, s.t. the 1-neighborhood graph of nodes in the same cluster probabilistic
indistinguishability.

Cluster Initializing. For a given graph G = <V,E>, we initially cluster nodes
v ∈ V by the following metrics: d(v), lc(v). Here, d(v), lc(v) denote the degree
of the node v and the local clustering coefficient, respectively.

Definition 2. Local clustering coefficient lcv = μG(v)/ωG(v), where μG(v) and
ωG(v) are the numbers of triangles and triples in G(v), respectively.

We group nodes into a cluster if |d(vi) − d(vj)| < δ1 and |lc(vi) − lc(vj)| <
δ2, δ1, δ2 are two pre-defined parameters, and then we obtain several clusters
C1

1 , C1
2 . . . C1

M1
.

Although after the above processing, the nodes are grouped into several clus-
ters, not all the sizes of the clusters are greater than or equal to k. In reality,
during the empirical study, the size of clusters follow the power-law distribution,
that is, the cardinalities of most clusters are small, a small number of the clus-
ters have thousands of members. Therefore, we execute a cluster combination
process to make sure that the sizes of all clusters will be larger than k.

First, we sort all the clusters in descending order of the cardinality of the
clusters, C2

1 , C2
2 . . . C2

M1
. For each cluster of a size smaller than k, we incorporate

the nodes in C2
i+1 into C2

i , the processing continues until every cluster has a size
larger than k. Algorithm 1 shows the processing of Cluster Initializing.

Cluster Reshaping

Definition 3 (JensenCShannon Divergence [19]). Suppose that we have two
sets of discrete values xi and yi with the corresponding probability distribution,
p(xi) and p(yj). The relative entropy between these two distributions is defined

as R[p(x)||p(y)] =
n∑

i=1

p(xi)
p(xi)
p(yi)

.
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Suppose that there are M1 clusters after cluster initializing, we sort the clusters
in the descending order of the maximal node degree of the members in the
clusters, the sorted clusters are denoted as C

′
1, C

′
2, . . . C

′
M1

, |C ′
i | = n

′
i. For each

cluster C
′
i which size is larger than 2k, we perform cluster splitting to enable the

size of each cluster to be [k, 2k). We utilize the degree distribution similarity as
the metric to slip the clusters. In order to obtain the degree distribution similarity
of all the other nodes in the same cluster, first, construct the 1-neighborhood
graph of nodes in the same cluster. Then, for each node v ∈ C

′
i , obtain the degree

distribution P (v) of its 1-neighborhood graph. Compute the degree distribution
similarity of the these nodes, for node v ∈ C

′
i , compute the degree distribution

similarity with all the other nodes u in C
′
i , simuv = 1 − Ruv

Rmax
. Then, select the

k − 1 most similar nodes of node v, add these nodes and v into the same cluster.
In order to compute the degree distribution similarity of two nodes in social

networks, the processing is divided into three steps: (1) compute the nodes’
degree distribution. (2) compute the relative entropy of two nodes. (3) compute
the similarity of two nodes.

(1) Compute the nodes’ degree distribution
Graph G = <V,E>, where V = {v1, v2, · · · , vn}, E = {e1, e2, · · · , em}.
G(vi) = <V (vi, E(vi))> is the 1-neighborhood graph of node vi, let Ni =
|V (vi)|. Dvi

= {di1, di2, . . . , diNi
}, Dvi

represent the degree sequences of
nodes in G(vi), including vi. Pi = {pi1, pi2, . . . , piNi

}, where pij = dij

Di
, Di =

Ni∑

i=1

dij .

(2) Compute the relative entropy of two nodes
Suppose two nodes vi and vj , the degree distribution of the two nodes are
Pi = {pi1, pi2, . . . , piNi

}, Pj = {pj1, pj2, · · · , pjNj
}. Even if Ni �= Nj , without

loss of generality, let Ni > Nj , we could add |Ni−Nj | 0s into Pj . The relative
entropy between vi and vj is

rij [Pi||Pj ] =
Ni∑

k=1

pik
pik
pjk

.

(3) Compute the similarity of two nodes
Due to the asymmetry of the relative entropy, we also need to compute

rji[Pj ||Pi] =
Ni∑

k=1

pjk
pjk

pik
. Let Rij = rij + rji, Rmax = max(Rij), 1 ≤ i, j ≤ n,

the similarity of each pair of nodes can be defined as follows:

simij = 1 − Rij

Rmax
.

4.2 Graph Modification

After node clustering, we need to modify the graph to achieve k−anonymous.
Suppose that there are M clusters, C1, C2, . . . CM , the size of each cluster is
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about [k, 2k). We sort the clusters in descending order of the maximal node
degree, and the new ordered clusters are denoted as Ĉ1, Ĉ2, . . . ĈM . Then, for
each pair of nodes u and v in the same cluster, we compute distance between
the l-neighborhood graphs of each pair of nodes to determine whether they are
structure similar. If the 1-neighborhood of all nodes in the same cluster are
inexact matching, then, we achieve k-anonymity.

We use the Munkres’s algorithm [20] to find the minimum cost
cost(G(u), G(v)). If cost(G(u), G(v)) ≥ α, Find the optimal edit path p =

p1, p2, . . . pn+m of the integers 1, 2, . . . , n + m which minimizes
n+m∑

i=1

Cipi
. Then,

modify the graph structure to achieve structure similarity. The process is given
as Algorithm 1.

Algorithm 1. Graph Modification
Input: Graph G, α
Output: Anonymity Graph ˜G

1: Sort Ci, i = 1, 2, . . . M with descending order of maximal node degree
2: obtain ̂Ci, i = 1, 2, . . . M
3: for each ̂Ci do
4: choose the first node suppose u as the seed
5: for each node v in ̂Ci − {u} do
6: construct 1-neighborhood graphs of G(u) and G(v)
7: compute Cost(G(u), G(v))
8: if Cost(G(u), G(v)) ≥ α then
9: find the optimal edit path p = p1, p2, . . . pn+m

10: modify G(v) similar to G(v)

11: return ˜G

5 Validation Experiment

In this section, All the experiments were conducted in Python on a server running
the Ubuntu 20.04.1 LTS operating system. To demonstrate the effectiveness of
our scheme, we validate the performance of the proposed scheme on two real
datasets: CA-HepTh and Facebook. Details of graph characteristics are shown
in Table 1.

Table 1. Details of Social Networks

Dataset Nodes Edges AVD ACC APL

HepTh 9877 25998 5.3 0.4714 7.4

Facebook 4039 88234 44 0.605 4.7
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To explore the utility of the anonymized graph G̃, we test the following two
metrics:

1. Average degree(AVD): The AVD of G can be calculated as
∑

v∈V

dv/|V |;
2. Average clustering coefficient(ACC): The ACC of G can be calculated as∑

v∈V

Cv/|V |, where Cv is the local clustering coefficient of v;

Fig. 1. AVE

Fig. 2. ACC

Average Degree (AVE). The AVE of G can be calculated as
∑

v∈V

dv/|V |.
Figure 1 shows the change of average degree of HepTh and Facebook. We can
see that as k increase, change of AVE increases. The AVE change in the Facebook
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is small, while HepTh is the larger. As k increase from 5 to 25, the percentage
of AVE changes from 0.112 to 0.176 in Hepth, while from 0.026 to 0.137 in
Facebook. The result may be caused by the ACC, the larger the ACC, the
smaller the percentage of AVE changes.

Average Clustering Coefficient (ACC). Clustering coefficient is the degree
of clustering between the nodes of a graph. The ACC of G can be calculated as∑

v∈V

Cv/|V |, where Cv is the local clustering coefficient of v. Figure 2 is the ACC

of datasets, as k increase changes of ACC increase in both dataset. In Hepth,
the change is from 5.12 to 6.93, from 4.98 to 7.05 in Facebook. Therefore, the
ACC changes nearly in both datasets.

6 Conclusions

Although graph anonymization can reduce the risk of privacy disclosure, mali-
cious attackers might have background knowledge about 1-neighborhood graph
of targets, and they may re-identity the users in anonymous social graphs. In this
paper, we propose a Graph Matching based Privacy-preserving Scheme, named
GMPS, in Social Networks to realize social graph anonymization. We utilize
JensenCShannon Divergence to compute node structure similarity to improve the
accuracy of node clustering. And then, utilize the graph modification to achieve
k-anonymity and use graph matching to measure the similarity of graphs. The
experiment results on HepTh and Facebook show that the proposed approach
achieves k-anonymity with low information loss and high data utility.
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Abstract. Privacy protection of individual users in social networks is becoming
more and more important, thus it requires effective anonymization techniques. In
this paper, we use Kruskal and Prim algorithms to model the linear programming
of the minimum spanning tree. Finally, we execute the experiments on the number
of anonymity solutions and timewith different edgeweights to analyze theKruskal
algorithm and Prim algorithm to verify their anonymity feasibility.
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1 Introduction

Social networks are growing very fast in human society nowadays, and they are attract-
ing the interest of researchers from many disciplines. In social networks, the data might
contain sensitive information of individuals, which should not be released. However, dis-
closing information is a voluntary act for individuals, while they do not know who can
access their data and how their data will be used. Thus the data needs to be anonymized
before publication to protect the privacy of individuals. There has been increasing con-
cerns on the privacyof individuals in social networks. Siddula et al. [1] proposed a scheme
for k-anonymity by using an enhanced equi-cardinal clustering method. In 2020, Huang
et al. [2] gave a differential privacy protection scheme based on clustering and noise in
social networks. In 2021, Safi et al. [3] provided a framework for privacy protection by
public broadcast and attribute-baed encryptions in mobile social networks.

In social networks, individuals can link to ormake friends with each other.Moreover,
there are rich interactions in social networks, such as joining communities or groups of
common interest. Thus we can view a social network as a graph, where individuals are
treated as nodes, and the links represent the social ties between individuals. For edge
weighted social networks, the weights of edges represent the closeness of social ties
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between individuals, which should be protected by methods such as anonymization. Das
et al. [4, 5] proposed a scheme for protecting the weighted social networks based on
linear programming. Also, Zhang and Zhu [6] explored the centrality and cumulative
degree distribution of skeletons for weighted social network. The privacy in k-anonymity
of shortest paths by modifying edge weights are studied in [7, 8], respectively. Liu et al.
[9] proposed an anonymization scheme based on probabilistic indistinguishability, while
Dou et al. [10] used weighted noise injection to preserve privacy in multimedia recom-
mendation for social networks. In order to boost the accuracy of differentially private,
Wang and Long [11] designed an algorithm for each sub-network of original weighted
social network. Moreover, Walia et al. [12] used weighted graph to propose a secure
multimodal cancelable biometric system. Furthermore, Zhao et al. [13] gave secure out-
sourcing schemes based on untrusted cloud server for the min-cut of undirected edge-
weighted graphs. Besides, Yin et al. [14] designed local Bayesian differential privacy,
and proposed a hybrid method for federal learning.

In this paper, we focus on the anonymization of edge weights. We model the edge
weighted graph by preserving the required key property, and replace the original edge
weights by other edge weights satisfying the model. In [4, 5], the authors did not give
the experimental steps for specific algorithms. On this basis, we first give specific exper-
imental steps, and then further propose anonymous schemes under different algorithms.
The contributions of this paper are listed as follows.

• We use the Kruskal and Prim algorithms to model the linear programming of the
minimum spanning tree.

• We execute the experiments on the number of anonymity solutions and time with
different edge weights to analyze the Kruskal algorithm and Prim algorithm to verify
their anonymity feasibility.

2 Preliminary

Das et al. [4, 5] proposed an abstract modeling technique based on linear programming
problems as follows. For an algorithm whose key attributes are expressed as linear
combinations of edge weights, it makes decisions based on the actual values wi’s of
edge weights and uses variables xi to model the decisions. In its execution, each step is
be expressed by inequalities involving edge weights, which lead to a system of linear
inequalities:

⎡
⎢⎢⎢⎣

p11 p12
p21 p22

· · · p1m
p2m

...
. . .

...

pnm pnm · · · pnm

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

x1
x2
...

xm

⎤
⎥⎥⎥⎦ ≤

⎡
⎢⎢⎢⎣

q1
q2
...

qn

⎤
⎥⎥⎥⎦ (1)

P =

⎡
⎢⎢⎢⎣

p11 p12
p21 p22

· · · p1m
p2m

...
. . .

...

pnm pnm · · · pnm

⎤
⎥⎥⎥⎦ (2)
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XT = [x1, x2, . . . , xn],

QT = [
q1, q2, . . . , qn

] (3)

When the edgeweights are replaced by any solution of (1), the properties of the graph
will be preserved under the modeled algorithm. In general, the model is formulated as a
linear programming problem by the above expressions (1), (2) and (3) as follows.

Minimize (or Maximize) F(x1, x2, . . . , xm)

subject to PX ≤ Q (4)

where F is a linear objective function. The model can be obtained by changing
the set of inequalities (4) for different algorithms that correspond to different series of
inequalities and objective functions. In the following, we use the Kruskal algorithm and
Prim algorithm models based on the minimum spanning tree.

3 Anonymizing Scheme

Given the original weighted graph G = (V,E,W), we use wi to represent the original
weight of the positive edge, where each wi corresponds to the edge i = (u, v) ∈ E. We
use xi to represent the anonymization edge weight in anonymity edge weighted graph
M = (V,E,X), and the component in the matrix X, where V and E do not change, and
only the edge weight is anonymized.

In order to implement anonymizing models of different algorithms, a concrete
original edge weighted graph G = (V,E,W) is described as follows (Fig. 1).

Fig. 1. A concrete original edge weighted graph G.

V = {A,B,C,D,E,F},

E = {(A,B), (B,E), (A,F), (F,E), (A,C), (F,C), (F,D), (E,D), (C,D)},
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W = {w1,w2,w3,w4,w5,w6,w7,w8,w9} = {34, 12, 19, 26, 46, 25, 25, 38, 17}
For subsequent verification of the anonymizing model, the minimum spanning trees

of the original edgeweighted graphG based on theKruskal algorithmandPrim algorithm
are respectively listed as follows (Fig. 2):

Fig. 2. Two minimum spanning tree based on the original edge weighted graph.

3.1 An Anonymity Model of Edge Weight Based on Kruskal Algorithm

A. Abstract model based on Kruskal algorithm

Constraint I: At every step of Kruskal’s algorithm for the MST, the edge with the
minimum weight amongst the set of remaining edges is selected, and if this edge does
not result in a cycle, it is added to the MST. Let (u, v) be the edge selected in the ith

iteration, and (u′, v′) be the edge selected in the (i + 1)th iteration, then this implies that
w[u, v] ≤ w[u′, v′]. If x(u,v) and x(u′,v′) are the variables representing these edges in the
model, then this outcome is modeled by the inequality x(u,v) ≤ x(u′,v′). Therefore, for
every pair of edges (u, v) and (u′, v′) selected in consecutive iterations, the inequality
x(u,v) ≤ x(u′,v′) can be added to the model whenever the given weights satisfy w[u, v] ≤
w[u′, v′].
Constraint II: All the edges (u, v) that are added to the minimum spanning tree, and
the minor edges

(
u′, v′) that can be added but do not form a ring when the last edge

is not added to the MST. There exists w[u, v] ≤ w
[
u′, v′], correspondingly there is a

constraint x(u,v) ≤ x(u′,v′).

Objective function:

Minimize F(x1, x2, . . . , xm) = c1x1 + c2x2 + . . . + cmxm,

Numcm=1 = n − 1,Numcm=0 = m − n + 1
(5)

where Numcm=1 represents the number of Cm = 1 and Numcm=0 represents the
number of Cm = 0.
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Based on theKruskal algorithm,we establish a concrete anonymitymodel as follows:
First, add the edge (B,E) with the smallest edge weight, whose edge weight is x2.

Second, add edge (C,D) with edge weight is x9, then x2 ≤ x9. If edge (A,F) is added,
whose edge weight is x3, then x9 ≤ x3. Fourth, add edge (C,F) with edge weight is x6,
then x3 ≤ x6. Finally, add edge (E,F) with edge weight is x4, then x6 ≤ x4.

Therefore:

P =

⎡
⎢⎢⎣

0 1 0 0 0 0 0 0 −1
0 0 −1 0 0 0 0 0 1
0 0 1 0 0 −1 0 0 0
0 0 0 −1 0 1 0 0 0

⎤
⎥⎥⎦ (6)

XT = [x1, x2, . . . , x9],

QT = [
q1, q2, . . . , qn

] = [0, 0, . . . , 0]
(7)

Based on constraint II, for any xi, 1 ≤ x9 ≤ 38.
Based on the above constraints, the linear model is solved. Assume that the publisher

further restricts the edge weight to 10 ≤ x9 ≤ 38. By the exhaustive method, it is found
that there are 53,130 anonymity solutions for the publisher to choose. The time taken to
solve the linear model is 62.003 s.

B. Validation based on Kruskal specific model
In this subsection,we choose one solution for verifying the anonymity as follows (Fig. 3).

Scheme I: x2 = 16, x3 = 21, x4 = 27, x6 = 26, x9 = 19.
The anonymity graph is listed as follows:

Fig. 3. Anonymity graph based on Scheme I.

Through the Kruskal algorithm, a minimum spanning tree of the anonymity graph
of Scheme I is obtained as follows, where the red edges represent the edges of the
anonymity graph spanning tree (Fig. 4).
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Fig. 4. The minimum spanning tree of the anonymity graph based on Scheme I.

It can be found that the minimum spanning tree of the anonymity graph is the same
as the minimum spanning tree of the original weighted graph. This shows that the linear
model based on Kruskal algorithm is feasible.

3.2 An Anonymity Model of Edge Weight Based on Prim Algorithm

A. Abstract model based on Prim algorithm
Assume that TE is the set of edges in the minimum spanning tree on G. The algorithm
starts from U = {u0}(u0 ∈ V),TE = {} and repeats the following operations: Find an
edge with the least cost among all the edges (u, v) ∈ E with u ∈ U, v ∈ V −U. (u0, v0)
is merged into the set TE, and v0 is merged into the setU at the same time, untilU = V .
At this time, there must be n − 1 edges in TE, then T = (V,TE) is the minimum
spanning tree of G.

Constraint I: In the Prim algorithm, (u, v) becomes the edge selected for the ith gener-
ation, (u′, v′) is the edge that can be selected but not selected for the ith generation, and
the inequality is in the selection x(u,v) ≤ x(u′,v′) will be added to this model when the
given weight satisfies w[u, v] ≤ w[u′, v′].
Constraint II: The difference between Kruskal algorithm and Prim algorithm is that
Prim algorithm is based on all edgeweights. The publisher canmodel based on constraint
I and set the anonymity range of the side rights by himself.

Objective function: Prim algorithm and Kruskal algorithm are both MST algorithms, so
the objective function is the same.

Based on the Prim algorithm, we establish a concrete anonymity model as follows:
First, select (A,F) and add vertex F , then

x3 ≤ x1, x3 ≤ x5,

U = {A,F}, TE = {(A,F)}.
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Second, select (C,F) and add vertex C, then

x6 ≤ x1, x6 ≤ x4, x6 ≤ x5, x6 ≤ x7,

U = {A,F,C}, TE = {(A,F), (C,F)}
Third, select (C,D) and add vertex D, then

x9 ≤ x1, x9 ≤ x4, x9 ≤ x7,

U = {A,F,C,D}, TE = {(A,F), (C,F), (C,D)}
Fourth, select (F,E) and add vertex E, then

x4 ≤ x1, x4 ≤ x8,

U = {A,F,C,D,E}, TE = {(A,F), (C,F), (C,D), (F,E)}
Fifth, select (B,E) and add vertex B, then

x2 ≤ x1,

U = {A,F,C,D,E,B}, TE = {(A,F), (C,F), (C,D), (F,E), (B,E)}
Based on constraint II, assume that the publisher further restricts the edge weight

to 1 ≤ xi ≤ 10. The linear model is solved by the exhaustive method, and there are
12,855,337 anonymity solutions for the publisher to choose. The time required to solve
the linear model is 16594.8 s.

B. Validation based on Prim specific model.
In this subsection, we choose one solution for verifying the anonymity as follows.

Scheme II: x1 = 7, x2 = 1, x3 = 7, x4 = 5, x5 = 10, x6 = 1, x7 = 7, x8 = 10, x9 = 2.
The anonymity graph is listed as follows (Fig. 5):
Through the Prim algorithm, a minimum spanning tree of the anonymity graph

of Scheme II is obtained as follows, where the red edges represent the edges of the
anonymity graph spanning tree (Fig. 6).

It can be found that the minimum spanning tree of the anonymity graph is the same
as the minimum spanning tree of the original weighted graph. This shows that the linear
model based on Prim algorithm is feasible.

4 Experiments

Both Kruskal algorithm and Prim algorithm are used for finding the minimum spanning
tree. Based on the linear anonymity of MST, the range of anonymous edge weights
changes with respect to the time (in seconds), number of anonymity solutions (No. of
solutions), and degree of anonymity α (the quotient of number of anonymous edges and
number of edges of the original edge weight graph). The experimental results are shown
in Tables 1, 2, and Figs. 7, 8, 9, 10.
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Fig. 5. Anonymity graph based on Scheme II.

Fig. 6. The minimum spanning tree of the anonymity graph based on scheme II.

Table 1. Anonymity results based on Kruskal algorithm.

Edge weight No. of solutions Time α

1–5 126 0.409 0.56

2–6 126 0.417 0.56

3–7 126 0.579 0.56

4–8 126 0.6 0.56

5–9 126 0.501 0.56

6–10 126 0.707 0.56
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Fig. 7. Anonymity time with different edge weights based on Kruskal algorithm.

Fig. 8. Number of anonymity solutions based on Kruskal algorithm with different edge weights.

In Table 1, Fig. 7 and Fig. 8, we can get that the number of anonymity solutions
based on Kruskal algorithm is 126 for all choices of the edge weights. However, the
anonymity time with different edge weights are different. When the edge weights are in
1–5, the anonymity time is 0.409 s. When the edge weights are in 2–6, the anonymity
time is 0.417 s. When the edge weights are in 3–7, the anonymity time is 0.579 s. When
the edge weights are in 4–8, the anonymity time is 0.6 s. When the edge weights are in
5–9, the anonymity time is 0.501 s. When the edge weights are in 6–10, the anonymity
time is 0.707 s.
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Table 2. Anonymity results based on Prim algorithm.

Edge weight No. of solutions Time α

1–5 45261 195.288 1

2–6 45261 137.863 1

3–7 45261 183.463 1

4–8 45261 181.371 1

5–9 45261 172.721 1

6–10 45261 154.81 1

Fig. 9. Anonymity time with different edge weights based on Prim algorithm.

Fig. 10. Number of anonymity solutions based on Prim algorithm with different edge weights.
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In Table 2, Fig. 9 and Fig. 10, we can get that the number of anonymity solutions
based on Prim algorithm is 45261 for all choices of the edge weights. However, the
anonymity time with different edge weights are different. When the edge weights are in
1–5, the anonymity time is 195.288 s. When the edge weights are in 2–6, the anonymity
time is 137.863 s. When the edge weights are in 3–7, the anonymity time is 183.463
s. When the edge weights are in 4–8, the anonymity time is 181.371 s. When the edge
weights are in 5–9, the anonymity time is 172.721 s. When the edge weights are in 6 ~
10, the anonymity time is 154.81 s.

It can be seen that the Prim algorithm has significant advantages in the number
of anonymity solutions. This gives web publishers a better choice. Although Kruskal
algorithm has more advantages in the anonymity time, the Prim algorithm does not cost
much more time than that of Kruskal algorithm. To a certain extent, anonymity based
on Prim algorithm is better.

5 Conclusion

In this paper, we provided an effective solution to the anonymization of global edge
weighted social network graphs.We first proposed a linear programmingmodel to effec-
tively preserve properties of the graph. At the same time, we considered the minimum
spanning tree and the shortest path between multiple sources, and showed how to use the
Kruskal algorithm and Prim algorithm to anonymize the original edge weighted graph.
Finally, we executed the experiments on the number of anonymity solutions and time
with different edge weights to analyze the Kruskal algorithm and Prim algorithm to
verify their anonymity feasibility.
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4. Das, S., Eğecioğlu, Ö., Abbadi, A.E.: Anonimos: an LP based approach for anonymizing
weighted social network graphs. IEEE Trans. Knowl. Data Eng. 24(4), 590–604 (2010)
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Abstract. The problem of trajectory privacy is getting more attention in recent
years. It is unreasonable to adopt the same privacy protection scheme in diversified
travel modes, since the trajectories have different constraints under different travel
modes. Aiming at this problem, a mobile trajectory privacy protection scheme
for different travel modes is proposed in this paper. At first, the overall privacy
protection scheme is designed according to the classification of privacy level of
road sections and different travel modes of users. And then, by considering both
service and privacy, two false trajectory generation algorithms are designed, which
can protect the real trajectory. The simulation experiments show that, the proposed
scheme canprocess trajectory anonymity effectively.Comparedwith the algorithm
in non-road network environment, the road network based algorithm can improve
the average service accuracy by 36%, and decrease the privacy leak by 78%,which
can provide users with more efficient and secure location services.

Keywords: Privacy protection · Trajectory · Road network · Anonymity

1 Introduction

Due to the rapid development of intelligent terminals with location function and mobile
Internet, more and more LBS (Location Based Service) have been integrated into peo-
ple’s daily life [1]. For example, querying the hotel, hospital, gas station within one
kilometer, the least time-consuming path to a place. However, in the case of obtaining
the convenience of LBS intelligent service, privacy will certainly confront the danger
of being maliciously used. The location information is provided by people to obtain
accurate services. And this information will also be obtained by malicious users. The
malicious users can even obtain users’ trajectory information through continuous query,
so as to analyze their sensitive information, such as personal preferences, behavior pat-
terns, financial status, etc. How can people enjoy het convenience of intelligent services
while avoiding information leakage? This has become an urgent problem to be solved
in today’s society, and also the focus of scholars in recent years [2].

At present, the main method of location privacy protection is to confuse the attackers
by mixing real and false location [3]. Location K-anonymity is a location confusion
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privacy protection model first proposed by Marco Gruteser [4]. Later, scholars have
studied a variety of protection schemes around this idea, mainly including schemes
based on false location [5, 6], spatio-temporal correlation combined anonymity scheme
[7],K-anonymity based on Hilbert curve value [8], etc. They focus on single point query
in European space. For example, when shopping mall, it is possible to initiate the query
service in any location of the mall. However, if people initiate the query on the vehicle,
the situationwill be different. At this time, the privacy scheme in the traditional European
space cannot meet the privacy requirements of the road network [9]. Literatures [9–15]
are all aimed at the privacy protection of vehicle information and consider the problem
of trajectory leakage from the perspective of prediction, etc., but seldom consider the
environmental information of road network. Throughout the existing studies, there is
still a lack of trajectory privacy protection scheme for different travel modes. It is not
feasible to use the same scheme for free European space and road network environment.
It is also not feasible to use the same method for the protection of trajectory position as
for the protection of single point position.

Based on the above information, trajectory privacy protection schemes under
different environments are designed:

1) Formulate non-road network or road network protection methods according to travel
forms and demands;

2) According to the privacy level of road network map, the trajectories on the road with
high risk are protected;

3) Avoid trajectory matching and associating with user to prevent potential information
leakage.

2 Model Description

2.1 System Model Description

K-anonymous trajectory set: an anonymous trajectory set composed of the user’s real
trajectory and K − 1 false trajectories generated by the false trajectory generation algo-
rithm, represented by ATS = {L1, L2, …, LK}. In this paper, L1 represents the real
trajectory, and others represent false trajectories.

Location privacy protection system consists of three parts: user, privacy protection
server and LBS. The privacy protection server includes a module for generating false
trajectory set and a module for query feedback. Among them, the generation module of
false trajectory set is responsible for generating multiple virtual trajectories, which are
published after confusing with the real trajectory; the query feedback module is respon-
sible for filtering the feedback results of LBS. Request query includes travel mode,
location, request content and so on. according to the travel modes and privacy require-
ments, the privacy protection server selects the false trajectory generation algorithm to
generate and process the anonymous set of trajectory, and sends the processed anony-
mous information to LBS. The matching results which calculated by LBS are fed back
to the privacy protection server. The filtered real service is fed back to the requesting
user by the privacy protection server.
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2.2 Trajectory Privacy Protection Scheme

This scheme is composed of three modules: area map matching module; section privacy
level determination module; virtual trajectory generation module.

Area map matching: First, the query service is initiated by the user, single point or
continuous query. Such as query point A to point B of the best driving path or several
continuous queries surrounding food. The trajectory area is preliminarily determined
through query, and the road network structure of this region is established.

Determine the privacy level of the road: each road section in the area is divided, and
the privacy level of each road section is determined. For example, the urban main road
has dense traffic flow and almost 90% of vehicles choose this section, so the privacy
level can be set as a low level, and the probability of densely populated areas being
located by attackers is low. The privacy level of the road with few people should be set
higher. In extreme cases, this section has only one user at the moment, it must be the
query user, the risk is very high. In this model, the privacy protection server assumes
that information such as road privacy level can be obtained.

The false trajectory generation algorithms are determined according to the privacy
level of road section and user demand: A. False Trajectory Algorithm without Road
Net (FTA); B. False Trajectory Algorithm Based on Road Network (RNFTA). The
algorithms, which are the focus of this article, will be discussed in detail in part 3.

3 False Trajectory Generation Algorithm

3.1 False Trajectory Algorithm Without Road Net (FTA)

FTA algorithm is suitable for walking users, without road network environment. Find-
ing the appropriate distance between true and false trajectory points is the key of this
algorithm: if the distance is too close, the generated false trajectory does not meet the
anonymity principle; if the distance is too far, the generated false trajectory and the
real trajectory feature are too different, and the requested service cannot be obtained.
Therefore, both privacy and service requirements need to be taken into account.

K is defined as the degree of anonymity, that is, the number of false trajectories;
θ is the threshold value of the included angle between two adjacent sections in the
false trajectory. In order to prevent the motion trajectory from being too small, the
included angle between two adjacent sections should be greater than this threshold
value; d is the maximum distance threshold between the false trajectory point and the
corresponding user’s real trajectory point. If the threshold is too large, the false position
is too far away from the real position, so it is difficult to get the required service. If it
is too close, it is difficult to ensure privacy. Therefore, it can be set according to the

customer’s requirements. (xi, yi) and
(
x

′
i, y

′
i

)
respectively represent the coordinates of

the i-th sampling position point in the true and false trajectories. The specific algorithm
is described as Algorithm 1:
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Algorithm 1: False Trajectory Generation Algorithm without Road Net
(FTA-r1)

Input: K, , d
Output: K false trajectories 
begin 
1. obtain the starting coordinate  of the true trajectory, ;
2. , in the d range of starting coordinate, the initial section 

 of false trajectory is randomly generated; 
\\find the initial position of the k-th  false trajectory 

3. obtain the true trajectory node coordinate  at the next moment; 
4. randomly generate false trajectory point ;
5. obtain angle , which is the included angle between line segments 

 and ;
6. if the included angle does not satisfy the condition ( ), return 

to 4; 
7.  is added to the false trajectory; 
8. if the trajectory point is not the endpoint, return to 3; 
9. this false trajectory L is added to the false trajectory set ATS, if , return 

to 2; 
end

FTA-r1 only takes into account the angle problem of false trajectory when generating
position points. The random generation of false coordinates makes the feature difference
between the false trajectory and the real trajectory relatively large. Therefore, the FTA-r2
algorithm specifies the following requirements to generate false trajectory points: the
included angle between the direction angle of false trajectory segment and that of true
trajectory segment must be less than a certain angle; the real trajectory section and the
false trajectory section should meet the requirement of distance deviation.

The generation of false trajectory points is shown in Fig. 1, where the black point is
the real trajectory point and the gray point is the false trajectory point. It can be seen from
Fig. 1 that the false track segment generated in Fig. 1(a) meets the two requirements of
the FTA-r2 algorithm and is qualified. The false track segment generated in Fig. 1(b)
exceeds the set range and does not meet the requirements of distance offset. The included
angle between the direction angle of the false trajectory segment generated in Fig. 1(c)
and that of the true trajectory segment exceeds the set angle threshold, which does not
meet the angle requirements.

Two parameters ϕi and ϕ
′
i are added in algorithm FTA-r2, which respectively rep-

resent the direction angle of the i-th line segment of the real trajectory and the false

trajectory. The line segment in the false trajectory has to satisfy
∣∣∣ϕi − ϕ

′
i

∣∣∣ ≤ θ . FTA-

r2 false trajectory generation algorithm is to replace the 5th and 6th lines of code in
Algorithm 1 (FTA-r1) with:
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(a) The false trajectory meets the requirements       (b) False trajectory path out of range

(c) False trajectory direction angle deviation is too large 

Fig. 1. Generation of false trajectory points

Algorithm 2: False Trajectory Generation Algorithm without Road Net
(FTA-r2)

Input: K, , d
Output: K false trajectories 
begin 
1. obtain the starting coordinate  of the true trajectory, ;
2. , in the d range of starting coordinate, the initial section 

of false trajectory is randomly generated; 
\\find the initial position of the k-th  false trajectory 

3. obtain the true trajectory node coordinate  at the next moment; 
4. randomly generate false trajectory point ;
5. obtain the direction angles of true and false trajectories,  is the direction 

angle of line segment , and  is the direction angle of line 
segment ;

6. if the included angle does not satisfy the condition ( ), return to 
4; 

7.  is added to the false trajectory; 
8. if the trajectory point is not the endpoint, return to 3; 
9. this false trajectory L is added to the false trajectory set ATS, if , return 

to 2; 
end 
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3.2 False Trajectory Algorithm Based on Road Network (RNFTA)

For vehicle users, the road network environment is an important background for main-
taining false trajectories. Trajectories are normal only when they are driven on the
road, otherwise they can be easily eliminated, thus the probability of being targeted
is increased. Digital maps contain a common type of structured road data, and the map
matching function of planning the route can be processed to locate the location points on
the real road. RNFTA algorithm introduces the idea of road network matching and route
planning, and realizes map matching through the trajectory correction service and route
planning service of Baidu server. The two endpoints of the false trajectory are randomly
generated according to the two endpoints of the true trajectory. The x value is introduced
to represent the number of trajectory feature points of the true trajectory, and the trajec-
tory feature points are used to represent the intermediate points of the trajectory. The
starting point, the feature points and the end point are used for route planning and route
matching, so as to obtain the false trajectory. The specific RNFTA algorithm is shown
in Algorithm 3:

Algorithm 3: False Trajectory Generation Algorithm Based on Road Net-
work (RNFTA)

Input: K, , d
Output: K false trajectories 
begin 
1. obtain the starting coordinate  and the ending coordinate 

of the true trajectory; 
2. divide the true trajectory into  trajectory segments; 
3. calculate the feature points of each trajectory segment; 
\\find the initial position of the k-th false trajectory  
4. obtain the true trajectory node coordinate  at the next moment, and de-

termine whether to generate false positions according to the privacy level of the 
section where each feature point is located; 

5. if it is at a lower level, no change is required and return to 4; if it is at a higher 
level, run step 6; 

6. generate false trajectory points  randomly; 
7. plan the route for ;
8. the obtained planned route fragment is added to the false trajectory; 
9. if the trajectory point is not the endpoint, return to 4; 
10. trajectory correction is performed by the true trajectory timestamp set and 

false trajectory. 
11. get the false trajectory after repair; 
12. if (the number of false trajectory points after repair is closer to the number 

of true trajectory points) 
{false trajectory = false trajectory after repair;} 

13. correct the number of false trajectory points; 
14. the false trajectory is added to false trajectory set; 
15. this false trajectory L is added to the false trajectory set ATS, if , re-

turn to 1; 
end 
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4 Simulation Analysis

In this section, the solution is simulated and analyzed. The simulation platform is imple-
mented by using PYTHON language. The computer platform used in the experiment is
a Windows 10 64-bit computer with Intel core i5-6300HQ and 8 GB memory. The true
trajectory data used in the experimental analysis are ten trajectories randomly labeled
in Nanjing. The sum of the total length of the trajectory is about 53 km. The number of
sampling points for each trajectory is between 10 and 35, and the sampling distance is
about 200 m.

The platform first needs to import the real trajectory. Users can import the real
trajectory into the simulation platform in the form of files or load the real trajectory from
the database. After importing the trajectory, the simulation system will display the effect
of the current trajectory, as shown in Fig. 2.

Fig. 2. Simulation system

4.1 Feasibility Analysis of False Trajectory Generation AlgorithmWithout Road
Net

Firstly, the FTA algorithm and the influence of different generalization scope is analyzed.
As shown in Fig. 3, three false trajectories with K = 3 are generated. L1 is the real
trajectory, L2, L3 and L4 are false trajectories, and the distance threshold of the trajectory
is set to 200 m, 500 m and 1000 m respectively.

As shown in Fig. 3, the larger the distance threshold, the greater the false trajectory
deviation, which can well protect the real trajectory. However, the false trajectory has
some problems that the route is too false and the service accuracy is insufficient. For
example, walking to a few meters away in a second, driving too far off the road, and
insufficient feedback when querying the surrounding gas stations.

The comparison of the two FTA algorithms is shown in Fig. 4. It can be seen that
the false trajectory generated by FTA-r2 is smoother and closer to the reality, which is
suitable for walking users. However, it is not applicable to the vehicle trajectory. The
false trajectory deviates seriously from the road, and the attacker can easily locate the
real trajectory.
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(a) Distance threshold d=200m 

(b) Distance threshold d=500m 

(c) Distance threshold d=1000m 

Fig. 3. One simulation example of FTA algorithm

(a) FTA-r1 Algorithm      (b) FTA-r2 Algorithm 

Fig. 4. Comparison of two FTA algorithms

4.2 Feasibility Analysis of False Trajectory Generation Algorithm Based on Road
Network

One example of RNFTA algorithm is shown in Fig. 5, where L1 is the real trajectory, L2
and L3 are false trajectories generated by setting different privacy levels. In Fig. 5(a),
R1 and R2 are set to a low level of privacy; in Fig. 5(b), R3 and R4 are set to a low
level of privacy. These sections are main roads with dense vehicles and do not require
trajectory anonymity. In both cases, the two false trajectories are both on the road, so
the trajectories produced do not deviate from the road, and both are feasible. Another
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(a) Case 1 (b) Case 2

Fig. 5. Example 1 of RNFTA algorithm

(c) Case 3 (d) Case 4

Fig. 6. Example 2 of RNFTA algorithm

example of the RNFTA algorithm is shown in Fig. 6. By comparing Fig. 5 and Fig. 6, it
can be seen that RNFTA algorithm can adapt to different simulation environments.

4.3 Performance Analysis

Next, the algorithm performance will be analyzed from the perspective of trajectory
coverage and crowding degree. These two indicators can well measure the ability of the
constructed false trajectory to obtain accurate service and resist aggression. Trajectory
coverage means that for a point in the real trajectory, the circular region of the distance
threshold always contains false trajectory points, indicating that the real trajectory can
be covered by the false trajectory. Trajectory coverage refers to the proportion of the
covered true trajectory points T

′
in the total number of true trajectory points T, that is,

Trajectory coverage = T
′

T
× 100% (1)

A higher coverage indicates that accurate services can still be obtained under the
condition of anonymity.
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The distance threshold value d = 50, 100, 150 and 200 are taken respectively to
compare their impacts, and the trajectory coverage of the algorithm is calculated as
shown in Fig. 7. According to the analysis, the false trajectories generated by the RNFTA
algorithm for road network matching can better cover the real trajectories and obtain
accurate services. Average service accuracy has increased by 36%.

Fig. 7. Trajectory coverage analysis chart

The true trajectory points crowding degree F refers to the number of false trajectory
points contained in the circular region of the distance threshold value for a point in the
real trajectory. The higher the true trajectory points crowding degree F is, the lower the
probability of the attacker locating the real location is, indicating that the anti-attack
ability of the algorithm is better. The crowding degree is defined as the ratio of the sum
of true trajectory points crowding degree F to the total number of true trajectory points
T , which is

crowding degree =
∑T

i=1 Fi

T
(2)

The distance threshold value d = 50, 100, 150 and 200 are taken respectively to
compare their influences, and the trajectory crowding degree is calculated, as shown in
Fig. 8. According to the analysis, the false trajectory and true trajectory set generated
by the RNFTA algorithm for road network matching have higher crowding degree of
trajectory points, which reduces the degree of privacy leakage by 78%. In conclusion,
the scheme in this paper can be applied to users of different travel modes. Meanwhile,
RNFTA based on road network has better ability to obtain accurate services and resist
attacks.
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Fig. 8. Crowding degree analysis chart

5 Conclusion

In view of the problem that privacy protection cannot be mixed when people travel
in different ways, this paper proposes a mobile trajectory privacy protection scheme
facing different travel modes. Firstly, the overall privacy protection scheme is designed
according to the classification of route section privacy level and different modes of user
travel; then, a false trajectory generation algorithm for non-road environment (FTA) is
designed, taking into account the requirements of service and privacy; finally, the false
trajectory generation algorithm under road network environment (RNFTA) is designed,
thus the real trajectory can be hidden and protected. The simulation experiment shows
that the scheme can handle the anonymous trajectory quickly for the users of different
travel modes, and can provide the users with more efficient and safe location services.
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Abstract. In the era of rapid development of mobile Internet technology and
big data technology, people enjoy more convenient travel because of Online Car-
hailing. At the same time, the location privacy of drivers and passengers has
also been leaked due to the use of Online Car-hailing. The traditional privacy
preserving encryption technology for Online Car-hailing has a large amount of
computation and low efficiency. In order to solve these problems, the Migration
Privacy Protection based on Scheduling Algorithm (MPSA) for Online car-hailing
is proposed in this paper. Firstly, the road network model is established through
the road network matching technology. Secondly, the shortest path between the
passenger and the car is calculated through A* algorithm and Dijkstra algorithm.
Finally, the location privacy protection between the driver and the passenger is
realized through the offset technology. In this paper, a scientific experiment is
carried out on real data to verify the superiority of MPSA in privacy protection
effect and operation efficiency.

Keywords: Online Car-hailing · Location privacy protection · Road network
matching · Migration technology

1 Introduction

In the era of rapid development of Internet technology, Online Car-Hailing services are
closely integrated with the lives of people. According to the 47th statistical report on
Internet development in China released by China Internet Network Information Center,
the number of Online car-hailing users in China has reached 365 million by December
2020 [1]. In the Online car-hailing system, the passenger sends their current location and
riding demand through mobile intelligent devices, and the nearest car will be assigned
to the passenger. Although the fast Online car-hailing platform improves people’s travel
efficiency greatly. It also triggers a series of vicious social events, which resulting leak-
ages of the passenger’s privacy and threatening the passenger’s safety. For example, in
order to facilitate the monitoring of online cars, the Online car-hailing platform requires
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all drivers and passengers to register their real names and save a large amount of user
information [2]. Once the location information in the process of driving is obtained by
the criminals, the passenger’s safety is vulnerable. Therefore, the Online car-hailing
platform should not only provide convenience for people, but also protect the location
privacy and security of users.

At present, there are three main technologies for location privacy protection: K-
anonymity [3, 4], Encryption [5], and Differential privacy [6]. The privacy protection
degree canbe definedbyK-anonymity according to the user’s needs, but theK-anonymity
does not consider the attacker’s background knowledge and will be attacked by replay.
The Differential privacy doesn’t need to consider the attacker’s background knowledge,
so it has good privacy protection effect and can make up for the disadvantage of K-
anonymity. However, it is difficult to allocate the privacy budget ε, and unreasonable
privacy budget will make the location data distorted. Encryption technology has better
privacy protection effect, but the use of cryptography related algorithms leads to too
much calculation, resulting in the low efficiency of the overall algorithm.

Another technique is migration, which protects the location privacy of users by
changing the location coordinates [7, 8]. Ms. Apurva K. Kini et al. [7] proposed the
K-dummy Position Generation Algorithm (KDPA), which make the true location and
dummy location hard to be distinguished. Although migration technology can protect
users’ location privacy, it has not been applied in the field of Online car-hailing location
privacy protection at present. Therefore, the Migration Privacy Protection based on
Scheduling Algorithm (MPSA) is proposed in this paper. It not only realizes the Online
car-hailing scheduling function, but also protects the location privacy information of
drivers and passengers.

2 Related Works

This paper mainly solves the problems of effective scheduling and privacy protection of
Online car-hailing. The following is the research status of these two aspects.

2.1 Shortest Path Calculation

Dijkstra [9] algorithm is a typical single source shortest path algorithm, which is used
to calculate the shortest path from a node to all other nodes. Its basic principle is as
follows: given a road network graph G = (V, E), the vertex set V in the graph is divided
into two groups: S and U, where S is the vertex set for which the shortest path has been
solved, U is the vertex set for which the distance from the initial point to it has not been
solved, and the distance of the non-directly connected vertices is ∞. The shortest path
of each vertex to the initial point is computed circularly. In the process of calculating the
shortest path, continuously add the vertices of the shortest path length (set to P) in U to
S, and take the shortest path length as the shortest distance from U to each vertex. At the
same time, if the distance from P to each vertex in U + distance from initial point to P
< initial point to the distance of each vertex, the distance will be updated to the smaller
number. The algorithm ends when all the vertices in U are added to S.
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A* [10] algorithm is similar to Dijkstra algorithm in principle. Its efficiency is higher
than Dijkstra algorithm. The specific reasons are: Dijkstra algorithm only calculates the
minimum cost a from the initial node to each node, and finally finds the target node
through traversal. The A* algorithm judges the cost between nodes by the sum of the
shortest cost a from the initial node to a node and the precomputing cost b from the node
to the target node. That is, the cost f = a + b. This precomputation including heuristics
improves the efficiency of the whole algorithm.

2.2 Implementation of Location Privacy Protection

Privateride [11] is the first system to protect the location privacy of passengers and pre-
vent the driver’s information from being captured. It can complete the journey matching
service without exposing the location privacy. However, the Privateride can not pro-
tect the privacy of driver’s information. Then, Yu et al. proposes the pRMatch scheme
[12]. In pRMatch, the shortest road distance over encrypted data is computed by using
road network embedding and partially homomorphic encryption and further efficiently
compare encrypted distances by using ciphertext packing and shuffling. Although the
pRMatch protects the location information of both drivers and passenger, it still has a
large computational cost.

Li et al. proposes an efficient trajectory privacy protection scheme based on false
trajectory. In this scheme, the real trajectories are offset by the method of trajectory
rotation, so as to construct K − 1 false trajectories that are difficult to be distinguished
by the enemywith background information, thus achieving the privacy protection of user
trajectories at K-anonymity level [13]. Xu et al. proposes a distributed location privacy
protection method based on offset grid [14]. In this method, the location area is divided
into grids, the user calculates the offset grid area according to the regularly updated
grid information, and sends the offset grid area to the anonymous server. Although the
offset technology in references [13] and [14] can be used to protect location privacy,
the generated false location may be easily recognized by attackers because it does not
conform to the reality.

The main contribution of this paper is to propose MPSA algorithm, which can not
only effectively complete the Online car-hailing scheduling function, but also protect
the location privacy of users. Specifically, in this paper, the real road network data is
offset according to a certain offset by the offset technology, so as to get the pseudo
road network data different from the real road network. Under this technology, the offset
pseudo positioning data will be uploaded to the server by passengers and drivers, and the
offset road network data is used by the server for function calculation. In this way, only
pseudo data different from the real location data is saved in the server platform, which
can not be directly applied to the actual map. Thus, the encryption effect of privacy
protection is achieved.

3 Algorithm Design

The goal of this paper is to realize the Online car-hailing scheduling and privacy protec-
tion. Based on this goal, the Euclidean Distance based Scheduling Algorithm for Online
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car-hailing (EDSA) is proposed, but it can not be combined with the actual road net-
work, resulting in large matching error. Therefore, the Road Network Embedding based
Scheduling Algorithm for Online car-hailing (RNSA) is proposed. Although this algo-
rithm realizes thematching of online car hailing and passengers on the real road network,
it can not protect the location privacy information of passengers and drivers. Therefore,
this paper proposes theMigration Privacy protection technology based SchedulingAlgo-
rithm for Online car-hailing (MPSA), which can not only realize the intelligent service
of the Online car-hailing system, but also effectively protect the location information of
both drivers and passengers.

Table 1 shows the relevant variables and meanings that will be used in this paper.

Table 1. The variable meaning table

Variable Meaning

user Passenger’s longitude, latitude, and number

clist Information collection of longitude, latitude and number of taxi

car Location information of a car

rlist The set of distances between vehicles and passengers

clist’ The shortest distance and shortest path set between each vehicle and passenger

U Passenger boarding road node

C Next road node for a single taxi

r The calculated Euclidean distance

blat Latitude value of the original position point

blng The longitude value of the original position point

z Excess value

zlng Longitude value after offset

zlat Latitude value after offset

n1 Offset used for longitude

n2 Offset used for latitude

i Calculate dimension variables

3.1 Euclidean Distance Based Scheduling Algorithm for Online Car-Hailing
(EDSA)

In this section, the detailed design of EDSA algorithm will be introduced. Firstly, the
algorithm obtains the longitude and latitude of passengers and Online car-hailing. Sec-
ondly, the Euclidean distance between the passenger and the randomly generated online
car is calculated according to the longitude and latitude. Finally, the calculation results
are sorted, and the vehicle with the smallest euclidean distance of passengers is the
optimal vehicle to match.
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EDSA algorithm is shown in algorithm 1.

Algorithm 1: EDSA algorithm

Input: user, clist.
Output :The vehicle information with the smallest r in the clist set.

begin
1. enter the generated user, clist; Create rlist set;
2. for car (the Euclidean distance between the passenger and the last car is 
calculated){
3. the euclidean distance r between car and user is calculated;
4. the calculation results r, user’s information and car corresponding vehicle 

information are stored in rlist together;
} 
5. sort rlist according to the size of r in rlist; 
6. Returns the vehicle information with the smallest r in rlist; 

end

Running the EDSA algorithm through the operating platform, the results are shown
in Fig. 1.

Fig. 1. An example of the EDSA algorithm

As shown in Fig. 1, the number of the vehicle closest to passenger U calculated by
EDSA algorithm is 13. However, there is no road between passenger U and vehicle 13 in
the actual road network, so this algorithm is not applicable in the real road environment.
Therefore, the second algorithm is proposed in this paper: Road Network Embedding
based Scheduling Algorithm for Online car-hailing (RNSA).
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3.2 Road Network Embedding Based Scheduling Algorithm for Online
Car-Hailing (RNSA)

The Road Network Embedding based Scheduling Algorithm for Online car-hailing
(RNSA) is proposed in this section. Firstly, the road network map is preprocessed to
obtain the real road network vector data. Secondly, Dijkstra algorithm and A * algorithm
are used to calculate the shortest path to realize the online car scheduling function in the
real road network.

Firstly, the algorithm obtains the shortest path between nodes in the road network
through Dijkstra routing algorithm and A* algorithm. Then, an intersection node near
passenger U is defined as S, and the distance between U and S is dist (U,S), the node of
an intersection near vehicle C is T, the distance between C and T is dist (C, T), and the
distance between node T and node S is dist (T, S), so the distance between passenger
U and vehicle C is: dist(U,C) = dist(U,S) + dist(C,T) + dist(T,S). As shown in
Fig. 2.

Fig. 2. Schematic diagram of route distance between passengers and taxis

Where dist(U,S) and dist(S,T) are calculated by euclidean distance respectively.
Then, the shortest distance dist (S, T) and the shortest driving path between road node T
and S are obtained by combining Dijkstra algorithm and A* algorithm of road network.

To sum up, the set of (P, E) is defined as a road network in this algorithm. P is
the intersection node in the road network, E is the edge connecting two intersection
nodes, and n is the number of intersection nodes. According to the passenger’s position
U, the target road point U’ is defined and calculated at the same time. According to
the car location set in the vicinity R = {P1, P2, P3…Pi}, the starting road node set
corresponding to the taxi set R′ = {P

′
1, P

′
2, P

′
3 … P

′
i} (i < n) is obtained. The path

distance between the passenger and the car is shown in Formula (1):

dist(U,P1) = dist
(
U,U′) + min

(
dist

(
U′,P′

1

)) + dist
(
P1,P′

1

)
(1)

Based on the above definition, the possible path distances between the target point
U and the set R are combined into a set HD(UR) , The minimum value in HD(UR) is
the shortest path distance.

HD(UR) = (dist(U,P1), dist(U,P2), dist(U,P3), . . . dist(U,Pi)) (2)

RNSA algorithm is shown in algorithm 2.
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Algorithm 2: RNSA algorithm

Input: user, clist.
Output: The shortest distance and shortest path set between each vehicle and passenger. 

begin
1. enter the generated user, clist’; Create rlist set;
2. According to the user's regional information, read the corresponding road

intersection and road vector data from the database;
3. for (the road network distance between the passenger and the last car is 
calculated) {
4. The distance between user and each road intersection is calculated and

compared to get the nearest road node u, and the distance is recorded as uu; 
5. Traverse the road data, calculate the vector road closest to car, obtain the

end point c of vector road, and calculate the distance between car and c as cc; 
6. Call the routing algorithm to calculate the shortest path between road node

u and road node c, and the shortest distance is uc; 
7. Compute the value of uu + cc + uc, and the shortest path information is stored

together in rlist; 
} 

8. The rlist is sorted according to the path distance in the rlist; 
9. return rlist; 

end

Running the RNSA algorithm through the operating platform, the results are shown
in Fig. 3

Fig. 3. An example of the RNSA algorithm.

It can be seen from the above Fig. 3 that the matching results obtained by RNSA
algorithm are obviously consistent with the actual road network scenarios. Therefore,
RNSA algorithm is more accurate than EDSA algorithm.
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3.3 Migration Privacy Protection Technology Based Scheduling Algorithm
for Online Car-Hailing (MPSA)

Although the RNSA algorithm realizes the matching of Online car-hailing and passen-
gers on the real road network, it can not protect the location privacy information of
passengers and drivers. Therefore, the Migration Privacy protection technology based
Scheduling Algorithm for Online car-hailing (MPSA) is proposed in this section. Firstly,
the road network map is offset to obtain pseudo road network data different from the
real road network. Secondly, passengers and drivers upload pseudo-location data with
the same offset to the server. Finally, these offset data are used by the server for busi-
ness function calculation, thus protecting the location privacy of both the drivers and
passengers.

The offset calculation in this paper refers to the positioning offset of BaduMapAPI1,
and the specific calculation is shown in Eq. (3) and (4).

{
zlng = z ∗ cos(t) + n1
zlat = z ∗ sin(t) + n2

(3)

{
z = √

blng2 + blat2 + α ∗ sin(blat ∗ π)

t = atan2(blat, blng) + β ∗ cos(blng ∗ π)
(4)

The longitude and latitude after offset can be calculated by Eq. (3), in which the
values of z and t are calculated by Eq. (4), and the offset n1 and n1 are adaptive and can
be set according to specific application scenarios.

MPSA algorithm is shown in algorithm 3.

1 https://www.cnblogs.com/arxive/p/7511468.html.

https://www.cnblogs.com/arxive/p/7511468.html
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Algorithm 3: MPSA algorithm

Input: user, clist.
Output: The nearest car to the user.

begin
1. Randomly generates user,clist; 
2. The user and clist location information is offset by the offset algorithm and    

uploaded to the server;
3. The server reads the corresponding road intersection and road vector data from the

database according to the user's area, and offsets them at the same time;
4. Create rlist set;
5. for (the road network distance between the passenger and the last car is 
calculated) {
6. The distance between user and each road intersection is calculated and

compared to get the nearest road node u, and the distance is recorded as uu; 
7. Traverse the road data, calculate the vector road closest to the car, obtain the

vector road end point c, and calculate and save the distance between the car
and c as cc; 

8. Call the road network routing algorithm to calculate the shortest path between
road node u and road node c, and the shortest distance is recorded as uc; 

9. The car information is calculated to calculate the path distance uu+cc+uc, and
the shortest path information is stored in rlist together;

} 
10. The rlist is sorted according to the size of the path distance in the rlist; 
11. return rlist;

end

Similarly, Running the MPSA algorithm through the operating platform, the results
are shown in Fig. 4.

Fig. 4. An example of the MPSA algorithm

It can be seen from Fig. 4 that the MPSA algorithm can obtain the same number
of the vehicle closest to the passenger position under the same conditions as RNSA
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algorithm, which proves its feasibility. When the data obtained from the server is also
put on Baidu Map, the result is shown in Fig. 5.

(a) The positions before offset           (b) The positions after offset

Fig. 5. An example of position comparison before and after migration algorithm

It can be seen intuitively that the location of driver and passenger in reality is different
from the original after the offset algorithm is calculated, which can ensure that the
location privacy of drivers and passengers will not be leaked by the server. Moreover,
because all the offset positions are calculated by the same offset algorithm, the relative
distance of each point does not change after the position offset, which indicates that the
calculation result of RNSA algorithm after the offset is not different from that before
the offset, which proves the feasibility of MPSA algorithm.

4 Experimental Simulation

4.1 Experimental Environment and Data Set

The experimental environment is 64 bit windows10 system, the memory (RAM) is
8.00 GB, the processor is Intel (R) core (TM) i7, and the development environment
is IntelliJ idea 2019.3.3 (Ultimate Edition). The main source of experimental data is
OpenStreetMap map, which provides the road network data set of Cangshan District,
Fuzhou City, Fujian Province.

The road network vector data set of Cangshan District, Fuzhou City, Fujian Province
contains a total of 16453 road nodes and 17801 roads composed of these road nodes.
We simplify the original road network data to a certain extent. For the case that there
are multiple segments in a road, we combined the roads, and the final data set contained
4116 road nodes and 5464 roads.

4.2 Road Network Area Division

In order to improve the matching efficiency of the algorithm, the road network map
is divided into several rectangular areas according to the preset longitude and latitude
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interval. In the specific division process, the fineness of 10*10 is adopted in this exper-
iment to segment the road network map of Cangshan District. In this way, taxis and
passengers will be calculated in their assigned regions before sending their offset coor-
dinates to the server, and then send the calculated region ID to the server along with the
encrypted coordinates, so as to reduce the computing amount of the server and improve
the efficiency of the algorithm.The specific division effect is shown in Fig. 6.

Fig. 6. Diagram of road network division in Cangshan District, Fuzhou City

4.3 Analysis of Algorithm Time Accessibility

The current network car software single time calculation reaction time is about 2S. The
time calculation methods of the three algorithms in this paper are as follows: first of all,
the time stamp sets at the beginning and end of the algorithm are recorded. And then the
average speed of each vehicle for passengers under different algorithms is calculated in
turn. The time effect diagram of the specific algorithm is shown in Fig. 7. The letter “D”
in the Fig. 7 is the abbreviation of Dijkstra.

It is easy to find out form Fig. 7 that MPSA algorithm has a slightly larger time
cost than RNSA algorithm, but the difference is only a few milliseconds, which can be
ignored. Moreover, the total time calculated by MPSA algorithm, which is in line with
the market expectation.

4.4 Location Privacy Anonymity Rate Analysis

In this paper, the privacy anonymity rate is used to measure the degree of protection
of location privacy. Anonymous privacy rate η is the probability of successful location
protection. Its calculation method is as follows:

η = n

m
× 100% (5)
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Fig. 7. Comparison chart of time cost of each algorithm.

Wherem is the total number of location anonymity, and n is the number of successful
location anonymity.

The basis for judging the success of anonymity in this paper is as follows: given
a threshold R. The Euclidean distance between the post offset position and the preoff-
set position is represented as d. If d > R, the anonymity is successful, otherwise the
anonymity is failed. Where d is calculated as follows:

n =
∑m

i
χ(di − R) (6)

Where χ(x) is the logical judgement function, χ(x) = 1 if x > 0. Otherwise,
χ(x) = 0.

In this experiment, the KDPA algorithm in literature [7] and the Coordinate Trans-
formation Algorithm (CTA) in literature [8] are used to compare with MPSA algorithm.
Finally, the anonymous success rate comparison results of the three algorithms are shown
in Fig. 8:

As shown in Fig. 8, the anonymous success rate of MPSA algorithm is increasing
with the number of passengers, and the anonymous success rate is higher than KDPA
algorithm and CTA algorithm. When the number of passengers is 25, the anonymous
privacy rates of MPSA, CTA and KDPA are 0.88, 0.78 and 0.71 respectively. Therefore,
the security degree of MPSA algorithm is higher than the other two algorithms, and the
privacy protection effect is the best.
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5 Conclusion

In order to solve the problemof effective scheduling and privacy protection ofOnline car-
hailing, the MPSA algorithm is proposed in this paper. The design of this algorithm is
divided into three steps. Firstly, this paper proposes EDSA algorithm, which calculates
the nearest Online car-hailing from passengers through Euclidean distance, so as to
realize the effective scheduling of Online car-hailing in Euclidean space. Secondly,
aiming at the problem of large matching error caused by Euclidean distance calculation
in EDSA algorithm, the road network matching model is established in this paper, and
the RNSA algorithm is proposed to realize the driver passenger matching on the real
road network. Finally, because RNSA algorithm can only realize scheduling and can
not protect the location privacy of Online car-hailing drivers and passengers, the MPSA
algorithm is proposed, which is based on RNSA algorithm and hides the real location of
Online car-hailing drivers and passengers through offset technology, so as to effectively
protect the location information of both drivers and passengers.

Meanwhile, the scheme proposed in this paper has some shortcomings. The actual
vector road network data used in this paper are not completely accurate. In the future,
we will continue to improve the road network matching model to achieve more accurate
scheduling matching.
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Abstract. Nowadays, the emergence of deep learning technology has brought
breakthroughs tomanyfields andhas beenwidely used inmanypractical scenarios.
At the same time, the concept of adversarial examples are gradually known. By
adding tiny disturbances to the original samples, the accuracy of the original
classification depth model is successfully reduced, and the purpose of confronting
deep learning is achieved. In this paper, the survey of adversarial examples and
deep learning based data hiding are presented, and then the idea and possibility
of combining them well are then puts forward, for providing a novel concept
of data hiding based adversarial examples. In addition, this paper introduces the
generation of adversarial examples and defense against them. The future research
is prospected by using watermark to generate adversarial examples. Making use
of the imperceptibility of data hiding, we present a novel concept of adversarial
examples adding meaningful watermarks to the original image and attacking the
deep neural network model.

Keywords: Adversarial examples · Deep learning · Data hiding

1 Introduction

Adversarial examples [1] refer to examples formed by manually adding subtle distur-
bances invisible to the naked eye or visible to the naked eye that do not affect the whole
after processing in the original data set. Such examples will cause the trained model to
give different classification outputs with high confidence.

Seeing is not always believing, i.e. a natural-looking image can contain secret infor-
mation that is invisible to the general public. Data hiding [18] enables concealing a secret
message within a transport medium, such as a digital image, and its essential property
lies in imperceptibility for achieving the fundamental goal of being hidden. With easy
access to the Internet and gaining popularity of the social media platform, digital media,
such as image or video, has become the most commonly used host for secure data trans-
fer in applications ranging from secret communication, copy-right protection to content
authentication. Data hiding schemes are characterized by three requirements: capacity
regarding the embedded payload, security in terms of being undetectable by steganalysis,
robustness against distortions in the transmission channel.
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In this article, in the part of adversarial examples, firstly, the specific introduction
of adversarial examples and the generation of adversarial example are given. There are
many ways to generate adversarial examples. This paper mainly introduces FGSM [1],
C&W [2] and DeepFool [3], and then introduces defense against adversarial examples.
Including Modified Training/input (brute force training, image compression …), mod-
ified network and additional network. Then, we discuss the deep learning based data
hiding. Firstly, the formula of deep hiding is proposed [2], and then several basic meta-
architectures are discussed, focusing on hiding secret messages in image carriers. We
describe its three applications, namely secure steganography, light field messaging and
robust watermarking. Finally, we discuss the combined application of anti-samples and
information hiding based on deep learning.

2 Adversarial Example

2.1 Basic Principle of Adversarial Example

Adversarial example is an interesting phenomenon of machine learning model, which
can be accepted by attackers by adding machine learning model to the original data, but
it is difficult for human beings to make wrong classification decisions through subtle
changes in sensory recognition. A typical scene is the adversarial example of the image
classification model. By adding slight disturbance to the image, it makes the classifi-
cation model misjudge when it is hard to be detected by naked eyes. As shown in the
figure, the original image is identified as a panda by the image classification model,
with a confidence of 57.7%. By adding a disturbance to the original image, the image
classification model is identified as a gibbon with a confidence of 99.3% (Fig. 1).

Fig. 1. Examples of adversarial example [1]

2.2 Generation of Adversarial Example

Fast Gradient Sign Methods (FGSM). FGSM was first proposed by Goodfellow in
his paper Explaining and Harnessing Advanced Examples [1]. Taking the most common
image recognition as an example, it is difficult to identify the original image with naked
eyes, but it can make the image recognition model misjudge [4]. Assuming that the
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original data of the picture is x, and the result of picture recognition is y, it is difficult to
recognize the subtle changes η in the original image, which is expressed by the following
mathematical formula [5].

x̃ = x + η (1)

The modified image is input into the classification model, and x is multiplied by the
parameter matrix.

ωt x̃ = ωtx + ωtη (2)

The impact on the classification results is also affected by the activation function,
and the generation process of attack examples is to make maximum changes to the
classification results through the activation function. Goodfellow pointed out that if our
change is completely consistent with the gradient change direction, it will maximize the
change of classification results.

η = sign(w) (3)

FGSM is an algorithm for generating adversarial examples based on gradient, which
belongs to the target-free attack in adversarial attack. (that is, it is not required that the
adversarial examples go through the categories specified by the model prediction, as
long as they are different from those predicted by the original samples).

After understanding the formula, FGSM is not difficult. Its idea is similar to deep
neural network, but it is more like an inverse process. In our machine learning algorithm,
we hope that the loss function can be as small as possible; The counter sample is different.
It is a destructive thing in itself. Of course, it is hoped that the greater the loss value, the
better, so that the algorithm cannot predict it and will fail.

Carlini and Wagner Attacks (C&W). C&W algorithm is an attack algorithm based
on optimization [6]. The innovation lies in setting a special loss function to measure the
difference between input and output. This loss function contains adjustable hyperparam-
eters and parameters that can control the confidence of the generated counter samples.
By selecting the appropriate values of these two parameters, excellent countermeasures
samples can be generated. According to different norms, C&W algorithm is divided into
L0, L2 and L∞ [7].

L2: Strike a balance between the degree and quantity of modification.
L0: Step by step, find those pixels that have little influence on the classification

results, and then fix these pixels (because changing them has no effect), until no such
pixels can be found. The remaining pixels are the points to be changed.

L∞: Limit the degree of change.

DeepFool. DeepFool is a gradient-based white-box attack algorithm, which was pro-
posed by Seyed-MohsenMoosavi-Dezfooli et al. in the paper “Deep Fool: A Simple and
Accurate Method to Fool Deep Neural Networks” [3]. DeepFool is usually used as an
undirected attack algorithm. Compared with FGM, the learning rate ε is not specified,
and the algorithm itself can calculate smaller disturbance than FGM to achieve the attack
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purpose. Taking the simplest binary classification problem as an example, as shown in
the figure, it is assumed that the segmentation plane is a straight line, and the two sides
of the straight line correspond to different classification results.

2.3 Defense Against Adversarial Example

At present, there are three main directions in the defense against attack [8]:

• Modify the training process or modify the input samples in the learning process
• Modify the network, such as adding more layers, changing loss/activation functions,
etc.

• When classifying unseen samples, external models are used as additional networks

The first method does not directly deal with the learning model. On the other hand,
the other two classifications are more concerned about the neural network itself. These
methods can be further subdivided into two types: (a) complete defense; (b) detection
only. The goal of the “complete defense” method is to let the network identify the
adversarial example as the correct class. On the other hand, the “probe only” method
means that an alarm is sent on the adversarial example to reject any further processing
(Fig. 2).

Fig. 2. Three main directions in the defense against attack [8].

Modify Training Process/Input Data. In this paper, four examples are given in mod-
ifying the training process/input data. They are brute force adversarial training, data
compression, defense based on concave mechanism, and data randomization method.

Brute Force Adversarial Training. By continuously inputting new types of adversar-
ial examples and performing confrontation training, the robustness of the network is
continuously improved. In order to ensure its effectiveness, this method needs to use
high-strength adversarial examples, and the network architecture should have sufficient
expression ability. This method needs a lot of training data, so it is called brute force
training. Many literatures mentioned that this kind of brute force training can regular-
ize the network to reduce over-fitting [1, 9]. However, Moosavi-Dezfooli [10] pointed
out that no matter how many anti-attack samples are added, there are new anti-attack
samples that can deceive the network again.
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Image Compression. Since most training images are in JPG format, Dziugaite et al.
[11] use JPG image compression method to reduce the impact of adversarial disturbance
on accuracy. Experiments show that this method is effective for some adversarial attack
algorithms, but usually it is far from enough to use compressionmethod, and the accuracy
of normal classificationwill be reducedwhen compressing images. This is a disadvantage
of this method.

Foveation Based Defense. Luo et al. [12] put forward that foveation mechanism can
defend against disturbance generated by L-BFGS and FGSM. the assumption is that
image distribution is robust to conversion variation, but disturbance does not have this
characteristic. But the universality of this method has not been proved.

Data Randomization. Xie et al. [13] found that introducing random rescaling to train-
ing images can weaken the strength of anti-attack, and other methods include random
padding, image enhancement during training and so on.

Modified Network

Deep Compression Network. It has been observed that simply stacking Denoising Auto
Encoders on the original network will only make them more vulnerable. Therefore,
Gu and Rigazio [14] introduced Deep Contractive Networks, which used a smoothness
penalty similar to that of Contractive Auto Encoders.

Gradient Regularization. Input gradient regularization [15] is used to improve the
robustness against attack [14]. This method combined with brute force training has
a good effect, but the computational complexity is too high.

Defensive Distillation. Distillation refers to the transfer of knowledge from complex
networks to simple networks, which was proposed by Hinton [16]. Papernot [17] pro-
posed Defensive distillation by using this technology, and proved that it can resist the
counter attack with small amplitude disturbance.

Additional Network

Defend Against General Disturbance. Aseparately trained network is added to the orig-
inal model, so as to achieve the method of immunity adversarial examples without
adjusting coefficients [8].

GAN Based Defense. GAN-based networks can resist confrontation attacks, and the
author proposes that all models can resist adversarial examples by using the samemethod
[8].

3 Deep Learning Based Data Hiding

3.1 Problem Formulation

Basic data hiding takes into account the scenario of secret communication between two
agents: Alice and Bob, in which Alice is the sender and Bob is the receiver. Alice is
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responsible for hiding the secret information in the transmission medium, and then the
result becomes a container, which contains the coded medium of the secret information.
Bob got the secret message from C′, that is, the secret that was solved. These operations
are shown in Formula 4, where H and R are hidden and displayed neural networks
respectively. θH and θR are their parameters.

C
′ = H (S,C; θH ); S

′ = R(C
′ ; θR) (4)

For secure steganography and robust watermarking, there is a new player named
Eve, who plays Alice and Bob’s opponent, trying to distinguish containers from covers
by steganography analyzer A in secure steganography, or interfering containers with
distortion represented as noise attack N to destroy the secret information in watermark.

Imperceptibility is the basic requirement of successful deep hiding. In other words,
it is to minimize the difference between C and C′ and between S and S′

θ∗
H = arg

∮
min distc

(
C,C

′) = argmin distc(C,H (S,C; θH )) (5)

θ∗
R = arg

∮
min distS

(
S, S

′) = argmin distS(S,R(C ′; θR)) (6)

where distc (·) and dists (·) are the metrics of distances between two distributions. They
are crucial in deep hiding as they guide the direction of neural networks’ training con-
vergence. L2 distance is the most widely used one. One commonly used optimization

loss is defined as L = ∣∣∣∣C ′ − C
∣∣∣∣+β

∣∣∣
∣∣∣S ′ − S

∣∣∣
∣∣∣, where β is a weight factor for balancing

the parts. A higher β often results in a higher quality of the retrieved secret at the cost
of lower quality for the container. Alternatively, L1 distance, SSIM and LPIPS are also
adopted commonly associated with L2 distance to evaluate perceptual quality [18]. For
secret messages in the form of binary bits, the cross-entropy loss is widely used.

A steganography algorithm with high security is expected to confuse A such that it
cannot perform better than random guess, i.e. the confidence score of an image being C
or C ′ is approximately equal to each other:

|A(H (S,C; θH )) − A(C)| < ε (7)

where ε is a sufficiently small positive number. A robust scheme applied for robust
watermarking should maintain secret information even after container C ′ is attacked by
N:

mindists(S,R(N (H (S,C; θH )); θR)) (8)

3.2 Deep Hiding Meta-architectures

In an article in 2017 [19], deep steganography introduced by Baluja defined a new task
of hiding a complete image in another image. This task is different from the traditional
steganography, which needs to decode the secret information perfectly. On the contrary,
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the goal is to improve the image quality of the retrieved secret images. In other words,
the secret image does not need perfect decoding, but the gap between the retrieved
secret image and the original secret image needs to be minimized. In addition, the
hiding capacity of traditional steganography is generally low. Because of the trade-off
between capacity and confidentiality, some steganalysis algorithms can easily detect
deep steganography. It can be seen that this task is roughly called “data hiding”, rather
than “steganography”, and a distinction should be made.

At present, three simple meta-architectures are summarized from the existing
researches, which can be directly applied to data hiding tasks. At the same time, through
some targeted strategies, these meta-architectures can be extended to other applications,
including steganography, light field messaging and watermarking.

(a)DDH with P (b)DDH without P 

(c)UDH 

Fig. 3. Schematic diagram for three meta-architectures in the form of hiding images within
images, where P, H and R represent preparation, hiding and reveal network respectively.

DDH with P. Specifically, it includes three networks: prepare network, hide network
and reveal network [19, 20]. As shown in figure (a). A preparation network (P) is used
to transform the secret image S into features that are usually useful for compressed
images, such as marginal and orthogonal components. The hidden network adopts the
overlay image C and the prepared secret image in series. S′ from the container image
C′. In Fig. 3(a), how secret image is encoded in container image is dependent on the
cover image. Thus, following the terminology, we call it cover-dependent deep hiding,
or DDH in short, meta-architecture. Specifically, it also has an additional P network, this
kind of architecture is called DDH with P in this survey.

DDH without P. After continuous research, P is not absolutely necessary [18, 21, 22].
Without p network, DDH is simpler. As shown in Fig. 3.

UDH. The framework [18] is mainly composed of H and R, and the goal is that H
only encodes the secret information S, which has nothing to do with the carrier image
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C. Back propagation only affects how S is encoded and does not modify C. When
embedding information, the framework directly adds the secret information features
Se and C generated by H. When the same S needs to be embedded in multiple carrier
images Ci, using this framework only needs to generate Se once by H, which reduces a
lot of work load compared with DDH. When decoding, the secret information S′ can be
recovered directly from R.

3.3 Applications

Secure Steganography. In recent years, steganography has become the focus of infor-
mation security. Because everyWeb site depends onmultimedia, such as audio, video and
images. Steganography can embed secret information into digital media without dam-
aging the quality of its carrier. The third party is neither aware of the existence of secret
information nor aware of the existence of secret information. Therefore, keys, digital
signatures and private information can be safely transmitted in an open environment.

Light Field Messaging. In modern society, a large amount of information is transmit-
ted and stored all the time. Therefore, people pay more and more attention to infor-
mation security. In order to enhance the security of traditional 2D image encryption, a
multi-image encryption technology based on light field imaging technology is proposed.
Compared with traditional encryption technology, light field encryption makes use of
the spatial information of images, which improves the information dimension to three
dimensions and enhances the security. Three-dimensional information encryption can
encrypt multiple images at the same time, which improves the efficiency. In addition,
light field encryption has the characteristics of high information redundancy and strong
anti-attack ability.

At present, some redundant information still remains in the final decryption pro-
cess of the image decrypted by light field, which affects the quality of the decrypted
image. Removing these defects manually will consume a lot of manpower and material
resources. Because these defects have certain regularity and the repair logic is simple,
the deep learning method is proposed to let the artificial neural network learn how to
distinguish and remove the defects in the light field decrypted image, so as to achieve
the purpose of automatically repairing the image.

Robust Watermarking. The framework of robust watermarking network is mainly
composed of four parts: encoder, decoder, discriminator and distortion. encoder is used
to embed watermark, decoder is used to extract watermark, discriminator usually uses
a confrontation network to ensure the visual quality of image, and distortion layer is
introduced by distortion to make watermark robust.

According to the different forms of hidden watermark, it can be divided into two
cases, one is binary string, the other is image.When embedding binary strings into images
as information, different researchers have done different preprocessing on the strings.
In references, researchers use channel coding strategy to encode character strings, and
the redundancy generated is used to correct errors caused by character strings in channel
transmission. In addition, reference proposes a different strategy, which uses a special
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information coding network to extract character string features and embed a short feature
into the carrier.

How to deal with the attack distortion in the network can make the watermarking
algorithm more robust in practice, which is a research hotspot in recent years. Attacks
are mainly divided into two types, known attacks and unknown attacks. At present,
there are two main solutions to known attacks, one is to generate distorted data of real
attacks, but the disadvantage is that the cost is too high. The other is simulated attack
data. Many researchers do research, but the biggest difficulty is to solve the problem of
non-micro-compression, such as JPEG compression.

4 Deep Learning Based Data Hiding with Adversarial Attack

There are many methods to generate adversarial example, but they all add adversarial
disturbances to the original image. However, the author is studying how to usewatermark
to generate adversarial example. Making use of the imperceptibility of the watermark,
we make a fuss about the watermark, so as to generate adversarial example. That is,
adding meaningful watermarks to the original image to attack the deep neural network
model. The watermark mentioned here has watermark characteristics, which can be
used for security authentication, copyright protection, etc. At the same time, it also has
the function of resisting examples, which can lead to the wrong classification of trained
models.Here,weneed to grasp that there is nothing against disturbance exceptwatermark
area. At present, there are few researches on this aspect, and the embedded adversarial
watermark is visible in the adversarial watermark image, which needs to be improved.
Recently, Zhang’s research in 2021 [23] has performed a joint investigation of such
misalignment phenomenon in both tasks, and providing a unified Fourier perspective
on why such small perturbation can dominate the images in the context of universal
attack and hiding. The reason for the misalignment has been attributed to the fact that
the DNNs being sensitive to high-frequency content Zhang’s research in 2021 [23] with
the observation that frequency is a key factor that influences the performance for both
tasks. The joint investigation of deep watermarking and adversarial attack has also been
previously explored in Quiring’ research in 2018 [24] with a unified notion of black-box
attacks against both tasks, the efficacy ofwhich is demonstrated by applying the concepts
from adversarial attack to watermarking and vice versa. For example, counter-measures
in watermarking can be utilized to defend against some model-extraction adversarial
attacks and the techniques for improving the model adversarial robustness can also
help mitigate the attacks against the watermarking in Quiring’ research in 2018 [24].
Moreover, the lesson in multimedia forensics has also be found useful for facilitating the
detection of adversarial examples [25]. On the other hand, adversarial machine learning
against watermarking has also been explored in Quiring and Rieck’s research in 2018
[26] thorough adopting a neural network to detect and remove the watermark. Therefore,
in the future research, it is suggested to continue working on the study of adversarial
examples in the hope of realizing the concealment of anti-watermarking in the image.



170 Z. Feng et al.

5 Conclusion

In this article, we introduce the concepts of adversarial example and deep learning
based data hiding, and finally present a novel concept of data hiding based adversarial
examples by combining them. At first, this paper introduces the generation of adversarial
example and the defense against adversarial example. The characteristics of adversarial
example are the same input plus some slight disturbance, which may make the neural
network give different outputs. At the same time, data hiding based on deep learning
has become a new technology and attracted more and more attention. This paper briefly
introduces three basic meta-architectures, and further discusses the application of deep
hiding in steganography, light field information, robust watermarking and so on. Finally,
the combination of adversarial attack and data hiding is introduced,which is a new insight
and an interesting direction for future research on the filed of information security.
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Abstract. Online social networks have gained tremendous popularity
and have dramatically changed the way we communicate in recent years.
It is a challenging problem, however, due to the difficulties of handling
complex social network topologies and conducting accurate assessment
in these topologies. Therefore, the robustness analysis of network topolo-
gies has been a hot research topic in recent years. To characterize the
structure feature of complex social network quantificationally, we pro-
pose a new measure for network robustness, namely, network cluster
entropy, which takes the impact of cluster density on the network struc-
ture into consideration. Besides, the relationship between the network
cluster entropy and network connectivity reliability is established. To
show the effectiveness of the proposed method, we compute the network
cluster entropy of the Zachary’s Karate Club network with two existing
indices under disparate divisions, and we also compare the results by
measuring the ability of each index to characterize network heterogene-
ity. Both of experimental results and empirical analysis show that our
proposed method has the more excellent performance compared with two
existing methods. Therefore, it is indicated that the cluster entropy and
network connectivity reliability will be an important tool to study the
online social network.

Keywords: Online social network · Network cluster entropy · Network
connectivity reliability · Zachary’s Karate Club network

1 Introduction

In recent decades, with the rapid growth of computer science, graph theory
has developed fast as an interdisciplinary subject between mathematics and
computer science. An online social network is usually modeled by a connected
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graph G, where nodes represent users, and edges represent communication links
between processors. Study of network robustness has laid a solid foundation
for development of network security [1]. The network structure entropy is an
important indicator to assess the resilience of online social networks, which has
served as one of indices of measuring the social network heterogeneity. Further-
more, network structure entropy has applications in other disciplines including
operations research, chemistry, biomedicine, telecommunications, computer sci-
ence, and network security. It is of great theoretical and practical significance to
conduct in-depth research on the network cluster entropy, and use it to further
reveal the structural properties of networks.

Entropy was first introduced by the German physicist Clausius in 1865, which
is a concept in chemistry and thermodynamics. Later, Shannon [2] proposed the
concept of Shannon entropy, which is applied to information theory. If X is a set
of possible events x1, . . . , xn, and pi is the probability that event xi occurs such
that the entropy of X is calculated by E = −∑n

i=1 pilnpi, where
∑n

i=1 pi = 1.
The entropy referred to in chemistry and thermodynamics is a measure of the
total amount of energy that cannot be done in terms of kinetics, which is widely
used to quantify the heterogeneity of a complex network.

The research on network structure entropy has achieved great advance in
recent years. Until now, there are many researches on network structure entropy.
Wen and Jiang [3] proposed the structure entropy depending on Tsallis entropy,
which combines the fractal dimension and local dimension, and if the fractal
dimension equals to one, it would degenerate to the Shannon entropy based on
the local dimension. Duan, Wen and Jiang [4] proposed the Rényi dimension,
combined with Rényi entropy and information dimension, and introduced a mod-
ified box-covering algorithm to calculate the minimum number and the length
of the boxes needed covering the whole network. Feng et al. [5] established von
Neumann entropy based on its first and second neighbors, and investigated the
differences of nodes features in the view of spectrum eigenvalues distribution.
Chen et al. [6] introduced the information entropy as a measurement of the
relationship between nodes including direct and indirect neighbors, and pro-
posed a new belonging coefficient to describe the weight of the label. Almog
and Shmueli [7] took into consideration both the number of subnetworks and
their sizes, which generated a single representative value. Cai et al. [8] charac-
terized network heterogeneity by proposing an evolving caveman network that
reveals the differences among four existing structure entropy indices by compar-
ing the sensitivities during the network evolutionary process. Garcia et al. [9]
opened a new standpoint in the detection of emotional distress by entropy-based
measures, which may gain new insights about the brain’s behavior under this
negative emotion. Aziz et al. [10] extracted the set of all graphlets of a specific
sizes and compute the network entropy, and embed a network in a feature space
using entropies estimated from graphlets of different sizes. Mishra et al. [11] pro-
posed entropy based defensive mechanism against DDoS attack in SDN-Cloud
enabled online social networks. Zhang et al. [12] measured nodes structure sim-
ilarity based on relative entropy. Tan et al. [13] has defined the degree entropy



A New Measure of Network Robustness: Network Cluster Entropy 177

as an index of network heterogeneity expressed by E = −∑n
i=1 pilnpi, where

pi = di∑n
i=1 di

, and di denotes the degree of the i-th node. If the i-th node is
isolated node, then pi = 0. Hence, E becomes meaningless. Observing that the
degree entropy gives no consideration to the impact of isolated nodes on the
network structure, Wu et al. [14] established a new index, the partition entropy,
expressed by E = −∑n

i=1
ni

n lnni

n , where ni denote the size of the i-th sub-
graph, which takes the impact of isolated nodes on the network structure into
consideration.

The network reliability may be defined as an ability or probability that a net-
work system has to completely fulfill customer-tailored communications tasks
during the stipulated successive operation procedure. The literature concern-
ing network reliability has prospered, ranging from the network connectivity
reliability [15], network capacity reliability [16], to network performance reliabil-
ity [17], and so on. Network connectivity reliability was first proposed by Mine
and Kawai [18] in 1982, and it merely considers network topology or introduces
the probability of connectivity achieved by network as a reliability measurement
criterion. In fact, our proposed index, network cluster entropy, which is an ame-
lioration of the network structure entropy, is able to reflect the characteristics
of network connectivity effectively.

The main contributions of this paper are summarized as follows:

– The first attempt to associate the cluster density to network entropy, and
introduce a new index for network reliability, network cluster entropy, which
takes the impact of cluster density on the network structure into considera-
tion.

– We propose the network connectivity reliability based on cluster entropy.
And the relationship between the network cluster entropy and connectivity
reliability is explored.

– To show the effectiveness of the proposed method, we compute the network
cluster entropy of the Zachary’s Karate Club network under different divi-
sions. Meanwhile, we empirically verify that our proposed index is more supe-
rior compared with previous existing indices.

The remainder of this work proceeds as follows. In the next section, we
present the definition of network cluster entropy and its properties; Sect. 3 estab-
lishes the definition of network connection reliability and its properties; Experi-
mental results and empirical analysis are presented in Sect. 4. Finally, the paper
concludes with some discussions and future directions of research in Sect. 5.

2 Preliminaries

For convenience of discussion, we remind that, for a graph G(V,E), the notation
V = V (G) and E = E(G) will denote the vertex and edge sets, respectively.
Also, the order of G is defined by n = |V (G)|, and the size of G is defined by
m = |E(G)|. For any v ∈ V (G), we denote NG(v) = {w ∈ V (G) | (v, w) ∈ E(G)}
as the neighbourhood of v in G. Moreover, the degree of a vertex v is represented
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as dv = |NG(v)|. For a vertex set S of a graph G, we use NG(S) to denote the
neighbour set of S. That is, NG(S) = {w ∈ V (G)\S | v ∈ S, (v, w) ∈ E(G)}. S
and T are two disjoint nonempty subsets of G, and we use EG[S, T ] to represent
the crossing edges between subgraph S and subgraph T . For further details on
graph theory , we refer the reader to [19].

So far, a great number of works on network structure entropy have been
proposed. A more specific description of network reliability is to compare its
values according to network structure entropy in complex network. Some well-
known metrics for structure entropy are listed as follows:

– Spectrum Entropy

The spectrum entropy [20], denoted by ES , of a network G relates to a tuple
(λ1, λ2, . . . , λ2) derived from G is constructed by

ES = −
k∑

i=1

λi
∑k

i=1 λi

log
λi

∑k
i=1 λi

,

where every element of the tuple (λ1, λ2, . . . , λ2) refers to the eigenvalue of net-
work G.

– Degree Distribution Entropy

Under the condition that indeterminacy of the distribution probability of node
number with a prescribed edge number reflects network heterogeneity, degree
distribution entropy [21], denoted by EDD, is defined by

EDD = −
n−1∑

d=0

p(d)logp(d),

where p(d) is the distribution function in which the node degree is d and network
size is n. The maximum value of EDD corresponds to a network in which any
two nodes have differing degree values.

– Degree Entropy

The degree entropy [13] as an index of network heterogeneity is expressed as

ED = −
n∑

i=1

pilnpi,

where pi = di∑n
i=1 di

, and di denotes the degree of the i-th node.

– Partition Entropy

The partition entropy [14] can be phrased as

EP = −
n∑

i=1

ni

n
ln

ni

n
,
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where ni denote the size of the i-th subgraph, which takes the impact of iso-
lated nodes on the network structure into consideration. More specifically, in the
social network with k communities, ni

n represents the probability of randomly
drawing a node from each community. Partition entropy [7] is calculated based
on the number of communities and their sizes. The calculation does not take
into account the internal structure of the communities. Consider a network of
n nodes. The minimal value for the structural entropy of a network is 0, and
this value is obtained when all nodes in the network are assigned to the same
community.

3 Network Cluster Entropy and Its Properties

To reconcile the antagonistic organizing principles of communities and hierarchy,
Ahn et al. [22] proposed a measure of clustering density in 2010. Later, Lee et
al. [23] applied the clustering density to the partition of community structure.
In the following, we further improve the index, which take the generalized case
that views an isolated node as a cluster into consideration (Fig. 1).

Definition 1. (Local clustering density) To measure the quality of a network,
the local clustering density, denoted as LCD, can be elaborated as follows,

LCD =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1
n

, m = 0 and n = 1

m − (n − 1)
C2

n − (n − 1)
, otherwise

(1)

where m and n are the numbers of edges and nodes in network G, respectively.
Here, C2

n = n(n−1)
2 is the number of links of the fully connected graph. If the

connected graph is an isolated node, we denote LCD as 1
n . Clearly, 0 ≤ m ≤ C2

n,
then we show 0 ≤ LCD ≤ 1.

Fig. 1. Local clustering coefficient (LCD) of the yellow subgraph is 4/5, local clustering
coefficient (LCD) of the blue subgraph is 1. (Color figure online)
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Definition 2. (Network cluster entropy) Let G be a graph, which contains n
nodes and k connected subgraphs such that the i-th connected subgraph contains
ni nodes as well as mi edges. Then the network cluster entropy, denoted by EC ,
is defined as

EC = −
k∑

i=1

LCDilnLCDi (2)

where

LCDi =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1
n

, mi = 0 and ni = 1

mi − (ni − 1)
C2

ni
− (ni − 1)

, otherwise

and C2
ni

= ni(ni−1)
2 is the number of links of the fully connected graph.

Regarding the property of network cluster entropy, we start with the following
observation.

Theorem 1. If the size of network diminishes, then the network cluster entropy
will grow larger.

Proof. Let G be a network with k connected subnetworks, denoted by
G1, G2, . . . , Gk. Without loss of generality, we suppose that the network G
reduces some edges to obtain the network G

′
. Next we distinguish between two

cases as follows.

Case 1. The number of components is unchanged.
Assume that G

′
j is generated by reducing x edges from the j-th subnetwork Gj .

Then the size of G
′
j is equal to mj−x, where mj represents the size of Gj . Hence,

the clustering density of the j-th subnetwork LCD
′
j = mj−x−(nj−1)

C2
nj

, where nj

represents the order of Gj . Therefore,

E
′
C = −(

k∑

i=1, i �=j

LCDilnLCDi + LCD
′
j lnLCD

′
j).

Since f(x) = xlnx (x ≥ 1) is a monotonic increasing function,

E
′
C − EC

= −(

k∑

i=1, i�=j

LCDilnLCDi + LCD
′
j lnLCD

′
j)− (−

k∑

i=1

LCDilnLCDi)

= −mj − x− (nj − 1)

c2
nj−(nj−1)

ln
mj − x− (nj − 1)

c2nj
− (nj − 1)

− (−mj − (nj − 1)

c2nj
− (nj − 1)

ln
mj − (nj − 1)

c2nj
− (nj − 1)

)

=
mj − (nj − 1)

c2nj
− (nj − 1)

ln
mj − (nj − 1)

c2nj
− (nj − 1)

− mj − x− (nj − 1)

c2nj
− (nj − 1)

ln
mj − x− (nj − 1)

c2nj
− (nj − 1)

> 0,

which implies the assertion.



A New Measure of Network Robustness: Network Cluster Entropy 181

Case 2. The number of components increases.
Assume that the k-th subnetwork gets rid of one edge such that the k-th subnet-
work is divided to two disconnected subnetworks, whose orders are nk1 and nk2 ,
whose sizes are mk1 and mk2 , respectively. Clearly, it follows that nk1 +nk2 = nk

and mk1 + mk2 + 1 = mk. Then,

E
′
C = −(

k−1∑

i=1

LCDilnLCDi + LCD
′
klnLCD

′
k + LCD

′
k+1lnLCD

′
k+1)

Hence,

E
′
C − EC

= −(
k−1∑

i=1

LCDilnLCDi + LCD
′
klnLCD

′
k + LCD

′
k+1lnLCD

′
k+1)

− (−
k∑

i=1

LCDilnLCDi)

= LCD
′
klnLCD

′
k + LCD

′
k+1lnLCD

′
k+1 − LCDklnLCDk

=
mk1 − (nk1 − 1)
c2nk1

− (nk1 − 1)
ln

mk1 − (nk1 − 1)
c2nk1

− (nk1 − 1)
+

mk2 − (nk2 − 1)
c2nk2

− (nk2 − 1)
ln

mk2 − (nk2 − 1)
c2nk2

− (nk2 − 1)

− mk − (nk − 1)
c2nk

− (nk − 1)
ln

mk − (nk − 1)
c2nk

− (nk − 1)

> 0,

which yields the desired result.

When the network G gets rid of at least two edges such that the number of
the network’s component become larger, and the analogous results occurs.

To summarize, when the size of network diminishes, the network cluster
entropy will grow larger.

Corollary 1. If the size of network diminishes continuously, the network cluster
entropy will reach the maximum value, ECmax = lnn.

Proof. Clearly, when the number of edges diminishes continuously, all vertices
of the network become isolated nodes. It follows from Definition 2 that the local
clustering density of every isolated vertex is 1

n . Here, the network cluster entropy
reaches the maximum value

ECmax = −
n∑

1

1
n

ln
1
n

= lnn,

the corollary follows.
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Theorem 2. If the size of network increases, the network cluster entropy will
decrease.

See Appendix for this proof of Theorem2.

Corollary 2. If the size of network increases continuously, the network cluster
entropy will reach the minimum value, ECmin = 0.

4 Network Connectivity Reliability Based on Cluster
Entropy

In this section, we firstly give the definition of network connectivity reliability,
and determine its properties. Then we establish the relationship between network
cluster entropy and network connectivity reliability.

Definition 3. (Network connectivity reliability) To measure the robustness and
reliability of network, the concept of the network connectivity reliability in a
network, denoted by NCR, can be elaborated as follows,

NCR =
ECmax − EC

ECmax − ECmin
(3)

where ECmax is the maximum value of network structure entropy, and ECmin is
the minimum value of network structure entropy.

Clearly, we observe that NCR ∈ [0, 1]. When the network G is connected, EC = 0
and NCR = 1.

In the following, we will establish the relationship between network cluster
entropy and connectivity reliability.

Theorem 3. If the size of network reduces, connectivity reliability of the net-
work will become weaker. Conversely, if the size of network increases, connectiv-
ity reliability of the network will grow stronger.

Proof. By Theorem 1, the network cluster entropy becomes larger when the
number of edge of the network decreases. By Eq. (3), network cluster entropy and
network connectivity reliability are inversely proportional. Hence, network con-
nectivity reliability becomes weaker when the network cluster entropy enlarges.
On the contrary, using analogous arguments as above, there will yield the desired
results accordingly.

Now, we establish the relationship between network cluster entropy and net-
work connectivity reliability.

Theorem 4. The larger value of network cluster entropy becomes, the network
connectivity reliability will weaken. Conversely, the smaller value of network clus-
ter entropy becomes, the stronger network connectivity reliability will grow.

Therefore, the network cluster entropy and network connectivity reliability are
very meaningful to research structural characteristics and connection properties
of the complex network.
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5 Empirical Analysis of the Zachary’s Karate Club
Network

In recent years, there have been a lot of measuring methods for network struc-
ture entropy in complex networks. For comparisons, we draw into two classical
models: degree entropy [13] and partition entropy [14] in the network system. In
the following, we introduce the Zachary’s Karate Club network.

Fig. 2. Zachary’s Karate Club network of friendships (k = 2). (Color figure online)

Table 1. Distribution of vertex degree of Zachary’s Karate Club network (k = 1)

node degree node degree node degree

1 16 13 2 25 3
2 9 14 5 26 3
3 10 15 2 27 2

4 6 16 2 28 4
5 3 17 2 29 3
6 4 18 2 30 4

7 4 19 2 31 4
8 4 20 3 32 6
9 5 21 2 33 12

10 2 22 2 34 17
11 3 23 2

12 1 24 5

Zachary’s Karate Club network is a well-known and widely-used data set
for social network, which is the network of friendships among the 34 members
of a karate club at a US university and described by Wayne Zachary [24] in
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1977. Zachary spent more than two years observing 34 members in a karate club
and found that the division of opinion of instructor and administrator of the
club leaded to the split of club into two factions. A simple unweighted version
of Zachary’s network is shown in Fig. 2, where nodes 1 and 34 represent the
instructor and the administrator respectively and two factions caused due to the
disagreement are demonstrated in two different color (red and blue). Moreover,
The network consists of 34 nodes and 78 edges, in which each node in the network
refers to a member of the club, and each edge in the network stands for a tie
between two members of the club. Degree distribution of Zachary’s network is
shown in Table 1.

When the Zachary’s Karate Club network of friendships is connected, i.e.,
k = 1. Through Table 1, we obtain the degree entropy

ED = −
34∑

i=1

di∑n
i=1 di

ln
di∑n
i=1 di

= 3.26095;

accordingly, it follows from Eq. (3) that connectivity reliability under the degree
entropy is

NCRD =
EDmax − ED

EDmax − EDmin
= 1 − ED

ln34
= 0.07526.

When the Zachary’s Karate Club network is connected, the partition entropy is

EP = −
1∑

i=1

n

n
ln

n

n
= −34

34
ln

34
34

= 0;

accordingly, it follows from Eq. (3) that connectivity reliability under the parti-
tion entropy is

NCRP =
EPmax − EP

EPmax − EPmin
= 1 − EP

ln34
= 1.

But, by our proposed method, the network cluster entropy is

EC = − m − (n − 1)
C2

n − (n − 1)
ln

m − (n − 1)
C2

n − (n − 1)
=

78 − 33
34∗33

2 − 33
ln

78 − 33
34∗33

2 − 33
= 0.2071;

accordingly, it follows from Eq. (3) that connectivity reliability under the cluster
entropy is

NCRC =
ECmax − EC

ECmax − ECmin
= 1 − EC

ln34
= 0.94127.
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Table 2. Distribution of vertex degree of Zachary’s Karate Club network (k = 2)

node degree node degree node degree

1 14 13 2 25 3
2 8 14 4 26 3
3 5 15 2 27 2

4 6 16 2 28 3
5 3 17 2 29 2
6 4 18 2 30 4

7 4 19 2 31 3
8 4 20 2 32 4
9 3 21 2 33 11

10 1 22 2 34 15
11 3 23 2

12 1 24 5

When we remove 10 crossing edges so that k = 2, Zachary’s Karate Club
network of friendships is split into two subnetworks, which are represented by
red and blue (see Fig. 2). Red subnetwork has 18 nodes as well as 33 edges,
while blue subnetwork has 16 nodes as well as 35 edges. There exist 10 crossing
edges between red subnetwork and blue one. The degree distribution of Zachary’s
network is shown in Table 2. Then the degree entropy is

ED = −
34∑

i=1

di∑n
i=1 di

ln
di∑n
i=1 di

= 3.27362;

under the condition, accordingly, connectivity reliability is

NCRD =
EDmax − ED

EDmax − EDmin
= 1 − ED

ln34
= 0.07167.

While the partition entropy is

EP = −
2∑

i=1

ni

n
ln

ni

n
= −(

18
34

ln
18
34

+
16
34

ln
16
34

) = 0.6914;

accordingly, it follows from Eq. (3) that connectivity reliability under the parti-
tion entropy is

NCRP =
EPmax − EP

EPmax − EPmin
= 1 − EP

ln34
= 0.80393.
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But, by our proposed method, the network cluster entropy is

E
′
C = −

2∑

i=1

mi − (ni − 1)
C2

ni
− (ni − 1)

ln
mi − (ni − 1)
C2

ni
− (ni − 1)

= −(
m1 − (n1 − 1)
C2

n1
− (n1 − 1)

ln
m1 − (n1 − 1)
C2

n1
− (n1 − 1)

+
m2 − (n2 − 1)
C2

n2
− (n2 − 1)

ln
m2 − (n2 − 1)
C2

n2
− (n2 − 1)

)

= −(
33 − 17

18∗17
2 − 17

ln
33 − 17

18∗17
2 − 17

+
36 − 15

16∗15
2 − 15

ln
36 − 15

16∗15
2 − 15

)

= 0.6097;

accordingly, it follows from Eq. (3) that connectivity reliability under the cluster
entropy is

NCRC =
ECmax − EC

ECmax − ECmin
= 1 − EC

ln34
= 0.82710.

Fig. 3. Zachary’s Karate Club network of friendships (k = 4). (Color figure online)

When removing 21 crossing edges subject to k = 4 [25], Zachary’s Karate
Club network of friendships is split into four subnetworks, which are represented
by purple, green, blue and orange (see Fig. 3). Purple subnetwork has 9 nodes
as well as 16 edges, green subnetwork has 12 nodes as well as 26 edges, blue
subnetwork has 8 nodes as well as 9 edges, while orange subnetwork has 5 nodes
as well as 6 edges. There exist 21 crossing edges among 4 subnetworks. So k = 4,
the degree distribution of Zachary’s network is shown in Table 3. Then the degree
entropy is computed as

ED = −
34∑

i=1

di∑n
i=1 di

ln
di∑n
i=1 di

= 4.0116;

accordingly, it follows from Eq. (3) that connectivity reliability under the degree
entropy is

NCRD =
EDmax − ED

EDmax − EDmin
= 1 − ED

ln34
= 0.
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Table 3. Distribution of vertex degree of Zachary’s Karate Club network (k = 4)

node degree node degree node degree

1 10 13 2 25 3
2 8 14 5 26 3
3 6 15 2 27 1

4 6 16 2 28 2
5 2 17 2 29 1
6 3 18 2 30 2

7 3 19 2 31 3
8 4 20 2 32 3
9 3 21 2 33 8

10 1 22 2 34 8
11 2 23 2

12 1 24 3

While the partition entropy is computed as

EP = −
4∑

i=1

ni

n
ln

ni

n
= −(

9
34

ln
9
34

+
12
34

ln
12
34

+
8
34

ln
8
34

+
5
34

ln
5
34

) = 1.34175;

accordingly, it follows from Eq. (3) that connectivity reliability under the parti-
tion entropy is

NCRP =
EPmax − EP

EPmax − EPmin
= 1 − EP

ln34
= 0.61951.

But, by our proposed method, the network cluster entropy is

E
′
C = −

4∑

i=1

mi − (ni − 1)
C2

ni
− (ni − 1)

ln
mi − (ni − 1)
C2

ni
− (ni − 1)

= −(
2
7
ln

2
7

+
3
11

ln
3
11

+
2
21

ln
2
21

+
1
3
ln

1
3
)

= 1.30242;

accordingly, it follows from Eq. (3) that connectivity reliability under the cluster
entropy is

NCRC =
ECmax − EC

ECmax − ECmin
= 1 − EC

ln34
= 0.63066.

For the ease of understanding, in Table 4, we present the entropy compared
results among the methods by Tan and Wu [13], Wu, Tan and Zhang [14] and
our proposed one in the Zachary’s Karate Club network in detail. When k = 1,
the value of network cluster entropy(EC) is approximately equal to 0.2071. Our
method is prior to the method of degree entropy [13]. When the Zachary’s Karate
Club network is divided into two subnetworks, the degree entropy ED ≈ 3.2736,
the partition entropy EP ≈ 0.6914 and the cluster entropy EC ≈ 0.6097. Clearly,
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Table 4. Entropy comparison under 3 different methods in the Zachary’s Karate Club
network

Methods
k

Degree Entropy Partition Entropy Cluster Entropy

K=1 3.2610 0 0.2071
K=2 3.2736 0.6914 0.6097
K=4 4.0116 1.3418 1.3024
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Fig. 4. Connectivity reliability under different partitions.

the cluster entropy our proposed is better than other two methods when k = 2.
Next, we analyse the case that the Zachary’s Karate Club network is divided
into four subnetworks by the divided method [25]. When k = 4, our method is
superior to other two methods in terms of Table 4. Therefore, it is observed that
our proposed method shows better performance compared to two methods on
degree entropy and partition entropy under the Zachary’s Karate Club network’s
different divisions.

We next analyzed the performance of connectivity reliability based on net-
work cluster entropy with degree entropy as well as partition entropy, respec-
tively. From Fig. 4, we observe that degree entropy performs the poor connec-
tivity reliability as the number of components increases. Nevertheless, cluster
entropy and partition entropy show desirable connectivity reliability. In par-
ticular, when k = 2 or 4, it is clearly observed that connectivity reliability of
Zachary’s Karate Club network by our proposed method performs better than
other two methods.

6 Conclusions

With the development of the network technology, network robustness analysis
has witnessed a great progress in recent years. But the traditional robustness
evaluation methods are hard to be applied to network evaluation due to the
complexity, dynamic and multi-state characteristics of a network. To charac-
terize the structure feature of complex network quantificationally, we propose
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a new measure index for network robustness, named network cluster entropy,
which takes the impact of cluster density on the network structure into con-
sideration. Besides, the relationship between the network cluster entropy and
network connectivity reliability is expounded. To show the effectiveness of the
proposed method, we compute the network cluster entropy of the Zachary’s
Karate Club network with existing indices under disparate divisions, and com-
pare the results by measuring the ability of each index to characterize network
heterogeneity. Both of mathematical analysis and computational simulation show
that our proposed method has the more excellent performance compared with
existing methods.

Appendix: The proof of Theorem2.

Proof. Let G be a network with k connected subnetworks, denoted as G1,
G2,. . . ,Gk. Without loss of generality, we suppose that G

′
is obtained by adding

some edges to G. Next we distinguish between two cases as follows.

Case 1. The number of components is unchanged.
Assume that G

′
j is generated by adding x edges from the j-th subnetwork Gj .

Then the size of G
′
j is equal to mj + x. Hence, the clustering density of the j-th

subnetwork is LCD
′
j = mj+x−(nj−1)

C2
nj

. Therefore,

E
′
C = −(

k∑

i=1, i �=j

LCDilnLCDi + LCD
′
j lnLCD

′
j).

Since f(x) = xlnx (x ≥ 1) is a monotonic increasing function,

E
′
C − EC

= −(
k∑

i=1, i�=j

LCDilnLCDi + LCD
′
j lnLCD

′
j) − (−

k∑

i=1

LCDilnLCDi)

= −mj + x− (nj − 1)

c2nj

ln
mj + x− (nj − 1)

c2nj

− (−mj − (nj − 1)

c2nj

ln
mj − (nj − 1)

c2nj

)

=
mj − (nj − 1)

c2nj

ln
mj − (nj − 1)

c2nj

− mj + x− (nj − 1)

c2nj

ln
mj + x− (nj − 1)

c2nj

< 0.

So E
′
C < EC , which implies the assertion.

Case 2. The number of components diminishes.
Assume that we add one or more edges to G such that the number of subnetwork
reduces. Without loss of generality, we suppose that the (k − 1)-th subnetwork
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and k-th subnetwork is connected by some edge, which generates a new subnet-
work G

′
. One can easily check that G

′
is of (nk−1+nk) vertices as well as (mk−1

+ mk + 1) edges. Then,

E
′
C = −(

k−2∑

i=1

LCDilnLCDi + LCD
′
k−1lnLCD

′
k−1).

Hence,

E
′
C − EC

= −(
k−2∑

i=1

LCDilnLCDi + LCD
′
k−1lnLCD

′
k−1) − (−

k∑

i=1

LCDilnLCDi)

= LCDk−1lnLCDk−1 + LCDklnLCDk − LCD
′
klnLCD

′
k

=
mk−1 − (nk−1 − 1)
c2nk−1

− (nk−1 − 1)
ln

mk−1 − (nk−1 − 1)
c2nk−1

− (nk−1 − 1)
+

mk − (nk − 1)
c2nk

− (nk − 1)
ln

mk − (nk − 1)
c2nk

− (nk − 1)

− m
′
k − (n

′
k − 1)

c2
n

′
k

− (n′
k − 1)

ln
m

′
k − (n

′
k − 1)

c2
n

′
k

− (n′
k − 1)

< 0,

which yields the desired results.
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