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Preface

Economically functioned power systems that can house a high penetration of renew-
able energy are of global interest. Recently, there has been a significant deployment
of smart grids and a consequent rise in renewable power generation, resulting in
the decarbonization of electrical power systems. However, due to the variability and
intermittency of the renewable sources, significant uncertainty in power systems
occurs, implying a more complex operation and control. Research activities are
needed to provide adequate modeling and optimization techniques that account for
variability and randomness in the proposed grid. The output of a renewable energy
system is affected by the intermittency of resources. The storage system plays a vital
role in overcoming the intermittency and provides a reliable and smooth supply to
the demand. In smart grid networks, sustainability requires using renewable energy
resources (RERs), communication technologies, and controls to improve environ-
mental security and minimizing the cost of the system’s capacity and planning. For
the next generation of smart grids, several computational technologies are required
to design and study the long- and short-term energy independence based on RERs.

Adequate modeling of RERs is needed to handle the variability of resources and
uncertainties of the loads tomeet the generation and load demand. Optimal allocation
of different types of renewable energy for distributed generation (DG) penetration
into the distribution network minimizes losses and costs, improving system secu-
rity and reliability. Distribution grids are being transformed from passive to active
networks due to new smart grids with RERs. In this context, smart grids are an
emerging trend in electrical power systems to achieve both economic and envi-
ronmental objectives while contributing to the reliability of energy supply to the
consumers. Existing smart grids require technical expertise to be run, monitored,
and maintained and cannot be deployed as standalone modules. However, to address
this issue, an intelligent smart grid can be built using technologies like the Internet
of Things (IoT) and machine learning. The scope of this book is to bridge the gap
between traditional power consumptionmethods andmodern consumptionsmethods
using smart computationmethods. Thegoal is to develop an evidence-based, econom-
ically sound, and validated approach to enhancing the resilience of smart power grids,
accounting for their interdependence with other infrastructure systems.

v
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This book aims to develop the next generation of smart grid-connected RERs and
load with variability and randomness. Renewable energy’s behavior becomes unpre-
dictable in a changing environment, and it becomes pretty challenging to optimize
the smart grid’s non-stationary distributed energy resources with static optimization
methods. Under this situation, reliable operation of the power system becomes crit-
ical. Optimization and control strategies are needed to be developed to manage the
stochastic nature of the resources while ensuring the stability of the RER-connected
system.The contents of this book include the introduction of various energyoptimiza-
tion techniques, modeling and control in renewable and power domain, smart grid
architectures and cyber and physical security, the impact of smart grid in distributed
energy generation, integration of energy sources for smart grid efficiency improve-
ment, intelligent learning models for the monitoring of energy management systems,
electricity markets for power systems with high penetration of RERs, storage and
electric vehicles, implementation of demand response programs in smart grids, and
the intelligent computing applications for electrical power energy systems. This book
also presents the application of artificial intelligence,machine learning, and IoT in the
operation of smart grids, application of various optimization techniques in design
and operation of smart grids, optimization and protection of power systems with
RERs and energy storage, reliability, and resiliency analysis of smart grid, smart
electric vehicles: optimization, security and privacy issues, and optimal generation
scheduling using smart power computations techniques.

The book’s primary emphasis is to develop a computational platform formodeling,
control, performance analysis, and optimization of next generation hybrid energy
systems. Further, this book leads toward cost-effective and environmentally benign
utilization of a future energy system portfolio by providing a cyber-enabled sustain-
able pathway toward deep integration of intelligent decision-makers in the smart
distribution grid. The results of this book will significantly advance state of the art
in power systems operations under uncertainty and will also considerably extend the
methods in solving general multi-stage robust optimization problems. This book is
an effort to educate the next generation of academicians and researchers proficient in
advanced analytics and improve national energy sustainability. The book is organized
into 17 chapters. This book covers various fields to satisfy control and power engi-
neers and researchers. The major topics covered in the book are modeling, control,
and optimization of the smart grid and its various applications.

Chapter “Overview of Next Generation Smart Grids” provides a basic concept
of the smart grid and the different challenging issues that the power sector faces
in modeling and control and their solutions. It also focuses on the concept of
cyber-enabled intelligence network communication, big data, machine learning,
and blockchain technology in smart grids (SGs). In Chapter “Modeling of Various
Renewable Energy Resources for Smart Electrical Power Systems”, the modeling
of power output from different renewable energy resources and the uncertainty in
handling solar photovoltaic and wind energy systems is discussed. Chapter “Smart
Grid Communication: Recent Trends and Challenges” focuses on the evolution of
communication technology from wired networks to wireless networks and the smart
grid architecture; various standards and protocols related to smart grid communi-
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cation are also presented. In Chapter “Comparison of Selected MPPT Techniques
Using Different Performance Features”, the investigation is carried out to extract
the highest power from the photovoltaic generator, even in general situations, with
the help of maximum power point tracking methods, namely perturb and observe,
incremental conductance, and temperature control methods. Chapter “Short Term
Active Power Load Forecasting Using Machine Learning with Feature Selection”
proposes an artificial neural network (ANN) architecture designed, implemented,
and tested in a Microsoft Azure Notebook environment to predict a 33/11 kV
electric power distribution substation load. In Chapter “Evaluation of Algorithms
for Fundamental and Harmonic Impacts of Integration of Renewable Energy Sources
in Smart PowerDistributionNetworks”, a new power flow algorithm for fundamental
and harmonic analysis of smart power distribution network with the integration of
renewable energy-based DG and the nonlinear loads is proposed. Different case
studies are also carried out in this chapter on IEEE-13 bus and IEEE-34 bus test
feeders for analyzing the impacts of multiple integrations of synchronous based-
renewable DG and power electronic based-renewable DG. Chapter “A Compre-
hensive Review of Active Islanding Detection Methods and Islanding Assessment
in a Grid Connected Solar BasedMicrogrid” gives an overview of different islanding
detection methods (IDMs) of the power system network consisting of distribution
systems along with Distributed Generator (DG). This chapter also gives a techno-
economical comparison of various IDMs based on recent trends related tomonitoring
islanding events. Additionally, a simulation study for a grid-connected solar-based
microgrid is also presented in this chapter to analyze five different islanding detec-
tion methods under unintentional islanding. Chapter “A Comparative Analysis of PI
and Predictive Control Strategy for HESS Based Bi-directional DC-DC Converter
for DC Microgrid Applications” presents a comparative analysis of proportional–
integral (PI) and model predictive control (MPC) of multiple input bidirectional DC-
DC converter (MIPC) for hybrid energy storage systems (HESS) in DC microgrid
applications. In this chapter, the simulation results are developed for the compar-
ative performance of MPC over the PI control schemes, and it is concluded from
the simulation results that the proposed MPC is better DC grid voltage restoration to
step-change in PV generation and load demand over traditional PI control scheme. In
Chapter “Parameters Estimation of Solar PVUsing Jaya Optimization Technique”, a
novel algorithm-specific parameter-free optimization named Jaya Algorithm is used
to predict the solar PV module parameters accurately for three different technolo-
gies, i.e., poly-crystalline (Shell S75), mono-crystalline (Shell SM55), and thin-film
(Shell ST36). The MATLAB simulation is carried out in this chapter for evaluating
the PV module parameters for various environmental conditions. Chapter “Inte-
gration of Photovoltaic Distributed Generation into Grid” focuses on extracting
maximum power from the photovoltaic solar plant at various working conditions
using a maximum power point tracking algorithm. An active shunt filter is designed
in this chapter to minimize the harmonics injected due to inverter operation. In
Chapter “Transient Stability Enhancement of Power System with Grid Connected
DFIG Based Wind Turbine”, the impact of a doubly-fed induction generator (DFIG)



viii Preface

on the transient stability (TS) of the power system connected to the grid is inves-
tigated, and the implementation of the rotor resistance control method to enhance
the TS of the system is presented. Chapter “Design and Analysis of BLDC Motor
Driver for Hybrid Electric Vehicles” presents the design and analysis of brushless
DC (BLDC) motor drivers for hybrid electric vehicles (EVs). This chapter presents
the relative evaluation of the EV powered by a brushless DC (BLDC) motor and the
corresponding impact on the state of ripples and charge in theDCvoltage at the battery
power. Chapter “A Novel Approach for Power Quality Improvement in Microgrid”
proposes an approach to improve the power quality (PQ) of the three-phase system
by manipulating the grid-connected smart Photovoltaic Distribution Static Compen-
sator (PVD-STATCOM) systemwith the help of a proposed dynamic voltage restorer
(DVR) and a reweighted zero attracting (RZA) control technique containing adap-
tive features with P and O (perturb and observe) approach-based maximum power
point tracking (MPPT) method. In Chapter “Characterization of Bifacial Passivated
Emitter and Rear Contact Solar Cell”, the characterization of bifacial p-type Passi-
vated Emitter and Rear Contact Cell (PERC) solar cell with various proportions
of tallness and width, back silicon nitrate layer with various thickness are stream-
lined for better efficiency than the standard cell which are reaching their physical
limits. Chapter “Network Reconfiguration of Distribution System with Distributed
Generation, Shunt Capacitors and Electric Vehicle Charging Stations” presents a
heuristic-based technique for solving the optimal network reconfiguration (ONR) in a
radial distribution system (RDS) using the fuzzy-basedmulti-objectivemethodology.
Minimization of real power losses and deviation of node voltage is considered as the
multiple objectives in this work, and they are modeled with fuzzy sets. The devel-
oped algorithm determines the optimal reconfiguration of feeders with the minimum
number of tie-line switch operations. Chapter “Role of Advanced Control Technolo-
gies in the Evolution of Smart” presents a discussion on the various challenges in
the execution of smart grid and some of the recently proposed control techniques
designed and applied to handle those issues. Also, various control applications in
the smart grid are supplemented in this chapter with appropriate test bench prob-
lems and experimental or simulation results. Chapter “Application of Solar Energy
as Distributed Generation for Real Power Loss Reduction in Radial Distribution
Network” discusses the integration of solar energy as distribution generation in radial
distribution systems and improves the system reliability and integrity by minimizing
the power losses caused in the distribution lines.

Unlike many other books, in this book, individual chapters are unlike most tech-
nical publications as they are journal-type chapters and are not textbooks in nature
that focus on the in-depth coverage of the topic. This book is written for researchers,
utility engineers, and advanced teaching in power and control engineering.

Enjoy Reading!

Daejeon, South Korea
Sambalpur, India

Surender Reddy Salkuti
Papia Ray
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Overview of Next Generation Smart
Grids

Surender Reddy Salkuti, Papia Ray, and Sravanthi Pagidipala

Abstract Due to the integration of renewable energy resources (RERs), the elec-
tric power system is undergoing a significant change in operation, maintenance,
and planning. The advancement into a smart grid (SG) using advanced automation
and control approaches produces new challenges and opportunities. In this work,
an overview of next generation smart grids has been presented by highlighting the
latest and recent innovations in the SG fields. Advantages, barriers, and opportuni-
ties of smart grids are provided in this work. Challenges of integrating the RERs
into the grid and various energy storage technologies are reviewed. The output of
RERs is affected by the uncertain nature of resources. The energy storage system
plays a vital role to handle this uncertain nature of RERs and provides a smooth and
reliable supply to the load demand. Smart energy systems present various challenges
and opportunities in designing, integrating, and implementing electrical grids with
network and communication technologies and essential privacy and security issues
of various components within the electrical grid. Therefore, this work presents the
concepts of cyber-enabled intelligence network communication, big data, machine
learning, and blockchain technology in smart grids (SGs). This work also demon-
strates the impact of SGs in distributed energy generation and the comparative study
on electric vehicles (EVs) along with the classification, i.e., battery, hybrid electric,
and plug-in electric vehicles, current issues and challenges on the EV technology.
Further, a discussion is also provided on SG protection issues and their remedy.
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Nomenclature

BEV Battery electric vehicle
CHP Combined heat and power
DG Distributed generation
DR Demand response
DER Distributed energy resources
DMS Distribution management system
PV Photovoltaic
VVO Voltage/VAR optimization
AMI Advanced metering infrastructure
GIS Geographic information system
OMS Outage management system
WAMS Wide area measurement system
ML Machine learning
PMU Phasor measurement unit
EMS Energy management system
IED Intelligent electronic device
SG Smart grid
RERs Renewable energy resources
WT Wind turbine
ICE Internal combustion engine
PHEV Plug-in hybrid electric vehicle
IoE Internet of energy
IED Integrated electronic device

1 Introduction

A smart grid (SG) is an advanced distribution and transmission grid that uses infor-
mation, control, and communication technologies to enhance the electrical grid’s
security, efficiency, economy, and reliability. The conventional grid can be changed
into the SG by smart metering, advanced network operation and control, faster
fault identification, and self-healing capabilities using grid automation. SG can be
defined as an interconnected system of information, communication technologies,
and control systems used to interact with automation and business processes across
the entire power sector, encompassing electricity generation, transmission, distribu-
tion, and consumers [1]. Smart renewable energy control centres which can forecast
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and monitor renewable energy availability and potentially use energy storage to
manage the dispatch of power to match grid conditions or manage demand through
demand response (DR) programs to match capacity availability are expected to
become critical to the future integration of renewable energy.

In recent days, the power generation from renewable energy resources (RERs)
is increasing significantly, and the power generated from renewable energy will
play a significant role soon. To enhance the integration of renewable power in the
conventional power network, it has to deliver the liabilities acted to the network
due to the irregular nature of these resources. Because of their effect on system
adjusting, reserves procurement, scheduling and commitment of generating units,
changeability, and ramp or slope events in power output are the fundamental diffi-
culties to the system administrators [2].With the integration ofRERs such as solar PV
and wind, significant uncertainty into the power system is developed. It is a tremen-
dous challenge for system operators to maintain reliable operation and efficient elec-
tricity markets with simultaneous maximum utilization of renewable energy. As the
electric market structures change to improve the management of renewable sources,
advances in the design and pricing aspects of energy and ancillary services markets
are needed [3].

Distributed generation (DG) is frommany small energy sources connected directly
on the customer side of the meter or to the distribution network. DGs are also termed
as embedded generation or dispersed generation or decentralized generation, or on-
site generation. Optimal size and location of DGs can reduce the power losses in
the system, improve system voltage, maximise DG capacity, enhance system reli-
ability, and minimise investment. Power companies generally generate electricity
with a relatively fixed amount of energy over short periods, regardless of the daily
fluctuation of the energy demand. The energy demand fluctuation leads to energy
storage techniques to supply enough electricity to consumers during peak demand.
Electricity storage techniques allow power companies to provide electricity when
needed [4]. The electricity is first generated and then stored in storage devices to be
used during the peak load.

Oil, natural gas, uranium are all power sources that the world has been using
for a long time and they all have the potential to run out at any time. RERs are
the sources that can last longer than the human race. Most renewable energies are
environmentally friendly, fight against global warming by reducing carbon emission.
Renewable energies are sustainable, reliable, and cost less compared to fossil fuels
and other nonrenewable energies. Solar energy initial installation remains expensive,
but it is increasingly being used around the globe, especially in the rural world where
people don’t have access to electricity or simply can’t afford to pay for their monthly
electric bills. Biomass is one of the most renewable energies used today due to
its advantages [5]. In addition to the fact that biomass energy does not pollute the
air allows countries to protect their environments by burning the wastes. Renewable
energy is a resource used all over the world. Renewable energy produces from natural
resources such as wind, solar photovoltaic (PV), biomass, geothermal, etc., and is
known to be beneficial to the earth. Table 1 presents the various characteristics of
the traditional power grid and the SG [6].
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Table 1 Characteristics of the traditional power grid and smart grid

Characteristics Traditional power grid Smart grid (SG)

Technological aspect The traditional power grid is
electromechanical. As a result,
it has no means of
communication and there is
minimal internal regulation

SG uses advanced digital
technology. It allows for
communication between devices
and promotes self-regulation

Distribution system It involves the one-way
distribution of power. Power is
only distributed from the main
power plant with the help of
traditional infrastructure

It allows for the two-way
distribution of power, i.e., power
can also go back to the
distribution lines from a
secondary power provider

Generation The generation infrastructure is
highly centralized. All the
power is generated from a
central system that minimises
incorporating alternative energy
sources into the grid

The generation infrastructure is
scattered and distributed. It
allows the power to be
distributed from multiple power
sources, which help in balancing
the load and limit power outages

Incorporation of sensors It involves limited sensors as
the infrastructure is unable to
handle sensors making
detection of problems difficult

SG infrastructure system allows
multiple sensors throughout the
line, which helps to pinpoint
problems

Monitoring of power plants Traditional infrastructure is
minimal. As a result, energy
distribution has to be manually
monitored

The SG involves advanced
technology and can monitor
itself, which prevents
troubleshoot outages

Restoration and repairing For restoration purposes,
technicians must physically go
to the failure location and make
corresponding repairs to prevent
excessive power outages

In the case of SG technology,
the sensors can detect, analyze
and rectify the required
problems without the need for
physical intervention

Equipment Due to the ageing and limited
capacity of the traditional
power grid, it is prone to
failures and blackouts

In the case of an SG system,
alternative energy sources limit
the area that is impacted by the
power outage

Control of energy In the case of traditional power
infrastructure, energy
companies have no control over
the distribution of energy

With the availability of sensors
and innovative infrastructure,
energy providers have pervasive
control over the power
distribution

Choices of consumers The traditional power grid
system does not provide
consumers with any flexibility
in receiving their electricity

SG allows consumers to have
more choices in the way they
receive energy
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A smart grid (SG) network should posses

• Better communication: This deals with interaction with the network and within
the network itself. An illustration of this will be the automatic shutting off of
power supplied to the home when people living in a house. In light of that, it is
easy to see that a lot of work goes into sensing and feedback circuitry built into
the grid as it receives information about the power grid itself.

• Self-healing capability: SG employs technologies that assist in self-healing in
response to natural faults or breakdown without human intervention.

• Adaptiveness and flexibility: SG should be able to adapt to variations in condi-
tions within the grid, especially regarding ever-changing load and the direction
of flow of power.

• Resilience: This refers to the ability of the SG towithstand attack, i.e., both human
and natural.

• Real-time measurements and control: In monitoring the central generation,
distribution generation, and other plants in the system, the grid must be capable
of making real-time measurements and controlling the grid due to the sensitivity
of generated power even within just microseconds.

• Reliable technology: SG uses state estimation technologies, which improves fault
detection and allows self-healing of the corresponding systemwithout the need of
the technicians to intervene [7]. This ensures a proper reliable supply of electricity
and reduces related vulnerabilities.

• Flexibility in networking: SG technology enables better handling of the bidi-
rectional flow of energy, allowing for distributed generation. This includes solar
panels, fuel cells, electric batteries, wind turbines, and other such sources.

• Increased efficiency: SG technology has resulted in numerous contributions
towards the overall improvement in the efficiency of the power grid system and
energy infrastructure. The demand-side management has highly benefitted from
the smart infrastructure. This includes the voltage/VAR optimization (VVO) tech-
nique which reduces the power usage through the distribution lines during idle
time and advanced metering infrastructure (AMI) systems which improve the
outage management of usage data [8]. All these have resulted in better efficiency
and greater utilization of energy resources.

• Peak curtailment-usage and pricing: Communication systems and metering
technologies have reduced demand during high cost and peak usage hours. Smart
devices allow users to track the energy demand and usage of electricity. More-
over, it also allows utility companies to reduce consumptions and avoid system
overloads. This is done by increasing the electricity cost during peak hours which
is termed peak curtailment.

• Sustainability: The SG system is supposed to be highly flexible as it allows the
correlation of various RERs such as solar and wind energy without any additional
storage.

• Demand response: Demand response allows loads and generators to interact
amongst themselves in an automated real-timemanner [9]. This, in turn, eliminates
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the additional costs of reserve generators and increases the life expectancy of
power systems [10].

• Advanced services in the near future: The use of robust two-way communica-
tions combinedwith technologically advanced sensors and distributed technology
will drastically improve the efficiency, productivity, reliability, and safety of power
generation, transmission, and distribution.

SG combines various technologies and applications to provide efficient, clean,
reliable, easily accessible, and low-cost energy. The need of the hour is to perform
complex testing and improve applied techniques and improve threshold and opti-
mized operation of the SG, keeping in mind the sustainable development of the
environment [11]. Various applications of SGs include:

• Improve response and adaptivity of transmission and distribution systems.
• Enables quicker detection and recovery from faults, disturbances, and outages in

the distribution lines and feeders.
• Reduces the cost and peak demand for energy.
• Allows for integration and scalability of various alternative sources of energy such

as wind and solar power.
• Utilizes sharing of load, which in turn reduces the load on a large scale.
• Many other technologies have also helped to optimize the SG on a large

scale, such as advanced metering infrastructure (AMI), distribution manage-
ment system (DMS), geographic information system (GIS), outage management
system (OMS), wide area measurement system (WAMS), phasor measurement
unit (PMU) and energy management systems (EMS).

The international energy roadmap study ranks windmills, biomass, solar PV, and
tidal power as future renewable power sources to sustain the world’s economy.
Progress in the field of sustainable energy scenario over the previous period has been
exceptional. The two primary sustainable energy resources are the sun and the wind.
The growth in electricity generation from renewables was substantially increased
[12, 13]. The IEA ventures by 2050, around (15–18)% of worldwide power will be
created from the wind, with sun-powered PV contributing as high as 16% [14, 15]
regardless of its different favourable circumstances.

2 Smart Grids: Advantages, Barriers, and Opportunities

A smart grid (SG) is a system that utilizes digital processing and communications
technology to manage resources connected to a power grid. The heavy dependence
on technology and hence power supply that aid the operation of these technologies
across all facets of life from the auto industry to medical equipment, households,
and so on has increased the need for efficient management of the assets to maximize
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productivity [16]. The ageing power grid, workforce also compound this, and infras-
tructure within the US SG will help ensure better communication between human
beings and the power grid.

2.1 Advantages and Barriers of Smart Grids

Advantages of SG include:

• Growth of economic sector: The manufacture, installation, maintenance, and
corresponding operation of the SG and its respective components will create
opportunities for skilled and unskilled job sectors [17]. Moreover, it will help in
growth in business along with providing advanced technological solutions.

• Cost efficiency: SG technologies tend to be cheaper than traditional energy
sources. Moreover, with advancements in technologies, energy expenses reduce
over time.

• Greater customer satisfaction: The improved reliability and lower costs have
resulted in greater customer satisfaction [18]. Additionally, SG provides better
customer control over energy distribution and usage.

• Better reliability: SG reduces power outages and, at the same time, improves
power efficiency.

• Environment: SG results in a positive impact on the environment as it helps
reduce greenhouse gas emissions by enabling alternate RERs and electric vehicles
(EVs) [19]. Moreover, it also reduces oil consumption because of efficient power
generation.

• Intelligence: SGs enhance the capacity and capability of the existing power grid.
Also, they have predictive maintenance and self-healing capabilities.

Barriers of SG include:

• Security and privacy concerns: As the SG is void of human interference, it is
highly prone to hacking and cyber-attacks. It may lead hackers to gain access to
numerous smart meters and manipulate the data [20]. Also, since the system is
fully automatic, privacy concerns are raised over data collection and the use of
smart meters.

• Lack of government norms and policies: As SG technology is still in its budding
stage, there is a lack of proper stringent government policies to avoid thrift, loss,
and misuse of the power system. Also, there are no standard regulations regarding
the safety and threshold limitations of SG systems.

• Higher installation costs: The present energy infrastructure scenario is inade-
quate and insufficient to develop SG technologies [21]. As a result, SG systems
require a higher installation cost as it involves the procurement of smart meters
and various other sensors for monitoring and data distribution.

• Congestion in network topology: Smooth operation of a SG requires a contin-
uous network channel. This may result in network traffic, especially during peak
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hours. Moreover, there is no guaranteed service during abnormal conditions such
as heavy rainfall, storm, and lightning conditions.

2.2 Challenges

There are bound to be vital challenges with the rapid growth in digital technologies
and their widespread applications. These include insecurity and privacy issues along
with a lack of government policies [22]. The most common challenges regarding SG
include:

• Privacy issues:With the involvement of technology, there are bound to be privacy
concerns. There is a possibility of some people hijacking the system to gain
sensitive data regarding the consumers.

• Security issues: SG technology is prone to attack by hackers whomay gain access
to the power system and disrupt the underlying technology to gain an advantage
by hampering the net-metering system [23].

• Grid volatility: SG is considered to be a volatile network, being highly intelligent
at both the transmission end and distribution end but a bit vulnerable along the
way due to a lack of complete network intelligence.

Various processes and systems to overcome the above challenges include:

• Increasing the grid strength: The power grid should have enough tensile strength
to withstand the power requirement. The power grid is one of the most complex
inter-connected physical systems in the world. Hence, absolute care should be
taken to sustain the grid network.

• Communication systems: SGshouldbeoptimized to integrate all kinds of sensors
and digital devices to enhance and upgrade the level and performance of the grid.
Additionally, there should be proper coordination and communication among all
the components to ensure reliable operation. Fiber optics has enabled faster travel
of data signals, thus reducing propagation time.

• Advanced metering infrastructure (AMI): It involves a net-metering system
that includes a smart meter and the infrastructure to allow for two-way communi-
cation of energy. With the help of broadband and radio technology, it has become
possible for grids to communicate with other grids. Moreover, it is also a viable
option for energy sustenance and reduces consumer costs.

• Economic dispatch and integration of various sources: It involves cost opti-
mization of electrical power analysis and minimises production and distribu-
tion costs. Also, the integration of various energy sources like solar and wind
is achieved with the intermittent coordination of multiple generators.

• Advanced power system monitoring: Use of synchronised PWMs and SCADA
has enabled better monitoring of SGs and proper control over the utility. AMI has
helped real-time measurements of voltage and current phasors. GPS has allowed
us to pinpoint the fault location and reduce the outage time precisely.
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3 Technologies Required for the Smart Grid Development

SG has a set of diverse necessities. To accomplish all the requirements, various
technologies have been enabled and utilized [24].

3.1 Sensing and Measurement Technologies

These technologies include:

• Phasormeasurement units (PMU) andWide areamonitoring, protection and
control (WAMPAC): These help in maintaining the security and reliability of the
power grid [1].

• Intelligent electronic devices (IED): These devices are used for protection relays
and determining faults. These involve integrated sensors and automated systems
for rapid analysis and diagnosis and results in timely resolutions. They also func-
tion to minimize network congestion and reduce the risk of outages. As a result,
these devices enhance the efficiency and operation of the resultant SG.

• Smart appliances: These devices form the control and communication part of
the power grid system [25]. They monitor the operation of consumer appliances
and try to maximize their efficiency, reliability, and safety.

• Smart meter and its associated software: These form the building blocks of
the entire SG system. It provides better electricity control and allows consumers
greater control over their electricity consumption. They also make the consumers
responsible by providing real-time info and proper bills.

3.2 Communication Technologies

The various technologies include:

• Two-way communication: It enables a back and forth bridge to allow a two-way
flow of electrical energy across various loads in a power system.

• Advanced architecture: It allows for technologies regarding EVs, micro-
generation, and plug-play home appliances.

• Communication technology: Along with the corresponding software, communi-
cation technology aims to provide the energy consumers with better opportunities
and more meaningful information [26].

• Hardware and software: These formed the building blocks of the system and
were responsible for maintaining the security and reliability of the utility.
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3.3 Smart Meters and Advanced Metering Infrastructure
(AMI)

AMI is defined as the integration and interconnection of numerous smart meters
and communication equipment that work in cohesion to enable a two-way flow of
power in the power grid between utilities and consumers. It involves data manage-
ment systems and advanced sensors that make the SG capable of monitoring its
power requirements. Smart meters are equipped with power monitoring software
technologies that enable faster detection and diagnosis of faults along with ways to
resolve power problems [27]. Moreover, AMI prepares the grid with self-healing
capability by monitoring power outages, enabling faster detections of faults. Various
other features of AMI include:

• Power generation systems and storage components can be analyzed and controlled
at the consumer level. It provides data to improve the operation and management
of the utility network.

• Before AMI enables auto-detection of faults and outages, it also informs the repair
crew of the location of the fault.

• An AMI system provides accurate records and notifications regarding outages
and their corresponding restoration through the smart meter sensors. This helps
in quicker resolution of outages and also enables faster providing of power supply.

• AMI implementation reduces the daily reading of meters as the readings are taken
automatically at regular intervals [28].

• It implements built-in analysis tools and software which detect and prevent
possible energy theft and tampering.

• By combining with SCADA, the AMI systems automatically generate investiga-
tion reports for field managers making their work easier.

4 Renewable Energy and Energy Storage

Renewable energy is a resource needed to transform the electric power system by
enhancing the SG’s performance, sustainability, and reliability. Distributed energy
resources (DER) in amicrogridwould include photovoltaic (PV), smallwind turbines
(WT), heat or electricity storage, combined heat and power (CHP), and controllable
loads. Renewable energy sources are practically inexhaustible in that most of their
energy is from nature and sources that will continue to exist like the sun. Renewable
energy is an area that will continue to grow in research and development;moremoney
has gone into the exploration of both new and existing renewable sources. Solar, the
most commonly used, has improved its application in our world drastically with the
advents of solar-powered cars, light, and houses [29]. More work needs to be done to
eradicate non-renewable energy in our society to create a world where green power
is the dominant energy source used. Finally, for renewable energy to facilitate energy
shortage, extensive research on utilising the available RER to its maximum efficiency
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is needed. Also, areas throughout the world should implement primary RER based
on their most vital natural resource. For example, areas with the strong wind will
implement more hydropower, and regions with constant sunlight will use solar.

4.1 Renewable Energy

Renewable energy resources (RERs) could be harnessed from technological sources
like solar, wind, biomass, biogas, geothermal, and hydroelectric. There has been an
improvement in technologies and advancement in the equipment and use of renew-
able energy. More companies, through research and government incentives, have
increased the operational experience of renewable energy technologies. The issue of
renewable energy and its application presents questions on the efficiency, reliability,
tracking, and accountability of these resources. However, most renewable energy
technologies struggle to compete economically with conventional fuel technologies
making the budget and funds for renewable energy smaller than its counterpart [30].
The regulatory commission has categorized the utility industry into three; genera-
tion companies cover utility and non-utility companies, transmission companies, and
distribution companies.

The intermittent nature of wind generation makes its operation and planning a
complex problem, and there is a need for the current analyticalmodels to consider this
uncertainty appropriately. Current electricity market clearing schemes cannot fully
integrate the essential features of non-dispatchable generation such as wind power.
This limitation is becoming an issue for grid operators as there is more and more
public and political pressure to increase the penetration of renewable generation.
This is due to the uncertainty associated with wind forecasts. As wind cannot be
forecast to a high degree of accuracy, additional reserve capacity needs to be carried
by the system in addition to the reserves already allocated to cater for unit outages and
demand forecast errors. Renewable energy could be discussed regarding connectivity,
sustainability, cost, environmental impact, security, etc.

• Connectivity: Renewable energies usually require different levels before they
could be used as power for its consumers’ stages from generation to transmission
to distribution and the utilization levels in its connectivity. Based on a particular
renewable technology, this varies [31]. Some RERs could be stand-alone, grid-
connected, or hybrid, which combines both stand-alone and grid-connected. In
comparison to non-renewable energies, the connectivity for renewable energy
technologies is quite challenging.

• Sustainability: This is one of the strong positives of renewable energy. In compar-
ison to non-renewable energies, it’s readily available to be harnessed. Since most
RER are gotten from nature like the wind, sun, water, it’s always bound to exist,
and others RER like bio-mass will exist due to human waste.

• Cost: The amount necessary to have RE technologies is said to cost less than the
amount used in electricity production. Most massive amounts go into research on
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renewable technologies and how to utilize these sources rather than how they are
set up effectively.

• Environmental impact: Renewable energy is considered green power due to
its friendliness to the environment. Most RERs have a significantly low carbon
emission rate and insignificant waste. In regards to areas of scenery, wildlife, and
land utilization, it has a negative impact. Most facilities/instruments for RERs are
huge, land-consuming, and disquieting to the area.

• Security and regulations: An essential concern to RERs is how safe the facilities,
devices, and instruments used in the operations are? From the production to trans-
mission to distribution and then utilization, companies try to fight off vandalisms,
wastage and enforce rigid standards on how the procedure should be.

A summary of some of the advantages of renewable energy [32] could be the
following:

• The abundance of these sources used in renewable energy technologies.
• RE sources are considered environmentally friendly and green due to low carbon

emissions.
• The research and development in this field provide thousands of jobs and employ-

ment opportunities to the society, thereby helping the economy of its subsequent
country.

• Like in non-renewable sources where some resources are gotten from other coun-
tries and either imported or exported, all renewable sources are present everywhere
in all countries as it is abundant in nature.

• Renewable sources cost less than the current price of electricity. Crude oil is
projected to increase its price in the coming years.

• Various tax incentives in the form of credit deductions, tax waivers are available
for businesses and individuals who use renewable resources.

4.2 Energy Storage

RERs such as solar and wind are not available throughout the year, i.e., seasonal.
So, it is of utmost importance to store the maximum amount of energy possible
with minimum losses. The SG requires energy storage directly or indirectly. In the
present scenario, the pumped hydroelectric storage technology is considered bulk
energy storage technology. Proper storage units connected with OFF-grid systems
are further connected to the utility to form a hybrid system, improve robustness, and
prevent intermittent outages. Older storage units include batteries, flywheels, and
compressed air systems. Nowadays, a hydrogen network is connected in parallel to
the grid utility as a storage unit. Storage devices, including batteries, supercapacitors,
and flywheels, could be used to match generation with demand in SGs [33]. The
storage systems can supply generation deficiencies, reduce load surges by providing
a ride-through capability for short periods, reduce network losses, and improve the
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protection system by contributing to fault currents. V2G and EVmobility can reduce
the SG reliance on the grid supply.

5 Big Data, Machine Learning, and Blockchain Technology
in Smart Grids

5.1 Big Data

Data identification and collection, data storage and data filtering, data classification
and extraction, data cleaning and data summarization, data analysis and processing,
and data visualization are the various life cycle of big data analysis. Apache Spark,
Apache Hadoop, Apache Storm, Apache Flink, Apache Kafka, and Apache Samza
are the big data processing tools that are being developed. But the main challenge
faced during the data collecting is a time delay in receiving data [34]. This problem
is resolved by using 5G technologies, which can reduce the time delay problem. Big
data applications in power and energy systems include transient power prediction,
distribution and utility systems, SG applications, fault detection and prevention,
weather data and wind speed prediction, etc. Table 2 presents the applications of big

Table 2 Applications of big data in various industries

Industries Applications of big data

Power and energy Distribution systems, generation systems, utility
systems, SG applications

Health care and life sciences Clinical trials data analysis, disease pattern analysis,
chain management, drug discovery and development
analysis, patient care quality, and program analysis

Telecommunications Customer churn prevention, call detail record analysis,
mobile user location analysis, network performance and
optimization, revenue assurance, and price optimization

Web and digital media Large scale clickstream analytics, abuse, click-fraud
prevention, social graph analysis and profile
segmentation, campaign management, and loyalty
programs

Retail/consumers Supply chain management and analytics, market and
consumer segmentation, event and behaviour-based
targeting, merchandising, and market-based analysis

Finance and fraud services Compliance and regulatory reporting, risk analysis and
management, fraud detection and security analytics,
credit risk, scoring, and analysis

E-commerce and customer service Cross-channel analytics, event analytics, right offer at
the right time, next best option, or following best action
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Table 3 Challenges, state of the art, current status, and recent developments in big data

Challenges State of the art, current status, and recent
developments

• Privacy
• Data miming
• Integration of data
• Cybersecurity
• Demand prediction through analytics
processing in SG applications

• Data quality and cost balance
• Industrial fault diagnosis using big data
• Quantum cryptography for data security in
smart grids

• Big data technique to handle a large amount
of information in a short time using meter
data management

• Big data requirements and enhancements
throughout the entire power network
dispatching and planning

• Fault diagnosis on bogies of the high-speed
train with big databases on deep neural
networks

• Schedulable capacity forecasting technique
for thermostatically controlled load by big
data analysis

• Concept of device electrocardiogram in fault
diagnosis using big data

• Tensor-based big data management scheme
in SG systems

• The artificial neural network approach is
used for efficient electricity generation
forecasting

data in various industries [35, 36]. Multiple challenges, state of the art, current status,
and recent developments in big data are presented in Table 3.

5.2 Machine Learning (ML)

Amyth is that artificial intelligence (AI) is only one application that is robotics. Still,
AI has much application such as medical sector, education sector, agriculture sector,
pharmacy sector, research sector, energy sector, transport sector, etc. AI makes it
possible for the machine to work as a human, learn like a human, and resemble the
behaviour of humans. AI can be divided into artificial general intelligence (AGI) and
artificial narrow intelligence (ANI). ANI is a type of AI in which a machine would
perform only some specific task. AGI is a type of AI in which machines perform
any given task that humans can perform or many more. In the future, all the sectors
are upgraded with AI. Various AI applications in the SG are power load forecasting,
power generation forecast of renewable energy, fault diagnosis, and protection of
flexible equipment, electricity consumption behaviour, network security protection,
and energy supply. Machine learning can be classified into two groups one is based
on the learning model, and another one is based on learning methods. The learning
model can be classified into supervised learning, unsupervised learning, and rein-
forcement learning [37, 38]. The learning model can be classified into Deep learning
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and traditional machine learning. The various application of ML is electrical power
and energy, transportation, education, healthcare, financial services, and marketing
and sales.

5.3 Blockchain Technology

Blockchain technology can overcome all the difficulties faced by power utility
sectors, and it will effectively help in the futuristic vision of economic herald in
the energy distribution sector. The distributed ledger can start experimenting on
blockchain to adopt new business strategies and goals. There are many applications
of blockchain. One of those is electrical energy distribution. By using blockchain,
one can effectively convert electrical energy into electronic money for transaction
purposes, and it can be converted to any form. Blockchain provides a crystal clear,
secure, and transparent form of transaction. Some of the technical challenges for
applying blockchain technology in electricity trading, checking, and certifications.
It gives a comprehensive view of the implementation of smart contracts under varied
blockchain technologies in power systems. At the same time, implementing this
technology [39]. The most important two items that must be handled with utmost
care in blockchain application are the time frame and data privacy in power systems
applications.

In recent time there is a massive demand for energy, primarily electrical energy.
We are surrounded by innumerous electrical equipment. So, it becomes an integral
part of the generating stations to fulfil this electricity demand and supply of electricity
stably. Prosumers are the producers of electricity, and consumers, on the other hand,
consume electricity. With the help of SG, one can fulfil the objective of consumers
and keep an eye on the transmission losses, which can be minimized to a large extent.
The transaction can be done in a peer-to-peer fashion among the prosumer and the
consumer. To have this type of transaction, blockchain comes into the role to initiate
a centralized transaction system which would be very costly in other means [40]. By
using blockchain, one can solve complex problems that may arise in a SG.

With the help of blockchain technology, the trade of electricity became easier
without any intervention from a third party. A trust is created between the prosumer
and consumer. It has few advantages as we have real-time market records, less trans-
action cost because of simple structure, more privacy within the grid. In a centralized
structure of energy systems where there is a large-scale implementation of industrial
and commercial loads and environmental hazards, the power generation center has
been located from the load centres at a far distance. High voltage (HV) transmission
with distribution is used to transfer the power generated from the source to the load
centres [41]. Currently, three technological trends provide a new dimension of the
transformation in energy fields:
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Table 4 Advantages and disadvantages of centralized and distributed systems

System Advantages Disadvantages

Centralized system This system is rapid, and it can make
effective decisions. No duplicity in
any transactions. This system has an
efficient bureaucratic chronology

In this system, the central
government controls and handles all
power and authority. Applications
run on a single process. The
component constitutes a single
failure point

Distributed system There are multiple processes for
cooperating and executing the
application processes
Workloads can be distributed to
different machines in this system
The limit to tolerate faults is
relatively high
All data can be shared in different
networks, but all the
decision-making processes will only
be held at one particular node

There may be privacy issues
Complexity is more with very little
predictability
They require a lot of effort to
managing all the systems operating
Synchronization problems may arise

• The energy sector is more and more interested in shifting away from the direct
energy consumption of non-renewable energy sources commercially toward the
integration of different sources or hybrid grids.

• The increasing use of RERs and grids facilitates the decentralization of the energy
field and increases the versatility in real-time operation in the power-system
applications.

• Large parts of the energy value chain are digitalized due to the increased digital
elements in a grid.

Blockchain technology works on a decentralized system having a peer-to-peer
network,which signifies a collectivemodel of trust among the peerswho are unknown
to each other and an immutable ledger of records of transactions (distributed). Decen-
tralization means a user-to-user basis network. A Distributed immutable ledger
means data that is stored in it cannot be further modified or deleted. Transactions in
blockchain are just the transfer of values in Bitcoin. UTXO, an unspent transaction
output, defines input and output in the transaction of bitcoin.

Once a block is verified algorithmically, and when a data miner agrees to it, it is
added to the blockchain chain. An unspent transaction output (UTXO) can be spent as
a currency unit in further transactions. The main operation in a blockchain is valida-
tion and block creation of transactions with the consensus of the users participating
in the transaction. There are also many underlying operations. A smart contract
gives the capability for code execution in business logic on a Blockchain. Miner
nodes in the network receive, verify, gather and execute the transaction. Significant
innovations like smart contracts have broadened the applications of blockchain tech-
nologies. Private and permitted blockchains to allow for access to the blockchain in



Overview of Next Generation Smart Grids 17

a controlled manner, enabling much more diverse business models. Table 4 presents
the advantages and disadvantages of centralized and distributed systems.

Blockchain technology has a significant impact on utility industries. It has three
levels of technologies benefitting both permissioned and private ledgers [42]. These
levels are classified based on different technology attributes for the adaptability of
the leading utility.

5.3.1 Level 1: Foundational Technology

Foundational technology consists of bill pay, electric vehicle charging transactions
etc. It enhances the reliability and security of transactions inside the grid frame-
work. The transaction is unified from disrupting generating stations in the energy
ecosystem. Some common application include

• Bill pays: there are a lot of startup companies that are facilitating effective
methodology for transactions. Such as prepaid energy meter, transaction through
cryptocurrency, bitcoins, etc.

• Solar renewable energy certificates: Blockchain technology is used in trading
and earning credit certificates related to renewable energy. One example is the
solar coin that can be made for the generation of solar energy individually.

• EV charging: In theUS,most people use an EV and blockchain-based transaction
is there to charge EVs in certain charging stations. Some of the companies which
are using blockchain are bloch charge, innogy. This technology enables the user
for digital payments

• Customer switching: There is a UK-based company known as electron. It is a
blockchain-based company. It enables the user for faster switching of suppliers.

Because of blockchain security and tracking of transactions, this application is
quite fruitful without intermediaries.

5.3.2 Level 2: Medium for Sustaining Business

Utility technology should adopt blockchain as well as internal business units to
sustain the investment made in technology. There should be some regulatory board
to keep an eye on all the transactions [43]. Appropriate support model to ensure
guard of interest of utility business. Some examples of experimental permissioned
blockchain applications with relevance for the utility sector are:

• Microgrids: specific distributed energy systems such as microgrids function inde-
pendently. Distributed energy systems like microgrids mainly operate indepen-
dently from a centralized system due to the small size of the operation. Blockchain
is much more relevant for managing all transactions.
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Table 5 Current market shortcomings and the possible role for blockchain

Current market shortcoming Possible role for blockchain

The cost of production is much more than
electric markets

The combination of the Internet of things, records
and information about generation time/demand,
location, type of generation/demand, and other
aspects of predicting the price for electric market
customers

Integration renewable energy sources
integration into the electric grid

Blockchain can be used for de-centralized and
automatic grid management and control systems.
As there are many producers and consumers in the
distribution grid, blockchain technology balances
the supply of electricity and demand for auto
verification of grid components

Adequate power resource Cryptocurrencies can be used as a token for
creating new markets and business models. There
will co-ownership for such models

Increase in coordination in-between
operators of system

Blockchain can give promising results in
developing an automated decentralized and
completely efficient asset control and management
of such assets, including a better balance between
demand and supply at different networks

Integrating demand response for ancillary
services

Smart contracts are designed to engage and reward
willing customers for helping in DR activity for
maintaining the grid more economically

Much adequate cross-border data
exchange in power system

Cross-border data exchange incurs costs and data
flows through multiple intermediates, which add
time delays in decision making and thus a potential
loss of data. Blockchains can streamline this
process by removing intermediaries, removing
delays, and maintaining data integrity as data is not
transferred but immutably shared

• Grid settlements and wholesale market trading: independent power producers
integrate a small number of people in a microgrid grid settlement, and whole-
sale markets involve many users within industry regulations, so blockchain does
provide scalability and regulatory compliance to all those units. Table 5 presents
the current market shortcomings and the possible role of blockchain.

6 Electric Vehicles (EVs)

This section focuses on EVs, which are trending in the latest era for meeting the
energy needs replacing the internal combustion engine (ICE) vehicles. In recent
years, EV’s have much attention as compared to conventional internal combustion
engine vehicles. This contemplation is due to the economic and environmental trouble
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concerns linked with the utilization of natural gas and petroleum fuels. These are
used as fuel in ICE vehicles. More advancement and researches on vehicles like
fuel cell and hybrid cars, pure battery-powered electric vehicles, etc., are pursued
actively [44]. Because these vehicles are reasoned to serve as an efficient means to
deal with global warming caused by the tail pipe-auto emissions. In eco vehicles,
the compatibility between safety and running performance has to be ensured, espe-
cially in EVs where electric devices like batteries, converters, and inverters are part
of their propulsion force-producing system. If such an electric device fails during
the motion of the EV, the EVs shall fail to run safely and comfortably. This kind of
failure in motion may constitute series of traffic accidents like rear-end collisions. As
an advancement for developing the next generation of EVs, fail-safe functions must
be interlinked within the propulsion force-generating system. The EV can persist in
running safely even if malfunctions occur during EV motion. The hybrid electric
vehicles (HEV), which mainly contains at a minimum of two sources of power, first
one is a primary power source, and the other one is named as a secondary power
source, which has the favours of both the EV and conventional ICE vehicles also
could vanquish their disadvantages. Considering the HEVs and PHEVs, more elec-
trical components are utilized in the making. Electric machines, power electronic
converters, batteries, ultra-capacitors, sensors, and microcontrollers are examples of
various such features. Besides these electrification components and their subsystems,
the traditional internal combustion engine or other mechanical and hydraulic systems
have also been present. Those difficulties generated due to the modern propulsion
systems demand the advanced design of powertrain components, namely power elec-
tronic converters, energy storage, and other electric machines. This power manage-
ment system includes modelling, simulation of the powertrain, hybrid control theory
and optimization control of vehicle [45].

Characteristics of EVs:

• The EV’s are designed to steer with high voltage electrical energy stored batteries.
In this way, the exhaust emissions can be excluded, which further reduces air
pollution since gasoline or other fossil fuels are not required for the propulsion.

• The engine’s noises and vibrations are negligibly small during the entire driving
range compared to traditional ICEs. The electric motor employed in EVs is
generally higher performance motors.

• During the downhill or decelerating motion of the said vehicle, the restoring of
brake energy by regeneration can be employed and stored in the high voltage
batteries. Thereby the driving range from single charging will be extended and
also reduce the loss during braking.

• If the battery’s existing charge is not adequate to drive the vehicle, various charging
methods like AC or DC charge are applicable. The trickle charge can also be
applied.
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6.1 Battery Electric Vehicles (BEVs)

A battery electric vehicle (BEV) runs entirely on a battery and electric drive train
without an internal combustion engine. To recharge their batteries, these vehicles
must be plugged into an external electricity source. A hybrid electric vehicle (HEV)
with an internal combustion engine and an electric motor together with an engine
or generator depends on one or more energy sources [46]. A plug-in hybrid electric
vehicle (PHEV) uses rechargeable batteries or other power storage systems that can
be recharged by connecting them to external electricity sources.

Instead of an ICE vehicles, EVs have an electrical motor. The electric battery
vehicle uses a large traction battery pack to power the electric motor and, since it
operates on electricity, it must be plugged into the charging station. The vehicle emits
no exhaust from the tailpipe and does not contain the fuel components such as fuel
pump, fuel line, and fuel tank. The battery pack used to store the electrical energy
that drives the motor is used in the car. By plugging the vehicle into an electric
power source, batteries are charged. BEVs are more costly than conventional hybrid
vehicles.

The battery stores the energy necessary for the vehicle to operate. The battery
supplies the motor with an electric current. And the engine, thus, drives the greater
the battery size, the greater the range of the vehicle. Lithium-ion type batteries are the
most widely used batteries. The higher energy density of these batteries is capable
of storing more energy [47]. Using an inverter, the battery energy in the DC is
converted to AC. The AC is transmitted to the induction motor from the inverter,
which generates a spinning magnetic field that allows the motor to turn.

The single-speed transmission transfers power to the wheels from the induction
motor. This electric motor converts electrical energy into mechanical energy that
turns the wheels to move forward. The car uses more energy during the acceleration,
but the energy transforms through the induction motor into electricity during the
stop. This power is stored in the battery pack and can be used when more energy is
required. An electric vehicle battery can be charged by plugging it into an outlet or
charging station.Advantages ofBEVare less air pollution, less noise pollution, higher
efficiency, low fuel and operating cost, and lowmaintenance cost. The disadvantages
of BEVs include are high prices and low range.

6.2 Hybrid Electric Vehicles (HEVs)

The phrase hybrid vehicle makes reference to a vehicle with the least of two power
sources. Among the two sources of power for HEV, an electric motor acts as one
energy source. In contrast, the other source of motive power can be extracted within
several divergent technologies. But the most used secondary source of power will be
an ICE destined to run either on gasoline or petroleum fuel [48]. As put forward by
the technical committee of the international electrotechnical commission (electric
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road vehicles), an HEV is a vehicle in which propulsion energy is available from two
ormore types of energy sources, and at least one of them can deliver electrical energy.
Predicted on the definition by the commission, various kind of energy combinations
of HEVs are:

• The battery and gasoline IC engine combo
• Battery and ICE with diesel
• Fuel cell and battery combo
• Battery with ultra-capacitor
• Battery along with flywheel combo
• Hybrid battery and other batteries

Incorporating an ICE with an electric motor is the most widely used combo for
the generation of propulsion force in hybrid EVs. With this integration, energy effi-
ciency will be improved and vehicle emissions will be fall off due to the electric
motor. The driving range will be extended because of the ICE in contemplation of
advancements in theHEV. The stereotypical ICE vehicles bestow good performances
and an extensive operating range because of the high energy density yielded by the
petroleum products. But these standard ICE vehicles have the disbenefit of indigent
fuel economy and more significant risks of environmental contamination [49]. By
far, the reasons behind their indigent fuel economy are:

• The contrast between real operation requirements and the vehicles fuel expertise
• Operating in urban areas, the wastage of kinetic energy during braking
• Due to the stop-and-go driving pattern, the productivity of hydraulic transmission

in current day automobiles.

The EVs powered by battery packs have dominance over typical ICE vehicles by
high energy productivity and almost zero environmental contamination. The compar-
ison of these vehicles based on the performance of their driving range per battery
charge ICEs holds the upper hand. However, HEVs can outsmart both traditional
ICEs and EVs due to the use of two power sources.

An ICE and an electric motor that utilizes energy stored in the battery are powered
by HEVs. Instead of charging the batteries by regenerative braking and an ICE,
a hybrid car cannot be plugged in to charge the battery. A smaller engine could
theoretically allow for the extra power provided by the electric motor.When stopped,
the battery can also control auxiliary loads such as sound systems and headlights
and decrease engine idling. Together, these characteristics result in increased fuel
economy. During coasting or braking, the regenerative braking mechanism restores
energy normally lost. It uses the wheels’ forward motion to spin the engine. This
provides energy which makes the vehicle slow down.
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6.3 Plug-In Hybrid Electric Vehicles (PHEVs)

A battery and an electric motor are available for PHEVs. They also have an ICE and
a fuel tank. The PHEV works with electricity until the battery is almost empty. In
the engine, the fuel is then burned to create extra electricity for the electric motor
or power the wheels. With plug-in supplies and a regenerative braking system, the
PHEV batteries can be recharged.

As proposed in the name itself, it’s also a shade of hybrid electric vehicle (HEVs).
Also named as electric vehicles with an extended running range that utilizes battery
packs to deliver energy to an electric motors and an alternate source of energy like
fuel or gasoline to satisfy the energy demands of ICE employed. i.e., similar toHEVs,
PHEVs also make use of both the electrical and mechanical power path with the help
of conventional ICE and general electric machines. The batteries could be charged
alongside plugging through an electric power source or regenerative braking with the
ICE. The PHEVmay have larger battery packs than commonHEVs [50]. The PHEVs
gain almost all their power while running through urban areas with the already stored
electricity in the battery packs. Before even beginning, one must ensure the battery is
sufficiently charged. In case of distress or complete depletion of batteries, ICEs may
power the vehicle during situations where sudden acceleration, at high speeds, or
when rigorous heating or air conditioning is needed. The dissimilarities of PHEVs
and HEVs depend on the capacity of the battery and their recharging techniques.
PHEV’s are furnished with larger capacities of batteries that can operate only with
battery power within a reasonable driving range, also called an all-electric driving
range.

The utilization of fuel/gasoline in PHEVsdepends upon the total distance travelled
within the complete discharging period. The tailpipe emissions of a PHEV are zero if
it’s driven only with battery power. Even if it’s operating with an ICE alone, gasoline
consumption will be practically lesser and produce lower emissions than similar
conventional vehicles do. Comparing with the traditional ICEs that blindly rely on
fossil fuels, PHEVs offer consumers to choose between alternate cheap and clean
energy, thereby diminishing the dependence on a single source of energy.

Two fuel sources, an electric motor and a combustion engine, drive PHEVs.
PHEVs use less fuel and emit fewer emissions than traditional ICE vehicles powered
only by combustion engines. In contrast to HEVs, PHEV uses a high-capacity battery
for energy storage. The greater battery capacity allows the vehicle to cover longer
electric-mode driving distances than hybrid vehicles. The electric motor alone or
the combustion engine powers the car, depending on the driving conditions [51].
The high voltage battery either absorbs energy or emits it. The high voltage battery
releases energy while the electric motor is running, via regenerative braking, the
battery is partially charged by kinetic energy while driving. You should plug the
vehicle in to recharge your high-voltage battery. Charging can be done at any loca-
tion with domestic electricity installed. From the public charging stations, they can
also charge. The car must be parked with the ignition switched off before being



Overview of Next Generation Smart Grids 23

charged. The charging indicator illuminates until the vehicle is fully charged when
the charging cable is attached.

The vehicle functions in two modes to encapsulate it. The first mode is called the
charge depleting mode, in which only the electric motor powers the vehicle before
the high voltage battery reaches a low energy level [52]. When the battery level
is low, the mode of the vehicle switches to the hybrid mode’s charge sustaining
mode. It’s the second mode of driving. The vehicle uses power from the electric
motor to drive in hybrid mode during mild acceleration, providing enough pickup to
help increase speed. The gasoline engine and the electric motor are used to get the
desired speed when the acceleration is higher or uphill motion. The machine goes
to power assist mode while cruising at a relatively steady rpm, where the gasoline
engine is the primary source of drive power [53]. The device captures energy through
a regenerative braking system as the vehicle’s speed decreases and stores it in the
battery for future use.Asmentioned above, external charging is often used to optimize
high voltage levels. Table 6 presents different types of EVs and their characteristics.

7 Protection of Smart Grid

Agridwould bemore efficientwhenmore resiliency is added into the existing electric
network and made ready for diffident unavoidable tragedies and natural calamities.
Therefore, if some extra powerful features are supplemented to the existing grid,
it becomes a SG. The extra powerful features can be advanced protection schemes
in grid operation. This will make the existing grid network more efficient, faster in
power transmission and self-repair after power disturbances, inexpensive, improved
security etc.

Protection in SG refers to the protection of devices connected to the SG against
unintentional failures like fault, overload etc. One of the power system protection
applications in the SG is quick to fault diagnosis to prevent fluctuations in voltage and
power outages. When some schemes protect the physical infrastructures of SG, it is
referred to as physical protection of SG. This type of protection refers to inadvertent
situations because of equipment failure, errors created by human’s, natural disasters
etc. In this type of protection, two essential things have to be looked into. One is the
reliability of the system and the other one is protection scheme failure. Reliability
refers to SG’s component’s reliability and the way they are placed and they are
achieved in four various ways:

• Reliability of distributed generation
• Reliability of measurement infrastructure
• Reliability of network before action
• Decision-making performance by sub-station

RERs are used as DG in a SG whose penetration into the system makes coor-
dination between them with other protection devices quite challenging. As a result
reliability and stability of the system becomes a concern for the protection engineer.
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Table 6 Different types of electric vehicles (EVs) and their characteristics

Type of
electric
vehicle

Battery electric
vehicle

Hybrid electric
vehicle

Plug-in hybrid
electric vehicle

Fuel cell
hybrid electric
vehicle

Propulsion Electric motor International
combustion engine
(ICE) and electric
motor

International
combustion
engine (ICE) and
electric motor

Electric motor

Energy system Battery ICE unit and battery ICE unit and
battery

Fuel cell
along with
battery and
ultra-capacitor
to enhance
power density

Energy source Electric grid
charging

Gasoline station Electric grid
charging and
gasoline station

Hydrogen,
Hydrogen
production,
transportation,
and
infrastructure

Characteristics Zero-emission, high
energy efficiency,
and high initial cost,
readily available

Low emission, high
fuel economy,
long-range of
driving, high cost,
commercially
available

Low emission,
large battery
capacity, long
driving range in
road trips, and
high cost

Zero-emission
or ultra-low
emission, high
energy
efficiency,
high cost, less
dependent on
fossil fuels

Challenges
and issues

Battery management,
high cost of charging
facilities

Control of multiple
energy sources,
battery management

Control of
multiple sources,
maintenance cost

High fuel cell
cost, fuel cell
durability, and
reliability,
Hydrogen
infrastructure

One SG operation requirement is the smart measurement infrastructure, which helps
monitor network reliability, stability, and healthiness, which can bemetwith a phasor
measurement unit (PMU). Suppose the decision making performance by sub-station
can be achieved. In that case, the time span can be reduced as it does not have to wait
for the control network’s decision and the system achieves better stability and reli-
ability. Failure prevention and prediction are two important aspects of SG physical
protection. Prediction means identifying the failure event in the SG, and preven-
tion means to inhibit the failure from an occurrence. Recovery is another impor-
tant aspect of the SG that can be achieved by developing efficient techniques. For
example, a smart meter is used to recover missing data from the system. Because of
the inverter-based DGs into the SG, the operating characteristics differ from standard
distribution systems, making the protection engineer challenging. Another challenge
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before power system engineer’s is to attain reliability and efficiency in a wired and
wireless communication network for control and data transfer purpose. For proper
unit protection and to optimize the relay coordination in SG, internet of energy (IoE)
based communication technology is recently used, which mainly exchanges infor-
mation that is further collected by integrated electronic devices (IED). This type of
protection scheme is called i-protection, which precisely identifies the fault with the
help of IEDs and IoE through a wide-area wireless network.

8 Conclusion

Smart grid (SG) has been the most impactful technology in recent times and is
still rising because of its significant benefits. But like any other more substantial
change, transition to the SG system from a conventional power grid system is highly
tedious and time-consuming. At the same time, it is a great decision to meet the
growing electricity demand ofmodern civilization. The successful transition requires
meticulous preparation, thorough understanding, and proper knowledge, along with
their corresponding impacts on every part of the ecosystem. The distributed energy
resource (DER) applications would increase the efficiency of the energy supply and
reduce the electricity delivery cost and carbon footprint in the SG. The SG needs
to be well-designed, robust structure to withstand the tension, efficient and reliable,
sustainable with the environment, intelligent enough to discover outages and fault
locations, secured and safe from cyber-attacks, able to monitor real-time data and
act upon it, scalable and integrable with other sources of energy. Various features of
the SG need to be implemented cost-effectively to form a symbiotic relationship and
benefit grid operators, energy providers, consumers, and the environment. There are
many challenging issues of protection in SGs like maintaining reliability, stability,
coordination etc. All these can be solved by developing optimized algorithms, which
is also ongoing research.
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Modeling of Various Renewable Energy
Resources for Smart Electrical Power
Systems

Surender Reddy Salkuti

Abstract This chapter presents the modeling of various renewable energy resources
(RERs) such as solar photovoltaic (PV), wind, small hydro, pumped hydro,
geothermal, biomass, and battery energy storage. RERs are an infinitely sustainable
and environmentally friendlier form of energy that will help reduce the dependency
on traditional fossil fuels-based electrical power generation. The abundance of wind
and solar irradiation in nature makes wind and solar PV energy the resources with
great potential if accuracy in planning and technology compiled together. Modeling
of power output from different RERs and the uncertainty handling of solar PV and
wind energy systems are described in this chapter. Battery storage systems provide
energy to the system when the supply from RERs cannot meet the required load
demand. Battery storage units are used to store the extra amount of power produced
by theRERs. Small hydropower generatorswork at variable speeds as thewater flows
at various speeds. Geothermal thermal energy involves accessing underground hot
water or steam from wells several miles into the earth. Sustainable biomass energy
can be generated by burning several types of biomass fuels which are converted into
several forms of energy after combustion. The modeling of all these resources along
with their advantages and disadvantages are discussed in this chapter.

Keywords Battery storage · Biomass · Geothermal · Pumped hydro · Wind
energy · Solar PV · Smart grid · Small hydro

1 Introduction

The fluctuating/intermittent nature of the renewable energy resources (RERs) is an
important factor that limits their large-scale integration into the utility grid. The pene-
tration of RERs has been increased as they can reduce the environmental impact and
meet the increased power demand. All nations throughout the world are promoting
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the construction of renewable power plants. The European Union (EU) and the USA
have set targets of 100% and 80% of power generation by RERs by 2050. Recently
several countries have set targets for the reduction of emissions of greenhouse gases
by increasing the share of RERs. New installations of RERs have been dominated
by wind and solar photovoltaic (PV) power plants. However, one needs to develop
suitablemodels to characterize their intermittent and variable behavior to incorporate
in the planning and operation of electrical power systems [1]. The amount of renew-
able power generation from the solar PV and wind energy systems purely depends on
meteorological conditions such as solar irradiance, ambient temperature, and wind
speed which are directly associated with the site/location. Therefore, the analysis of
solar insolation and wind speed characteristics at a particular installed site plays a
vital role in utilizing solar and wind energy systems efficiently. Presently, the share
of hydro-power generation is almost 58% of the electricity generated by renewable
sources throughout the world. To meet the ever-increasing load demand and for effi-
cient power-sharing with the change in climate conditions and subsequent change in
load an intelligent and robust control techniques are needed [2].

In recent days the power generation from RERs is increasing in a significant way
and the power generated from renewable power sources is going to play a significant
role shortly. To increase the integration of RERs in the conventional power network,
it has to deliver the liabilities acted to the entire system as a consequence of the irreg-
ular nature of these RERs. Because of their effect on system adjusting, scheduling,
reserves management, and commitment of generating units, changeability, and a
ramp or slope events in the power output are the major difficulties to the system
administrators [3, 4].

The European power system with ambitious de-carbonization with the efficient
coupling of RERs to conventional energy systems has been presented reference [5].
Reference [6] proposes a combined energy system, i.e., an energy hub consisting of
electrical, heating, and cooling equipment, demand response, and the optimization
of RERs. The changes of optimization techniques brought by large-scale integration
of RERs are presented in [7]. Reference [8] presents the importance of long-term
uncertainty modeling approaches to evaluate various support policies of renewable
and de-carbonization. A simulation model based on a systems dynamics method-
ology for representing the complex behavior of the national electricity market under
different scenarios analysis has been presented in [9]. An approach of utilizingmulti-
type demand-side reserve offers to smooth fluctuations in RERs forecast on various
time scales has been presented in [10]. An optimal energy management problem of
microgrids with RERs and energy storage systems has been presented in reference
[11].

The aim of this chapter is to presents the modeling of various renewable energy
resources (RERs) such as solar, wind, small hydro, pumped hydro, geothermal,
and biomass. The rest of this work is organized as follows: Sect. 2 describes the
modeling of thewind energy system and its uncertainty handling approach.Modeling
of output power from solar PV energy system and its uncertainty handling approach
is described in Sect. 3. Section 4 presents the modeling of a battery energy storage
system. Modeling of small hydro and pumped hydro energy systems is described in
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Sect. 5. Sections 6 and 7 describe the modeling of geothermal energy and biomass
energy. Section 8 summarizes the major contributions with concluding remarks.

2 Wind Energy System

Wind energy is the kinetic energy (KE) of the air inmotionwhich ismore economical,
reliable, and the operation of a wind turbine (WT) is quite simple. As the wind blows
through the blades of WT with the pressure exerted on the surface area of the blade.
Aerodynamic forces cause the blade to turn the rotor. The generator and gearbox
are kept together in a single unit behind the blades. The output of the generator is
passed through for conversion from DC to AC. The WT converts the KE from the
wind into mechanical energy. This energy could then be used to generate electricity.
It is one of the renewable energies that were discovered to transform electric power
by enhancing the sustainability, performance, and reliability of the smart grid [12].
After converting the wind into mechanical energy, that energy can be used to produce
electricity is by using awind generator.WTs aremanufactures in the range of vertical
and horizontal axis types and each type of wind turbine is used for a specific purpose.
For example, large wind turbines are used in the production of commercial electric
power whereas the smallest turbines are used to provide additional power on boat
sailing or battery charging.

Wind energy is environmentally friendly and produced naturally as there is no
need for burning fuels to generate wind power. Wind turbines don’t require a lot of
space because windmills cover only a few square meters and the rest of the land can
be used for farming or agriculture purposes. However, the wind turbine can make a
disturbing noise, for those who live a hundred meters from the wind power station
[13]. Wind turbines can be used for standalone or hybrid power supply. A power
regulator is usually used to regulate the power output between the turbines’ output
and the load. Transformers are used to step the voltages down or up depending on
the use of voltages.

AWT has an expected average life of 20–25 years, which makes it a great source
of alternate power. It is being recognized as a vital component of sustainable envi-
ronmental and economic well-being, long-term, and security of energy supply and
price. Although wind energy is reliable and inexpensive, it requires windmills to be
built in areas where the wind is not only strong but also steady, whichmay be a disad-
vantage for some countries. Offshore may be the best place for wind power because
winds are usually strong and steady over there. The height of the turbine is a huge
factor in its power generation as the impact of a taller is considered to give higher
winds in the WT also, and the surface winds can be affected easily by the roughness
or irregularities of the earth surface [14]. Wind turbine also produces no emission,
and their efficiency in its application area as green power is top-notch. The common
issue with the turbine is its most suited application, i.e., for peak shaving applications
and the power it produces is dependent on strong winds. The wind turbine is fairly
inexpensive compare to the PV system.
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The working of wind turbines depends on several factors such as the shape and
size of the rotors, height of the blades, and location of the turbine. Advantages of the
wind turbine technology include: environmentally friendly, low cost in its generation
of energy, a big source of energy and large industrial base already exists, it could be
scaled down to small turbines used in companies to power small institutions, offshore
advantage allows the mounting of the huge turbine to produce a large amount of
energy [15]. However, there are some disadvantages such as the intermittent nature
of wind power, noise generated from the rotating blade and motor, loss of scenery,
requirement of large amounts of land.

2.1 Modeling of Wind Turbines (WTs)

TheWT is connected to an inductive/asynchronous machine that consumes the reac-
tive power (Q) and generates the active power (Pm) [16]. This active power output
is given by,

Pm = 1

2
ρπr2v3Cp (1)

where r is the radius of WT (in m), v is wind speed (in m/s), ρ is air density (kg/m3),
Cp is turbine power coefficient. Then the electrical power (Pe) is given by,

Pe = n0Pm (2)

where n0 = nmng . ng and nm are efficiencies of generator and turbine, respectively.

2.2 Modeling of Wind Speed

The stochastic behavior of wind speed can be analyzed statistically by using the
Weibull Probability Distribution Function (PDF). Weibull PDF of a certain wind
speed at a particular time (t) can be expressed as,

f t (v) =
(
kt
ct

)(
vt

ct

)(kt−1)

exp

[
−

(
vt

ct

)(kt−1)
]

(3)

The scale factor (ct ) and shape factor (kt ) at a particular time (t) can be evaluated
by using [17],
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ct = μt
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)−1.086

(5)

where �() is the gamma function. σ t
v and μt

v are the standard deviation and mean of
wind speed (vt ) at a particular time t.

2.3 Modeling of Wind Power Output

The amount of power output from wind energy generators (WEG) falls in three
different regions. When the wind speed (vt ) is less than the vcin or higher than the
vcout , then the WEG/WT will produce zero power output (i.e., Pt

w = 0). When vt is
between vcin and vr , then the wind power will increase linearly (as represented in
Eq. (6) and it is called the continuous range. When vt is between vr and vcout , then
it is going to generate rated wind power (i.e., Pr

w), and it is a discrete PDF. In the
similar lines, below the vcin or above the vcout , the WT will not produce any real
power and it is also considered as a discrete range. Then the power output can be
expressed as [18],

Pt
w =

⎧⎪⎨
⎪⎩

0 vt < vcinandvt > vcout(
Pr

w

vr−vcin

)
vt −

(
vcin Pr

w

vr−vcin

)
vcin ≤ vt ≤ vr

Pr
w vr ≤ vt ≤ vcout

(6)

Generally, the wind power output is dependent on wind speed. The (Pt
w) with

wind speed can also be expressed as a cubical [19]. The amount of wind power
generated from a WT at a particular time ‘t’ can be expressed as,

Pt
w =

⎧⎪⎨
⎪⎩

0 vt < vcin andvt > vcout(
Pr

w

v3r −v3cin

)
v3
t +

(
v3cin

v3r −v3cin

)
Pr

w vcin ≤ vt ≤ vr

Pr
w vr ≤ vt ≤ vcout

(7)

where vt is the averagewind speed at a particular time t. vr , vcout and vcin are the rated,
cut-out, and cut-in wind speeds. Pr

w is rated/maximum wind power. The amount of
wind power generated can also be expressed as,

Pt
w = 1

2
ρKmax A f v

3
t (8)
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where Kmax is power coefficient, ρ is the air density, and A f is swept area by the
rotor of WT. The wind technology option uses modeling techniques like Gaussian,
Weibull, Rayleigh, and Beta PDFs due to its intermittent and variable behavior.

2.3.1 Wind Power Output in Continuous Range

In continuous range (i.e., the (Pt
w) in the region between cut-in to rated wind speeds),

the random variable transformation is used to transform the wind speed random
variable (vt ) to the wind power output (Pt

w) random variable. In this continuous
range, the Weibull PDF can be expressed as [19],

f p(p) = k(vr − vi )

ck ∗ pr

[
vi + p

pr
(vr − vi )

k−1

]
exp

⎡
⎣−

[
vi + p

pr
(vr − vi )

c

]k
⎤
⎦ (9)

where f p(p) is the WEG/wind power PDF. The above PDF (i.e., Eq. (9)) is valid
only for the continuous range.

2.3.2 Wind Power Output in Discrete Range

From Eqs. (6) and (7), it can be seen that two different discrete probabilities occur
when there is no power output from the wind plant (Pt

w = 0W ) and the rated power
output (Pt

w = Pr
w) [20]. The probability of an event at (Pt

w = 0) is given by,

Pr (P = 0) = Pr (V < vi ) + Pr (V ≥ vo) = 1 − e

(
−
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)

+ e
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−

(vo

c

)k
)

(10)

The probability of an event at (Pt
w = Pr

w) is given by,

Pr (P = Pr ) = Pr (vr < V < vo) = e

(
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)

+ e
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−

(vo

c

)k
)

(11)

From the above Eqs. (9), (10), and (11), it is clear that it is a mixed probability
function with continuous and discrete power outputs.

3 Solar PV Energy System

Solar energy is an inexhaustible energy source. It is one of the renewable energies
which transform the electric power system. Scientists have found ways to harness



Modeling of Various Renewable Energy Resources for Smart … 35

the power of the sun. The process consists of converting the sunlight into electricity,
using photovoltaic (PV) cells. PV converts light into electric current using the PV
effect. Solar energy works very well in areas where the sun shines almost every day.
A Photoelectric system converts light energy to electricity. It consists of multiple
components. There are three main models of solar PV systems, i.e., grid-connected,
independent/stands alone and integratedmodels. The grid-connected solar PV system
operates a DC power to a power conduction unit converter that converts the DC to
AC, whereas the standalone model is equipped with a battery energy storage and
generator for backup power. For instance, the power produced by panels can be
used to supply homes or buildings or a power grid. Since the energy production by
solar PV panels is DC, an inverter is used to convert it to AC and a regulator is
used to regulate the power. Transformers are used to step the voltages down or up
depending on the use of those voltages. Whereas in the integrated system, the solar
PV system is coupled directly to their loads without major power conducting device
or the storage battery. This PV system is friendlier to the environment due to its no
emission, pollution, and minimal health hazards [21].

Two main factors considered for the solar PV systems include insola-
tion/irradiance and emission. Insolation is the availability of solar PV energy conver-
sion to electricity. Various factors affecting solar irradiance include the operating
temperature of the solar cells, position of the solar panel, and intensity of light.
Different materials applied for solar PV cells are amorphous silicon and cadmium
telluride, these are environmentally friendly. The cost of power from solar technology
is expected to reduce in the nearest future. Due to its stationary parts and constant
availability of the sun increases the lifetime of the solar PV system.

Applications of solar PV energy systems include solar power, solar vehicles, agri-
culture, solar lighting, water heating, water cookers, water treatments, etc. Some of
the advantages of solar PV systems include abundant availability, quick installation,
low cost in the application and processing, lowmaintenance, and easy customization
[22]. However, the disadvantages include higher cost than fossil energy, dependent
on the sun, high capital investment, and finding suitable locations for building solar
PV plants. Solar technology is going to play a larger role in the future, as there are
new developments that could result in lower costs and improved efficiency.

3.1 Modeling of Power Output from Solar PV Plant

In setting up of solar PV plants and systems, data typically gotten over a year takes
to account hourly global direct insolation, temperature and wind speed data, array
geometry, and balance of the system. Generally, the solar PV panels are tilted to get
maximum solar irradiance on them. Beam and diffuse radiation incident on solar
PV panels surface govern the amount of electricity generation. Total hourly solar
irradiation on a titled surface (Gt in W/m2) can be expressed as [22],

Gt = GbRb + Gd Rd + (Gb + Gd)Rr (12)
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Fig. 1 Equivalent circuit of
the solar PV cell

where Gb and Gd are the beam part and diffused part of solar irradiations. Rb, Rd

and Rr are the tilt factors for beam, diffused, and reflected part of solar radiations.
The active power output from solar PV power (Ppv) can be represented by [23],

Ppv = ηAGt (13)

where η is the photoelectric conversion efficiency and A is the surface area of solar
PV systems (in m2). The most commonly used model for PV technology and the
equivalent of solar PV cell circuit model has been depicted in Fig. 1.

The amount of current flowing through a load of the solar PV cell (I) is given by,

I = Isc − Ios

[
e
(
q(V+I Rs )

nKT

)
− 1

]
−

(
V + I Rs

Rsh

)
(14)

where K is Boltzmann’s constant, Isc is short circuit current, q is electron charge (1.6
× 10–19 C), Rs and Rsh are series and shunt resistances for cells. T is the absolute
temperature of the p–n junction; V is the voltage across solar cell, n is the ideality
factor, which is a number between 1 and 2. Saturation current (Ios) is given by,

Ios = AT γ e
( −Eg

nKT

)
(15)

whereA is temperature constant, 7 is temperature dependency exponent, Eg is energy
gap. The current of an ideal solar cell (Id) is given by,

Id = Isc − Ios
[
e(

q
nkT Ed) − 1

]
(16)

However, for an array of (Ns × Nsh) solar PV cells,

Id = I mod
d

Nsh
(17)

Emod
d = Ed × Ns (18)
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Rmod
s = Rs

(
Ns

Nsh

)
(19)

Rmod
sh = Rsh

(
Ns

Nsh

)
(20)

where Ns , Nsh are the number of series and parallel cell junctions of a PV module.
Rmod
s is series resistance, Rmod

sh is shunt resistance, Emod
d is voltage and I mod

d is current
of the entire module. The power output of solar PV panel is given by [24],

Ppv(G) = FPV
Gt

Gstd
Pr
pv

[
1 + γ (Tt − Tstd)

]
(21)

Gt is solar irradiance (in W/m2) at time t, Gstd is standard solar irradiance
(1000 W/m2), FPV is the factor reflecting the shading and wiring losses, Pr

pv is
the rated power output, Tt is the temperature at time t, Tstd is standard test condi-
tions temperature (25 °C), γ is the maximum correction for temperature. Some of
the factors that determine the output given by solar technologies include the type of
material, the area and intensity of the sun in the region, the cross-sectional area of
the solar PV panel, and the type of connectivity it operates.

By neglecting the solar PV cell temperature, the amount of power output from
solar PV cell (Ppv(G)) can be represented by [25],

Ppv(G) =
⎧⎨
⎩

Pr
pv

(
Gt

Gstd Rc

)
f or0 < Gt < Rc

Pr
pv

(
Gt
Gstd

)
f orGt > Rc

(22)

where Rc is a certain solar PV irradiation point (say 150 W/m2).

3.2 Uncertainty Modeling of Solar PV Unit

Solar power is free after the recovery of the initial investment, and it is also environ-
mentally friendly. Solar energy does not require expensive maintenance and finally,
it does not pollute our air and it operates silently. Solar energy can be harness asong
as the sunshine and the energy can be stored in batteries for the evening and overnight
use. Solar panels don’t require a lot of maintenance and 90% of the solar panels last
30 years or more. At a selected location, the solar irradiation follows a bi-modal PDF,
which can be modeled as two unimodal PDFs. The unimodal PDF can be modeled
by using the Beta PDF, Weibull PDF, and Log-normal PDF. The modeling of hourly
solar irradiation by using Weibull PDF can be represented by [25],
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fG(G) = ω

(
k1
c1

)(
Gt

c1

)k1−1

exp

[
−

(
Gt

c1

)k1
]

+ (1 − ω)

(
k2
c2

)(
Gt

c2

)k2−1

exp

[
−

(
Gt

c2

)k2
]

(23)

where ω is the weight parameter (0 < ω < 1). c1, c2, k1 and k2 are scale and shape
factors, respectively. As mentioned earlier, the solar irradiance follows a Beta PDF.
This Beta distribution of solar irradiance (Gt ) at a particular time t can be expressed
as [26],

f TG (G) = �
(
αt + β t

)
�(αt )�(β t )

G(αt−1)
t (1 − Gt )

(β t−1) (24)

where αt and β t are the shape parameter at a particular time t, and they are calculated
by using,

β t = (
1 − μt

G

)[μt
G

(
1 + μt

G

)
(
σ t
G

)2 − 1

]
(25)

αt = μt
Gβ t(

1 − μt
G

) (26)

where μt
G and σ t

G are the mean and standard deviation of solar irradiance (Gt ) at a
particular time t. The expectation (E) and variance (Var) of the random variables (X)
of the Beta distribution are expressed using,

E(X) = αt

αt + β t
(27)

Var(X) = αtβ t

(αt + β t )2(1 + αt + β t )
(28)

4 Battery Storage Modeling

The battery storage system is employed as a backup to store the excess of power
when the supply from RERs exceeds the load demand. This battery will also provide
energy to the system when the supply from RERs cannot meet the required load
demand. Battery storage units are used to store the extra amount of power produced
by the RERs. Generally, Lithium-ion (Li-ion) batteries are used for storage. Li-ion
battery has a low-self discharge rate, higher better energy capacity, and the ability
to be recharged hundreds of thousands of times than other battery types. The Li-ion



Modeling of Various Renewable Energy Resources for Smart … 39

batteries have high power density, high efficiency, high energy density, and longer
life cycle [27]. For the longer life of the battery, the minimum SOC is considered
as 20% and the round trip efficiency is considered as 80%. The amount of energy
stored in a battery is expressed as,

QB = Q0
B + t∫

0
VB IBdt (29)

The state of charge (SoC) of a battery is expressed as,

SoCt
B =

(
QB

Qmax
B

)
× 100 (30)

where QB is the total energy of battery at time t, Q0
B is energy available at the

beginning of the scheduling interval. Storage systems play a vital role in changing
the generation to suit the requirement which leads to enhancing the consistency and
performance of the system against the uncertainties [28]. The SoC of the storage
system (in Wh) is expressed as,

SoCt = SoCt−1 + ηB
c

(
Pt
c

�t

)
−

(
Pt
d

�t

)
(31)

where ηB
c is the charging efficiency of the battery, �t is the scheduling interval (say

1 h). Pt
d and Pt

c are the discharging and charging powers of the battery storage system.
The SoC for the battery is considered an important parameter to be controlled [29].
The variation of battery SoC is expressed by using,

SoCt = SoC0 + 1

Q

t∫
0
idt (32)

where Q is maximum capacity and ∫ idt is the instantaneous capacity of the battery
bank. Maintaining the SoC within the limits is essential to prevent it from any over-
charging or under discharging, and for a longer lifetime of the battery, and this
constraint can be expressed as [30],

SoCmin ≤ SoCt ≤ SoCmax (33)

Batteries are degraded by the depth of discharge (DOD), temperature, and SoC,
which minimizes the charging and discharge sequence of the storage system. The
degradation cost of battery (Ct

d) is given by [31],

CB = ICB Pt
B�t

N t
c SBηB

c ηB
d

(34)
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Degradation cost during charging (Ct
d,ch) can be expressed as,

Ct
d,ch = αPt

b,chηcCp

TcNηdτ
(35)

Degradation cost during discharging (Ct
d,disch) can be expressed as,

Ct
d,disch == (1 − α)Pt

b,dischηcCp

Td Nηdτ
(36)

where Tc and Td are the average number of charging and discharging hours per day.
τ is the time period after which the decay is measured. N is charging and discharging
cycles of the storage system, α is the ratio of average charging time to total operating
time per day, Cp is the capital cost of the storage system. The cost function of
the battery storage system in terms of DOD during the charging and discharging
operation can be represented by [32],

CB = ICB Pt
B�t

N t
c SBηB

c ηB
d

(37)

IC B is the investment cost of battery storage, �t is the time step (say 1 h), Pt
B

is power output from storage battery at time t, Nt
c is the number of cycles of energy

storage at a particular DOD at time t, SB is the total capacity of the battery storage
system in Wh. ηB

d and ηB
c are discharging and charging efficiencies of the battery.

5 Small Hydro and Pumped Hydro Energy Systems

Water is another form of renewable energy that creates hydroelectric power is usually
located on dams where there is an abundance of moving water. To produce water
energy the industrials that produce water energy push water through pipes to turn a
turbine which is hooked to a generator. Once the turbine is in motion it then turns
the generator which produces electricity. This process consists of releasing kinetic
energy, which is transformed into mechanical energy, and then the production of
electricity. The working principle of a pumped-hydro storage plant is similar to the
traditional hydropower plant. Small hydropower generators work at variable speeds
as the water flows at various speeds.

The main advantage of hydro energy is the fact that water is natural and it can be
retained in one location and to be used later for energy production. As hydropower is
fueled bywater, it is a clean source of power as it does not pollute the air as fossil fuels
do.This power canbemade readily available on-demand (very high rampup and ramp
down limits) as the flow of water through the turbines can be controlled. Hydropower
facilities create reservoirs that provide some kind of recreational activities [33].
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The hydro-electric power dams are very expensive to build and require adequate
preparation to execute. These dams are believed to last 100 years and since we will
continue to have water as a resource, then this technology is quite sustainable. These
plants do not produce any emissions or create waste but the dams disturb the scenery,
aquatic ecosystem, and surrounding lands.

5.1 Modeling of Small Hydro Power

The power plants that create hydroelectric power are usually located on dams where
there is an abundance of moving water. To produce water energy the industrials that
produce water energy push water through pipes to turn a turbine which is hooked to a
generator and the generator generates electricity. Large-scale hydro energy dams are
used to power grids. Transformers are used to step the voltages down or up depending
on the use of those voltages. The small hydro generator allows the cases of the high
head with a low volumetric rate of flow or a high volumetric rate of flow with a
low head for operation. The amount of electrical power obtained from small hydro
generator (PH ) can be represented by using [34],

PH = gηhhef f ρwQw

1000W/kW
(38)

where ρw is the water density (kg/m3), g is acceleration due to gravity (9.81 m/s2),
hef f is the effective height (m), Qw is the flow rate of water (m3/s), ηh is the efficiency
of the small hydro generator (%). This potential energy (E) of hydropower can be
represented by,

E = mgh (39)

Relating power to mass flow rate can be expressed as,

E

t
= m

t
gh (40)

Hence, for the hydro-electric power (P) can be expressed as,

P = ρϕgh = hrgk (41)

where m is mass, k is efficiency coefficient, and ϕ is the rate of fluid flow.
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5.2 Modeling of Pumped Hydro Storage Plant

The working principle of a pumped-hydro storage plant is similar to the traditional
hydropower plant. The amount of power generated from the pumped hydro plant
during the generating mode (Pgen) can be expressed as [35],

Pgen = ηgQwhef f g (42)

The amount of power used by the pumped hydropower plant to pump the water
(Ppump) is given by,

Ppump = Qwhef f g

ηp
(43)

where ηp is the pumping efficiency.

6 Geothermal Energy

It is clean and sustainable energy. It saves about 80% cost of fossil fuels. Also, it
decreases our dependence on fossil fuels since geothermal energy does not use fuel
to generate power. Another important benefit of geothermal energy is the fact that
geothermal energy does not pollute the air and people use this resource to heat/cool
their homes, prepare their foods, which is a creation of jobs for the local people. The
installation of a power plant to get steam from deep within the earth requires high
investments. The process requires recruiting highly skilled people for the job, and
thoseworkers are usually relocated since this type of energy power is notwidely used.
Another disadvantage is the geothermal site can run out of steam after injecting heavy
investments on that site which will make companies lose a lot of money. This energy
is available only in the regions where the temperatures are low and can produce steam
for a long period of time [36]. However, geothermal energy is not environmentally
friendly and may contain poisonous gases that can escape from the holes dug by the
workers.

Due to the large electrical energy output, geothermal plants can only be connected
to a grid to supply power to a city, town, etc. Transformers are used to step the voltages
down or up depending on the use of those voltages. The cost of geothermal energy
varies based on different criteria, such as temperature, depth of area drilled, etc. They
are connected to a grid in regards to the power supply. Generally, there are three main
types of geothermal power units:

• Dry-steam power units: These plants/units use the steam from underground to
drive the turbines to produce electricity.
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• Flash-power units: These plants pull water at high pressure from underground.
As the water rises, the pressure drops, and hence, the water vaporizes into steam
which drives the turbine. Any leftover water or condensed steam is condensed
and renewed.

• Binary cycle power units: These use heat from hot water from underground to
boil a working fluid that vaporizes in a heat exchanger and then it turns to the
turbine.

6.1 Modeling of Geothermal Energy

Asmentioned earlier, geothermal energy involves accessing the hot water and under-
ground steam from the wells to several miles into the earth. The main feature of this
technology is the steam turbine. Essentially, the steam that comes out of the earth’s
crust is used to drive a turbinewhich activates a generator and ultimately produces the
power required. Some power plants use steam obtained directly to power a turbine,
while some others use hot water obtained to vaporize a liquid which in turn turns a
turbine. The heat energy (H) equation is given by [37],

H = m × Cp × �T (44)

where �T is change in temperature, m is mass, Cp is specific heat. The maximum
heat power generated from a geothermal source is given by [38],

Pmax = kv
(
T − Tg

) = kv�T (45)

where k is thermal conductivity, v is water outflow capacity. T and Tg are water and
border temperatures, respectively.

Geothermal technologies are clean, sustainable, cost-effective, and reliable. It
requires no fuel and it is relatively environmental-friendly as it does not produce as
much pollution as fossil fuels. However, although the technological advancements
have led to the broadeningof the range and scale of power obtained here, it has broadly
been limited to areas close to tectonic plate boundaries. Drilling and exploration of
wells/pipes for deep underground resources are very expensive. Geothermal wells
release greenhouse gases trapped underground. But, these gases are far less pollutant
than the gases emitted by fossil fuels.

A lot of gases including carbon dioxide, hydrogen sulfide, and ammonia are get
carried by water from underground. This eventually leads to the release of pollutants
into the atmospherewhich could cause acid rain, globalwarming, or other conditions.
It is important to note that these pollutants do not have as much negative impact
as fossil fuels. Also, the drilling and construction of wells to provide access to
geothermal energy sometimes affects land adversely and could trigger earthquakes
as part of hydraulic faulting.
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7 Biomass Energy

Biomass energy is sustainable. This energy is produced from biomass organic matter
like wheat, corn, soybeans, and raisins that can generate materials and chemicals
which we generally get from petroleum. Biomass energy is generated by burning
many types of biomass fuels such as wood, municipal solid waste, refused derived
fuel, etc. The biomass fuels are converted into many forms of energy after combus-
tion: hot water, hot air, electricity, etc. Bio-power can also be derived from the
gasification process. This is the conversion of gas to a gas turbine to produce elec-
tricity. TheBiomass energy conversion process utilizes the concept of pyrolysis of oil.
Biomass can be converted directly into fluid fuels, most common fuels are bio-diesel
or ethanol. Organic material will be always available to be used as energy resources.
This means that biomass plants can last longer than the human race. Biomass power
can only be produced when sufficient bio-products are available and converted. Its
efficiency is still very low and is also not an ideal green/sustainable power due to
pollutants emission.

Biomass causes no increase in carbon dioxide emissions to the atmosphere.
Carbon is removed from the atmosphere as the trees and plants grow, and the use
of biomass energy does not contribute to global climate change, which is a huge
advantage to the world. Also, using biomass to produce energy is a way of disposing
of the waste material and preventing our environment from being deteriorated by
those wastes. For example, burning the waste from particular cities would prevent
those cities from having wasted all over the places or in the countryside. Another
advantage of this source is that biomass energy is available throughout the world.
Biomass plants generate AC power to supply a grid. This is due to the fact biomass
plants produce large output power. However, the burning of biomass causes pollution
and global warming [39].

The main advantages of bio-energy include the use of waste products, carbon–
neutral, continuous source unlike solar orwind; cost of resources is low, reduced level
ofmethane, and easy availability. However, burning the biomass causes pollution and
global warming. Other disadvantages include limited potentials, require top-notch
management, may create air pollution if not handled carefully and fear of health
hazards if close to residential homes.

7.1 Modeling of Biomass Energy

Biogas production is made from biomass feedstock, i.e., agriculture residue, house-
hold waste, and forest residue in this case study biomass is used to produce biogas.
The biomass feedstock potential estimation ismade considering the efficiency of 75%
as collection rate and the average collected feedstock of 160 kg/ha/yr. 80% of the
total biomass feedstock potential is suggested to use as electricity conversion using
a gasified biomass-based system. The hourly power output from biomass generator
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(PBio in kW) can be calculated by using [40],

PBio = ηBioFACVBio × 1000

365 × 860 × Ohday
(46)

ηBio is the efficiency of biomass generator (%), FA is total fuel availability (in
tons/year), CVBio is the caloric value of biomass, Ohday represents the number of
operating hours per day.

8 Conclusions

Renewable power generation from the solar PV and wind energy systems for a
particular region is almost complimentary as the wind speed is high during the night
and solar irradiance is high during the day. Therefore, obtaining an optimummixture
will give maximum potential benefits to the system. This chapter has presented the
modeling of various renewable energy resources (RERs) such as solar PV,wind, small
hydro, pumped hydro, geothermal, and biomass. Biogas has stated benefits (cleaner
combustion, high efficiency, ameliorates control) over solid biomass though having
a low heating value in comparison to fossil fuels. The main advantage of geothermal
energy is that geothermal energy is relatively cheap compared to fossil fuel.
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Smart Grid Communication: Recent
Trends and Challenges

Ishan Srivastava, Sunil Bhat, and Arvind R. Singh

Abstract The complexity of power distribution network is increasing day by day
with rapid increase in power demand. For monitoring and control of this complex
power network, application of smart grid technologies is essential. These technolo-
gies can also improve the overall system reliability and system security. A two-way
communication network is the main requirement for optimal operation of a smart
grid. In modern grid, different sensors and Intelligent Electronic Devices (IED) are
installed at various locations. All these devices share different information related
to the state of the network like voltage, current, power flow etc., through a two-
way communication channel. Maximum utilization of the network communication
system resources like sensors, IEDs and smart meters can ensure most economi-
cal operation of the grid. However, this communication channel can be subjected
to various challenges like cyber attacks, interference and data loss which can be a
major hurdle in deployment gird automation strategies. In this chapter, the evolution
of communication technology from wired network to wireless network along with
architecture of the smart grid is discussed; various standards and protocols related
to smart grid communication are presented. The authors also explained different
challenges and their possible solutions for two-way communication infrastructure of
smart grid.
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Nomenclature

SG Smart Grid
RES Renewable Energy Sources
IED Intelligent Electronic Device
AMI Advanced Metering Infrastructure
AMR Automatic Meter Reading
NIST National Institute of Standards and Technology
DG Distributed Generation
ISO Independent System Operator
RTO Regional Transmission Operators
SCR Silicon Controlled Rectifier
IoT Internet-of-Things
LAN Local Area Network
NAN Neighborhood Area Network
QoS Quality of Service
HTC Human Type Communication
DMS Distribution Management System
PLC Power Line Communication
WMN Wireless Mesh Network
TVE Total Vector Error
FE Frequency Error
X Synchrophasor value
X̂ Reconstructed value
f Frequency of original signal
f̂ Frequency of reconstructed signal
FDIR Fault Detection, Identification, Isolation and Power Restoration

1 Introduction

The energy demand is increasing across the globe with the advancement of new
technologies. In the modern era, most of this energy is supplied in the form of
electricity. Due to the rise in number of customers and the loads, the modern grid’s
complexity is also increasing. The concept of Smart Grid (SG) is introduced to
manage this highly complex power network efficiently. Advancement in the field of
material science, communication engineering and power electronics is the basis of
the emergence of SG. The modern grid must be designed, expanded and operated to
meet the following demands:

1. The energy transmission and distribution must be economical.
2. The energy cost for the consumers must be less.
3. System security must be maintained.
4. Service restoration must be fast in the case of a fault event.
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5. The environmental impacts must be appropriately monitored, and more number
of Renewable Energy Sources (RES) must be connected in the grid.

6. Better management and integration of RES.

The key feature of a modern grid is the presence of RES. The presence of RES
can help in providing clean energy and also it can effective in supplying different
loads during peak demand. Conventionally, the energy flows from generating station
to consumers in a vertical power structure. But, due to the presence of RES in the
modern gird, the power can flow in the reverse direction as well, i.e. the power can
be generated at customer end and can be fed to the grid. This reverse power flow can
further increase the complexity in the operation ofmodern gird. Therefore, a two-way
communication channel is used in the SG for proper monitoring and control.

SG is equipped with a large number of different sensors at various grid nodes
compared to a limited number of sensors in the conventional grid. The overall infras-
tructure of an SG consists of smart power generation, transmission and distribution
elements. Additionally, smart information system, including smart meter, sensors,
and phasor measurement units, is also present. Data exchange among various com-
ponents of the grid is of high importance for the grid’s smooth operation. This data
helps in monitoring, analysis, optimization and control of various parameters of the
power grid. This data exchange is possible through inter-operability of measuring,
monitoring and controlling devices present in the grid. For example, the smart meter
component present in the customer domain must be able to communicate with any
component present in the generation domain, market domain or service domain. This
kind of information exchange needs proper protocols and standards. Furthermore,
this kind of information transfer must be done on a secured server as it is prone to
cyber-attacks. To make the gird smarter, more number of sensors, intelligent elec-
tronic devices (IEDs) or PMUs are getting connected to the grid on a regular basis.
But with more number of such devices, the size of real-time data generated is also
increasing. Therefore, SGmust be equipped with resources for data management and
storage. To manage this large data, different data pre-processing, data cleaning, data
analysis and data prediction agents must be incorporated in the smart information
system domain of the SG. This chapter’s subsequent sections present SG architec-
ture’s concept, standards related to SG, wired and wireless mode of communication
in SG and cyber-security aspects associated with SG.

The main differences in the conventional gird and the SG is reported in [1–3].
The existing or conventional grid is having a limited number of sensors compared to
an SG infrastructure. These sensors are responsible for providing sufficient data for
real-time monitoring and control of the grid. Since there is the provision of reverse
power flow in the modern grid, the communication network for the SG must be
designed for two way communication. This two-way communication is also essen-
tial for implementing Advanced Metering Infrastructure (AMI) in SG. The metering
system is electro-mechanical in the conventional power grid; this arrangement can’t
be used for real-time data transfer. Consequently, for the deployment of automation
strategies like Automatic Meter Reading (AMR) for AMI, the digital metering sys-
tem is an essential SG requirement. These automation strategies are responsible for
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collection of data from smart meters, and secure data transmission through the com-
munication network. This data can be utilized for billing, troubleshooting issues in
the grid and analyzing various patterns. Another important duty of SG components
is to restore the power to customers in case of power interruption. The service must
be restored to the customers in a timely manner. The amount of time taken by the
utility for restoring the power supply is directly affecting the reliability of the sys-
tem. In the conventional grid, the process of fault detection, identification, isolation
and power restoration (FDIR) is done manually by the utility. As a result, the time
requirement for FDIR is more. In SG, with the concept of distribution automation
and self-healing network, the FDIR time can be drastically reduced, thus improving
the system’s overall reliability.

2 Architecture of SG

According to the National Institute of Standards and Technology (NIST) [4], an SG
architecture is the model that describes different domains or entities present in the
system and various interactions within the system. This architecture covers different
design aspects of the system along with the protocols and standards, defined for the
proper operation of the grid. According to NIST, the SG consists of seven major
domains:

1. Bulk generation
2. Transmission
3. Distribution
4. Customers
5. Markets
6. Service provider
7. Operations.

2.1 Bulk Generation

The significant part of energy demand is fulfilled by non-renewable sources of energy
like coal and nuclear. This approach ismainly adopted in the power sector because the
related technology is matured, the system’s reliability is high, and the management
of power flow is smooth. On the other hand, the emission of greenhouse gases that
can be very harmful to the environment is the major drawback of this approach.
Additionally, the availability of non-renewable resources is limited, and the global
increase in energy demand will create an imbalance in supply and demand, in the
near future. Therefore, the use of RES becomes essential in the current scenario.
The fundamental difference in terms of generation in SG environment compared to
conventional gird is the use of these RES. As the gird is becomingmore complexwith



Smart Grid Communication: Recent Trends and Challenges 53

more customers, there is a need to generate electricity on a small scale at different
locations in the gird. This concept is known as Distributed Generation (DG). These
DGs and energy storage elements like battery are collectively known as DERs. It
is desired that most of these DGs present in the SG must be of renewable nature.
The power generation capacity of these DGs can range from 3 to 10,000 kW [3].
In SG having DG penetration, with proper monitoring and control, the reliability
of the system can also be achieved equivalent to the reliability of the conventional
gird [5]. The burden from the main grid can be reduced by using DGs in the power
network. The load demands or peak demands can be fulfilled with the help of DGs in
the system, and this approach is more economical compared to traditional grid. This
kind of cost-effective operation is the main reason for reduced transmission losses
in the SG, equipped with DG.

There are a lot of challenges associated with the use of DER in SG. Themain chal-
lenge is to design a proper control system for the microgrid, as there are fluctuations
at the DG’s input side. Also, with increased DG penetration, the inertia of the main
gird can be reduced, which creates stability issues for the gird. Therefore, SGmust be
equipped with components for monitoring and controlling. Power electronics plays
a crucial role in the integration and controlling of DGs.

The major components of bulk generation domain in SG architecture are:

• Control: It is responsible for overall control over the generation which is based on
the data available through WAMS or SCADA system. Load generation balance is
the crucial aspect for the stability of the gird. Bulk generation domain is responsible
formaintaining this balance, and therefore, power generation control becomes very
important.

• Measurement: All the data, which can be relevant for power generation is collected
through the SCADA system.

• Protection: This component ensures protection of all the equipment incorporated
for a bulk generation.

• Record: The various records related to system status are stored for analysis and
forecasting purposes.

• Asset management: It deals with themanagement of equipment. It involves regular
maintenance, repair and replacement of faulty equipment.

2.2 Transmission Domain

The transfer of power from generating station to distribution level is done through
a transmission network. In the SG, through various substations, the power can be
transferred from the bulk generating station to the distribution network via the power
transmission system. The system operator’s main responsibility is to maintain the
grid’s stability by managing the load generation balance. Additionally, these Inde-
pendent System Operators (ISOs) or Regional Transmission Operators (RTOs) per-
form various tasks to ensure the smooth operation of the network [6]. Various tasks
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like planning, data acquisition and data analysis also come under top priorities for
smooth operation. With the increase in load demand, the transmission network can
become congested if proper planning and expansion strategy is not implemented. The
data acquired from smart devices like phasor measurements units, smart protection
relays, and power quality monitors becomes essential for monitoring and controlling
the modern electric grid. The authors in [6] described the following relevant features
related to the present smart transmission grid:

• Digitalization: Two-way communications throughout the grid requires digital sig-
nals for transfer of data. Therefore, the transmission substations must be equipped
with the devices which are compatible with digital communication. Additionally,
the devices present in the transmission domainmust communicate with the devices
present in other domains. Therefore, a standard digital communication channel is
required for interoperability.

• Flexibility: The transmission domain must have the feature for up-gradation and
expansion, in order tomeet the demands of dynamic load patterns, dynamicmarket
structure, and increased DER penetration in the grid. Also, decentralized control
schemes must be incorporated for better grid control.

• Intelligence: The system must be equipped with smart technologies capable of
doing predictions and making decisions which is necessary in an automated envi-
ronment. For example, in case of service restoration, IEDs can play a crucial role
in automatically restoring the power to the customers of the healthy section of
the network. This self-healing capability of the system is essential to maintain
reliability.

Smart transmission network must have smart substations which must possess some
basic characteristics. For example, each substation must be connected to all the
other substations and the control centres present in the gird. Additionally, these
substations must have enough resources to monitor and control the gird’s different
zone independently. These substations must process the historical and real-time data
quickly to predict the probable events, which helps prepare contingency plans for
problems like blackouts, instability etc. The data obtained from PMUs contains a
time-stamping; this allows the system operator to deploy necessary strategies to
control the grid on time.

2.3 Distribution Domain

In the conventional gird with the limited number of sensors, complete gird data is
not available. This will delay service restoration in the case of a fault condition or
in case of disturbances created by extreme events. The reliability of the system is
inferior for such scenario. Also, the increase of DG penetration in the distribution
side is making the monitoring and control procedure more complicated. Therefore,
to meet the demands of modern gird, the smart distribution system is necessary.
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Smart meters, various sensors and IEDs are used to collect the data in the smart
distribution system. This data can help plan and deploy various strategies like outage
management, fault detection, isolation and service restoration procedure, demand-
sidemanagement etc. The combination of these schemes is known as the Distribution
Management System (DMS). Smart meters are installed at customer premises and
are responsible for collecting different types of data like the voltage, real power
flow, and reactive power flow at the customer node. This data can be transferred to
the electric utility in every 15 min. But, generally, this time interval depends upon
the various factors and applications. The data transfer is done using a Local Area
Network (LAN) from the customer node to some customer utility interface likeMeter
Data Management System (MDMS) which uses Zigbee technology [7]. The data
collected from smart meters are used for billing, load modelling, load forecasting,
state estimation, reactive power compensation management.

The other major distribution automation strategy is service restoration. Distribu-
tion network is generally designed to operate in a radial manner. Therefore, whenever
a fault occurs in the system, some healthy part of the system gets disconnected. In
that situation, the utility is to take some step to re-route the power to the healthy
section of the network. The strategy mentioned above can be deployed by changing
the topology of the network, which can be done by operating the switches present
in the network. The use of remotely controlled switches instead of manually con-
trolled switches can reduce the overall restoration process time and thus improve
system’s reliability. Modern distribution network must be equipped with these power
electronic-based remotely controlled switches. The modern distribution network is
becoming complicated day-by-day, so decentralized control strategy is more suit-
able for better monitoring and control, which may further reduce the overall time of
operation for various distribution automation strategies.

2.4 Customer Domain

The customer in the power sector can be broadly classified into three categories,
home customers (energy range ≤ 20 kW), commercial customers (energy range
20–200 kW) and industrial customer (energy range ≥ 200 kW). The link which
connects these customers to the utility is called as Energy Service Interface (ESI).
This interface plays a critical role in customers, utility interaction process. Every
type of customer is provided with the metering facility and a gateway for the proper
transfer of data.

AMI is needed for two-way communication through ESI. LAN or Home Area
Network (HAN) can be used for communication between the customer domain and
ESI. Distribution network also contains micro-generation units which can be of the
renewable type or non-renewable type. Connection and disconnection of these units
is very import aspect in overall control of the grid. The customers who feed the
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power back to the grid must be adequately compensated. Therefore, smart meters
at customer premises must be required when there are micro-generation units like
rooftop PV present in the system.

2.5 Market Domain

The market domain provides a platform for buying and selling of energy or grid
assets. This domain’s main responsibility is to decide various electricity market
prices with proper judgment and planning. Furthermore, these prices must be known
to the customers, independent system operators and other concerned authorities, so
this information transfer is managed by market domain. The market-related details,
like pricing and other relevant informationmust also be communicated to all the other
domains for planning and management purposes. This exchange of information is
possible with interoperability among different domains. Interoperability is the ability
of communication among various devices present in all the domains and sub-domains
of the SG.

The other significant role of the market domain is to promote aggregators by
expanding their capabilities. The contribution of small utilities in the power sector is
of high relevance. Therefore, these small players must be provided with a transparent
platform for participation in the big electricity market. The market domain is also
responsible for making regulations for retailing and wholesaling of electrical energy.
In the future grid, it can be expected that the complete information will be readily
available to the customers like the price of electricity at different times of the day, the
tariff information corresponding to different players present in distribution domain
for power supply. It will help demand-side management and peak reduction, by
providing a more economical energy choice to the customers.

2.6 Service Provider Domain

Service provider domain has a wide range of responsibilities, ranging from tradi-
tional utility services like billing and customer account management to managing
the SG’s overall ecosystem. Service provider personnel are mainly responsible for
the installation andmaintenance of various components at the customer end. Further-
more, home management, building management, automation, account management,
billing and customer management also comes under the umbrella of utility services.
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2.7 Operation Domain

This domain is responsible for maintaining, monitoring and controlling all the other
domains of the grid so that all the operations run smoothly in the system. The main
duties of the operation domain include:

1. Maintenance and construction
2. Manage finances
3. Manage supply chain logistics
4. Records and assets management
5. Ensure security
6. Communication infrastructure management
7. Expansion planning
8. Smooth network operations which include smooth power flow in the network

and high reliability of the network.

3 Wired and Wireless Technology for Smart Grid
Communication

A common understanding is that a two-way communication channel is required for
information transfer in the SG. But, there is a difference in opinion on the kind of
technology which should be used for communication [8]. The main reason for this
debate is the variety of network types. SG infrastructure has enterprise bus, wide
area networks, field area networks and premises networks [3].

The communication network either wired or wireless, must possess certain quali-
ties like reliability, the networkmust have provision for fast data transfer with privacy
and security.

3.1 Wired Communication Technology

There are mainly two technologies used in wired communication system namely
fibre-optic communication and Power Line Communication (PLC).

3.1.1 Fiber-Optic Communication

Themain features related to this kind of communication channel are high bandwidth,
immunity towards electromagnetic/radio interference, suitable dielectric character-
istic for high voltage application. The main disadvantage of deploying fibre-optic
communication is the cost of installation, which is very high relative to other forms
of communication methods [9]. Therefore, despite having the advantages mentioned
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above, this type of communication channel is used when high bandwidth is required
in the network. As the data size increases day by daywithmore sensors in the system,
this communication method is becoming relevant.

3.1.2 Power Line Communication

PLC technology uses the infrastructure which was mainly deployed for electrical
power transfer between two nodes. These lines deliver AC power (50 Hz or 60 Hz)
or DC power. Additionally, the communication signal is transmitted, which is having
a frequency range from a few hundred Hz to a few thousand MHz [10]. There are
various terminology used for PLC technology [10] which are listed in Table 1. The
main advantage of using PLC over other communication medium is that the infras-
tructure required for PLC is already present. For SG applications, the utilities can
control the information transfer directly [11]. PLC has “through the-grid” property
[12], which enables it to send information about lines, switches, loads etc. present
in the grid. Additionally, real-time diagnostics and monitoring can be performed by
utilities using the information collected through PLC. With the use of power elec-
tronics, it is possible to inject data signals or any other type signal into a power
distribution line which carries electrical power [13].

Table 1 Various terminology used for PLC technology

Terminology Description

Carrier-current systems Transmit carrier-modulated data signals

Can be used to transmit narrowband frequency
signal (500 kHz)

Power line carrier Transmit carrier modulated signal

Used for the systems with operating frequency
of less than 500 kHz

Distribution line carrier Technology used n distribution network

Relatively complicated to deploy compared to
transmission network

Used for system with frequency less than
500 kHz

Broadband over power line communication
(BPL)

Used in distribution domain

Signal of frequency range from 2 to 30 MHz
can be transmitted

Data transfer rate up to hundreds of Mbps

Power line tele-communication (PLT) Similar advantages that of broadband over
power line communication

More popular in European countries
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Some of the methods for PLC schemes in medium-voltage lines are as follows:

a. Zero-crossing shift method: In this technique, with the help of the power elec-
tronic circuit, a slight shift is created at the point of zero-crossing of the power
signal. This zero-crossing point is selected based on the time at which the addi-
tional signal needs to be injected.Consequently, after injection of communication
signal, there is a shift in the power signal. The injected signal can be detected
at the receiver end by comparing the duration of sending end and receiving end
waveform, as shown in Fig. 1. An example of the power electronics circuit is
shown in Fig. 2, which can create the required shift in the waveform of phase A
[13].
As shown in the circuit (Fig. 2), when there is no communication signal injec-
tion, the series arm remains inactive, and thus no shift is observed in phase
A waveform. When a signal is injected in the power waveform, the shunt arm
gets de-energized, and series arm injects signal in waveform corresponding to
phase A.

O π π π π
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Original Power Signal
Communication Signal
Shifted Power Signal

Fig. 1 Waveform showing zero-crossing shift in power signal
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Fig. 3 Scheme to create
voltage sag at zero-crossing
point for outbound signal
generation

Substation 
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b. Zero-crossing distortion technique: This technology is useful and simple for
inbound [14] and outbound [15] communication through PLC. The outbound
signal is created with the circuit shown in Fig. 3 [13]. In this method, the sub-
station bus is connected to a power electronics switch like SCR and whenever
an information signal needs to be injected, or perturbation needs to be done in
the voltage waveform, this power electronic switch is turned on in a controlled
manner near the zero-crossing point of the voltage waveform. Consequently,
voltage sag is created near the zero-crossing point of the voltage waveform. This
injection is done in only one of the two cycles of the voltage waveform. The
signal insertion is done in this manner because the original signal can be easily
retrieved by subtracting two consecutive voltage waveform cycles. Additionally,
this procedure ensures the absence of voltage harmonics or noise in the obtained
information signal.
Whenever a piece of information needs to be transferred from a point where this
power electronics circuit is present to the load points located in the downstream
region, this technique can be incorporated. Alternatively, for the applications
such as automatic meter reading where the information is transferred from load
end to the utility, a power electronic circuit shown in Fig. 4a can be used to
generate a current pulse near the zero-crossing point of the voltage waveform
as shown in Fig. 4b. This current pulse is created by switching the SCR in a
controlled manner; thus, a temporary short circuit is obtained near load end.



Smart Grid Communication: Recent Trends and Challenges 61

Fig. 4 a Power electronic circuit to create current pulse near zero crossing point of voltage wave-
form. b Resultant waveform

Due to this short-circuit, a current pulse is drawn from the power supply, which
the utilities can detect as an information signal.

c. Ripple signalling technique: A ripple signal is a high-frequency signal super-
imposed in the carrier signal of frequency 50 Hz or 60 Hz. This signalling
technique based on ripple control is commonly used in PLC. The ripple con-
trol can be carried out using electronic or power electronics-based circuit [13].
The ripple signal produces a distortion in the voltage waveform. By analyzing
this distortion, the original communication signal can be retrieved. Some of the
ripple based technique is proposed in [16–18].

d. Summary: For smart metering infrastructure or AMI, narrowband PLC can be
used [19]. For data transfer from SG controllers to a home network, broadband
PLC can be used [3]. For SG ecosystems, technologies like Internet-of-Things
(IoT) can be used along with PLC technology to improve the gird’s overall per-
formance. This kind of integration helps to deploy automation strategies more
smoothly [2]. Powerline channel modelling is challenging since the commu-
nication channel can be affected by external factors such as noise, emissions,
impedance alterations etc. [3]. Therefore, a lot more focus is required in channel
modelling for PLC. Some of the proposed research work in this area is reported
in [20–22].

3.2 Wireless Communication in Smart Grid

There are many advantages of using wireless technology over wired communication,
such as less installation cost, mobility, and fast deployment. One of the benefits of
using wireless technology is the remote end application [3]. In the earlier stages of
SG development, wireless technology is not considered for two way communication
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because of low data rates and limited bandwidth. But, for the recent scenario, with
more mature wireless communication technology, it can be used effectively for SG
application. Following wireless methods of communication can be used for two way
communication in SG:

a. Wireless Mesh Network (WMN): The critical components of WMN are mesh
routers and mesh clients. These routers and clients are the nodes for the commu-
nication network, and are connected through a wireless network. This network
can dynamically configure and organize the required ad-hoc networks responsi-
ble for connectivity with all other nodes [23]. Some of the reported benefits [3]
of using WMN technology are mentioned below:

I. Improved communication channel reliability: The WMN network has some
redundant paths for communication. These paths become useful when some
problems like path failure or node failure arise in the system. Consequently,
the reliability of the communication network will improve.

II. Aids automation in SG: As alreadymentioned,WMNmesh routers can self-
configure and self-organize the required ad-hoc network which connects all
the nodes. Therefore, the automation process needed for the SG ecosystem
becomes smooth with WMN.

III. High data transfer rate: Wireless broadband communication like WiMAX
based on IEEE:802.16 standards, can be used for transferring data at a high
rate and over long distances. The basic architecture of WMN is shown in
Fig. 5.

b. Cellular communication system: This technology is widely used in the telecom
sector. The main reason for using a cellular network is its mature technology
which is improving further with time. For SG paradigm, cellular technology can
be useful. A survey is presented in [24], which discusses the role of cellular
network in Neighborhood Area Network (NAN). In the case of the power distri-
bution network, an LTE-based communication standard can be beneficial. The
advantages of using LTE-based communication network are Quality of Service
(QoS), broad coverage, and low latency [24]. The LTE network is originally
designed for Human Type Communication (HTC) which is different from the
type of communication carried out in the SG paradigm. Also, there are limited
numbers of users connected to the base station in the case of HTC. On the other
hand, the number of nodes that generates and sends the data to the base station
is relatively large for SG application. Consequently, the LTE technology needs
modification for future SG [24]. Since the deployment of 3G (3rd generation)
cellular technology in 2001, the data transfer rate has significantly improved in
a cellular network. The data used in 3G technology is digital broadband packet
data which operates on the spectrum range of 824–894MHz [25]. The data trans-
mission rate can go up to 2 Mbps. The 3G technology is based on WCDMA,
UMTS, CDMA 2000, while the subsequent 4G (4th generation) cellular tech-
nology uses MiMAX or LTE. The frequency range is from 850 to 2600 MHz,
and the maximum speed up to 100 Mbps is attainable. In recent advancement,
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5G (5th generation) cellular technology is ready for SG application deployment.
This 5G network has added advantage of low latency, less call dropout rates,
and speed up to 10 Gbps with a frequency range of 3–90 GHz [26]. The main
drawbacks of using the cellular network for SG application are the call drop out
the problem, which can affect the data transferred. Also, the monthly charges
for cellular service may be costly for data transfer on a regular basis [25]. WMN
and cellular networks are used for NAN or Field Area Network (FAN).

For Home Area Network (HAN) or Building Area Network (BAN) or Industrial
Area Network (IAN), the following wireless technologies can be used.

1. ZigBee: ZigBee Alliance designed this technology for radio-frequency appli-
cations. The main features of this technology are reliability, security and cost-
effectiveness. It is compatible with the IEEE 802.15.4 standard and is mostly
used in the customer domain for communication. Additionally, this technology
can be used for information transfer through smartmeters [3]. ZigBee usesDSSS
modulation technique to operate in the frequency range of 868 MHz, 915 MHz
and 2.4 GHz [25]. The data rate through ZigBee technology is of range from
20–50 kbps.

2. Wireless Local Area Network (WLAN): This network follows the IEEE 802.11
standard. The main features of this technology are high data rate, which can be
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up to 150 Mbps, low latency, and a coverage range of 250 m [27]. Different
data rates are obtained according to the applications based on standards IEEE
802.11a, IEEE 802.11g and IEEE 802.11i. WLAN technology can be used for
substation automation applications that use IEC 61850 protocol for two-way
communication with respect to SG paradigm. WLAN technology in the distri-
bution network in the presence of DER can play a crucial role in monitoring
and controlling the grid, which is equipped with smart sensors and IEDs. The
main challenge in deployingWLAN technology for smart gird is the interference
problem with other communication networks and electromagnetic interference
in high voltage applications.

Other modes of communications:

a. Satellite communication: Satellite communication can be cost-effective in sce-
narios where the monitoring and control need to be done through remote sub-
station [3]. In [28], the authors showed a cost-effective communication method
for remote generation deployment application. This cost-effective solution can
be obtained by minimizing data transmission through satellite and maximizing
telemetry data [28].
Although satellite communication may provide economical solutions for some
scenarios, it can’t act as a primary data transmission network for the smart gird.
The primary reason for the same is the delay in data transmission when com-
pared to terrestrial communication. So, the more feasible prospect is to keep the
satellite communication channel as a backup network. In case of faults in the
terrestrial network, this backup network takes over, ensuring good reliability of
the communication system.

b. Microwave communication: This kind of communication technology is used in
SG as a backhaul network between power generation and power distribution con-
trol centres. For the SG application, a medium-haul to long haul communication
microwave band can be used, which has a frequency range of 3–15 GHz. For
point-to-point communication, microwave technology has the advantage of high
bandwidth, and the antenna size requirement is also feasible. This technology is
useful for communication in remote areas [3]. Microwave communication is a
line of sight communication technology which means obstacles in the path can
distort the communication signal.

4 Smart Grid Standards

Standards are written agreements which are prepared by experts of respective fields.
Standards contain technical specifications or other criteria that can be used to operate
a system or perform specific tasks. There are rules, guidelines and definitions asso-
ciated with each standard which are essential for better understanding and smooth
operation of the system. Standards ensure the delivery of any product or service in a
consistent and harmonized way.
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Fig. 6 Major standards development organizations

In the SG paradigm, the communication elements, monitoring elements, protec-
tion elements and control elements must have some rules, guidelines and specifica-
tions for their smooth operation. The presence of DER in the smart gird also need
some standard aspects such as rules for its connection and disconnection, rules for
maintaining its characteristics, guidelines for power supply through DER, guidelines
for maintaining electrical constraints at the point of common coupling. Similarly,
the communication system, which is the backbone of the SG’s ecosystem must have
proper rules, guidelines and definitions for data transfer among various components
of the power system.

There are various Standards Development Organizations (SDOs) present, which
are responsible for drafting, maintaining, and updating the standards with experts’
help. Some major organizations are shown in Fig. 6.

In the SG paradigm, based on the field of interest, various standards have been
approved by SDOs which are shown in Fig. 7.

Various standards for a different type of communication network are listed in
Table 2.

Some of the standards related to smart gird are discussed below:

1. IEEE 1547: The criteria and requirements for interconnection of DER with the
electricity grid are documented in this standard. This standard also provides the
guidelines for interoperability and smooth operation, testing, safety, and main-
tenance requirements. IEEE 1547 has amended over the years since it was first
published in 2003. The IEEE 1547 series of standards provides information
about the test procedure (IEEE 1547.1), application guide (IEEE 1547.2), mon-
itoring, exchange of information and control (IEEE 1547.3), a guide for design,
operation and integration of DER (IEEE 1547.4), recommended practice for
interconnecting DER with secondary distribution network (IEEE 1547.6).
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Table 2 Standards related to different type of communications in smart grid

Network type Range Data rate Standards

Wireless
communication

Wired
communication

HAN/BAN/IAN 1–100 m 1–100 kbps
IEEE 802.11

IEEE 802.15.4

IEEE 802.1

IEEE 802.3

IEEE 1901

IEEE 1901.2

IEEEP 1905.1

Smart meters – – IEEE SC31 (1377,1701,1703,P1704)

NAN/FAN 100 m–10 km 100 kbps–
10 Mbps

IEEE 802.11

IEEE 802.15.4

IEEE 802.16

IEEE 802.1

IEEE 802.3

IEEE 1901

WAN 10–100 km 10 Mbps–1 Gbps

IEEE 802.16d/e

IEEE 802.20

IEEE 802.22

IEEE 802.1

IEEE 802.3

Substation – –
LAN IEEE 1815

IEC 61850

2. IEEE C37.118-2005: This standard defines the method for evaluation of PMU
data. The error in the synchrophasor data is calculated in terms of Total Vector
Error (TVE), and this standard provides the guidelines for maximum permissi-
ble TVE in steady-state scenarios. IEEE C37.118 is spitted into two parts; IEEE
C37.118.1 defines synchrophasor measurements under steady-state as well as
under dynamic conditions. The frequency measurement and rate of change of
frequency measurement techniques and guidelines are also defined in this stan-
dard. IEEEC37.118.2 defines themethod for exchanging real-time synchronized
PMU data among various types of power system equipment.

3. IEEE 802 series of standards: IEEE 802 consists of a series of standards that
cover the system’s networking aspects. In SG, where wireless communication
is important for data exchange, these set of standards play a crucial role. IEEE
802 series covers specifications related to LAN and Metropolitan Area Network
(MAN). The protocols for the data-link layer and physical layer are defined in
IEEE 802 series of standards. Protocols for LAN (IEEE 802.1), Ethernet (IEEE
802.3), wireless PAN (IEEE 802.15), vehicular mobility (IEEE 802.20-2008),
wireless MAN (IEEE 802.16.1-2012), along with some other essential protocols
are defined in IEEE 802 series.
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5 Challenges in Smart Gird Communication

The major challenges for SG communication are as follows:

5.1 Active Control Challenges

Modern grid is getting more complex with time as more loads with different char-
acteristics are added to the network. DERs are deployed in large numbers across the
distribution grid to manage these loads and maintain the system’s reliability. The
DERs or the micro-girds need proper controlling as the two way power flow can be
dangerous if not handled properly. Intelligent controllers are required for manag-
ing the power flow through micro-grids. These controllers need to perform tasks in
full coordination with other controllers and de-centralized control stations present
in the network. It is a more practical approach to control the electricity network in a
decentralized manner compared to a centralized one. To demonstrate the suitability
of decentralized control, consider an example of fault event between bus A and bus B
in the system shown in Fig. 8. In case of the centralized control scheme, for the fault
event, to re-energize the load at bus B, any of the tie-switches T1 or T2 must be oper-
ated. The centralized control station will decide to operate the switch, and the overall
procedure from decision making to deployment can be very time-consuming. On the
other hand, with a decentralized control scheme, the intelligent controller associated
with the DER will make a quick decision to close the switch S1 and feed the load
with DER if sufficient power is available. The main drawback using a DG unit is the
variable output characteristics and complicated grid integration procedure.

From the communication perspective, the connectivity among these intelligent
controllers is essential for proper coordination [29]. Most of the controlling is
required for real-time decision making. Therefore, the data transfer rate and the
bandwidth must be optimum. The connectivity is also needed between intelligent
controllers and the sensors which are deployed in the network. The health of the sys-

A BGenerator
Fault

DER

Tie-Switch 
T1

Tie-Switch T2

Switch 
S1

Fig. 8 Test system to demonstrate effectiveness of de-centralized control scheme
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Fig. 9 Communication network for active controlling in distribution grid

tem, as well as the corrective action required in case of fault event, can be predicted
from the data collected through sensors. Therefore, more number of sensors with
reliable data transfer network is also needed for the SG. Figure 9 shows a typical
communication network for active controlling in the distribution grid.

5.2 Cyber-Security

Data exchange in SG paradigm is very frequent. The data generated by sensors,
smart meters and PMUs may contain critical information about the customer and the
grid. This data can be easily misused by hackers, resulting in the breach of customer
privacy and compromise grid security. There are four basic criteria for information
security in the SG [30].

1. Confidentiality: The customer data or the propriety information must remain
confidential. This means only authorized personnel can access this data. All the
information collected by the sensors or other measuring devices must be used
by only the utility in the grid. It must not be disclosed to any other unauthorized
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person or organization. The data exchange or the information transfer must be
done through the proper channel in a lawful manner. The critical data related to
the customer or the gird can be used for malicious purpose.

2. Availability: The data in the grid must be available in a timely manner since
this information exchange is necessary for most of the control operations in the
grid. If due to some reason if any critical information is missing, then smooth
operation of the grid can be obstructed. Therefore, the operator needs to ensure
a consistent flow of data in the grid’s communication network.

3. Integrity: The data obtained from the measurement devices must be transferred
entirely without any modifications. The data must be genuine and it must not
be altered at any stage by any unauthorized individual or entity. For instance,
in the conventional grid, electromechanical meters are used for registering the
amount of electricity consumed by a household or an industry. In this setup, it
is a common practice in developing countries to alter the reading of the energy
meters to pay a reduced amount of bill to the utility. This is a typical example
when the integrity of information is compromised. In SG paradigm, with smart
meters, the hackers are regularly trying to take control over the network server
so that they can manipulate data for their own personal gains. Also, this activity
is not limited to the customer domain but also other domains with vulnerabilities
which are prone to attacks and can lead to serious issues in the grid’s operation.

4. Accountability: The activities of authorized person responsible for collecting
or monitoring data exchange is recorded, so that any unauthorized exchange of
information can be easily tracked. This kind of practice in the SG is necessary
so that the person-in-charge dealing with critical data can be held accountable
for his/her unauthorized actions.

There are four steps in which any hacker tries to attack and control the SG [31]. The
first step is called reconnaissance, in which the attacker attempts to gather all the
information related to the target. In this step, the attackers will do traffic analysis and
try different authorized and unauthorized sources for collection of information about
the system [30]. The next step is the scanning; in this move, the attacker attempts to
find and analyze the system’s vulnerabilities. The attacker tries to collect information
related to IPs, ports and services of the system. The third step is the exploitation
stage. The attackers try to take control of the system using the vulnerabilities and
weaknesses of the system. The type of activities the attacker tries to do is to violate
integrity and privacy in the system, try to various channels, and try to inject viruses
andTrojan in the system [30]. Thefinal step is tomaintain the access of the system; the
attacker tries to gain permanent control of the system once the security is breached.

5.2.1 Countermeasures to Cyberattacks

In [30], the authors have proposed a three-step cyber security process.

1. Pre-attack: In this phase, the authorized persons and organizations take the appro-
priate step to upgrade the existing system’s security. It can be achieved by iden-
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tifying the vulnerabilities of the system. Different components and resources of
the system prone to attacks are identified and recommended security measures
are implemented to further enhance safety. The pre-attack countermeasures are
divided into three parts:

I. Network security: For network security, firewalls can provide a primary layer
of protection, but this layer is relatively weak and can be easily bypassed
by many attackers. Therefore, the firewall that allows or denies the connec-
tion in a network must be associated with other security features. Intrusion
Detection System (IDS), Network Data Loss Prevention (DLP), Security
Information and Event Management Systems (SIEM) are some technolo-
gies which can be used with firewall [29].

II. Cryptography technique: These techniques can ensure the exchanged infor-
mation’s confidentiality and integrity by encryption methods. The encryp-
tion can be of a single-key type, where a single key is used to encrypt
and de-encrypt the information or it can be two-key encryption where sep-
arate private and public keys are used for encryption and de-encryption.
For power system applications, various key management frameworks are
proposed. For SCADA system, single-key, key establishment scheme, key
management architecture, and advanced key management architecture are
proposed.

III. Device security: The SG components are interconnected; therefore, any
weak link in the system may compromise the security of the whole sys-
tem. So, performing regular configuration checks and other security checks
becomes utmost important. An additional system can be created to regularly
check the devices and equipments for weakness regarding cyber-security to
perform such a task.

2. Under-attack: This step comprises two parts, (1) detect the attack: in this phase,
the concerned authoritywill try to detect the identity of the attacker, determine the
severity of the attack and identify part of the system or network where actually
the attack has been done. Part (2): deployment of countermeasure strategies
against the attack, which include pushback and reconfiguration methods. In the
pushback method, the network administrator will block all the incoming traffic
so that attacker loses all the unauthorized control. In the reconfiguration method,
the network topology is changed which is required to isolate the attacker. Also,
some anti-jamming methods can be employed as countermeasures.

3. Post-attack: In this step, the attacks are analyzed to protect the grid from any
malicious activity in future. An investigation is carried out to find the system’s
weakness, the virus and Trojan details used in the attack, cyber-security loop-
holes, the leaked information and the attacker details. Furthermore, based on the
collected information, the current security database is updated to prevent future
attacks.
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5.3 Data-Loss Problem and Mitigation Techniques

In the SG, the data can be lost or distorted during transmission due to various rea-
sons, such as radio interference, hardware or software malfunctioning, less band-
width availability for data transmission. This data loss problem can compromise the
integrity and availability aspects of information in the grid. Therefore, the data loss
problem must be resolved promptly. Some of the data loss mitigation techniques
involve improving the communication network’s reliability by performing regular
inspection of hardware and software involved in information exchange by increasing
the bandwidth of the wireless communication channel so that data congestion can
be avoided and some mathematical techniques can also be used for reconstruction
of lost signal in SG.

In [32], the authors proposed a compressive sensing based technique to reconstruct
the synchrophasor data obtained through the PMUs. The compressive sensing based
technique can also be used to compress the data without compromising its integrity.
Consequently, the bandwidth requirement also gets reduced if the data is appropri-
ately compressedwithout the loss of any information [33]. In the compressive sensing
based method, the signal from PMU or the synchrophasor data is made sparse by
applying discrete wavelet transform and thresholding techniques. The obtained sam-
ples are encoded at the sending end before their transfer over the communication
channel in the next step. When the samples are received at the receiving end, then
l1 optimization method followed by inverse wavelet transform is applied to get the
reconstructed signal.

To find the error in the reconstruction process, TVE and Frequency Error (FE)
are calculated. TVE is given as:

T V E(n) =
√
√
√
√ (Xreal(n) − X̃real(n))

2 + (Ximg(n) − X̃img(n))
2

(Xreal(n))
2 + (Ximg(n))

2 (1)

FE =
∣
∣
∣ f − f̂

∣
∣
∣ (2)

where n = 1, 2, 3 … N, X and X̂ represents synchrophasor value and reconstructed
value respectively. f is the original frequency signal and f̂ is reconstructed frequency
signal.

The TVE and FE obtained by the compressive sensing method is less than 1%
[33], which is within limits prescribed in the IEEE C37.118-2005 standard.
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6 Conclusion

The electricity grid is becomingmore complex with time; the primary reasons for the
same are increased DG penetration, variable load characteristics and dynamic elec-
tricitymarket structure. The need for proper coordination among various components
of the grid is of utmost importance. Interoperability is the key for the SG’s smooth
operation, which requires reliable and secures two-way communication channel for
smooth information flow among the grid components. For better management, the
SG is divided into different domains: generation, transmission, distribution, market,
operations, service and customer domain. Each domain is guided by specific rules
and is assigned with different responsibilities. Various standards and protocols are
managing this SG system. These standards are essential for the proper operation of
the gird. For example, there are standards defined for running various grid activities
like connecting DERs in the grid, operating the grid’s communication system, main-
taining security aspects of the grid, etc. These standards ensure the proper delivery
of the service along with the economical operation of various components of the
gird. The communication channel is prone to multiple cyber-attacks. Therefore, var-
ious provisions are being made and updated in a timely manner to tackle security
problems.
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26. Sofana RS, Dragičević T, Siano P, Prabaharan S (2019) Future generation 5G wireless net-
works for smart grid: a comprehensive review. Energies 12(11):2140. https://doi.org/10.3390/
en12112140

27. Mahmood A, Javaid N, Razzaq S (2015) A review of wireless communications for smart grid.
Renew Sustain Energy Rev 41:248–260. https://doi.org/10.1016/j.rser.2014.08.036

28. Deep UD, Petersen BR, Meng J (2009) A smart microcontroller-based iridium satellite-
communication architecture for a remote renewable energy source. IEEE Trans Power Deliv
24(4):1869–1875. https://doi.org/10.1109/TPWRD.2009.2028803

https://doi.org/10.1002/9781118676684
https://doi.org/10.1002/9781118676684
https://doi.org/10.1109/TCOMM.2013.111613.130238
https://doi.org/10.1109/TCOMM.2013.111613.130238
https://doi.org/10.1109/JPROC.2011.2109670
https://doi.org/10.1109/JPROC.2011.2109670
https://doi.org/10.1109/TSG.2010.2066293
https://doi.org/10.1109/TSG.2010.2066293
https://doi.org/10.1109/TPAS.1984.318524
https://doi.org/10.1109/TPAS.1984.318523
https://doi.org/10.1109/TPAS.1984.318523
https://patents.google.com/patent/US4868539/en
https://patents.google.com/patent/US4215394
https://patents.google.com/patent/US6154488A/en
https://doi.org/10.1109/TSG.2010.2099674
https://doi.org/10.1109/TSG.2010.2099674
https://doi.org/10.1109/ISPLC.2008.4510402
https://doi.org/10.1109/ISPLC.2008.4510402
https://doi.org/10.1109/TPWRD.2004.824430
https://doi.org/10.1109/15.990732
https://doi.org/10.1109/15.990732
https://doi.org/10.1109/MCOM.2005.1509968
https://doi.org/10.1109/ACCESS.2016.2551978
https://doi.org/10.1109/ACCESS.2016.2551978
https://doi.org/10.1109/PES.2010.5589988
https://doi.org/10.3390/en12112140
https://doi.org/10.3390/en12112140
https://doi.org/10.1016/j.rser.2014.08.036
https://doi.org/10.1109/TPWRD.2009.2028803


Smart Grid Communication: Recent Trends and Challenges 75

29. Bouhafs F,MackayM,MerabtiM (2014) Communication challenges and solutions in the smart
grid. Springer. https://doi.org/10.1007/978-1-4939-2184-3

30. El Mrabet Z, Kaabouch N, El Ghazi H, El Ghazi H (2018) Cyber-security in smart grid: survey
and challenges. Comput Electr Eng 67:469–482. https://doi.org/10.1016/j.compeleceng.2018.
01.015

31. Knapp ED, Samani R (2013) Applied cyber security and the smart grid: implementing secu-
rity controls into the modern power infrastructure. Newnes. https://doi.org/10.1016/C2012-0-
01113-1

32. Srivastava I, Bhat S, Singh AR (2020) Fault diagnosis, service restoration, and data loss miti-
gation through multi-agent system in a smart power distribution grid. Energy Sources Part A
Recov Util Environ Eff 1–26. https://doi.org/10.1080/15567036.2020.1817190

33. Thadikemalla VSG, Srivastava I, Bhat SS, Gandhi AS (2020) Data loss mitigation mechanism
using compressive sensing for smart grids. In: 2020 IEEE international conference on power
electronics, smart grid and renewable energy (PESGRE2020), Jan 2020. IEEE, pp 1–6. https://
doi.org/10.1109/PESGRE45664.2020.9070414

https://doi.org/10.1007/978-1-4939-2184-3
https://doi.org/10.1016/j.compeleceng.2018.01.015
https://doi.org/10.1016/j.compeleceng.2018.01.015
https://doi.org/10.1016/C2012-0-01113-1
https://doi.org/10.1016/C2012-0-01113-1
https://doi.org/10.1080/15567036.2020.1817190
https://doi.org/10.1109/PESGRE45664.2020.9070414
https://doi.org/10.1109/PESGRE45664.2020.9070414


Comparison of Selected MPPT
Techniques Using Different Performance
Features

Salauddin Ansari and Om Hari Gupta

Abstract In the last few decades, the tendency and necessity to drift towards renew-
able sources of energy for power generation have captivated scientists moving to
photovoltaic (PV) systems. Since the characteristics of the PV generator is non-linear
and its output power changes with solar irradiance and atmospheric temperature, the
need for advanced maximum power point tracking (MPPT) technique has always
been fascinated. To withdraw the highest power from the PV generators, MPPT
is essential. So, to extract the highest power from the photovoltaic generator, even
in general situations, maximum power point tracking methods namely perturb and
observe, incremental conductance, and temperature control methods are simulated
in MATLAB/Simulink. Different parameters of solar energy conversion system—
obtained using different algorithms—are compared for different temperatures and
irradiances.

Keywords Maximum power point tracking · Perturb and observe · Incremental
conductance · Temperature control · Duty ratio
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T Temperature
d Duty ratio
MPP Maximum Power-Point
�d Incremental duty ratio
�V Ripple in PV Voltage
�P Ripple in PV Output Power
tdpo Delay time for PO algorithm
tdic Delay time for IC algorithm
tdtc Delay time for TC algorithm
trpo Rise time for PO algorithm
tric Rise time for IC algorithm
trtc Rise time for TC algorithm
tppo Peak time for PO algorithm
tpic Peak time for IC algorithm
tptc Peak time for TC algorithm
Eppo MSE of PV output power for PO algorithm
Epic MSE of PV output power for IC algorithm
Eptc MSE of PV output power for TC algorithm
Evpo MSE of PV voltage for PO algorithm
Evic MSE of PV voltage for IC algorithm
Evtc MSE of PV voltage for TC algorithm
Eipo MSE of PV current for PO algorithm
Eiic MSE of PV current for IC algorithm
Eitc MSE of PV current for TC algorithm
FFpo Fill factor for PO algorithm
FFic Fill factor for IC algorithm
FFtc Fill factor for TC algorithm
ηipo, ηopo Input and Overall efficiency for PO algorithm
ηiic, ηoic Input and Overall efficiency for IC algorithm
ηitc, ηotc Input and Overall efficiency for TC algorithm

1 Introduction

One of the vast threats of the 21st era is the increasing risk of pollution and drop
of energy surety for the upcoming generation. However, since the need for energy
continues to increase daybyday,wehave to takemeasures andpromotenew technolo-
gies based on yielding energy from sources that are ample and do not endanger the
environment. Due to the fullness and sustainability of the sun, solar energy is taking
into consideration as one of the sustainable renewable sources at present and future
[1–3]. With the advancement in material science, photovoltaic (PV) energy system
efficiency continues increasing and the price constantly continues decreasing [4–7].
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In addition to many benefits, such as easy installation, no pollution, and easy mainte-
nance, the life of these systems is also very long [8, 9]. The technical improvements
in the photovoltaic system have decreased the price and increased the solar energy
conversion system (SECS) efficiency. There is still a long way to reach the desired
level of energy generation. Some of the important studies to harvest a maximum
of available power out of the PV system i.e., MPPT algorithms are included in this
chapter.

The MPPT plays a very important role in solar power generation since it extracts
maximum power output from its PV system for different atmospheric situations and
thereby, maximizing the system’s efficiency. In this way, MPPT can reduce the total
cost of the entire system. The MPPT technique continuously searching the operating
point corresponding to maximum power output and keep it at that point. Several
MPPT techniques are introduced in the literature [10–12]. However, the perturb
and observe (PO) and incremental conductance (IC) are the two specific methods
and remain the most extensively used methods in commercial photovoltaic MPPT
systems. Apart from these two, a temperature control (TC)-based MPPT method
is also discussed in this chapter. The main emphasis of this study is the compar-
ison of the aforementioned MPPT techniques for SECS by considering various
features/parameters. These features/parameters are as follows:

• PV voltage and its ripple
• PV current and its ripple
• PV power and its ripple
• delay time, rise time, and peak time
• PV internal and overall efficiency
• mean square error (MSE)
• fill factor (FF).

The remaining chapter is formulated according to the following. Section 2 intro-
duced the different parameters/terms related to SECS. Section 3 presents the working
principle of SECS. Section 4 describes different MPPT techniques, Sect. 5 describes
heuristic approaches of the MPPT Technique and then, in Sect. 6, results and
discussions are included. Finally, the Conclusion is added to Sect. 7.

2 Different Parameters Related to SECS

• Fill factor: The fill factor (FF) is a figure of merit of PV cell. It tells how good
or how bad a PV cell is. Figure 1 depicts the concept of fill factor. The FF is
nothing but a ratio of maximum accessible power (Vmpp × Impp) to the maximum
theoretical power (V oc × Isc). Mathematically, it can be written as given in (1).

FF =
(
Vmpp · Impp

)

(Voc · Ioc) (1)
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Fig. 1 Fill factor representation

• MSE: It is the mean of the squares of the errors—that is, the mean squared
changes between the predicted value and the true value. Mathematically, MSE
can be written as

MSE = 1

n

n∑

i=1

(
Xi − X̂

)
(2)

where n is the no. of samples of data points
X is the vector of true value
X̂ is the vector of the predicted value.

• Delay time: The delay time is termed as the amount of timeneeded for the response
of a system to reach 50% of its final value within the first cycle of oscillation.

• Rise time: The rise time is termed as the amount of time needed for the response
of a system to reach from 10% of its final value to 90% of its final value within
the first cycle of oscillation.

• Peak time: The peak time is termed as the amount of time needed for the response
of a system to reach its first peak.

Different times i.e., delay time (td), rise (tr) and peak time (tp) are depicted in
Fig. 2.

Fig. 2 Delay time (td), rise time (tr), and peak time (tp)
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3 Working Principle of Solar Energy Conversion System

ThePhotovoltaic panels aremadeupof semiconductormaterial designed to transform
solar irradiation into usable electrical energy. Since the solar irradiance (IR) and
temperature (T) randomly changes throughout the day, the power output also changes.
Figure 3 explains the concept of a solar energy conversion system that represents the
block diagram of SECS which comprises of PV panel, MPPT controller, DC–DC
boost converter connected through DC loadRL.When sun light falls on the PV panel,
it generates PV voltage V pv and current Ipv which has nonlinear relation as illustrated
in Fig. 4. To withdraw the maximum available electrical power from the PV panel,
an MPPT controller is employed. MPPT controller senses the PV voltage “V sense”
and current “Isense” and next computes the optimum duty ratio (d) corresponding to
the MPP which modifies the input impedance of boost converter.

Finally, the boost converter is cascaded with DC load, RL to transfer power to
the load RL. The variations in PV current, power, and impedance with PV voltage
are illustrated in Fig. 4, where slopes S1 and S2 represent the load lines—one
corresponding to the fixed load impedance (S1) and another corresponding to load
impedance modulated by the boost converter (S2). The slope S1 will be equal to
1/RL while slope S2 will be 1/RL(1 − d)2. If load “RL” is directly coupled to the PV
panel it may extract the power P1 which is not the maximum available power. To the
withdraw maximum power from the PV panel, the DC–DC boost converter is intro-
duced between the PV panel and the load RL which modulates the load impedance to
RL(1 − d)2. Alternatively stated, the converter is shifting the operating point along
the locus of maximum power point (MPP) and fixing the operating point at MPP.
Hence, the maximum power “Pmpp” is extracted from the PV panel. From Fig. 4,
it is clear that if we have to shift the operating point at MPP, the slope of the line
should be decreased and the input impedance of converter Rin = RL(1 − d)2 should
be increased. To increase Rin, d must be decreased, until the MPP is reached. After
the measurement of voltage and current, the MPPT technique computes d so as to
transfer maximum power to the load. The converter chosen can also be a boost, buck,
or buck-boost converter, but in this chapter, a boost converter is employed, due to its
greater efficiency and higher range control [13].

Fig. 3 Equivalent diagram of a SECS with MPPT



82 S. Ansari and O. H. Gupta

Fig. 4 Intersection between
load line, current–voltage,
and power–voltage curve

4 MPPT Techniques

Three MPPT techniques are included for comparative analysis and discussed next.

4.1 Perturb and Observe

The perturb and observe (PO) [14–19] technique is the most frequently used and
discussed MPPT technique. In this method, initially, the PV output voltage V (k) and
current I(k) are captured, and then PV output powerP(k)=V (k)× I(k) is calculated.
From calculated power and voltage, the change in PVoutput power “�P” and voltage
“�V” are obtained as follows:

�P = P(K ) − P(K − 1) (3)

�V = V(K ) − V(K − 1) (4)
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Now, if the changes in PV output power and voltage are zero i.e., �P = 0 and
�V = 0, the algorithm returns to the start position. If the change in PV output power
is negative i.e., �P < 0, the change in voltage will be checked. Now, if �V < 0,
the operating voltage is increased else it will be decreased. While if the change in
PV output power is not negative i.e., �P ≥ 0, the change in the voltage (�V ) is
checked, and if �V < 0, the operating voltage is decreased else it will be increased.
After shifting the operating voltage, the algorithm returns to the start position. The
corresponding flow diagram is given in Fig. 5. The PO technique has two primary
drawbacks. Initially, the value of perturbation given to the system is crucial and
determines the amount of oscillations under steady-state at MPP. Besides, the speed
of convergence of output power towardsMPP is slower. The greater the perturbations,
quickly the algorithm finds the MPP. However, greater perturbation results in a high
value of oscillation at MPP.

At the same time, if the value of perturbation is too small, the oscillation about
MPPwill decrease, though the speed of convergence towardsMPPwill also decrease.
This means that there will be a compromise among the speed of convergence and
steady-state oscillations.

To resolve this drawback, the amount of perturbation may be decreased as it
approaches towards the MPP—the same is proposed in [20, 21]. When the output
power is far-off from the MPP, larger perturbations are used while smaller pertur-
bations are used when the output power is closed to MPP. Overall, the amount of
perturbations is selected based on the power–current curve slope. However, it results
in complexity and a costly technique. Further, whenever the operating point of the
system changes rapidly, the method can settle to an erroneous operating point. To
resolve such drawbacks, different methods have been proposed [22, 23]. The key
facts related to PO algorithm are:

(a) Two sensors are required, one, for voltage and the other for current.
(b) Slow rate of convergence to MPP.
(c) It fails to follow MPP if the environmental conditions vary quickly.
(d) Under steady-state, response will be oscillatory about the MPP.

4.2 Incremental Conductance

The IC [24–28] technique uses the slope of the power–voltage curve of the PV
generator to track MPP. The slope of the power–voltage curve (Fig. 4) of the PV
panel is zero at MPP. The slope will be positive if the PV output power is less than
MPP and negative if the PV output power is more than MPP. Mathematically, can
write the aforementioned discussion as given below in Eq. (5).

dP
dV = 0; at MPP
dP
dV > 0; le f t o f MPP
dP
dV < 0; right o f MPP

⎫
⎬

⎭
(5)
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Fig. 5 Flow diagram of PO algorithm

For maximum output power, the PV output power differentiation with respect to
voltage should be zero, i.e.:

dP

dV
= d(VI)

dV
= I + V

dI

dV
∼= I + V

�I

�V
= 0 (6)

Equation (6) can be modified as given in (7) below.
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�I

�V
∼= −I

V
(7)

Now, Eq. (5) can be expressed as:

�I
�V = −I

V ; at MPP
�I
�V > −I

V ; le f t o f MPP
�I
�V < −I

V ; right o f MPP

⎫
⎬

⎭
(8)

Thus, it is possible to detect whether the PV generator is working at MPP, left
of MPP, or right of MPP. So, as per Eq. (8), the MPP can be tracked by comparing
instantaneous conductance (I/V ) with the incremental conductance (�I/�V ). The
flow diagram of the IC method is given in Fig. 6. Initially, PV output voltage V (k)
and current I(k) are captured. Then the initial and old values of voltage and current
are updated. From the captured voltage and current, �V is determined as given in
(4) and �I is determined as given in Eq. (9) below.

� I = I(K ) − I(K − 1) (9)

Now, if the change in PV output voltage is zero i.e., �V = 0, the change in
the current �I is to be checked, and if �I = 0, the algorithm returns to the start
position. If �I > 0, the operating voltage is to be decreased else it is to be increased.
While if PV output voltage is not zero i.e., �V �= 0, the change in (�I/�V ) and
instantaneous conductance (I(k)/V (k)) are checked and if �I/�V = −I(k)/V (k), the
algorithm returns to the start position. If�I/�V >−I(k)/V (k), the operating voltage
is increased else it will be decreased. The speed of tracking theMPPdepends upon the
amount of change in the magnitude of operating voltage. If increment or decrement
in operating voltage is large, the algorithm tracks the MPP faster but the system
cannot remain at MPP but oscillates around it. If the size of increment or decrement
in operating voltage is too small, the response becomes slower but the oscillations
close to MPP are lesser. So, again, there is a compromise between the speed of
convergence and oscillations. There are mainly two advantages of this algorithm,
first, it gives effective results even during the rapid change in atmospheric conditions.
Second, it has low oscillations about MPP as compared to the PO algorithm. The
main drawback of this technique is that it requires complex control circuitry. The
key facts related to this algorithm are:

(a) Two sensors are required—one for voltage another for current.
(b) More complicated than the PO algorithm.
(c) Fast dynamic tracking regardless the atmospheric conditions.
(d) Under steady-state, lesser oscillations about the MPP.
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Fig. 6 Flow diagram of the IC algorithm

4.3 Temperature Control

The TC [29–31] technique is originated on the concept that the output voltage of
the PV module depends on the surface temperature of the PV panel. The relation is
described by Eq. (10) below [32].

Vmpp(T ) = Vmpp(To) + αVmpp(T − To) (10)

�d = [
V − Vmpp(T )

]
S�d (11)
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d(k) = �d + d(k − 1) (12)

where

Vmpp(T ) MPP voltage at the measured temperature
Vmpp(To) MPP voltage at a measured temperature from the datasheet
αVmpp Temperature coefficient from the datasheet
T Measured temperature
To Reference temperature from the datasheet.

FromEq. (10), it is obvious thatMPP voltageVmpp relies on themeasured temper-
ature T becauseVmpp(To), αVmpp, and To are the datasheet information. The flowchart
used to implement the TC technique is described in Fig. 7. First, the system starts
to sense the PV output voltage V and PV module surface temperature T. With the
help of measured temperature T, the optimized value of MPP voltage Vmpp(T) is
calculated from Eq. (10). Also, the incremental duty ratio (�d) is proportional to
the change in the actual PV module output voltage V and the desired MPP voltage
Vmpp(T) according to Eq. (11). Where constant S�d is the step size of �d and the
value of S�d decides the convergence rate of the technique. For a higher value of S�d,
the algorithm tracks the MPP faster and for a smaller value of S�d, it tracks the MPP
at a slower rate. Finally, to ensure the PV output voltage to be as near as possible
to MPP voltage Vmpp, d(k) is upgraded according to Eq. (12) which is the sum of
the �d and the previous value of duty ratio d(k − 1). Now, d(k) and minimum duty
ratio (dmin) are compared and if the duty ratio is less than the minimum duty ratio
i.e., d(k) < dmin, it is updated as d(k) = dmin and then the algorithm returns to the
start position. While if the duty ratio is greater than the maximum limit i.e., d(k) >
dmax, it is again limited to dmax and then the algorithm returns to the start position.
Else if the duty ratio is within the upper and lower limits, the algorithm returns to
the start position.

Since the temperature on the PV panel changes gradually because of the thermal
inertia, the voltage of the PV terminal will also change smoothly. At the same time,
the PVoutput current is directly in proportion to the surface IR; therefore, its dynamic
is faster than the dynamics of temperature. Thus, it is obvious that the PV output
power includes two separate dynamics due to the slow change in temperature and the
fast fluctuations of the IR. However, when the TC technique is used, only temperature
measurements are taken into account. Therefore, fast dynamics is eliminated from
the technique and makes tracking more smooth, stable, and faster.

The key facts related to this algorithm are:

(a) Two sensors are required one for voltage other for temperature.
(b) It is constructed on the concept that the PV output voltage is directly related

to the temperature.
(c) Here, only the slow dynamic is taken into consideration and the fast dynamic is

eliminated and therefore, the tracking trend is more smooth, stable, and faster.
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Fig. 7 Flow chart of TC algorithm

5 Implementation of Heuristic Approaches of the MPPT
Technique

Figure 8 shows the implementation of heuristic approaches of the MPPT Technique
which is composed of a PV panel, MPPT controller, Boost converter, load, and filter
connected to the utility grid. Initially, solar energy is converted to electrical energy
with the help of a solar panel. Then, output voltage and current of the solar panel
are measured—which are utilized by the MPPT controller to produce a duty cycle
for the Boost converter corresponding to its maximum power. Since the output of
the Boost converter is DC in nature so to convert it into AC, an inverter is used.
An inverter control block generates switching pulses for the inverter by utilizing the
output voltage and current of the inverter. Therefore, the SECS generate AC active
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Fig. 8 Implementation of heuristics approaches of the technique

power (Pdg) and reactive power (Qdg). A local load is connected to the system then
finally, SECS is attached to the utility grid through a step-up transformer. A filter is
used to eliminate any lower order harmonics from the supply. If the load is less than
the generated power of SECS then surplus power �Pug and �Pug are supplied by
the utility grid.

6 Results and Discussion

For the verification of all three algorithms i.e., PO, IC, and TC, MATLAB/Simulink
simulations were executed considering a readily available PV module ‘Sun Earth
Solar Power TPB156*156-60-P225W’. The DC–DC boost converter is employed
for MPPT. The electrical specifications of the PV panel are presented in Table 1
and the PV Power, voltage, and current, obtained from the power–voltage curve,
are given in Table 2. To obtain a comparative analysis, two aspects are taken into
consideration i.e., changes in IR and temperature. The influence of change in IR
and temperature on different parameters such as voltage, current, power, ripples in
voltage, current, and power are recorded in the present analysis. Moreover, Mean
Squared Error (MSE), Fill factor (FF), delay time, rise time, peak time, internal
(or PV) efficiency, and overall efficiency are also obtained. Different results of the
mentioned cases are included next.

6.1 Voltage and Voltage Ripples in Varying Atmospheric
Conditions

Figure 9 represents the PV output voltages obtained for PO, IC, and TC algorithms
(i.e., V po, V ic, and V tc respectively) at a fixed temperature (25 °C) and varying IR. It
can be observed from Fig. 9 that as the IR rises from 400 to 1200W/m2 in the steps of
200, PV output voltages by PO and IC algorithms (i.e., V po and V ic, respectively) are
decreased slightly while that of TC algorithm (V tc) has increased. It is also found that
the TC algorithm gives slightly lesser PV output voltages for IR of 400–600 W/m2

while for 800–1200 W/m2, all the three algorithms gave approximately the same
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Table 1 Specifications of ‘Sun Earth Solar Power TPB156*156-60-P225W’ PV module

Array data

Parallel string 2

Series connected module per string 2

Module data

Maximum power Pmax 225.04 W

Voltage at MPP Vmpp 29 V

Current at MPP Impp 7.76 A

Voltage in open circuit condition Voc 36.5 V

Temperature coefficient of Voc −0.34/°C

Short circuit current Isc 8.26 A

Temperature coefficient of Isc 0.07/°C

Cells per module 60

Module parameters

Current due to light Ilt 8.2671 A

Saturation current through diode Io 1.3914 * 10−10 A

Diode ideality factor 0.95481

Resistance in shunt Rsh 476.1198 �

Resistance in series Rse 0.41169 �

Table 2 PV power, voltage and current at different temperature T and irradiance IR obtained from
PV curve

T (°C) IR (W/m2) Ppv (W) Vpv (V) PV current (A)

25 400 367.3 58.9 6.236

25 600 550 58.78 9.357

25 800 727.9 58.54 12.43

25 1000 900.2 58 15.52

25 1200 1066 57.4 18.58

30 1000 881.6 56.67 15.56

40 1000 864.1 54.18 15.58

50 1000 806.3 51.69 15.6

PV output voltages. Figure 10 shows the PV output voltages for the variations in
temperature (30, 40, and 50 °C) with IR kept constant at 1000 W/m2. It is found
that as the temperature increases, PV output voltages obtained from PO, IC and TC
algorithms decrease. It is also observed that the TC algorithm gives slightly less PV
output voltage as well as slightly fewer ripples in PV output voltage as compared to
PO and IC algorithms.

For better comparative analysis, Fig. 11 includes the comparison bars of PV
voltages obtained fromdifferentMPPT techniques and thePVvoltage, corresponding
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Fig. 9 PV output voltage with PO, IC, and TC algorithm when irradiance varied

to MPP i.e., V pv—obtained from the PV characteristicsfor a given temperature and
IR. It can be concluded that all the methods give quite accurate results. In some of the
cases, particularly at 25 °C and 1200 W/m2, the voltages obtained from PO, IC, and
TC methods are equal and slightly more than V pv. Similarly, Fig. 12 represents the
ripple in PV voltage �V at different temperatures and IR for different methods. It is
observed that minimum ripples are there in the case of the TC method, followed by
IC and PO methods. It is also observed that as the temperature and IR are increased,
the value of ripples in PV voltage decreases. For example, at 25 °C and 400 W/m2,
the ripples in PV voltage (�V ) is about 7 V but at 40 °C and 1000 W/m2, its value
is about 2 V.



92 S. Ansari and O. H. Gupta

Fig. 10 PV output voltage with PO, IC, and TC algorithm when temperature varied

Fig. 11 Comparison of PV output voltage with PO, IC, and TC algorithm when both temperature
and irradiance are varied
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Fig. 12 Ripple in PV output voltage with PO, IC, and TC algorithm when both temperature and
irradiance are varied

6.2 Power and Power Ripples in Varying Atmospheric
Conditions

Figure 13 represents the PV output powers Ppo, Pic and Ptc obtained for PO, IC, and
TC algorithms, respectively at 25 °C and different IR (400–1200 W/m2). It can be
noticed from this figure that all three techniques successfully track the MPP and as
the IR increases, PV output power also increases. For example, for time 0.75 s to 1 s,
the PV output power obtained from PV characteristics (Ppv) is 900.2 W—given in
Table 2—while PO, IC, and TC algorithms (i.e., Ppo, Pic, Ptc, respectively) provide
891.25 W, 890.95 W and 892 W of power, respectively. The obtained powers are
very close to Ppv. Initially, due to the presence of transients from 0 to 0.25 s, the
TC algorithm provides lesser PV output power as compared to that of IC and PO
algorithms. Figure 14 presents PV output powers for different temperatures (30, 40,
and 50 °C) with a fixed IR of 1000 W/m2. It can be noted from the figure that, even
in transient-period i.e., from 0 to 0.25 s, power by TC algorithm is almost equal to
Ppv—providing the most accurate result in comparison to other methods. Moreover,
for better understanding, PV output powers obtained from different algorithms at
different temperatures and IR are compared magnitude wise in Fig. 15. Finally,
Fig. 16 represents the ripples in PV output powers for different algorithms under the
same environmental conditions. It can be noticed that ripples in output power �P
are maximum at 25 °C and 800 W/m2 which is about 27 W while it is minimum at
50 °C and 1000 W/m2 which is about 2 W. That means upon increasing the IR and
temperature, ripples in PV output power (�P) decreases.
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Fig. 13 PV output power with PO, IC and TC algorithm when irradiance is varied

6.3 Current and Current Ripples in Varying Atmospheric
Conditions

Figure 17 shows the comparison of PV currents obtained from PO, IC, and TC
methods (Ipo, I ic, I tc, respectively) with ideal PV current obtained from character-
istic Ipv for different temperatures and IR. It is found that all the three algorithms
work similarly and the currents are almost the same as obtained from PV character-
istic (Ipv). It is also noticed that as the IR increases, the PV output current goes on
increasing while it is almost constant if IR is kept constant and only the temperature
is varied. Further, Fig. 18 represents the ripples in the PV output currents for changed
IR and temperature. It can be noticed in this figure that ripples in PV output current
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Fig. 14 PV output power with PO, IC and TC algorithm when the temperature is varied

Fig. 15 Comparison of PV output power with PO, IC and TC algorithm when both temperature
and irradiance are varied
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Fig. 16 Ripple in PV output power with PO, IC and TC algorithm when both temperature and
irradiance are varied

Fig. 17 Comparison of PV output current with PO, IC, and TC algorithm when both temperature
and irradiance are varied

Fig. 18 Ripple in PV output current with PO, IC, and TC algorithm when both temperature and
irradiance are varied
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by the TC algorithm are minimum as compared to that of PO and IC algorithms. The
ripples in PV output currents obtained from PO and IC algorithms are almost equal.

6.4 Tracking Performance and Efficiency

Figure 19 presents the delay times, rise times, and peak times for PO, IC, and TC
algorithmswhich give an idea about the tracking performances of theMPPTmethods.
It canbeobserved from this figure that the delay time isminimumfor theTCalgorithm
(i.e., tdtc)—equal to 0.415 ms. The rise time is minimum for the IC algorithm (i.e.,
tric)—equal to 2.465 ms whereas the peak time is minimum for PO method (i.e.,
tppo)—equal to 2.94 ms. Figure 20 shows the mean squared errors (MSEs) for PV
output power, voltage, and current for PO, IC, and TC algorithms (considering 1000
samples for each case). The MSE of PV output powers for all methods (i.e., Eppo,

Fig. 19 Delay time, rise time, and peak time with PO, IC, and TC algorithm

Fig. 20 MSE of PV output power, voltage, and current with PO, IC, and TC algorithm
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Epic, and Eptc for PO, IC, and TC algorithms, respectively) are calculated and it is
found that, out of them, MSE is minimum for the PO algorithm.

Similarly, MSEs for the PV output voltages (i.e., Evpo, Evic, and Evtc for PO, IC,
and TC algorithms, respectively) are calculated and it is found that all the methods
have almost the same voltage MSE. Finally, MSEs for the PV output currents (i.e.,
Eipo, Eiic, and Eitc for PO, IC, and TC algorithms, respectively) are calculated and it
is observed that the value of MSE is minimum for the PO algorithm. Figure 21 repre-
sents the fill factors, FFpo, FF ic, and FF tc—obtained for PO, IC, and TC algorithms,
respectively—at different temperatures and IR. It is observed from this figure that as
the IR and temperature are increased, fill factors obtained by all the three algorithms
decrease slightly. It is also clear from the figure that, out of the three algorithms,
the TC algorithm gives the highest fill factor. Figure 22 presents the internal and
overall efficiencies ïipo, ïopo, ïiic, ïoic, ïitc and ïotc for PO, IC and TC algorithms,
respectively. It is observed from this figure that both internal and overall efficiencies
for the IC algorithm have the highest values out of all algorithms. For the internal

Fig. 21 Fill Factor with PO, IC and TC algorithm when both temperature and irradiance are varied

Fig. 22 Internal and overall efficiency with PO, IC and TC algorithm
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efficiency calculation, PV output power is considered while for the calculation of
overall efficiency, the load output power is considered. That means, for internal effi-
ciency calculation, output power equal to the product of V pv and Ipv while for overall
efficiency calculation, the output power is equal to the product of VL and IL as given
in Fig. 3.

7 Conclusion

Three different MPPT techniques (i.e., PO, IC and TC) are tested on PV systems by
using MATLAB/Simulink offline simulations. The techniques have been compared
in terms of delay time, rise time, peak time, MSE, ripple content in voltage, current,
and power, internal efficiency, overall efficiency and fill factor for different IRs and
temperatures. It is found that all three MPPT techniques are successfully tracking
the MPP and obtained results are comparable. However, for a particular parameter,
one technique is found to be superior to another viz., TCmethod provides a better fill
factor, the PO method gives better MSE and the IC method provides better internal
and overall efficiencies.
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Short Term Active Power Load
Forecasting Using Machine Learning
with Feature Selection

Venkataramana Veeramsetty, D. Rakesh Chandra,
and Surender Reddy Salkuti

Abstract Active power load forecasting is an essential task for electric utilities in
order to operate network more reliable and also to participate successfully in energy
trading. In this chapter a new artificial neural network (ANN) topology is designed
to predict the load. The most efficient input features to predict the load have been
selected using correlation factors. The active power load data has been taken from
33/11 kV electric power distribution substation. The proposed ANN architecture is
designed, implemented and tested inMicrosoft Azure Notebook environment. Based
on the simulation results, it has been observed that the proposed ANNmodel predicts
the load with good accuracy.

Keywords Active power · Artificial neural network · Feature selection · Load
forecasting · Machine learning

1 Introduction

In order to preserve the equilibrium of the load requirement And supply, electrical
power companies forecasts the load. Electrical load estimation is becoming one of
the core processes for periodic planning and expansion of power company facilities
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[1]. Electric power load estimation is categorized into three categories based on time
horizons such as short-term, medium-term and long-term load forecasting [2, 3].
Short term power prediction is used to schedule the generation and transmission.
Time horizon for short term prediction is from few hours to days. Medium term
electric power prediction is used to purchase the fuel. Time horizon for medium term
prediction is from few weeks to months. Long term prediction is used to develop
the generation, transmission and distribution systems. Time horizon for long term
prediction is from one to ten years.

The estimate of short-term energy demand is a really an important problem for
proper management and delivery of electricity to avoid repeated power failures. It’s
just an essential prerequisite for the economic delivery of generation units in power
plants [4]. Strong control in the short term Load forecasting methodology must be
more precise in order to be more reliable It lets consumers pick a more efficient
method of energy use, minimizes production costs and optimizes output costs [5].

Machine learning (ML) has become an integral part in many fields like auto-
mobiles, international business, educational institution [6], civil engineering appli-
cations [7, 8], image processing [9] and also, electrical power system applications
[10]. ML analyses the system and makes forecasts based on previous existing data.

Many scholars have focused on active power Load prediction with various estima-
tion methods. Multiple linear regression model was used in [11] to predict the active
power load using hourly load demand and temperatures of South Sulawesi electrical
system. Active power load was estimated in [12] using Artificial neural networks and
multiple linear regression model. Active power load was predicted in [13] based on
load data of last four hours. Active power load was estimated in [10, 14, 15] based
load data for last four hours and load data at same hour for the last two days. Active
power load was predicted using support vector regression model in [16]. In this
methodology, the authors did not consider the load on weekends. A hybrid approach
based on decision tree and expert system was developed in [17] to predict the active
power load southeast of Brazil. Fourier-series forecast model with least-squares was
proposed in [18] to predict the hourly load data. A novel approach was developed
in [19] to forecast the active power load based on auto encoder and gated recurrent
unit (GRU). Auto encoder is used to compress the input features and GRU used to
forecast the load. An ANN model was developed in [20] to forecast the half-hourly
electric load demand in Tunisia. Authors have used Levenberg–Marquardt learning
algorithm to train theANNmodel. Prediction of electricity demand and price one day
ahead using functional models was discussed in [21]. Estimation of electric power
consumption in Shanghai using grey forecasting model was discussed in [22]. All of
these approachesmake useful contributions to load estimation, but lack certain essen-
tial functionality, such as dimensional reduction, to boost the efficiency of the model.

In this chapter active power load on a 33/11 kV substation was predicted using
artificial neural network (ANN). A new approach is used to predict the load at par-
ticular hour of the day based on load at previous two hours and at same hour but in
previous three days. Stochastic gradient descent optimizer [23]was used to update the
weight and bias parameters in the ANN. Dimensionality reduction using correlation
concept has been used to find more suitable input features among L(T−1), L(T−2),
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L(T−24), L(T−48) and L(T−72). Lightweight ANN model is designed with more
suitable input features to predict the load. The proposed ANN topology with learning
algorithm is validated by comparing it with models developed in [13, 14].

The main contributions of this chapter are as follows:

• Complex and compact ANN models were developed to predict the active power
load.

• A new approach i.e. predict the active power load based on load at last two hours
and load at same time but in last three days was used.

• Dimensionality reduction with correlation concept was used to reduce the com-
plexity of the model so that over fitting problem was removed.

• Data analytic tools were used to process the data before feed it to the model.

The remaining of the chapter was organized as follows. Section 2 deliberates on
the ANNmodels to forecast the load on substation. Section 3 presents result analysis,
and conclusions of this chapter are described in Sect. 4.

2 Methodology

2.1 ANN Topology Design

The architecture of ANN that has been used in this chapter to predict the load L(T) at
particular hour (T) of the day based on load at last previous two hours [L(T−1) and

Fig. 1 Complex ANN architecture to predict load on 33/11 kV substation
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Table 1 ANN model parameters

Variable Parameters

Wih 30

Who 6

bh 6

bo 1

Total parameters: 43

Hidden layer activation: softmax

Output layer activation: softmax

Fig. 2 Lightweight ANN architecture to predict load on 33/11 kV substation

L(T−2)] and load at same time but last three days [L(T−24), L(T−48), L(T−72)]
is shown in Fig. 1. Complete information of trainable parameters of the ANN model
are presented in Table 1.

The architecture of lightweight ANN that has been developed based on most
important features that have been selected using correlation concept is shown in
Fig. 2. Complete information of trainable parameters of the light weight ANN
model are presented in Table 2. Based on correlation concept L(T−1), L(T−24)
and L(T−48) have been considered as most important features.
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Table 2 Lightweight ANN model parameters

Variable Parameters

Wih 21

Who 7

bh 7

bo 1

Total parameters: 36

Hidden layer activation: softmax

Output layer activation: softmax

2.2 Dimentionality Reduction—Correlation

Correlation between the any two input features has been computed using Eq. 1. If
correlation between any of two input features is greater than 0.7 then one of themwill
be removed from dataset. In this chapter 0.7 is considered as a threshold correlation
value to identify most important features.

correlation(L(T − 1), L(T − 2)) = 1

n − 1∑
L(T−1)

∑
L(T−2)(L(T − 1) ∗ mean(L(T − 1)))(L(T − 2) ∗ mean(L(T − 2)))

Std(L(T − 1))Std(L(T − 2))
(1)

2.3 Stochastic Gradient Descent Optimizer

In this chapter back propagation based on stochastic gradient descent optimizer has
been used to train the ANN models. Back propagation Algorithm that has been used
to train the ANN based on stochastic gradient descent optimizer is presented in
Algorithm 1.

3 Result Analysis

Historical load data at each hour of the day for the period from September-2018 to
November-2018 was taken from 33/11 kV substation near Kakathiya University in
Warangal [24]. Date processing techniques for observing the data distribution and
outliers, and for data normalization have been used before using this data to train
and test the ANN models. The proposed ANN models have been implemented and
tested in cloud computing environment using Microsoft Azure Notebook [25].
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Algorithm 1 Back Propagation Algorithm Using Stochastic Gradient Descent Opti-
mizer
Inputs
1: Read Dataset and initialize weight matrices Wih and Who, and bias parameters bh and bo
2: set η=0.01, epochs=100, batch size=1

Steps
1: Set iteration t=1
2: Set Sample i=1
3: while t ≤ i termax do
4: while i ≤ ns do
5: Compute net input (neth) to hidden layer for input ’X[i]’ using Eq. 2.

neth = [Wih]T ∗ X [i] + bh (2)

6: Compute output (oh) of hidden layer using Eq. 3.

oh = 1

1 + e−neth
(3)

7: Compute net input (neto) to output layer using Eq. 4.

neto = [Who]T ∗ oh + bo (4)

8: Compute output (oo) of output layer using Eq. 5.

oo = 1

1 + e−neto
(5)

9: Update weights between hidden and output layer using Eq. 6 and bias using 7.

Who = Who + η ∗ (d − O) ∗ O ∗ (1 − O) ∗ Oh (6)

bo = bo + η ∗ (d − O) ∗ O ∗ (1 − O) (7)

10: Update weights between input and hidden layer using Eq. 8 and bias at hidden layer using
9.

Wih = Wih + η ∗ (d − O) ∗ O ∗ (1 − O) ∗ Who ∗ Oh ∗ (1 − Oh) ∗ X [i] (8)

bh = bh + η ∗ (d − O) ∗ O ∗ (1 − O) ∗ Who ∗ Oh ∗ (1 − Oh) (9)

11: i=i+1
12: end while
13: t=t+1
14: end while
15: Print final weights Wih and Who
16: Compute error MSE and MAE for both training and testing dataset using Eqs. 10 and 11

respectively

MSE = 1

ns

ns∑

i=1

(di − Oi )
2 (10)

MAE = 1

ns

ns∑

i=1

|di − Oi | (11)
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Fig. 3 Box plot for active
power load dataset

3.1 Data Analysis

Active power load data is analyzed for normal distribution and also for outliers using
box plot as shown in Fig. 3. In the box plot seen in Fig. 3, Median shows that there is
no left or right skew in the data at the centre of the inter-quartile spectrum and also
indicates that the data meets the ideal normal distribution. Box plot was also used to
identify the outliers in the data set. Outlier is identified as data points with a value
less than the minimum represented by the left most vertical line and more than the
maximum represented by the right most vertical line in the box plot. The box plot
shown in Fig. 3 confirms that there is no outliers in the active power load dataset.

Complex ANNmodel performance The ANNmodel with five input neurons corre-
sponding to five input features L(T−1), L(T−2), L(T−24), L(T−48) and L(T−72)
and one output neuron corresponding to output variable L(T) is simulatedwith differ-
ent number of hidden layers and neurons. The performance of various architectures
are presented in Table 3 in terms of MSE and MAE. From Table 3, it has been
observed that ANN model with one hidden layer with 6 hidden neurons is perform-
ing well in terms of training MSE and MAE i.e. 0.0108 and 0.0736 and testing MSE
i.e. 0.0121. Finally the complex model with 5 input neurons, 1 output neuron and 6
hidden neurons with one hidden layer is considered for active power load prediction.

Comparison between actual load and load that predicted using complex ANN
having testing MSE 0.0121, training MSE 0.0108 and training MAE 0.0736 is pre-
sented in Fig. 4. From Fig. 4, it has been observed that load predicted with complex
ANN is almost follows the actual load.
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Table 3 Complex ANN model training and testing performance

Layers Stage Error Hidden neurons

6 7 8

1 Training MSE 0.0108 0.0113 0.0116

MAE 0.0736 0.0766 0.0784

Testing MSE 0.0121 0.0128 0.0257

2 Training MSE 0.0113 0.0113 0.0115

MAE 0.0768 0.0767 0.0775

Testing MSE 0.0129 0.0129 0.0134

3 Training MSE 0.0219 0.0112 0.0122

MAE 0.1185 0.0761 0.0812

Testing MSE 0.0230 0.0127 0.0128
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Fig. 4 Comparison between actual and predicted load using complex ANN

3.2 Lightweight ANN Model Performance

The lightANNmodelwith three input neurons corresponding to threemost important
input features L(T−1), L(T−24) and L(T−72) and one output neuron corresponding
to output variable L(T) is simulated with different number of hidden layers and
neurons. The performance of various architectures are presented in Table 4 in terms
of MSE and MAE. From Table 4, it has been observed that ANN model with one
hidden layer with 7 hidden neurons is performing well in terms of training MSE and
MAE i.e. 0.0112 and 0.0758 and testing MSE i.e. 0.0128. Finally the lightweight
model with 3 input neurons, 1 output neuron and 7 hidden neurons with one hidden
layer is considered for active power load prediction.

Comparison between actual load and load that predicted using lightweight ANN
having testing MSE 0.0128, training MSE 0.0112 and training MAE 0.0758 is pre-
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Table 4 Lightweight ANN model training and testing performance

Layers Stage Error Hidden neurons

5 6 7 8

1 Training MSE 0.0114 0.0113 0.0112 0.0113

MAE 0.0763 0.0762 0.0758 0.0758

Testing MSE 0.0130 0.0128 0.0128 0.0128

2 Training MSE 0.0114 0.0115 0.0115 0.0115

MAE 0.0767 0.0775 0.0769 0.0771

Testing MSE 0.0132 0.0132 0.0131 0.0131

3 Training MSE 0.0349 0.0367 0.0116 0.0262

MAE 0.1523 0.1562 0.0777 0.1311

Testing MSE 0.0394 0.0134 0.0132 0.02713
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Fig. 5 Comparison between actual and predicted load using complex ANN

sented in Fig. 5. From Fig. 5, it has been observed that lightweight ANN model
predicts the load almost equal the actual load.

Converging characteristics representing the variation in both training and testing
MSE during the training of complex ANNmodel is shown in Fig. 6a and lightweight
ANN model is shown in Fig. 6b. From Fig. 6 it has been observed that as training is
progress, the weights are updated in such a way that the difference between actual
and predicted load is decreasing. Validation loss is high comparing to training loss
but not have much difference that shows model is well trained and does not have
under fitting problem.
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(a) Converging characteristics of complex

 ANN model

(b) Converging characteristics of light weight

ANN model

Fig. 6 Converging characteristics

Table 5 Comparison between ANN models

Model Trainable
parameters

Training Testing

MSE MAE MSE

Complex ANN 43 0.0108 0.0736 0.0121

Lightweight
ANN

36 0.0112 0.0758 0.0128

% of absolute
change

16.28 3.7 3.0 5.8

3.3 Comparative Analysis

Comparison of the complex ANNmodel and the lightweight ANNmodel is shown in
Table 5.The size of the lightweightANNmodel is smallwith 36parameters compared
to the complex ANN model with 43 parameters. Owing to the distortion of the
model with reduced dimensionality, the lightweight ANN model had good training
and testing losses compared to the complex ANNmodel. Even though “Lightweight
ANN model” was compressed by 16.28% in terms of training parameters, losses i.e.
MSE,MAE and testingMSE are just increased by 3.7%, 3.0% and 5.8% respectively.

The proposed ANNmodels were validated by comparison with the load forecast-
ing models available in literature such as [10, 13, 14] based on training and testing
of MSE as described in Table 6. For Table 6, it has been observed that the proposed
ANN models predict loads with good accuracy compared to the existing models.
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Table 6 Comparisons in terms of testing MSE

Model MSE

Training Testing

[13] 0.29 1.59

[14] 0.23 0.44

[10] 0.2 0.32

Complex ANN 0.0108 0.0121

Lightweight 0.0112 0.0128

4 Conclusions

In this chapter short term load forecasting was implemented using ANN based on
load at last two hours and load at same time but previous three days. Feature selection
based on correlation concepts was utilized to reduce the complexity of the model by
reducing number of input features. Light weight ANNmodel was also predicted load
like a complex model with less number of trainable parameters with loss of small
amount of accuracy. Practical historical load to train and test the ANN models was
collected from 33/11 kV substation near Kakathiya University in Warangal city.

The proposed model can be helpful to utilities to trade energy in hourly ahead
markets successfully by estimation the load with good accuracy. The discussed short
term load forecasting problem can be further extended using sequence models like
RNN, LSTM and GRU, also by using various dimensionality reduction techniques
like PCA and FA.

Acknowledgements This research work was supported by “Woosong University’s Academic
Research Funding - (2021–2022)”.

Appendix

This section demonstrates the mathematical derivation for the expressions presented
in Eqs. 6, 7, 8 and 9. Also, explains how weights and bias parameters of ANN
model update using stochastic gradient descent optimizer with help of numerical
calculations.

Mathematical Derivation

Forward pass
During forward pass stage of back propagation algorithm ANN model will estimate
the output as shown in Eqs. 2, 3, 4 and 5.
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Backward pass
Backward stage of back propagation algorithm will help to update weights and bias
parameters using specified optimizer. In this chapter stochastic gradient descent opti-
mizer has been used to updated the model parameters.

Change in weights between hidden and output layer

ΔWho = −η ∗ ∂0.5 ∗ MSE

∂Who
= −η ∗ ∂0.5 ∗ (d − oo)2

∂Who
(12)

where MSE = (d − oo)2 and oo = 1
1+e−neto and neto = WT

ho + Oh + bo

ΔWho = −η ∗ ∂0.5 ∗ MSE

∂Wih
= −η ∗ 0.5 ∗ ∂MSE

∂oo

∂oo
∂neto

∂neto
∂Who

(13)

where ∂MSE
∂oo

= −2 ∗ (d − oo) and
∂oo

∂neto
= oo ∗ (1 − oo) and

∂neto
∂Who

= oh . Replace all
these mathematical derivatives in Eq. 13 then will get the mathematical expression
for ΔWho as shown in Eq. 14.

ΔWho = η ∗ (d − oo) ∗ oo ∗ (1 − oo) ∗ oh (14)

Change in bias parameters at output layer

Δbo = −η ∗ ∂0.5 ∗ MSE

∂bo
= −η ∗ ∂0.5 ∗ (d − oo)2

∂bo
(15)

Δbo = −η ∗ ∂0.5 ∗ MSE

∂bo
= −η ∗ 0.5 ∗ ∂MSE

∂oo

∂oo
∂neto

∂neto
∂bo

(16)

where ∂neto
∂bo

=1. Replace it in Eq. 16 then will get the mathematical expression for
Δbo as shown in Eq. 17.

Δbo = η ∗ (d − oo) ∗ oo ∗ (1 − oo) (17)

Change in weights between input and hidden layer

ΔWih = −η ∗ ∂0.5 ∗ MSE

∂Wih
= −η ∗ ∂0.5 ∗ (d − oo)2

∂Wih
(18)

ΔWih = −η ∗ ∂0.5 ∗ MSE

∂Wih
= −η ∗ 0.5 ∗ ∂MSE

∂neth

∂neth
∂Wih

(19)

where ∂neth
∂Wih

= X and ∂MSE
∂neth

= ∂MSE
∂oh

* ∂oh
∂neth

. Replace all these mathematical derivatives
in Eq. 19 then will get the mathematical expression as shown in Eq. 20.
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ΔWih = η ∗ 0.5 ∗ X ∗ ∂MSE

∂oh
∗ ∂oh

∂neth
(20)

where ∂oh
∂neth

= oh ∗ (1 − oh) and ∂MSE
∂oh

= ∂MSE
∂neto

* ∂neto
∂oh

. Replace all these mathematical
derivatives in Eq. 20 then will get the mathematical expression as shown in Eq. 21.

ΔWih = η ∗ 0.5 ∗ X ∗ oh ∗ (1 − oh) ∗ ∂MSE

∂neto
∗ ∂neto

∂oh
(21)

where ∂neto
∂oh

= Who and ∂MSE
∂neto

= ∂MSE
∂oo

* ∂oo
∂neto

. Replace all these mathematical deriva-
tives in Eq. 21 then will get the mathematical expression as shown in Eq. 22.

ΔWih = η ∗ 0.5 ∗ X ∗ oh ∗ (1 − oh) ∗ Who ∗ ∂MSE

∂oo
∗ ∂oo

∂neto
(22)

where ∂MSE
∂oo

= (−2 ∗ (d − oo) and ∂oo
∂neto

= oo ∗ (1 − oo). Replace all these mathe-
matical derivatives in Eq. 22 then will get the mathematical expression for ΔWih as
shown in Eq. 23.

ΔWih = η ∗ X ∗ oh ∗ (1 − oh) ∗ Who ∗ (d − oo) ∗ oo ∗ (1 − oo) (23)

Change in bias parameters at hidden layer

Δbh = −η ∗ ∂0.5 ∗ MSE

∂bh
= −η ∗ ∂0.5 ∗ (d − oo)2

∂bh
(24)

Δbh = −η ∗ ∂0.5 ∗ MSE

∂bih
= −η ∗ 0.5 ∗ ∂MSE

∂neth

∂neth
∂bh

(25)

where ∂neth
∂bih

= 1 and ∂MSE
∂neth

= ∂MSE
∂oh

* ∂oh
∂neth

. Replace all these mathematical derivatives
in Eq. 25 then will get the mathematical expression as shown in Eq. 26.

Δbh = η ∗ 0.5 ∗ ∂MSE

∂oh
∗ ∂oh

∂neth
(26)

where ∂oh
∂neth

= oh ∗ (1 − oh) and ∂MSE
∂oh

= ∂MSE
∂neto

* ∂neto
∂oh

. Replace all these mathematical
derivatives in Eq. 26 then will get the mathematical expression as shown in Eq. 27.

Δbh = η ∗ 0.5 ∗ oh ∗ (1 − oh) ∗ ∂MSE

∂neto
∗ ∂neto

∂oh
(27)

where ∂neto
∂oh

= Who and ∂MSE
∂neto

= ∂MSE
∂oo

* ∂oo
∂neto

. Replace all these mathematical deriva-
tives in Eq. 27 then will get the mathematical expression as shown in Eq. 28.
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Table 7 Sample dataset in MW

Dataset L(T−1) L(T−24) L(T−72) L(T)

Training 0.5 0.4 0.7 0.6

Testing 0.4 0.3 0.6 0.5

Table 8 Weights between input and hidden layer (Wih)

Input
neuron

Hidden neuron

1 2 3 4 5 6 7

1 −0.1 0.1 0.2 −0.2 0.3 −0.3 0.4

2 0.1 0.2 −0.2 0.3 −0.3 0.4 −0.1

3 0.2 −0.2 0.3 −0.3 0.4 0.1 −0.1

Δbh = η ∗ 0.5 ∗ oh ∗ (1 − oh) ∗ Who ∗ ∂MSE

∂oo
∗ ∂oo

∂neto
(28)

where ∂MSE
∂oo

= −2 ∗ (d − oo) and
∂oo

∂neto
= oo ∗ (1 − oo). Replace all these mathemat-

ical derivatives in Eq. 22 then will get the mathematical expression forΔbh as shown
in Eq. 29.

Δbh = η ∗ oh ∗ (1 − oh) ∗ Who ∗ (d − oo) ∗ oo ∗ (1 − oo) (29)

Numerical Calculations

Problem Update weights and bias parameters of an ANNmodel to estimate the load
at particular hour of the day L(T) based on load available at one hour, one day and
two days before i.e. L(T−1), L(T−24) and L(T−72). Architecture of ANN model
is presented in Fig. 2. Assume dataset as shown in Table 7.

Initialize weights and bias parameters
Initial random weights Wih and Who are shown in Tables 8 and 9 respectively. Simi-
larly Initial random bias parameters bh and bo are shown in Table 10.

Forward pass calculations
Calculate net input (neth) to hidden layer using Eq. 2 as presented below
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Table 9 Weights between hidden layer and output layer (Who)

Hidden neuron Output neuron

1

1 −0.1

2 0.1

3 0.2

4 −0.2

5 0.3

6 −0.3

7 0.4

Table 10 Bias parameters (bh) and (bo)

Hidden neurons Output
neuron

bh bo
1 2 3 4 5 6 7 1

−0.1 0.1 0.2 −0.2 0.3 −0.3 0.4 −0.4

neth = WT
ih ∗ X + bh =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−0.1 0.1 0.2
0.1 0.2 −0.2
0.2 −0.2 0.3
0.2 0.3 −0.3
0.3 −0.3 0.4

−0.3 0.4 0.1
0.4 −0.1 −0.1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

∗
⎡

⎣
0.5
0.4
0.7

⎤

⎦ +

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−0.1
0.1
0.2

−0.2
0.3

−0.3
0.4

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0.03
0.09
0.43

−0.39
0.61

−0.22
0.49

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

Calculate output (oh) for hidden layer using Eq. 3 as presented below
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oh = 1

1 + e−neth
=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1.9704
1.9139
1.6505
2.4770
1.5434
2.2461
1.6126

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

Calculate net input (neto) to output layer using Eq. 4 as presented below

neto = WT
ho ∗ oh + bo = [−0.1 0.1 0.2 −0.2 0.3 −0.3 0.4

]

∗

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1.9704
1.9139
1.6505
2.4770
1.5434
2.2461
1.6126

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

− 0.1 = 0.1633

Calculate output (oo) for output layer using Eq. 5 as presented below

oo = 1

1 + e−neto
= 1

1 + e−0.1633
= 0.5407

Backward pass calculations
Calculate change in weights (ΔWho) using Eq. 14. Assume learning rate η = 0.1.

ΔWho = η ∗ (d − oo) ∗ oo ∗ (1 − oo) ∗ oh = 0.1 ∗ (0.6 − 0.5407) ∗ 0.5407

∗ (1 − 0.5407) ∗

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1.9704
1.9139
1.6505
2.4770
1.5434
2.2461
1.6126

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0.0029
0.0028
0.0024
0.0036
0.0023
0.0033
0.0024

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

Update weights between hidden and output layers using Eq. 6 as shown below

Who = Who + ΔWho =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−0.1
0.1
0.2

−0.2
0.3

−0.3
0.4

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

+

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0.0029
0.0028
0.0024
0.0036
0.0023
0.0033
0.0024

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−0.0971
0.1028
0.2024

−0.1964
0.3023

−0.2967
0.4024

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦
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Calculate change in bias parameter (Δbo) at output layer using Eq. 17 as shown
below.

Δbo = η ∗ (d − oo) ∗ oo ∗ (1 − oo) = 0.1 ∗ (0.6 − 0.5407)

∗ 0.5407 ∗ (1 − 0.5407) = 0.0015

Update bias parameter at output layer as shown below

bo = bo + Δbo = −0.1 + 0.0015 = −0.0985

Calculate change in weights (ΔWih) between input and hidden layer using Eq. 23
as shown below.

Change in weights connected to first hidden neuron (h = 1) i.e. ΔWi1

ΔWi1 = 0.1 ∗ 1.9704 ∗ (1 − 1.9704) ∗ (−0.0971) ∗ (0.6 − 0.5407)

∗ 0.5407 ∗ (1 − 0.5407) ∗
⎡

⎣
0.5
0.4
0.7

⎤

⎦

ΔWi1 =
⎡

⎣
0.00013
0.00011
0.00019

⎤

⎦

Change in weights connected to second hidden neuron (h = 2) i.e. ΔWi2

ΔWi2 = 0.1 ∗ 1.9139 ∗ (1 − 1.9139) ∗ (0.1028) ∗ (0.6 − 0.5407)

∗ 0.5407 ∗ (1 − 0.5407) ∗
⎡

⎣
0.5
0.4
0.7

⎤

⎦

ΔWi2 =
⎡

⎣
−0.00013
−0.00011
−0.00019

⎤

⎦

Change in weights connected to third hidden neuron (h = 3) i.e. ΔWi3

ΔWi3 = 0.1 ∗ 1.6505 ∗ (1 − 1.6505) ∗ (0.2024) ∗ (0.6 − 0.5407)

∗ 0.5407 ∗ (1 − 0.5407) ∗
⎡

⎣
0.5
0.4
0.7

⎤

⎦
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ΔWi3 =
⎡

⎣
−0.00016
−0.00013
−0.00022

⎤

⎦

Change in weights connected to fourth hidden neuron (h = 4) i.e. ΔWi4

ΔWi4 = 0.1 ∗ 2.477 ∗ (1 − 2.477) ∗ (−0.1964) ∗ (0.6 − 0.5407)

∗ 0.5407 ∗ (1 − 0.5407) ∗
⎡

⎣
0.5
0.4
0.7

⎤

⎦

ΔWi4 =
⎡

⎣
0.00053
0.00042
0.00074

⎤

⎦

Change in weights connected to fifth hidden neuron (h = 5) i.e. ΔWi5

ΔWi5 = 0.1 ∗ 1.5434 ∗ (1 − 1.5434) ∗ (0.3023) ∗ (0.6 − 0.5407)

∗ 0.5407 ∗ (1 − 0.5407) ∗
⎡

⎣
0.5
0.4
0.7

⎤

⎦

ΔWi5 =
⎡

⎣
−0.00019
−0.00015
−0.00026

⎤

⎦

Change in weights connected to sixth hidden neuron (h = 6) i.e. ΔWi6

ΔWi6 = 0.1 ∗ 2.2461 ∗ (1 − 2.2461) ∗ (−0.2967) ∗ (0.6 − 0.5407)

∗ 0.5407 ∗ (1 − 0.5407) ∗
⎡

⎣
0.5
0.4
0.7

⎤

⎦

ΔWi6 =
⎡

⎣
0.00061
0.00049
0.00086

⎤

⎦

Change in weights connected to seventh hidden neuron (h = 7) i.e. ΔWi7

ΔWi7 = 0.1 ∗ 1.6126 ∗ (1 − 1.6126) ∗ (0.4024) ∗ (0.6 − 0.5407)

∗ 0.5407 ∗ (1 − 0.5407) ∗
⎡

⎣
0.5
0.4
0.7

⎤

⎦
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ΔWi7 =
⎡

⎣
−0.00029
−0.00023
−0.00041

⎤

⎦

Update the weights between input and hidden layers as shown below

Wih = Wih + ΔWih = Wih + [ΔWi1ΔWi2ΔWi3ΔWi4ΔWi5ΔWi6ΔWi7]

Wih =
⎡

⎣
−0.1 0.1 0.2 −0.2 0.3 −0.3 0.4
0.1 0.2 −0.2 0.3 −0.3 0.4 −0.1
0.2 −0.2 0.3 −0.3 0.4 0.1 −0.1

⎤

⎦

+
⎡

⎣
0.000137 −0.000132 −0.000160 0.000529 −0.000187 0.000611 −0.000293
0.000109 −0.000106 −0.000128 0.000423 −0.000149 0.000489 −0.000234
0.000191 −0.000185 −0.000224 0.000741 −0.000261 0.000856 −0.000410

⎤

⎦

=
⎡

⎣
−0.0999 0.0999 0.1998 −0.1995 0.2998 −0.2994 0.3997
0.1001 0.1999 −0.2001 0.3004 −0.3001 0.4005 −0.1002
0.2002 −0.2002 0.2998 −0.2993 0.3997 0.1009 −0.1004

⎤

⎦

Calculate change in bias parameters (Δbh) at hidden layer using Eq. 29 as shown
below.

Change in bias parameters connected to first hidden neuron (h = 1) i.e. Δb1

Δb1 = 0.1 ∗ 1.9704 ∗ (1 − 1.9704) ∗ (−0.0971) ∗ (0.6 − 0.5407) ∗ 0.5407

∗ (1 − 0.5407) = 0.00027

Change in bias parameter connected to second hidden neuron (h = 2) i.e. Δb2

Δb2 = 0.1 ∗ 1.9139 ∗ (1 − 1.9139) ∗ (0.1028) ∗ (0.6 − 0.5407)

∗ 0.5407 ∗ (1 − 0.5407) = −0.00026

Change in bias parameter connected to third hidden neuron (h = 3) i.e. Δb3

Δb3 = 0.1 ∗ 1.6505 ∗ (1 − 1.6505) ∗ (0.2024) ∗ (0.6 − 0.5407)

∗ 0.5407 ∗ (1 − 0.5407) = −0.00032

Change in bias parameter connected to fourth hidden neuron (h = 4) i.e. Δb4

Δb4 = 0.1 ∗ 2.477 ∗ (1 − 2.477) ∗ (−0.1964) ∗ (0.6 − 0.5407)

∗ 0.5407 ∗ (1 − 0.5407) = 0.0011

Change in bias parameter connected to fifth hidden neuron (h = 5) i.e. Δb5
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Δb5 = 0.1 ∗ 1.5434 ∗ (1 − 1.5434) ∗ (0.3023) ∗ (0.6 − 0.5407)

∗ 0.5407 ∗ (1 − 0.5407) = −0.00037

Change in bias parameter connected to sixth hidden neuron (h = 6) i.e. Δb6

Δb6 = 0.1 ∗ 2.2461 ∗ (1 − 2.2461) ∗ (−0.2967) ∗ (0.6 − 0.5407)

∗ 0.5407 ∗ (1 − 0.5407) = 0.0012

Change in weights connected to seventh hidden neuron (h = 7) i.e. Δb7

Δb7 = 0.1 ∗ 1.6126 ∗ (1 − 1.6126) ∗ (0.4024) ∗ (0.6 − 0.5407)

∗ 0.5407 ∗ (1 − 0.5407) = −0.00059

Update the bias parameters at hidden layer as shown below

bh = bh + Δbh = bh + [Δb1;Δb2;Δb3;Δb4;Δb5;Δb6;Δb7]

bh =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−0.1
0.1
0.2

−0.2
0.3

−0.3
0.4

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

+

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0.0003
−0.0003
−0.0003
0.0011

−0.0004
0.0012

−0.0006

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−0.0997
0.0997
0.1997

−0.1989
0.2996

−0.2988
0.3994

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

Forward pass on testing data
Calculate net input (neth) to hidden layer using Eq. 2 as presented below

neth = WT
ih ∗ X + bh =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−0.0999 0.1001 0.2002
0.0999 0.1999 −0.2002
0.1998 −0.2001 0.2998

−0.1995 0.3004 −0.2993
0.2998 −0.3001 0.3997

−0.2994 0.4005 0.1009
0.3997 −0.1002 −0.1004

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

∗
⎡

⎣
0.4
0.3
0.6

⎤

⎦

+

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−0.0997
0.0997
0.1997

−0.1989
0.2996

−0.2988
0.3994

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0.0105
0.0795
0.3994

−0.3682
0.5694

−0.2379
0.4690

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦



Short Term Active Power Load Forecasting Using Machine … 123

Calculate output (oh) for hidden layer using Eq. 3 as presented below

oh = 1

1 + e−neth
=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0.5026
0.5199
0.5986
0.4090
0.6386
0.4408
0.6151

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

Calculate net input (neto) to output layer using Eq. 4 as presented below

neto = WT
ho ∗ oh + bo = [−0.0971 0.1028 0.2024 −0.1964 0.3023 −0.2967 0.4024

]

∗

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0.5026
0.5199
0.5986
0.4090
0.6386
0.4408
0.6151

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

− 0.0985 = 0.2567

Calculate output (oo) for output layer using Eq. 5 as presented below

oo = 1

1 + e−neto
= 1

1 + e−0.2567
= 0.5638

Error computation
In this example considered only one sample in testing dataset with target load L(T) =
0.5. So MSE and MAE values are computed using Eqs. 10 and 11 respectively with
ns = 1 and presented below.

MSE = (0.5 − 0.5638)2 = 0.0041

MAE = |0.5 − 0.5638| = 0.0638

References

1. Almeshaiei E, Soltan H (2011) Alex Eng J 50(2):137. https://doi.org/10.1016/j.aej.2011.01.
015

2. Alfares HK, Nazeeruddin M (2002) Int J Syst Sci 33(1):23. https://doi.org/10.1080/
00207720110067421

3. Su P, Tian X, Wang Y, Deng S, Zhao J, An Q, Wang Y (2017) Energies 10(9):1303. https://
doi.org/10.3390/en10091303

https://doi.org/10.1016/j.aej.2011.01.015
https://doi.org/10.1016/j.aej.2011.01.015
https://doi.org/10.1080/00207720110067421
https://doi.org/10.1080/00207720110067421
https://doi.org/10.3390/en10091303
https://doi.org/10.3390/en10091303


124 V. Veeramsetty et al.

4. Mi J, Fan L, Duan X, Qiu Y (2018) Math Probl Eng 2018. https://doi.org/10.1155/2018/
3894723

5. Hu R, Wen S, Zeng Z, Huang T (2017) Neurocomputing 221:24. https://doi.org/10.1016/j.
neucom.2016.09.027

6. Lau E, Sun L, Yang Q (2019) SN Appl Sci 1(9):982. https://doi.org/10.1007/s42452-019-
0884-7

7. Kumar BA, Sangeetha G, Srinivas A, Awoyera P, Gobinath R, Ramana VV (2020) Soft com-
puting for problem solving. Springer, pp 677–690. https://doi.org/10.1007/978-981-15-0184-
5_58

8. Awoyera P, Akinmusuru J, Krishna AS, Gobinath R, Arunkumar B, Sangeetha G (2020) Soft
computing for problem solving. Springer, pp 197–207. https://doi.org/10.1007/978-981-15-
0035-0_15

9. Veeramsetty V, Singal G, Badal T (2020) Multimed Tools Appl 79:22569. https://doi.org/10.
1007/s11042-020-09031-0

10. Veeramsetty V, Deshmukh R (2020) SN Appl Sci 2(5):1. https://doi.org/10.1007/s42452-020-
2601-y

11. Amral N, OzverenC,KingD (2007) In: 2007 42nd international universities power engineering
conference. IEEE, pp 1192–1198. https://doi.org/10.1109/UPEC.2007.4469121

12. Kumar S,Mishra S, Gupta S (2016) In: 2016 second international conference on computational
intelligence& communication technology (CICT). IEEE, pp 184–186. https://doi.org/10.1109/
CICT.2016.44

13. Shaloudegi K, Madinehi N, Hosseinian S, Abyaneh HA (2012) IEEE Trans Power Syst
27(2):811. https://doi.org/10.1109/TPWRS.2011.2175254

14. Veeramsetty V, Chintham V, Vinod Kumar D (2018) Int Trans Electr Energy Syst 28(8):e2573.
https://doi.org/10.1002/etep.2573

15. Veeramsetty V, Chintham V, Vinod Kumar DM (2018) Int J Energy Sect Manag 12(3). https://
doi.org/10.1108/IJESM-03-2017-0002

16. Chen Y, Xu P, Chu Y, Li W, Wu Y, Ni L, Bao Y, Wang K (2017) Appl Energy 195:659. https://
doi.org/10.1016/j.apenergy.2017.03.034

17. Salgado RM, Lemes RR (2013) J Control Autom Electr Syst 24(6):854. https://doi.org/10.
1007/s40313-013-0067-5

18. Yang ZC (2015) J Control Autom Electr Syst 26(4):430. https://doi.org/10.1007/s40313-015-
0186-2

19. Ke K, Hongbin S, Chengkang Z, Brown C (2019) Evol Intell 12(3):385. https://doi.org/10.
1007/s12065-018-00196-0

20. Houimli R, ZmamiM, Ben-Salha O (2019) Energy Syst 1–19. https://doi.org/10.1007/s12667-
019-00324-4

21. Lisi F, Shah I (2019) Energy Syst 1–33. https://doi.org/10.1007/s12667-019-00356-w
22. Li K, Zhang T (2019) Energy Syst 1–16. https://doi.org/10.1007/s12667-019-00344-0
23. Shamir O, Zhang T (2013) In: International conference on machine learning, pp 71–79. http://

arxiv.org/abs/1212.1824
24. Veeramsetty V (2020) Mendeley data. https://doi.org/10.17632/ycfwwyyx7d.2
25. Barga R, Fontama V, Tok WH, Cabrera-Cordon L (2015) Predictive analytics with Microsoft

Azure machine learning. Springer. https://doi.org/10.1007/978-1-4842-0445-0

https://doi.org/10.1155/2018/3894723
https://doi.org/10.1155/2018/3894723
https://doi.org/10.1016/j.neucom.2016.09.027
https://doi.org/10.1016/j.neucom.2016.09.027
https://doi.org/10.1007/s42452-019-0884-7
https://doi.org/10.1007/s42452-019-0884-7
https://doi.org/10.1007/978-981-15-0184-5_58
https://doi.org/10.1007/978-981-15-0184-5_58
https://doi.org/10.1007/978-981-15-0035-0_15
https://doi.org/10.1007/978-981-15-0035-0_15
https://doi.org/10.1007/s11042-020-09031-0
https://doi.org/10.1007/s11042-020-09031-0
https://doi.org/10.1007/s42452-020-2601-y
https://doi.org/10.1007/s42452-020-2601-y
https://doi.org/10.1109/UPEC.2007.4469121
https://doi.org/10.1109/CICT.2016.44
https://doi.org/10.1109/CICT.2016.44
https://doi.org/10.1109/TPWRS.2011.2175254
https://doi.org/10.1002/etep.2573
https://doi.org/10.1108/IJESM-03-2017-0002
https://doi.org/10.1108/IJESM-03-2017-0002
https://doi.org/10.1016/j.apenergy.2017.03.034
https://doi.org/10.1016/j.apenergy.2017.03.034
https://doi.org/10.1007/s40313-013-0067-5
https://doi.org/10.1007/s40313-013-0067-5
https://doi.org/10.1007/s40313-015-0186-2
https://doi.org/10.1007/s40313-015-0186-2
https://doi.org/10.1007/s12065-018-00196-0
https://doi.org/10.1007/s12065-018-00196-0
https://doi.org/10.1007/s12667-019-00324-4
https://doi.org/10.1007/s12667-019-00324-4
https://doi.org/10.1007/s12667-019-00356-w
https://doi.org/10.1007/s12667-019-00344-0
http://arxiv.org/abs/1212.1824
http://arxiv.org/abs/1212.1824
https://doi.org/10.17632/ycfwwyyx7d.2
https://doi.org/10.1007/978-1-4842-0445-0


Evaluation of Algorithms
for Fundamental and Harmonic Impacts
of Integration of Renewable Energy
Sources in Smart Power Distribution
Networks

R. Satish, K. Vaisakh, and Almoataz Y. Abdelaziz

Abstract With the development of renewable energy sources (RES), distributed
generation (DG), microgrid, electric vehicles etc., in traditional distribution network
which was earlier supply-side driven, single power supply, one-way service and
basic reliance on manual management of business model turns into the direction of
user interaction, the trend of two-way flow and highly automated and these changes
gradually formed the smart power distribution network (SPDN). The rapid advance-
ment in power electronic devices increases the fast growth of RES into SPDN and
also increases the non-linear portion of loads on the network. Due to this, harmonic
currents may inject into distribution networks. This chapter proposes new power
flow algorithms (PFAs) for fundamental and harmonic analysis of SPDN with the
integration of renewable energy based DG and presence of non-linear loads. The
proposedmethodology completely exploits the radial feature in distribution networks
and developed BUS_NUM and BRANCH_NUMmatrices. These matrices make the
implementation of PFAs simple. The accuracy of fundamental and harmonic PFAs is
tested on IEEE-13 bus test feeder and they are found to be accurate with the literature.
Different case studies are carried on IEEE-13 bus and IEEE-34 bus test feeders for
analyzing the impacts of multiple integration of synchronous based-renewable DG
and power electronic based-renewable DG.
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Nomenclature

RES Renewable Energy Sources
DG Distributed Generation
RDN Radial Distribution Network
SPDN Smart Power Distribution Network
PFA Power Flow Algorithm
PEC Power Electronic Converter
FPFA Fundamental Power Flow Algorithm
HPFA Harmonic Power Flow Algorithm
THD Total Harmonic Distortion
FSIG Fixed Speed Induction Generator
DFIG Doubly Fed Induction Generator
SVCM Static Voltage Characteristic Model

1 Introduction

RES such as photovoltaic, wind, fuel cells, etc., uses synchronous/induction genera-
tors or induction generators combined with PECs or only PECs to transfer AC power
to the grids. Therefore RES can be a synchronous-based or a power electronic-based.
Renewable energy can make a contribution to improve power quality, minimize peak
loads and reduce the greenhouse gas emission. The connection of DGwith the utility
grid is specified in [1]. In [2], proposed a three-phase PFA for real-time distribution
networks. It gives some primary discussions on PV node concept. DG modeling and
their integration to the distribution networks is presented in [3, 4]. Harmonics may
cause localized overheating, winding insulation stresses and torque pulsations with
torsional vibrations on electric machines, additional power losses on devices, light
flicker, communication interference and equipment loss of life or even damage if
resonance conditions occur. Therefore HPFAs are essential for finding the harmonic
distortion level in the presence of non-linear loads and renewable DG. The authors
of [5, 6] propose a HPFA based on backward/forward sweep method. The improve-
ment of power quality using fuel cell and fuzzy based controller is discussed in
[7]. By using this controller, the quality of power in the grid system especially in
micro grid connected with non-linear and unbalanced load is enhanced. For the fair
allocation of active power losses [8, 9], develops a new active power loss alloca-
tion technique which eradicates the influence of cross-term analytically from loss
formulation without any assumptions and approximations. A new active power loss
allocation scheme is developed by eliminating the influence of cross-termmathemati-
cally from loss equation for allocating losses to the network participants with/without
DGs [10]. This method assigns losses to the consumers/DG units with due consid-
eration to their power consumptions/injections and physical locations in the radial
distribution network.



Evaluation of Algorithms for Fundamental and Harmonic Impacts … 127

This chapter proposes a new FPFA and HPFA for three-phase SPDN using
BUS_NUMandBRANCH_NUMmatrices. These algorithms use basic principles of
circuit theory and hence they can be easily understood. In this chapter, a new scheme
is developed to divide the distribution network in to new sections. The bus numbers
and branch numbers of these newly created sections are stored in row entries of
BUS_NUM and BRANCH_NUM matrices respectively. These matrices make the
PFA simple. The impacts of multiple installations of synchronous based-DG, power
electronic based-DG and presence of non-linear loads on fundamental and harmonic
voltage profile, fundamental and harmonic power loss and THD % are analyzed
through the proposed algorithms. The compensation-based method [2] is used to
handle the DGs in the proposed PFAs. This chapter is organized in the following
order. The modeling of network components is discussed in Sect. 2. Methodology
for developing BUS_NUM and BRANCH_NUM matrices is discussed in Sect. 3.
FPFA for SPDN is presented in Sect. 4. Integration of renewable DGs into FPFA is
presented in Sect. 5. HPFA for SPDN with integration of renewable DGs and pres-
ence of non-linear loads is presented in Sect. 6. Case studies and discussions with
case studies on IEEE-13 node test feeder are presented in Sect. 7. Case studies and
discussions with case studies on IEEE-34 node test feeder are presented in Sect. 8.
The conclusions are presented in Sect. 9.

2 Modeling of Network Components

The modeling of lines, loads, capacitor banks, voltage regulators and distribution
transformers for three-phase analysis is presented in [11]. The liner loads can be
modeled in several ways [12] for harmonic analysis. Each model will show different
impact on the network. In this chapter, the linear loads are modeled as impedances
with series combinationof resistance and reactance.Thenon-linear loads aremodeled
as constant current sources [13] with magnitude obtained from the typical harmonic
spectrum and rated load current obtained from the fundamental power flow. The
phase angle of the current source is obtained from the phase angle of rated current
at fundamental frequency and phase angle of the harmonic source current spectrum.
The modeling of other network components for harmonic analysis is presented in
[14].

2.1 Renewable DG

The type of device used to interface the renewable DG to grid depends on its applica-
tion and the type of energy source utilized. For example a wind turbine may employ
a squirrel cage induction generator, called a FSIG, a DFIG or a PEC connected
generator. DC sources or those generating at higher frequency, such as photovoltaic
systems, fuel cells require a PEC to interface them into SPDN. Figure 1 gives the
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Fuel Cell Solar
Power

Wind
Power

Power
Electronic
Converter

Induction
Generator

Synchronous
Generator

Power system interface, Communication
interface, Measurement and Protection devices

Distribution Network

Hydro
Power

Geothermal
Power

Biofuel
Power

Fig. 1 Possible combination of renewable DG

possible interfacing of renewable DG with SPDN. The modeling of renewable DG
for PFA requires the knowledge of operation and control on the characteristics of the
interfacing devices. A brief modeling of interfacing devices is extracted as follows.

2.1.1 Synchronous Generator

Based on the excitation system the synchronous generators are of two types [3]. The
first one is fixed excitation voltage type and the second one is regulating excitation
voltage type. In regulating excitation voltage type the excitation can be controlled in
two ways. One is maintaining the constant terminal voltage (voltage control mode)
and the other is maintaining the constant power factor (power factor control mode).
In PFAs the synchronous generator which maintains constant terminal voltage is
considered as PV bus and which maintains constant power factor is treated as PQ
bus. The synchronous generator with fixed excitation voltage [15] is treated as a
SVCM.

2.1.2 Induction Generator

The active and reactive powers developed by the induction generator are functions of
both slip and bus voltage [16]. Assuming the active power developed as constant and
neglecting the very low dependency of reactive power with the slip, the induction
generator can be modeled as SVCM and further since the bus voltage is nearer to
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1 p.u in steady state cases, the reactive power is also constant. Hence the induction
generator is modeled as PQ bus in PFA.

2.1.3 Power Electronic Converter

The modeling of PECs in PFA depends on the control method employed in converter
control circuit. The PEC is modeled as PV bus if the control circuit in converter is
designed to control both P and V independently [14]. If it is designed to control P
and Q independently then it is modeled as PQ bus [17].

For HPFA, the power electronic based-renewable DG is considered as the sources
for harmonics. The current spectrum of the power electronic based-renewable DG
is taken from [18]. For synchronous based-renewable DG the harmonic current
injection is taken as zero.

3 Methodology for Developing BUS_NUM
and BRANC_NUM Matrices

The PFA of SPDN requires systematic numbering of buses and branches since it
saves the memory and it is also strengthen the numerical performance of the solution
methods. The numbering scheme adopted here is taken from [19]. In Fig. 2 starting
with the bus 1 (‘1’ is enclosed in circle) in the lateral-1 (‘1’ is in square brackets) and
then sequentially considering buses until it finds one that has more than one branch
leaving from it and is labeled as section-I. So that section-I is formed with buses

1 4 5 632
7 8 9 10 116

7 8 9 10

11

12 13 14 15

16

17 18 19 20

54321

12 13 14 15 16

17 18 19 20 21

22 23

21

22

[1]

[2]

[3]

[4]

I II III

IV

V VI

VII

Fig. 2 Divided sections for the sample RDN
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Table 1 Sections information from Fig. 2

Section No. Bus numbers Head bus Tail bus Branch
numbers which
are ahead of
buses

Head branch Tail branch

I 1, 2, 3 1 3 1, 2 1 2

II 4, 5, 6 4 6 3, 4, 5 3 5

III 7, 8, 9, 10, 11 7 11 6, 7, 8, 9, 10 6 10

IV 12, 13, 14, 15,
16

12 16 11, 12, 13, 14,
15

11 15

V 17, 18 17 18 16, 17 16 17

VI 19, 20, 21 19 21 18, 19, 20 18 20

VII 22, 23 22 23 21, 22 21 22

from 1 to 3. Then start proceeding from bus 4 until it find the one that has more
than one branch leaving from it and it is labeled as section-II. Therefore section-II
has buses from 4 to 6. Likewise the section-III created with buses from 7 to 11 in
it. Once all buses in lateral-1 are over then repeat the same procedure for all other
laterals After the entire distribution network is divided into sections we can have the
following information as in Table 1.

AMATLAB code is developed to divide the network in to sections and to store the
information of bus numbers and branch numbers of these sections in the following
matrix entries.
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4 Fundamental Power Flow Algorithm for SPDN

After the BUS_NUM and BRANCH_NUM matrices are developed for the SPDN,
the following steps illustrate the iterative procedure for PFA.

1. The voltages at all busses are assigned as substation bus voltage.

⎡
⎣
Va

Vb

Vc

⎤
⎦ =

⎡
⎣

1∠0◦

1∠ − 120◦

1∠120◦

⎤
⎦ p.u (1)

2. Find the load current at all buses with the specified load power, type of load and
voltage at the bus.

3. The power flow program should start with collecting current at bus 23 (the tail
bus in section-VII as in BUS_NUM) thereby find the current in branch 22 (the
tail branch in section-VII as in BRANCH_NUM). Then proceed towards head
bus (i.e., bus 22) and head branch (i.e., branch 21) in finding the bus currents and
branch currents respectively. This is illustrated with a sample section consists
of three buses as shown in Fig. 3.

[Iabc]k = [ILabc]k + [Ishabc]k + [ICabc]k (2)

[Iabc]jk = [Iabc]k (3)

[Iabc]j = [Iabc]jk + [ILabc]j + [Ishabc]j + [ICabc]j (4)

[Iabc]ij = [Iabc]j (5)

[Iabc]i = [Iabc]ij (6)

Fig. 3 A sample section consists of three busses
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where,

[Iabc]k: Three-phase current at bus ‘k’.

[Iabc]jk: Three-phase current in branch ‘jk’.

[ILabc]k: Three-phase load current at bus ‘k’.

[Ishabc]k: Three-phase current drawn by shunt admittance at bus ‘k’.

[ICabc]k: Three-phase current drawn by capacitor bank at bus ‘k’ if any.

4. Then go to section-VI and repeat the above step in finding head bus current and
head branch current. Likewise, move up to section-I and find current at head
bus in section-I (bus 1) and head branch in section-I (branch-1).

5. Now start with bus 1 (head bus in section-I), and proceed towards the tail bus
in finding the bus voltages with Eq. 7.

⎡
⎣
Va

Vb

Vc

⎤
⎦

j

=
⎡
⎣
Va

Vb

Vc

⎤
⎦

i

−
⎡
⎣
Zaa Zab Zac

Zba Zbb Zbc

Zca Zcb Zcc

⎤
⎦

ij

•
⎡
⎣
Ia
Ib
Ic

⎤
⎦

ij

(7)

6. Then go to section-II and proceed towards the tail bus in finding the bus voltages.
Likewise move up to bus 23 (tail bus in section-VII).

7. Repeat the steps 3 to 6 until the voltage magnitude mismatches at all buses in
successive iterations is below the tolerance limit.

∣∣[Vabc]
r
i − [Vabc]

r−1
i

∣∣ ≤ [εabc] (8)

where, ‘r’ is the iteration number.
8. Find the power losses in all the branches are obtained with Eq. 9.

⎡
⎣
SLossa
SLossb
SLossc

⎤
⎦

ij

=
⎡
⎢⎣

(Va)i · (Ia)
∗
ij

(Vb)i · (Ib)
∗
ij

(Vc)i · (Ic)
∗
ij

⎤
⎥⎦ −

⎡
⎢⎣

(Va)j · (Ia)
∗
ji

(Vb)j · (Ib)
∗
ji

(Vc)j · (Ic)
∗
ji

⎤
⎥⎦ (9)

The flowchart of this algorithm is shown in Fig. 4.

5 Integration of Renewable DGs into FPFA of SPDN

The detailed iterative procedure for integration of renewable DG is illustrated with
the following steps:

1. Run the power flow as presented in section-4. After the power flow is converged,
select the locations of renewable DG.
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Move to the predecessor section and repeat above procedure to find the head
bus current and head branch current.

Start with head bus of first section and find its voltage using Eq. (7), then
proceed towards the tail bus in finding the voltages

Move to the next section and repeat the above step until the bus voltage of tail
bus of last section is obtained.

start

Read the system data

Brake the system in to sections and construct BUS_NUM
& BRANCH_NUM matrices

Set itr =1

Set itr = itr +1

No

stop

Yes

Repeat the above step until head bus current and head branch current of first
section is obtained.

Find the power loss using Eq. (9)

Check for convergence
using Eq. (8)

Start with tail bus & branch in last section and move towards head bus & head
branch in finding the bus currents and branch currents using Eq. (2) to Eq. (6)

Fig. 4 Flowchart of FPFA

2. Then for the outside γ th iteration, check the type of renewable DG available.
3. If the renewable DG is modeled as PQ at bus say ‘j’, then the current injected

by the renewable DG is obtained with the specified power rating
[
SG,abc

]
j and

the bus voltage [Vabc] j as,

[
IG,abc

]γ

j =
⎡
⎣

(
SG,a/Va

)∗
(
SG,b/Vb

)∗
(
SG,c/Vc

)∗

⎤
⎦

γ

j

(10)

4. If the renewable DGs are modeled as PV buses. Then calculate the voltage
mismatches at all the PV buses as,
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⎡
⎣

�Va

�Vb

�Vc

⎤
⎦

γ

=
∣∣∣∣∣∣
Vsp

a

Vsp
b

Vsp
c

∣∣∣∣∣∣
−

∣∣∣∣∣∣
Vcal

a

Vcal
b

Vcal
c

∣∣∣∣∣∣

γ

PV buses ∀ (11)

where,

[�Vabc]γ: Voltage mismatch matrix for outside γ th iteration. Its size is 3 · n × 1 for
‘n’ PV buses in the network.
∣∣Vsp

abc

∣∣: Magnitude of specified voltage at ith PV buses.
∣∣Vcal

abc

∣∣γ: Magnitude of voltage calculated at ith PV buses for outside kth iteration.

5. If the voltage mismatches are not less than the specified tolerance value, then
incremental current injections at PV buses in order to maintain the specified
voltages is calculated with Eq. 12.

[�I]γ = [
Zpv

]−1 · [�V]γ (12)

[
Zpv

]
is the PV bus sensitivity matrix. The

[
Zpv

]
can be formed by observing the

following numerical properties of its entries [2]. The diagonal entry Zpp is equal to
the modulus of the sum positive sequence impedance of all line sections between PV
buses ‘p’ and the substation bus. Since all the lines are three phase line sections, the
size of Zpp is 3× 3. If any two PV nodes, ‘p’ and ‘q’, have different paths from root
node, then the off diagonal entry Zpq (size 3×3) is zero. If ‘p’ and ‘q’ share a piece of
common path to the root node, then Zpq is equal to the modulus of the sum positive
sequence impedance of all line sections on this common path. The dimension of[
Zpv

]
is equal to 3 · n × 3 · n.

6. If the reactive power generations of renewable DGs are unlimited for the spec-
ified real power generation, then incremental reactive current to be injected at
the jth PV bus is obtained with Eq. 13.

⎡
⎣

�IG,a
�IG,b
�IG,c

⎤
⎦

γ

j

=
⎡
⎣

|�Ia| · (
cos

(
90◦ + δv,a

) + j ∗ sin
(
90◦ + δv,a

))
|�Ib| · (

cos
(
90◦ + δv,b

) + j ∗ sin
(
90◦ + δv,b

))
|�Ic| · (

cos
(
90◦ + δv,c

) + j ∗ sin
(
90◦ + δv,c

))

⎤
⎦

γ

j

(13)

δv,a, δv,b and δv,c are the voltage angles at the jth PV bus.
7. Now, find the current in branch ‘ij’ from Fig. 5.

⎡
⎣
Ia
Ib
Ic

⎤
⎦

γ

ij

=
⎡
⎣
IL,a

IL,b

IL,c

⎤
⎦

γ

j

−
⎡
⎣

�IG,a

�IG,b

�IG,c

⎤
⎦

γ

j

(14)

With [Vabc]
γ

j and [Iabc]
γ

ij the reactive power flow in the line
[
Qabc

]γ

ij is evaluated.
Then incremental reactive power injection is evaluated with Eq. 15.
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Fig. 5 A sample two nodes in the system with renewable DG placed at bus ‘j’

⎡
⎣

�QG,a

�QG,b

�QG,c

⎤
⎦

γ

j

=
⎡
⎣
QL,a

QL,b

QL,c

⎤
⎦

γ

j

−
⎡
⎣
Qa

Qb

Qc

⎤
⎦

γ

ij

(15)

Find the reactive power generation needed at jth PV bus using Eq. 16.

⎡
⎣
QG,a

QG,b

QG,c

⎤
⎦

γ

j

=
⎡
⎣
QG,a

QG,b

QG,c

⎤
⎦

γ−1

j

+
⎡
⎣

�QG,a

�QG,b

�QG,c

⎤
⎦

γ

j

(16)

Find the complex power generation at PV bus using Eq. 17.

⎡
⎣
SG,a

SG,b

SG,c

⎤
⎦

γ

j

=
⎡
⎣
PG,a

PG,b

PG,c

⎤
⎦

j

+ j ∗
⎡
⎣
QG,a

QG,b

QG,c

⎤
⎦

γ

j

(17)

where,
[
PG,abc

]
j: Specified three-phase real power generation of the renewable DG at jth

bus.

8. With the complex power obtained inEq. 18, the current injected by the renewable
DG is calculated with Eq. 10.

9. If the reactive power generations by the renewable DG were limited, then reac-
tive power generation limits must be checked first. The total three phase reactive
power needed at jth PV node is the sum of reactive power of three phases.

(QG)
γ

j = (
QG,a

)γ

j + (
QG,b

)γ

j + (
QG,c

)γ

j (18)

If Qj,min ≤ (QG)
γ

j ≤ Qj,max, then complex power generation is as Eq. 17.
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If (QG)
γ

j ≤ Qj,min then set (QG)
γ

j = Qj,min and
(
QG,a

)γ

j = (
QG,b

)γ

j = (
QG,c

)γ

j =
Qj,min/3.

If (QG)
γ

j ≥ Qj,max then set (QG)
γ

j = Qj,max and
(
QG,a

)γ

j = (
QG,b

)γ

j = (
QG,c

)γ

j =
Qj,max/3.

Where, Qj,min and Qj,max are the minimum and maximum reactive power generation
limits of renewable DG at jth PV bus.

These reactive power generations are combined with active power generations at
PV buses and find the current injections by renewable DG as in Eq. 10.

10. Now set γ = γ + 1 and run the power flow with the current injections at
renewable DG.

11. Power flow will be stopped when it attains convergence criterion.

The flowchart for this algorithm is shown in Fig. 6.

6 HPFA for SPDN with Integration of Renewable DGs
and Presence of Non-linear Loads

The detailed iterative procedure for HPFA with integration of renewable DGs is
illustrated with the following steps,

1. Run the FPFA with integrations of renewable DGs as presented in section-5.
2. With the converged bus voltages and specified loads, the impedance of linear

loads is calculated for the harmonic order-h of interest.
3. Find the harmonic current injections of non-linear loads and power electronic

based-renewable DGs for the selected harmonic order-h from the current spectra
of the non-linear loads and DGs respectively.

4. The harmonic voltage at the substation bus is taken as zero since the supply
voltage is assumed as a pure sinusoidal voltage waveform.

5. Find the net harmonic currents at all the buses with the harmonic current drawn
by linear loads and harmonic current injections of non-linear loads and renew-
able DGs. The current drawn by the linear loads at all the buses is zero for
the first iteration. The calculation of harmonic currents is illustrated with the
sample section as shown in Fig. 7. The net harmonic current at node ‘j’ is given
by Eq. 19 and the harmonic current in branch ‘ij’ is given by Eq. 20.

[Iabc]
h
j = −[ISabc]

h
j − [IGabc]

h
j + [ILabc]

h
j (19)

[Iabc]
h
ij = [Iabc]

h
j (20)

Using the BUS_NUM and BRANCH_NUM matrices, the harmonic currents in
all branches are to be obtained by moving up to the substation.

Where,
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No

Set the complex power injections using Eq. (17)

Yes

Yes

No
γ=γ+1

Yes

Stop

PQ bus

PV bus

Start

Set γ=1

Run the FPFA as in Section-4

Model the buses which
have DG & D-STATCOM

injections

Find the ΔV at all PV buses using Eq. (11)

Is ΔV is less than ε

Total FPL and VUF %
at all buses are

evaluated

Inject current using
Eq. (10)

Run the FPFA as in Section-4

No

Create ZPV Matrix

Find current using Eq. (13)

Find reactive power generations using Eq. (16)

Is there limits on reactive
power generations of DG

and D-STATCOM

max,jjGmin,j QQQ
if

min,jjG QQSet if min,jjG QQ
obtain complex power injections

using Eq. (17)

max,jjG QQ if max,jjG QQ
obtain complex power injections

using Eq. (17)

Set

Inject current using
Eq. (10)

Fig. 6 Flowchart of FPFA with multiple renewable DG integrations

Fig. 7 A sample section of two buses for HPFA
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[Iabc]hj : Three-phase harmonic current at bus ‘j’ for harmonic order-h.
[Iabc]hij: Three-phase harmonic current in branch ‘ij’ for harmonic order-h.
[ILabc]hj : Three-phase harmonic current drawnby linear load at bus ‘j’ for harmonic

order-h.
[ISabc]hj : Three-phase harmonic current injection by non-linear load at bus ‘j’ for

harmonic order-h.
[IGabc]hj : Three-phase current injection by renewable DG at bus ‘j’ for harmonic

order-h.

6. Now, start with section-I and find the harmonic bus voltages bymoving towards
the tail bus using Eq. 21.

⎡
⎣
Va

Vb

Vc

⎤
⎦

h

j

=
⎡
⎣
Va

Vb

Vc

⎤
⎦

h

i

−
⎡
⎣
Zaa Zab Zac

Zba Zbb Zbc

Zca Zcb Zcc

⎤
⎦

h

ij

•
⎡
⎣
Ia
Ib
Ic

⎤
⎦

h

ij

(21)

Move to the next section and repeat this procedure until harmonic voltage
at tail bus in last section is obtained.

7. Repeat the steps 5 and 6 until the magnitude mismatch of harmonic voltages
of h-order at all the busses is within the tolerance limit.

8. The complex power loss for h-order harmonic is obtained with Eq. 22.

⎡
⎣
SLossa
SLossb
SLossc

⎤
⎦

h

ij

=
⎡
⎢⎣

(Va)i · (Ia)
∗
ij

(Vb)i · (Ib)
∗
ij

(Vc)i · (Ic)
∗
ij

⎤
⎥⎦

h

−
⎡
⎢⎣

(Va)j · (Ia)
∗
ji

(Vb)j · (Ib)
∗
ji

(Vc)j · (Ic)
∗
ji

⎤
⎥⎦

h

(22)

9. Find the total real power loss due to harmonics frequency of order-h using
Eq. 23.

[P_loss]h =
Nbr∑
br=1

[
real

(
[SLoss]hbr

)]
(23)

10. Repeat the steps from 2 to 9 for all harmonics (order: 3, 5, 7, 9, 11, 13 and 15)
of the selected range of frequency.

11. The total power loss due to all harmonics is,

[Total_loss] =
hm∑

h=ho

Nbr∑
br=1

[
real

(
[SLoss]hbr

)]
(24)

12. The r.m.s value of voltage at bus ‘i’, say phase ‘a’ is calculated as,
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(Va)i =
√√√√∣∣(Va)

1
i

∣∣2 +
hm∑

h=ho

∣∣(Va)
h
i

∣∣2 (25)

13. The total harmonic distortion at every bus is defined as,

(THD)ai =

√
hm∑

h=ho

∣∣(Va)
h
i

∣∣2
∣∣(Va)

1
i

∣∣ (26)

where

ho: Minimum harmonic order

hm: Maximum harmonic order

br: Branch number

Nbr: Total number of branches.
The flowchart for HPFA with multiple injections of renewable DGs is shown in

Fig. 8.

7 Case Studies and Discussions on IEEE-13 Bus Feeder

7.1 Case Study 1: Fundamental Power Flow Solution

The data for IEEE-13 bus feeder shown in Fig. 9 is taken from [20]. The FPFA
is developed on MATLAB software with convergence tolerance of 10–4. The base
values selected for the system are 5000 kVA and 4.16 kV. This FPFA is converged
after 5 iterations. For testing the accuracy of FPFA, the voltage solution of IEEE-
13 bus test feeder is presented Table 2 in comparison with the IEEE results. The
maximum mismatches for voltage magnitudes and angle are found to be 0.0005 p.u
and 0.010° respectively and are of insignificant. Therefore the test results are almost
matches the IEEE results [20] in terms of accuracy. The power loss of the network
in comparison with IEEE results is presented in Table 3.

7.2 Case Study 2: Harmonic Power Flow Solution

The regulator between buses 650 and 632 is removed and the capacitor banks at bus
675 and 611 are removed from the network. The data for harmonic load composition
and current spectra of harmonic loads is taken from [21]. The convergence tolerance
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start

Read the system data

Run the FPFA as given in Section 5

Start with tail bus & tail branch in last section and move towards head bus & head branch
in finding the harmonic bus currents and harmonic branch currents respectively.

Move to the predecessor section and repeat the above procedure

Start with head bus of first section and proceed towards the tail bus in finding
the harmonic voltages.

Move to the next section and repeat the above procedure

Set itr =1

Set itr = itr +1

No

stop

Yes

Repeat the above step until the harmonic current in head bus & head branch of
first section is obtained.

Find the harmonic power loss

Check for convergence

Find total harmonic loss, total r.m.s voltage & THD %

Repeat the above step until harmonic voltage at tail bus of last section is obtained.

Set h=ho

Set the harmonic voltages at all buses equal to zero

Find the impedance of linear loads and harmonic current
injections of non-linear loads and renewable DGs

Is h=hm

No

Yes

Go to next ‘h’

Fig. 8 Flowchart of HPFA with multiple integrations of renewable DGs

is taken as 10−4. Table 4 presents the harmonic losses for harmonic frequencies of
order 3, 5, 7, 9, 11, 13 and 15, total harmonic loss of the network and total power loss
of the network including fundamental and harmonic loss. Total harmonic voltage
profile and THD % for the selected range of harmonics of order 3, 5, 7, 9, 11, 13
and 15 are presented in Table 5. From the Table 5 it is observed that, the maximum
THD % on the network is 5.2263 at bus 611 for c-phase and in [22] it was reported
that maximum THD % at bus 611 for c-phase is 5.23. Therefore the results of the
proposed HPFA are almost matches the literature in terms of accuracy. The THD%
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Fig. 9 IEEE 13 bus test
feeder

more than 5 is not desirable according to [23]. It is found that, the number of phases
in the network with THD% more than 5 is 2.

7.3 Case Study 3: Harmonic Power Flow Solution
with Multiple Integrations of Renewable DGs

One renewable DG is placed at bus 634 and other renewable DG placed at bus 675.
The renewable DG at bus 634 is taken as PQ model with per phase real and reactive
power generations are 300 kW and 197 kVAR respectively. Another renewable DG
placed at bus 675 is taken as PV model with its per phase real power generation is
260 kW and the range of three-phase reactive power generation is 100 kVAR to 650
kVAR. The phase voltages specified at this bus are 1 p.u. In this case, the harmonic
impacts are analyzed by treating both the renewable DGs as power electronic based
in case-A and synchronous based in case-B. The convergence tolerance is taken as
10–4. Table 6 presents the harmonic power loss for harmonic frequencies of order 3,
5, 7, 9, 11, 13 and 15, total harmonic loss of the network and total power loss of the
network including fundamental and harmonic loss for case studies A and B. Table 7
presents the total r.m.s voltages and THD % for case studies A and B in case study
3.

7.4 Discussions

The results of case-2 such as voltage profile, power loss and THD % are used as
benchmarks to see the fundamental and harmonic impacts of renewable DGs. In
case-A of case-3, in which both DGs are power electronic based, the maximum
THD% is observed to be 5.7280 at bus 611 for c-phase which is more than THD%
in reported in case-2. The number of phases in buses with THD % more than 5 is
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Table 2 Fundamental voltage solution for case study 1

Bus Phase Calculated
results

IEEE Results
[20]

Error in voltage
Mag

Error in voltage
Ang

650 a 1 ∠ 0° 1 ∠ 0° 0.0000 0.00

b 1 ∠ −120° 1 ∠ −120° 0.0000 0.00

c 1 ∠ 120° 1 ∠ 120° 0.0000 0.00

RG a 1.0625 ∠ 0° 1.0625 ∠ 0° 0.0000 0.00

b 1.0500 ∠ −
120°

1.0500 ∠ −
120°

0.0000 0.00

c 1.0687 ∠ 120° 1.0687 ∠ 120° 0.0000 0.00

632 a 1.0210 ∠ −
2.49°

1.0210 ∠ −
2.49°

0.0000 0.00

b 1.0420 ∠ −
121.72°

1.0420 ∠ −
121.72°

0.0000 0.00

c 1.0175 ∠
117.83°

1.0170 ∠
117.83°

−0.0005 0.00

671 a 0.9900 ∠ −
5.30°

0.9900 ∠ −
5.30°

0.0000 0.00

b 1.0529 ∠ −
122.34°

1.0529 ∠ −
122.34°

0.0000 0.00

c 0.9778 ∠
116.03°

0.977 ∠
116.02°

0.0001 −0.01

680 a 0.9900 ∠ −
5.30°

0.9900 ∠ −
5.30°

0.0000 0.00

b 1.0529 ∠ −
122.34°

1.0529 ∠ −
122.34°

0.0000 0.00

c 0.9778 ∠
116.03°

0.977 ∠
116.02°

0.0001 −0.01

633 a 1.0180 ∠ −
2.55°

1.0180 ∠ −
2.56°

0.0000 0.01

b 1.0401 ∠ −
121.77°

1.0401 ∠ −
121.77°

0.0000 0.00

c 1.0148 ∠
117.82°

1.0148 ∠
117.82°

0.0000 0.00

634 a 0.9940 ∠ −
3.23°

0.9940 ∠ −
3.23°

0.0000 0.00

b 1.0218 ∠ −
122.22°

1.0218 ∠ −
122.22°

0.0000 0.00

c 0.9960 ∠
117.35°

0.9960 ∠
117.34°

0.0000 −0.01

645 b 1.0328 ∠ −
121.90°

1.0329 ∠ −
121.90°

0.0001 0.00

(continued)
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Table 2 (continued)

Bus Phase Calculated
results

IEEE Results
[20]

Error in voltage
Mag

Error in voltage
Ang

c 1.0155 ∠
117.86°

1.0155 ∠
117.86°

0.0001 0.00

646 b 1.0311 ∠ −
121.98°

1.0311 ∠ −
121.98°

0.0000 0.00

c 1.0134 ∠
117.90°

1.0134 ∠
117.90°

0.0000 0.01

692 a 0.9900 ∠ −
5.30°

0.9900 ∠ −
5.31°

0.0000 0.01

b 1.0529 ∠ −
122.34°

1.0529 ∠ −
122.34°

0.0000 0.00

c 0.9778 ∠
116.03°

0.9777 ∠
116.02°

−0.0001 −0.01

675 a 0.9835 ∠ −
5.55°

0.9835 ∠ −
5.56°

0.0000 0.01

b 1.0553 ∠ −
122.52°

1.0553 ∠ −
122.52°

0.0000 0.00

c 0.9759 ∠
116.04°

0.9758 ∠
116.03°

−0.0001 −0.01

684 a 0.9881 ∠ −
5.32°

0.9881 ∠ −
5.32°

0.0000 0.00

c 0.9758 ∠
115.92°

0.9758 ∠
115.92°

0.0000 0.00

611 c 0.9738 ∠
115.78°

0.9738 ∠
115.78°

0.0000 0.00

652 a 0.9825 ∠ −
5.24°

0.9825 ∠ −
5.25°

0.0000 0.01

Table 3 Fundamental power loss for case study 1

Phase Calculated power loss IEEE results [20]

Active Reactive Active Reactive

(kW) (kVAR) (kW) (kVAR)

a 39.13 152.62 39.107 152.585

b −4.74 42.27 −4.697 42.217

c 76.59 129.69 76.653 129.850

Total 110.98 324.57 111.063 324.653
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Table 4 Harmonic power
loss in case study 2

Harmonic order Harmonic power loss

Active Reactive

(kW) (kVAR)

3 0.7958 6.5165

5 0.0856 1.1483

7 0.0072 0.1183

9 0.0043 0.0902

11 0.0008 0.0164

13 0.0008 0.0226

15 0.0010 0.0340

Total harmonic loss 0.8983 7.9464

Total power loss 148.23 441.49

found to be 6. In case-B of case-3, in which both DGs are synchronous based, the
maximum THD% is observed to be 5.2442 at bus 611 for c-phase which is more than
THD % reported in case-2. The number of phases in buses with THD % more than
5 is found to be 6. Figure 10 compares the fundamental voltage profile between case
2 and case 3. From Fig. 10, the improvement in voltage profiles is observed with
the integrations of renewable DGs as in case 2. Figure 11 compares the THD% of
case-A in case-3, case-B in case-3 with the THD% of case 2 and it is observed from
Fig. 11 that, the THD% is more for case-A, in which the renewable DGs are power
electronic based.

8 Case Studies and Discussions on IEEE-34 Bus Feeder

The date for IEEE-34 bus feeder is taken from [20]. The convergence tolerance is
10–4. The base values selected for the system are 2500 kVA and 24.9 kV. The load
composition at spot loads for harmonic analysis is presented in Table 8. The current
spectra of the non-linear loads are taken from [21]. The description of different case
studies on IEEE-34 bus feeder is presented in Table 9. The test results of the case-1
are used as benchmark to see the fundamental and harmonic impacts of renewable
DGs on the network.

Figure 12 compares the fundamental voltage profile between case-1 and case-2.
From Fig. 12, improvement in voltage profile is absorbed with the integrations of
renewable DGs. Figure 13 compares the THD % between the case studies 1 and 2.
From Fig. 14, the maximum THD % is observed in case-A of case-2, which has
integrations of two power electronic based-DGs. From Fig. 15, it is observed that the
number of phases effected with THD% more than 5 is 19 for case-A of case-2 and
zero for case-B of case-2. From Figs. 13, 14 and 15 it is seen that, the integrations
of renewable synchronous based-renewable DGs reduces the THD%, reduces the
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Table 5 Harmonic power flow solution for case study 2

Bus Phase S. No. Fundamental r.m.s voltage Total r.m.s voltage THD %

650 a 1 1 ∠ 0° 0 0

b 2 1 ∠ −120° 0 0

c 3 1 ∠ 120° 0 0

632 a 4 0.9498 ∠ −2.7462° 0.9500 1.9173

b 5 0.9839 ∠ −121.6817° 0.9839 0.4974

c 6 0.9300 ∠ 117.8000° 0.9302 2.2737

671 a 7 0.9109 ∠ −5.8987° 0.9117 4.0623

b 8 0.9875 ∠ −122.2091° 0.9875 1.0363

c 9 0.8717 ∠ 115.9500° 0.8728 4.9409

680 a 10 0.9109 ∠ −5.8987° 0.9117 4.0623

b 11 0.9875 ∠ −122.2091° 0.9875 1.0363

c 12 0.8717 ∠ 115.9500° 0.8728 4.9409

633 a 13 0.9466 ∠ −2.8223° 0.9468 1.9098

b 14 0.9819 ∠ −121.7315° 0.9819 0.4919

c 15 0.9271 ∠ 117.7946° 0.9273 2.2648

634 a 16 0.9207 ∠ −3.6073° 0.9209 1.8801

b 17 0.9624 ∠ −122.2445° 0.9624 0.4873

c 18 0.9064 ∠ 117.2178° 0.9066 2.2406

645 b 19 0.9745 ∠ −121.8646° 0.9745 0.4991

c 20 0.9283 ∠ 117.8225° 0.9286 2.2769

646 b 21 0.9729 ∠ −121.9382° 0.9729 0.5000

c 22 0.9264 ∠ 117.8696° 0.9267 2.2815

692 a 23 0.9109 ∠ −5.8987° 0.9117 4.0623

b 24 0.9875 ∠ −122.2091° 0.9875 1.0363

c 25 0.8717 ∠ 115.9500° 0.8728 4.9409

675 a 26 0.9025 ∠ −6.0795° 0.9034 4.3128

b 27 0.9887 ∠ −122.3037° 0.9887 1.0491

c 28 0.8678 ∠ 116.0660° 0.8689 5.0687

684 a 29 0.9093 ∠ −5.9502° 0.9100 4.0765

c 30 0.8684 ∠ 115.9163° 0.8695 5.0741

611 c 31 0.8651 ∠ 115.8365° 0.8663 5.2263

652 a 32 0.9041 ∠ −5.8755° 0.9049 4.0900



146 R. Satish et al.

Table 6 Harmonic power loss for case-A and case-B in case study 3

Harmonic order Harmonic power loss

Case-A in Case-3 Case-B in Case-3

Active (kW) Reactive (kVAR) Active (kW) Reactive (kVAR)

3 0.7529 6.1520 0.8228 6.7138

5 0.2015 2.5941 0.0913 1.2239

7 0.0835 1.3267 0.0081 0.1341

9 0.0041 0.0857 0.0048 0.1018

11 0.0169 0.3981 0.0009 0.0186

13 0.0193 0.5764 0.0009 0.0259

15 0.0009 0.0322 0.0011 0.0404

Total harmonic loss 1.0791 11.1652 0.9299 8.2585

Total power loss 69.93 197.41 69.78 194.50

number of phases in buses with THD% less than 5 and reduces the maximum THD
% on the network and the integrations of power electronic based-renewable DGs
increases the THD %, increases the number of phases in buses with THD% less
than 5 and increases the maximum THD % on the network with respect to case-1.
Figure 16 compares the total power loss in different case studies.

9 Conclusion

The impacts of renewable DG on fundamental voltage, fundamental power loss and
combined harmonic impacts of renewable DG and non-linear loads on harmonic
voltage profile, harmonic power loss and THD % are analyzed with the proposed
FPFA and HPFA. The proposed algorithm is accurate and easy to understand and
effectively handling all types of renewable DG models. The use of BUS_NUM and
BRANCH_NUM matrices makes the PFAs simple. The integration of synchronous
based-renewable DG the network can reduce the harmonic pollution on the network
in terms of THD% at different buses of the network, number of phases in buses with
THD% more than 5 and maximum THD% on the network.. However the improve-
ment in fundamental voltage profile and reduction in power loss can be achieved
with any type of renewable DG. The location, type and size of renewable DGs are
the three main factors that can affect the power quality and this can limit the amount
of renewable DG penetration. In the case of a utility owned DG installation the utility
has to optimally plan the location and size of the DG in order to improve network
benefits and reliability. In practice, one is not always able to site DG at the loca-
tions determined by an optimization algorithm. In the case of customer owned DG
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Table 7 Harmonic power flow solution for case study 3

Bus Ph S. No. Fundamental r.m.s
voltage

Total r.m.s voltage
for case-A in
case-3

THD % Total r.m.s voltage
for case-B in
case-3

THD%

650 a 1 1 ∠ 0° 0 0 0 0

b 2 1.0000 ∠ −120° 0 0 0 0

c 3 1.0000 ∠ 120° 0 0 0 0

632 a 4 0.9730 ∠ −1.68° 0.9732 2.1494 0.9732 1.9959

b 5 0.9973 ∠ −
120.48°

0.9973 1.0734 0.9973 0.6219

c 6 0.9540 ∠ 118.98° 0.9544 2.7960 0.9543 2.3845

671 a 7 0.9429 ∠ −4.10° 0.9437 4.1935 0.9437 4.0844

b 8 1.0045 ∠ −
120.42°

1.0046 1.5876 1.0046 1.2144

c 9 0.9056 ∠ 117.88° 0.9070 5.4857 0.9067 4.9782

680 a 10 0.9429 ∠ −4.10° 0.9437 4.1935 0.9437 4.0844

b 11 1.0045 ∠ −
120.42°

1.0046 1.5876 1.0046 1.2144

c 12 0.9056 ∠ 117.87° 0.9070 5.4857 0.9067 4.9782

633 a 13 0.9749 ∠ −1.64° 0.9752 2.2474 0.9751 2.0059

b 14 1.0006 ∠ −
120.40°

1.0006 1.2622 1.0006 0.6309

c 15 0.9574 ∠ 119.06° 0.9578 2.9268 0.9577 2.3982

634 a 16 0.9950 ∠ −1.00° 0.9957 3.7010 0.9952 2.0365

b 17 1.0249 ∠ −
119.60°

1.0254 3.0848 1.0249 0.6456

c 18 0.9828 ∠ 119.94° 0.9838 4.5109 0.9831 2.4403

645 b 19 0.9880 ∠ −
120.66°

0.9880 1.0792 0.9880 0.6240

c 20 0.9523 ∠ 119.00° 0.9527 2.8009 0.9526 2.3878

646 b 21 0.9863 ∠ −
120.73°

0.9864 1.0810 0.9863 0.6250

c 22 0.9503 ∠ 119.05° 0.9507 2.8067 0.9506 2.3927

692 a 23 0.9429 ∠ −4.10° 0.9437 4.1935 0.9437 4.0844

b 24 1.0045 ∠ −
120.42°

1.0046 1.5876 1.0046 1.2144

c 25 0.9056 ∠ 117.87° 0.9070 5.4857 0.9067 4.9782

675 a 26 0.9379 ∠ −4.19° 0.9388 4.4480 0.9388 4.3096

b 27 1.0080 ∠ −
120.44°

1.0082 1.6510 1.0081 1.2267

c 28 0.9047 ∠ 118.08° 0.9061 5.6530 0.9058 5.0896

(continued)
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Table 7 (continued)

Bus Ph S. No. Fundamental r.m.s
voltage

Total r.m.s voltage
for case-A in
case-3

THD % Total r.m.s voltage
for case-B in
case-3

THD%

684 a 29 0.9411 ∠ −4.15° 0.9420 4.2097 0.9419 4.0965

c 30 0.9023 ∠ 117.84° 0.9037 5.5985 0.9035 5.1023

611 c 31 0.8990 ∠ 117.77° 0.9005 5.7280 0.9003 5.2442

652 a 32 0.9358 ∠ −4.07° 0.9366 4.2311 0.9366 4.1047
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Fig. 10 Comparison of fundamental voltage profile between case 2 and case 3 for IEEE-13 bus
feeder
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Fig. 11 Comparison of THD % between case 2 and case 3 for IEEE-13 bus feeder

installation, the utility planner should conduct feasibility and assessment study to
evaluate any technical issues resulting from the new installation of customer owned
DG installation.
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Table 8 Load composition of spot loads on IEEE-34 bus feeder

Bus No. Load composition

Non-linear loads Linear loads

Fluorescent light
banks

Adjustable speed
drives

Composite residential
loads

830 None None 80 20

844 30 30 30 10

848 30 30 30 10

890 30 None 60 10

860 30 30 30 10

840 30 30 30 10

Table 9 Case studies on IEEE-34 bus feeder

Case study Description

Case-1 • Removed voltage regulators between buses 614 and 650 and 852 and 832
• Removed capacitor banks at buses 844 and 848
• Load composition of spot loads as in Table 9

Case-2 • 3-phase DG is placed at bus 848 is
modeled as PQ bus with capacity, P =
150 kW and Q = 99 kVAR for each
phase

• 3-phase DG is placed at bus 890 is
modeled as PV bus with P = 130 kW
per phase and three phase reactive
power limits: 50 ≤ Q ≤ 325 kVAR

Case-A: Both DGs are Power electronic
based

Case-B: Both DGs are Synchronous
based

Fig. 12 Comparison of
fundamental voltage profile
between case 1 and case 2
for IEEE-34 bus feeder

10 20 30 40 50 60 70 80 90
0.7

0.8

0.9

1

Serial numbers

P.
U

 V
ol

ta
ge

s

Case 2
Case 1

Fig. 13 Comparison of
THD % between case 1 and
case 2 for IEEE34 bus feeder
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Fig. 14 Comparison of
maximum THD % in
different case studies for
IEEE-34 bus feeder

5.5791
6.7656

4.2619

Case-1 Case-A in Case-2 Case-B in Case-2

Maximum THD %

Fig. 15 Comparison of
number of phases in buses
with THD % more than 5 in
different case studies for
IEEE-34 bus feeder
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Fig. 16 Comparison of total
power loss in different case
studies for IEEE-34 bus
feeder
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A Comprehensive Review of Active
Islanding Detection Methods
and Islanding Assessment in a Grid
Connected Solar Based Microgrid

Kumari Namrata, Akshit Samadhiya, and Papia Ray

Abstract In this literature, different islanding and their detection techniques are
overviewed for the power system network consisting of distribution system along
with Distributed Generator (DG). As penetration of renewable energy utilization and
DG are increasing continuously, it is important for a power system engineer to detect
andmitigate any possible occurrence of islanding event. IslandingDetectionMethods
(IDMs) are divided as remote and local methods. Remote methods requires commu-
nication system for efficient operation while local methods are again categorised into
three types active, passive and hybrid methods. Active methods are based on direct
interaction with the power system operation via perturbation and passive methods
are based on utilization of local parameters while hybrid methods are the amalga-
mation of active and passive. These IDMs for DG are described and analysed as
per detection time, advantage, disadvantage, Non Detection Zone (NDZ) and power
quality issues. This work will give a broad idea for selecting the better one of IDMs.
Selection of IDMs are based on four relevant performance indices. A better IDM has
a minimum NDZ with lower detection time without degrading the power quality.
Integration of Renewable energy sources can pose technical challenges. Uninten-
tional Islanding may result in issues such as system instability, degradation in power
quality and malfunctioning of protection system. Fast and efficient methods needs to
be developed to prevent unintentional islanding. To achieve better reliability and high
accuracy, different islanding detection methods (IDMs) have been discussed in this
research work. An extensive analysis of IDMs based on different technical aspects is
presented. A techno-economical comparison of IDMs is presented based on recent
trends related to monitoring islanding events. Additionally, a simulation study for a
grid connected Solar based Microgrid is presented to analyze five different islanding
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detection methods under unintentional islanding. Comparison of IDMs is based on
trip signal generation under two different loading scenarios during an islanding event.

Keywords Islanding · Distributed generator · Local parameters · Non detection
zone · Power quality · Photovoltaic · Utility grid

Nomenclature

IDMs Islanding Detection Methods
MG Micro-grid
DG Distributed Generator
NDZ Non Detection Zone
PQ Power quality
P Active Power
Q Reactive Power
CB Circuit Breaker
AI Anti-Islanding
ID Islanding Detection
PCC Point of common coupling
�P Active Power mismatch
�Q Reactive Power mismatch
�t Detection time
Ed Error detection ratio
RID Remote islanding detection
LID Local islanding detection
PID Passive islanding detection
AID Active islanding detection
HID Hybrid islanding detection
TT Transfer trip
SCADA Supervisory control and data acquisition
OUV Over/Under voltage
OUF Over/Under frequency
PJD Phase jump detection
PLL Phase Locked Loop
VU Voltage unbalance
PSV Positive Sequence Voltage
THD Total harmonic distortion
CBSS Circuit breaker switching strategy
AFD Active frequency drift
Cf Chopping fraction
Tz Zero or dead time
SFS Sandia frequency shift
SVS Sandia voltage shift
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APS Automatic phase drift
IM Impedance measurement
NCCI Negative component of current injection

1 Introduction

Global consumption pattern has seen continual annual growth over the last two
decades and is expected that the demand may even double in coming 10 years [1].
A shift towards renewable based low carbon technologies in power generation has
been observed. Key factors such as technological advancement in semiconductors,
Solar cells and wind turbines, decarbonisation of power sector, efficient power elec-
tronics converters and advanced control strategies allows accelerated deployment of
renewable energy sources. Renewable based Microgrids ensures less transmission
losses and can even improve the power quality and voltage profile of the Grid [2].
However, increasing penetration of renewable based energy system can pose certain
challenges to the power quality, stability and safety of the Grid [3].

Renewable based generation systems or Distributed generations (DGs) as shown
in Fig. 1 can either operate in grid connected mode or isolate itself to provide
power to local loads. However, events related to unintentional islanding of DGs
may occur which needs prompt attention. These events leads to instability, transient

Fig. 1 Power islanding condition
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Table 1 Technical requirements and guidelines defined by various for monitoring islanding events
in grid connected DGs [4, 5]

Standards Quality factor tdetection (ms) Allowable frequency
range (Hz)

Allowable voltage
range (%)

IEEE:1547 1 <2000 49.3–50.5 88–110

IEC:62116 1 <2000 f0 − 1.5 ≤ f ≤ f0 +
1.5

88–110

IEEE:929-2000 2.5 <2000 49.3–50.5 88–110

Islanding Detection Methods

Remote Methods Local Methods

Passive Active Hybrid

Fig. 2 Taxonomy of islanding detection methods

overvoltage, frequency deviation, malfunction of protection system that degrades
the power quality of the system. Certain standards are adopted widely to address
unintentional islanding issues for grid connection of DG units. Some standards are
listed in Table 1 that provides technical requirement for Anti islanding capability of
DG units before integration in the power system network.

For detection of the islanding phenomena different methods are shown in Fig. 2
remote islanding and local islanding methods. Again local islanding methods are
categorised as passive, active and hybrid methods [6]. A detailed assessment and
comparison of various Islanding Detection (ID) methods along with benefits and
limitations are presented for monitoring islanding based activities.

• Considering the future outlook of the electric power industry, wide scale pene-
tration of renewable technologies such as solar, wind, fuel cell etc. in the form of
distributed generation requires efficient converters, adoption of advance control
strategies and latest technological advancements.

• Detection of islanding condition is also an important issue to deal with.
• Due to challenges related to the power quality of the system, progress in the field

of islanding detection have gained momentum in recent years.
• However, very few publications have discussed about the fundamental problem,

comparison between contemporary and advance detection techniques, classifica-
tion of IDMs, performance indices for assessing IDMs, advantages and disadvan-
tages of each IDMs in terms of Non detection zones (NDZ), detection time and
power quality. Hence, a comprehensive analysis on various aspects of islanding
detection is worth to review and compile.
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The work is segregated into following sections. Section 2 deals with challenges
related to unintentional islanding and its effect on the power system. Section 3
discusses about various performance indices for selecting a better IDM. Section 4
broadly discusses about different types of local, remote, active and Hybrid islanding
detection methods. Section 5 compares different types of IDM based on NDZ,
detection time and power quality.

2 Certain Challenges with Islanding

Unintentional islanding into the system leads a big concern since integrated
power distribution networks was implemented. Such integrated system together
with inverter or non-inverter-based DG systems, different load conditions, and
compounded control strategy give rise to many challenge to power system network
reliability [7]. There are numerous IDMs presented in research paper, which uses
different tolls for effective capacity building, tools name as complex computing and
signal analysis [8]. Though, still some problems remain that need to be examined
in the field of islanding detection, example as performance of IDMs for concur-
rent operations, interaction between different DG systems which are fitted with AI
devices, when islanding occurs. Tackling mentioned challenges and highlighting the
responsiveness of the AI devices, IDMs are analytically analysed in this review. If an
island of the power system is created unintentionally, it causes trouble and serious
harms. Some of the important harms are discussed as.

• The voltage and frequency may get affected and not remain in their appropriate
standard level.

• Line staff safety may be vulnerable by DGs feeding into a system after opening
and tagging of primary sources.

• Instant reclosing may cause phase difference. This causes huge torques mechan-
ically and huge difference in current (I) /voltage (V), might shatter the physical
systems [9]. Sharp rise leads to devastation of the appliances also.

3 Indices / Parameters of Islanding Detection Methods

The objective of the islanding detection techniques is to monitor certain system
parameters such as rate of change of frequency,Voltage, current,�P,�Qand accord-
ingly determine any possible occurrence of grid disconnection based on the threshold
value of the parameters. The salient characteristics of an effective and reliable IDM
are listed below:

• Minimum NDZ
• Minimum detection time
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• High Power quality (lower value of THD)
• Error detection ratio close to 1 i.e. minimum events of false detection.

Hence, IDMs can be assessed on the basis of four relevant performance indices
namely Non detection Zone (NDZ). Detection time (�t), power quality and error
detection ratio (Ed).

3.1 Non Detection Zone (NDZ)

NDZ became the primary cause for failing of IDMs. NDZ methods is build up by
observing of V, I and f deviation that lead to power mismatch. Power mismatch
between output of DG and load utilization when distributed generator operates in
islanding condition are due to fluctuation of V and f at a point of common coupling
(PCC). When �P and �Q are almost to zero, at that time V and f fluctuation are
not enough to detect the islanding. The range of power mismatch (�P, �Q), which
can’t cause V and f crossing the threshold set value to detect islanding is known non
detection zone (NDZ) [6, 10]. NDZ in power mismatch space is shown by [11].
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where [Vmin,Vmax] is the allowable voltage range, fmin is minimum frequency and
fmax is maximum frequency, V and P are rated voltage and active power, and Qf is
the quality factor. NDZ region is shown in Fig. 3. NDZ stands “non-detection zone”
the range of conditions where a real grid failure will be filtered out.

NDZ is a very useful feature used for evaluating and examining the effectiveness
of the islanding detection technique. Figure 3, shows �P versus �Q plane and this
power imbalance happen due to V and f variations. Out of the shaded region AI
device sense the islanding condition and thus disconnect the DG but this would not
be possible in case of power difference came within power mismatch space and thus
it became threat for the safety unit.

3.2 Detection Time

Time interval between the disconnecting of the main grid and detecting islanding b
IDMs that is expressed as
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ΔQ (Reactive Power Imbalance) 

ΔP (Active Power Imbalance) 

OF

OV

UF

UV

Shaded region is NDZ 

Fig. 3 Power mismatch space or NDZ region

�t = tI dM − ttrip (3)

where �t is the detection time, tI dM is the instant at which islanding detected and
ttrip is the instant at which circuit breaker of the main grid get trip and isolate the
DGs.

3.3 Power Quality

For the power quality, several aspects have to be taken in consideration like voltage,
current and frequency stability as well as continuous supply of power and there
waveform. Due to all these concerns it doesn’t have the particular definition and
thus it is also known as service quality, voltage and current quality but judging the
all parameters it can defined as the calculation, analysis, and betterment of the line
parameters to maintain a reference waveform.

3.4 Error Detection Ratio

It is related to the false detection of islanding by IDMswhenever utility grid andmicro
grid (MG) are interconnected. Error measurement caused primarily by disturbance,
which results in measured units exceeding the set points [12]. It is described as

Ed = Nerror detected

Nerror detected + Ncorrect detected
(4)
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where Ed is error detection ratio, Nerror detected is count of time false detection and
Ncorrect detected is count of time correct detection.

4 Islanding Detection Methods

Various detectionmethods are being identified the researchers across theworld. Typi-
cally, these can be classified into remote islanding detection (RID) and local islanding
detection (LID) methods. RID methods are based on measurement and calculation
of technical parameters at the central side [13–18], while LID methods are based
realization at DG side. LID methods can be further divided into passive islanding
detection (PID) [19–53], active islanding detection (AID) and hybrid islanding detec-
tion (HID) methods as shown in Fig. 2. In this work, Active Islanding [54–64] and
Hybrid Islanding techniques [57, 65, 66] are extensively reviewed. Passive detection
techniques are discussed in our recent review article [67].

4.1 Active Islanding Detection Methods

In these AID methods, intentionally injecting small perturbation at the output end of
the DGs, that injecting signal do some significant changes in the system parameters
and if that changes exceed the predefined value then trip signal get activated of
the islanding condition and thus DG get disconnected. Remarkably AID methods
have advantage as their low or zero NDZ, but major demerit is that these methods
deteriorate the power quality. The basic flow chart of AIDmethods is shown in Fig. 4,
and then different AID methods discussed briefly.

4.1.1 Active Frequency Drift (AFD)

Electrical parameters voltage and current are associated with the magnitude,
frequency and phase. AFD uses the frequency/phase related parameters. In this
method a small disruption current is injected into the main system, and whenever
the islanding phenomena occurs, frequency drift take place by adding a zero time
in inverter current and make the inverter current waveform distorted with respect to
the original waveform i.e., shown in Fig. 5, however it is not affected during the grid
connected system. Distortion meaning is phase difference between inverter output
waveform (current) and original waveform of utility voltage at PCC. Due to distor-
tion, inverter detect phase error, and participate in drifting the DG/inverter current to
make the phase error zero. To make the drift occurs, DG connected inverter should
work at unity power factor, and frequency drift is compared with OUF relay for
islanding to be detected. For this a parameter is defined name as chopping fraction
(cf ) shown in Eq. (5).
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Start

Measure V,I,Hz,THD,P,Q etc….At PCC(A)

A > Threshold

Trip Signal
(islanding detected)

To Breaker (End)

Yes

Inject perturbation at PCC

No

Fig. 4 Flow chart of AID methods

Iout(A)

t(s)

Original Waveform
Distorted Current Waveform

TI/2

TV/2

TZ

Fig. 5 Operational waveform of AFD method [54]

c f = TZ

TV /2
(5)

where, TZ = zero or dead time and TV = time period of utility voltage. It is easy in
implementation and having small NDZ compare to novel PID methods. Drawbacks
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are, effective for purely resistive load, as NDZ became large during large values
of capacitance (C) and inductance (L), also wouldn’t suitable for parallel inverter
systems, and have issue with the power quality [54].

4.1.2 Active Frequency Drift with Positive Feedback (AFDPF)

For supressing drawbacks of AFD (multi-inverter and NDZ issue), a positive feed-
back is used along with AFD. This feedback amplify the chopping fraction (cf ) or
dead time and assist the frequency drift at higher rate. Due to increase in the rate
of frequency detection, it leads to detect the islanding condition fastly compared to
AFD.

c fK = c fK−1 + G(�ωk) (6)

where c fK and c fK−1 are kth chopping fraction and (k − 1)th chopping fraction,
�ωk = frequency difference = ωK−1 −ω0, G is positive gain constant. No matter cf
is positive or negative, AFDFP reinforced the frequency drift for any load, but the
power quality degradation is still continued due to injected disturbance [55].

4.1.3 Sandia Frequency Shift (SFS)

This method is also an add-on of AFD, using a positive feedback for the frequency
of the output voltage at the inverter end, whose chopping fraction is expressed as

c f = c f0 + K ( fPCC − fline) (7)

where, c f0 is chopping fraction without frequency variation, K is accelerating gain,
fPCC is frequency of voltage at PCC and fline is the frequency of the original line.
During normal operation DG sets try to change the frequency but system stability

maintain the same frequency, but during utility grid disconnected mode, there is rise
in the frequency attempted at PCC and thus increase the chopping fraction.Whenever
the frequency at the inverter end crosses the set value then islanding is detected. SFS
method has very small NDZ, as well as detecting efficiency and power quality is
improved [56].

4.1.4 Sandia Voltage Shift (SVS)

This method uses the same principle as SFS, just change is that it uses a positive
feedback of magnitude of voltage at PCC and changes the current and power. When
grid is linked there is no effect shown of this positive feedback, but during open linked
voltage is reduced at PCC and thus current and power reduced. For that reduction
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of voltage a UV relay is used for the protection. Possibility is also of rising of
voltage, and hence OUV relay is used, if the PCC voltage reaches OUV standards
then islanding is detected [57]. Among all AID methods this method is quite easy in
implementation, having small NDZ but facing the problem of power quality issue.

4.1.5 Slip Mode Frequency Shift (SMFS)

Practice is carried out by applying positive feedback to the phase of the PCC voltage.
A small perturbation in the phase will cause frequency deviation during the grid
disconnected, but a small disturbance in phase during grid connected mode will not
lead to frequency deviation, hence phase difference in normal operation is almost
zero as unity power factor maintain by the inverter. A SMFS curve Fig. 9, using
Eq. (8).

θSMFS(k) = θm sin

(
π

2

(
f (k−1) − f0

)
( fm − f0)

)
(8)

where θm is maximum phase deviation which occur at maximum frequency fm and
f (k−1) is previous cycle frequency and f0 is rated frequency. Equation (8) is showing
the relation between frequency and phase angle. Working principle also validate that
slope of the SMFS line is greater than the load line during unstable region. When
grid get disconnected, operation will move towards the new stable point (shown by
dotted as f 1 and f 2), during going through unstable to stable a set threshold value of
inverter frequency crossed in either direction and thus islanding get detected by OUF
relay. Problemwith this method is having large NDZ and quality of power issue [58].

4.1.6 Automatic Phase Drift (APS)

This method is extension of SMFS, used to rectify the problem of NDZ of AFD and
SMFS methods by utilizing positive feedback to the phase angle of output current
of inverter. Hence only starting angle of inverter current alter consistently by using
previous frequency of voltage, expression is shown as

θ
(k)
APS = 1

α

(
f (k−1) − f o

f o

)
360◦ + θ

(k)
0 (9)

where θ
(k)
APS is beginning angle of inverter I, α is constant and θ

(k)
0 is additional phase

shift induced each time in the terminal voltage.

θ
(k)
0 − θ

(k−1)
0 = �θ ∗ sgn(� fs) (10)
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where�θ = constant,� fs = change in steady state frequency, sgn= sign or signum
function i.e., defined as:

sgn(� fs) =
⎧⎨
⎩

1 i f fs > 0
0 i f fs = 0

−1 i f fs < 0
(11)

Due to additional phase shift, frequency deviate of the voltage to stabilizing to
new operating point, and during islanding this deviation of the frequency leads the
OUF standards, thus islanding get detected. Disadvantages of this method are speed
is slow and not suited for nonlinear load [59].

4.1.7 Variation in Active and Reactive Power

Method is based on the capacity of inverter to produce both active power and reactive
power independently. During the utility disconnected mode, DG has to supply active
power, and depending upon the load condition, voltage will rise or fall as voltage is
related directly to the active power. When the change in the voltage exceeds the set
threshold value, then islanding condition is detected by the help of OUV relay.

Similarly reactive power cause frequency variation, and it’s detected by the OUF
relay. The detection time is around 0.3–0.75 s, easy in implementation and has small
NDZ. Weaknesses are it can’t support multi-inverter as false detection sometime
raised, power quality issue continued [60].

4.1.8 Negative Component of Current Injection (NCCI)

This method is involving the use of small injection of negative component of current
(less than 3%) to the voltage source inverter (VSI) at the PCC terminal, leads to
disturbing the PCC voltage as unbalancing of the voltage occurs during the grid
disconnected. In normalmodeNCCflow into grid without affecting the PCC voltage.
Thus islanding get detected if negative sequence voltage exceeds the threshold value
within 60–70 ms. Method is beneficial for any load, zero NDZ and detecting fast
compare to positive sequence voltage [61, 62]. This method can also use to detect
islanding by negative sequence impedance as it’s the ratio of negative component of
voltage and current.

4.1.9 Impedance Measurement (IM)

Ratio of rate of change of voltage (ROCOV) to the rate of change of current (ROCOC)
of the inverter gives the impedance. This (dv/di) technique is used for the detection
as during normal operation variation in the voltage is very less and hence impedance is
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low, but during grid disconnected mode voltage varies significantly by perturbation
in the current and thus impedance crosses the threshold value and islanding get
detected. Detection time is around 700–900 ms [63]. It’s advantage is that NDZ is
low andwork effectively in case of single inverter and synchronously connectedmulti
inverter, but all time synchronously would not be possible and thus multi inverter is
became demerit for it.

4.1.10 Impedance Detection at Specific Frequency

This technique is exceptional case of harmonic detection method. A perturbation of
the special frequency harmonics of the current are injected in the inverter. Due to this
abruptly change occurs in the voltage of inverter placed at PCC terminal when the
utility is disconnected, but not significant change during utility connected to the DGs.
Due to production of harmonic voltage in the system, impedance can be measure
and if it crosses more than the set point, then islanding detected. It is not appropriate
for the multi inverter system [64].

4.2 Hybrid Islanding Detection Methods

As passive and active methods are suffering from large NDZ and power quality issue
respectively. To eradicate both the problems, a HID methods are used, that combine
both PID and AID methods. In this case AID methods apply after the use of the PID
methods as shown in the flow chart of Fig. 6. Some of the HIDmethods are discussed
in brief as the following.

4.2.1 Voltage Unbalance (VU) and Frequency Set Point

As VU (passive) is more sensitive to the load fluctuation, so instead of VU/THD
(passive), this method uses VU as a passive parameter. Other active parameter should
be needed that is completed by positive feedback to the voltage or current that leads to
deviation in the frequency by using SFS/SVS.Whenever some changes in the system
occur the voltage spike rises suddenly, and from precaution of the false detection due
to load switching or transient, a maximum VU is set for their threshold i.e., around
35 times of the VU average as per the Menon and Nehrir proposal [65]. Voltage
spike also leads to frequency deviation, if the frequency change in a specified time is
greater than the threshold value then islanding condition get detected. Technique have
advantages as very small NDZ, very low power quality issue and clearly discriminate
islanding and non-islanding conditions.
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Fig. 6 Flow chart of HID methods

4.2.2 Voltage Fluctuation Injection

Thismethod consist of ROCOF/ROCOV (passive) and chopping fraction, CF (active)
method.As shown in theHIDflowchart, if the rate of change of F/V is greater than the
large (maximum) setting value of threshold then islanding is confirmed directly, and
when the ROCOF/V is greater than the small (minimum) setting value of threshold
then immediately AID method get activated [57]. In AID chopping frequency (CF)
is checked, and if CF value is also more to their corresponding threshold value then
islanding detected, otherwise it would be considered as non-islanding case.

4.2.3 SFS and Q-f (ROCOF) Technique

This method is based on the integration of the Sandia frequency shift, SFS (active)
and ROCOF (passive) technique [66]. For large power variation, islanding confirmed
directly by ROCOFmethod only, but if the variation is in between the large and small
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then active method (SFS) will come into the action and by perturbation the islanding
can be detected. Similarly many HID methods (like ROCOV and P, ROCOF and
IM, ROCOF and frequency injection) can be formed by implementing the integrated
passive and active IDMs.

5 Comparison of IDMs

Key technical factors such as (NDZ), detection time and power quality were consid-
ered for comparing RID, PID, AID and HID methods. A fair comparison of widely
adopted IDMs has been presented in in Table 2. Each method has its own pros and
cons which are listed in Table 3. Selection of IDMs are dependent on number of
factors such as system power rating, network loading conditions, cost effectiveness,
protection devices and integration guidelines and allowable limits. In terms of cost,
PID has advantages over the others. RID requires high initial and maintenance costs.

6 System Architecture of a Grid Connected Solar Based DG

Figure 7 shows a Solar photovoltaic based DG connected to the 110 kV Utility
grid. A DC-DC boost converter stabilizes the output of the PV arrays at a constant
DC voltage of 500 V. A 3 level DC/AC power converter is used to process the
power to the local loads and the main grid. CB1 and CB2 are the breakers for 20 and
110 kVbus respectively. Two local loads are connected to 20 kV feeder. Five different
islanding detections methods are modelled to provide a trip signal during islanding
events. They are Over/Under Voltage IDM, Over/Under Current IDM, Over/Under
Frequency IDM, modified ROCOF IDM and Vector Shift IDM.

7 Results and Discussion

Five different IDMs are modelled and tested on a grid connected Solar photovoltaic
based Distributed Generation system in MATLAB/SIMULINK environment. The
PV inverter is connected to a 20 kV Bus through a 3-� 100 kVA �/Y transformer.
Circuit breaker CB1 connects the two local loads to the 20 kVBus. The DG units and
local loads are connected to 110 kV, 2500 MVA, 50 Hz Utility Grid through a circuit
breaker CB2. Islanding event is achieved by opening CB2 at t = 0.1 s. Unintentional
islanding usually pose power quality issues when the local generation capacity is
adequately not enough to supply the local consumer demands. Hence, two loading
scenarios have been considered for the simulation study. Trip Signal is generated on
successful detection of islanding event in two cases described below:
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Table 2 Technical comparison of different IDMs based on three key performance metrics

Method’s name (RID) NDZ �t (ms) PQ

PLC Nil 200 No effect

TT Nil – No effect

SCADA Nil Slow speed in busy grid No effect

Method’s name (PID) NDZ �t(ms) PQ

OUV/OUF Large 4 to 2000 No effect

ROCOF Large 24 No effect

ROCOP <than OUV/OUF >One cycle No effect

ROCOFOP <ROCOF 100 No effect

ROCOFORP Very small – No effect

PJD Large 10–20 No effect

VU Large 53 No effect

THD (V/I) Large, (Q high) 45 No effect

VU AND THD Small 25 to 2000 No effect

ROCOV and CPF Small 35 No effect

ROCONSV (ac) Nil 80 No effect

ROCOPSV (ac) Nil 10 No effect

ROCO (PSV and PSC) Nil 10 No effect

ROCOEVORP Nil – No effect

ROCOEV with CBSS Nil 100 to 300 No effect

PANSVNSC Nil Within 4.16 No effect

FHO Very small Upto 440 No effect

Method’s name (AID) NDZ �t (ms) PQ

AFD Very small Within 2000 Degrade

AFDPF Very small <AFD Slight degrade

SFS Very small 500 Degrade

SVS Small – Slight degrade

SMFS <AFD 400 Spike in system

APS Small Small Degrade

NCCI Zero 60 –

IM Small 700–900 Slight degrade

Method’s name (HID) NDZ �t (ms) PQ

VU and SFS/SVS Very small – Slight degrade

ROCOV and P Small Within 2000 Slight degrade

ROCOF and IM Small 216
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Table 3 Merits and Demerits of Different Islanding Detection Methods

Islanding detection methods Merits Demerits

Remote islanding methods
(RID)

• Highly reliable • Quiet expensive especially for
low-medium power Microgrid

Passive islanding methods
(PID)

• Lower detection time
• Does not disturb the system
• Reliable in extreme loading
conditions

• Less effective in low loading
conditions

• Requires attention while
deciding the threshold levels

Active islanding methods
(AID)

• Reliable even when
generation matches the
demand

• Small NDZ

• Perturbs the system
• Slow response
• System stability may disturb
under perturbations

Hybrid islanding methods
(HID)

• Injects disturbances only
when islanding is suspected

• Smaller NDZ
• Power quality better than
active islanding case

• Detection time is more

Fig. 7 Grid connected solar photovoltaic based DG under study

• Local generating capacity is either equal to the local load requirement
• Local generating capacity is less than the local load requirement

In this study, Over/Under voltage, Over/Under current, Over/Under Frequency,
modified ROCOF and vector shift methods are examined.
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7.1 Case 1: Local Load is Equal to Local Generation

This test is performed at the 20 kV feeder where local loads are connected. Load 1
and Load 2 demands 50 kW each.

For the performing the islanding test, circuit breaker (CB2) of the main grid is
opened at the instant of 0.1 s and reclose at instant of 0.25 s. Within the time interval
of CB2 open condition (islanding condition) many parameters are changed, and if
any parameters are crossed the corresponding threshold value then trip signal is
generated for the removal of DG.

As seen in Fig. 8, when the islanding events occurred, suddenly voltage and
current parameters are affected. In Fig. 9 change of frequency and modified ROCOF
are observed. RMS Value of Phase voltages can be observed in Fig. 10. Trip signal is
generated when the selected parameters crosses the set threshold values. Islanding is
detected by OUV, OUC, OUF, m-ROCOF and VS within 10 m, 15 ms, 65 ms, 25 ms
and 25 ms respectively as shown in Fig. 11. During reclosing of the load at 0.25 s, a
transient is seen which is suppressed within few cycles.

0 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40

Th
re

e 
Ph

as
e 

V
ol

ta
ge

 (k
V

)
Th

re
e 

Ph
as

e 
C

ur
re

nt
 ( A

)

Th
re

e 
Ph

as
e 

A
ct

iv
e 

Po
w

er
 

(k
W

)

Islanding Condition

CB2 diconnects the DG from 
the main Grid CB2 reconnects the DG to the 

main Grid 

Time (Sec)

Time (Sec)

Time (Sec)

0 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40

0 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40

0

20

-20

-40

0

20

-20

0
50

100
150

-50

Fig. 8 Variation of three phase voltage, current and active power in case local load equals PV
generation



A Comprehensive Review of Active Islanding Detection … 171

Islanding Condition

CB2 diconnects the DG from 
the main Grid CB2 reconnects the DG to the 

main Grid 

0 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40

Time (Sec)

0 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40

Time (Sec)

Fr
eq

ue
nc

y 
(H

z)

R
at

e 
of

 c
ha

ng
e 

of
 fr

eq
ue

nc
y 

(H
z/

Se
c)

50
50.5

51
51.5

52

-15
-10

-5
0
5

10
15

Fig. 9 Variation of frequency (50 Hz), and ROCOF in case local load equals PV generation

20
15
10
05
00

0 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40

20
15
10
05
00

20
15
10
05
00

CB2 diconnects the 
DG from the main Grid CB 2 reconnects the DG to the 

main Grid 

0 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40

0 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40

Time (Sec)

Time (Sec)

Time (Sec)

Ph
as

e
A

RM
S

V
ol

ta
ge

( k
V)

Ph
as

e
B

RM
S

V
ol

ta
ge

(
Ph

as
e

C
RM

S
V

ol
ta

ge
kV

)
( k

V
)

Fig. 10 Variation of Variation in RMS value of voltage Va, Vb and Vc in case local load equals
PV generation

7.2 Case 2: Local Load Exceeds Local Generation

This test is also performed at the 20 kV feeder where local load are connected as
per the specification: load 1 requires 2 MW and load 2 requires 30 MW and 2
MVAR (lagging) respectively. For performing the islanding test CB2of the main
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Fig. 11 Islanding detection (trip signal) in case local load equals PV generation

grid is opened for some time i.e., from 0.1 to 0.25 s. Within this period, electrical
parameters crosses the set threshold value then islanding get realized. In Fig. 12,
during islanding events, sudden change of voltage and current magnitude is seen, and
the change crosses the threshold value, hence islanding get detected. The detection
time of the OUV is around 7ms, while detection time of over/under current is around
12 ms, i.e., the fast detection corresponding to the previous case discussed. Variation
in active power is also shown in Fig. 12, i.e., sudden dip of power during islanding
event. PV based DG is unable to supply the load resulting in load shedding.

In Fig. 13 change of frequency and modified ROCOF are seen and islanding is
detectedwith the corresponding detection time as 54ms and 65ms respectively. RMS
value of Phase voltages can be observed in Fig. 14. A vector shift is also detected
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Fig. 14 Variation in RMS value of voltage Va, Vb and Vc in case local load exceeds PV generation

having the detection time is equal to 64 ms. Trip signals are generated on successful
islanding detection using OUV, OUC, OUF, m-ROCOF and VS as shown in Fig. 15.

Out of these five, three methods OUV, over/under current and OUF are based
on the magnitude comparison of voltage, current and frequency. It is observed that
the fast detection is done by OUV and followed by over/under current but problem
with these are having large false detection. So, further methods modified ROCOF
and voltage vector shift are observed and found that, it eliminate the false detection
condition to somehow. Hence, accuracy is improved in both methods as two passive
parameters are checked there and hence detection time increased. Detection time and
non-islanding conditions are discussed in Table 4.

8 Conclusion

In this paper, active islanding detection techniques have been described for the utility
connected micro grid system. The IDMs comparison is based on standards listed in
Table 1, mainly IEEE 1547. Remote methods requires noise free, efficient and faster
communication infrastructure, and hence the cost is high but ismost reliable, asNDZs
are minimized and prevents degradation of power quality. An active method has very
small NDZ but degrade the power quality and that is why hybrid methods come into
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Fig. 15 Islanding detection (trip signal) in case local load exceeds PV generation

Table 4 Islanding detection
time for each IDM

Technique’s name tdetection (ms)
Case 1

tdetection (ms)
Case 2

OUV 10 1

Over/under current 15 12

OUF 62 54

Modified ROCOF 150 65

Voltage vector shift 150 54
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the picture to eradicate the high NDZ of passive and power quality issue of active, by
combining the both methods (passive and active), detection time became prolonged.
Generally passive detection time is low compared to both active (for seeing the
response after perturbation, needed somehow more time) and hybrid. After being
easy installation and lesser cost of PID methods, still it is not chosen because of
their limitation with multi inverter systems and NDZ during balance islanding. In
most of the cases AID are being used, but future trend will be hybrid and RID as
both giving the good result over islanding and non-islanding, and capable of use of
multi inverter systems with good reliability. Hence, this literature is providing a good
concept over islanding detection, and it will be helpful for the future research. A grid
connected architecture of a Solar based Distributed generation system is examined
under islanding events using five IDMs. Modified ROCOF and voltage vector shift
are observed to be more effective than conventional under/over voltage, current and
frequency detections as they eliminates false detection conditions.
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Abstract In modern electric grid system easy integration with renewable energy
sources (RES), energy storage systems (ESSs) and electric load is an attractive
technology of DC microgrid. This chapter presents with a comparative analysis of
proportional integral (PI) and model predictive control (MPC) of multiple input bidi-
rectional DC-DC converter (MIPC) for hybrid energy storage systems (HESS) in DC
microgrid applications. The contrasting characteristics of battery and supercapcitor
(SC) is the perfect combination of HESS. This MIPC, provides decoupled control
of battery and SC power along with energy exchange between storage devices. A
controller is designed forDCmicrogrid applications,modified operation of controller
made it possible for both HESS charging and discharging operation thus make it a
unified controller. When batteries are used as energy storage, their rate of charge and
discharge is very low. So there are current stresses on the battery and reduced life
cycle, SC have high power density and can react immediately to sudden load varia-
tions. SC alone can’t be used as energy storage device, because it can’t supply power
to the load for longer duration. The simulation results are developed for comparative
performance of MPC over the PI control schemes. The proposed MPC was better
DC grid voltage restoration to step change in PV generation and load demand over
traditional PI control scheme.

Keywords Battery · Supercapacitor · HESS · Bi-directional converter · PI
controller · MPC · Power quality

S. Punna (B)
Electrical and Electronics Engineering Department, BVRIT Hyderabad College of Engineering
for Women, Hyderabad, Telangana 500090, India
e-mail: srinu240@student.nitw.ac.in

U. B. Manthati · C. R. Arunkumar
Electrical Engineering Department, NIT Warangal, Warangal, Telangana 506004, India
e-mail: ub@nitw.ac.in

C. R. Arunkumar
e-mail: acr_research@student.nitw.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
S. R. Salkuti and P. Ray (eds.), Next Generation Smart Grids: Modeling, Control
and Optimization, Lecture Notes in Electrical Engineering 824,
https://doi.org/10.1007/978-981-16-7794-6_8

181

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-7794-6_8&domain=pdf
mailto:srinu240@student.nitw.ac.in
mailto:ub@nitw.ac.in
mailto:acr_research@student.nitw.ac.in
https://doi.org/10.1007/978-981-16-7794-6_8


182 S. Punna et al.

Nomenclature

HESS Hybrid Energy Storage Systems
MIPC Multiple input Bidirectional DC-DC Converter
SC Supercapacitor
ESSs Energy Storage Systems
PV Photovoltaic
MPPT Maximum Peak Power Point
P&O Perturb and Observe
ZVS Zero Voltage Switching
SOC State of Charge
PI Proportional Integral
MPC Model Predictive Control
ESR Equivalent Series Resistance
RPS Regulated Power Supply
VDC DC grid Voltage
dS Supercapacitor duty cycle
dB Battery duty cycle
VS Supercapacitor Voltage
VB Battery Voltage
iSC Supercapacitor current
iB Battery current
GiSCdSC Control to supercapacitor current transfer function
GvDCiSC Current to voltage transfer function
GiBdB Control to battery current transfer function
GPI PI Control transfer function
QSC Supercapacitor charge
iCH Supercapacitor charge current
LPF Low Pass Filter
iref Total Reference current
iB,ref Battery Reference current
iSC,ref Supercapacitor Reference current
PWM Pulse Width Modulation
ib(k + 1) Predicted battery current
isc(k + 1) Predicted supercapacitor current

1 Introduction

Due to easy integration with renewable energy sources as well as proliferation of
dc-compatible loads, DC microgrids are gaining popularity [1, 2]. High penetration
of these intermittent renewable energy sources into DC microgrids cause power
mismatch between generation and load sides culminating in dc bus voltage variations.
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EnergyStorage Systems (ESS) of diverse variety and characteristics are used to tackle
this problem. The most commonly used ESS is battery. The battery is preferred
for high energy density and supercapacitor is preferred for high power density in
ESS applications [3, 4]. Intermittent renewable energy sources demand ESS with
high energy density whereas loads with high-pulse requirement demand ESS with
high power density. Hence a Hybrid Energy Storage System (HESS) was formed by
integrating battery and supercapacitor which fulfill the aforementioned requirements
of aDCgrid [5–9]. In addition to this, HESS improves the stability of power converter
based microgrids which otherwise would be low due to low rotational inertia [10].

The advantages of both battery and supercapacitor are exploited by differentHESS
topologies as shown in [11]. Themost widely employedHESS configuration, that has
the advantage of individual battery and supercapacitor control is as shown in Fig. 1a.
It is possible to exchange energy between the components ESSs in this active parallel
configuration of HESS that is the battery ESS can charge the supercapacitor ESS or
vice versa. However, the energy exchange process is through DC microgrid and this
may push the grid operating limits beyond desired range.

Multiple input bidirectional (MIBD) converters, as in Fig. 1b, have better energy
exchange performance between input sources compared to multiple single-input
bidirectional dc-dc (MSIBD) converters in active parallel configuration. This makes
the former for a better choice for applications like hybrid electric vehicle (HEV)
and microgrids. The main advantage of MIBD converter over the MSIBD converter
are (i) Better energy exchange between input sources (ii) reduces the system size
(iii) reduces the cost of the converter [12]. The salient features of the two HESS
configurations are summarized in Table 1. In this study, Fig. 1b is selected, since it
offers lesser components and smaller size.

The DCmicrogrid setup by PV source supported by battery-supercapacitor HESS
is shown in Fig. 2.

Severalmultiple input topologies have been proposedwhich can interfacemultiple
sources with contrasting characteristics to a common load. In [13], multiple ESSs

Fig. 1 Different configurations ofHESS, comprising of battery andSC, interfaced toDCmicrogrid.
a Two separate bidirectional converter modules used. b Single double-input bidirectional converter
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Table 1 Comparisons of HESS configurations

Configuration Figure 1a Figure 1b

Number of converters 2 1

Controlled DC link voltage Yes Yes

Controlled battery current Yes Yes

Controlled SC current Yes Yes

DC link voltage swing High High

Fig. 2 DC microgrid architecture setup powered by PV-HESS

are interfaced to a three-winding high frequency transformer wherein each source is
connected through a full-bridge circuit. For battery-supercapacitor HESS connected
number of switches required is eight which may affect the overall efficiency as far as
DC microgrid application is concerned. An Isolated multiport dc-dc converter was
presented in [14, 15] which can manage power from multiple energy sources to a
common load. But power flow between the sources, if they were replaced by ESSs,
was not explored. Even though isolated converters support wide range of voltage
levels as well as safety in the form of isolation, energy management of multiple
sources is difficult compared to that of non-isolated converters.

A number of multiple input non-isolated dc-dc bidirectional converters for inter-
facing multiple sources can be found in literature which offers far more flexibility in
implementation and power management than isolated ones [16–28]. In [16] a proce-
dure for developing all possible double-input single-output dc-dc converters was
described and was experimentally verified for a system with battery as one input.
But bidirectional power flow between the two input ports was not considered which
is necessary for HESS in microgrid applications. A multi-input dc-dc converter for
various energy sources of diverse characteristics was proposed in [17] but with no
power sharing option between the input sources.
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Wang et al. [18] has presented single inductor based multi-port converter for
HESS. The computation and controller effort are much more since the paper uses
model predictive control. More over SOC based analysis is required for the validity
of control strategy. Faraji et al. [19] proposes a multiport hybrid energy system with
PV and battery. The independent use of battery alone will increase the stress on the
battery. Also the proposed converter is not suitable for SC applications. Sato et al.
[20] also proposingmulti-port converter for PV and battery. The proposed circuit able
to integrate battery with PV, however during various disturbances, the stress on the
battery will be high. A unified control of the PV-Battery-based grid energy manage-
ment system for both grid-connected and island operation was introduced by Yi et al.
[21]. In the proposed control method, battery balances the power flow inside the AC
micro grid and DC micro grid in all different operating conditions. This increases
the battery stress, system cost and life cycle of battery. A high efficiency dual input
interleaved converter was proposed in [26] which is especially suitable for energy
storage sources. However, Dual input interleaved converter circuit requires eight
switches makes the control strategy to be complicated. Few multi-input converters
for grid-tied and/or solar applications are reported in [27–29]. Similarly, multi-input
converters are also widely used in hybrid electric vehicle (HEV) applications as in
[30–33]. However, in all above multiple input converter topologies does not maintain
SOCSC in the predefined limits and protecting SC from over charge and discharge is
difficult.

Even though a large number of works about multi-input bidirectional converters
are available in literature, less or little importance has been given to their controller
development methods. Amulti-input bidirectional dc-dc converter, proposed in [34],
is used to interface the HESS to microgrid. The converter in [34] has been modi-
fied in operation to suit for HESS operation in DC microgrid applications. One
attractive attribute of this converter is that all the switches are turned on with zero
voltage switching (ZVS) which can improve its efficiency. Apart from controlling
the charging/discharging of HESS, the unified controller can also share current
between battery and supercapacitor in such a way that the former is subjected
to less current stress which helps in extending its lifetime. Total HESS current
(charging/discharging) bifurcates such that high frequency component of the current
is being supplied by power density element supercapacitor and average or low
frequency current is being fed by energy density unit battery. The main contributions
of the chapter are as follows.

• A multi input converter based DC microgrid voltage stabilization is proposed in
this chapter.

• Detailed controller design and analysis is presented for HESS based Multiple-
Input Bidirectional converter. The presented small signal model based controller
for multi input converter can ensure stability in all operating regions.

• Implementation of energy management system for Multiple-Input Bidirectional
converter with HESS is presented for different PV and load conditions. The EMS
can easily track the SC SOC and enable different mode to ensure safe operation.
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Fig. 3 Two-input bidirectional converter topology for HESS [34]

• Themain advantage of designed double-input Bidirectional converter is its energy
exchange mode where we can charge the SC independently from battery. Other
than that, there are several advantages to the double-input bidirectional converter,
such as efficient power distribution between the various ESSs, rapid regulation of
DC link voltage to PV power fluctuations and load variations.

• The performance evaluation of MPC over PI control scheme with step change in
PV generation and load demand for peak overshoot and settling time to restore
DC grid voltage are presented.

Two-input bidirectional DC-DC converter for HESS is shown in Fig. 3.
The chapter is organized as follows: Themodeling of PV panel and P andOMPPT

algorithm is discussed in Sect. 2. Section 3 reviews the multiple input bidirectional
converter proposed in [34] and detailedmodified operation as two-input bidirectional
dc-dc converter forHESS operation is elaborated. Small signal linear averagedmodel
of the two-input converter is developed inSect. 4,which is crucial for the development
of unified controller for HESS charging/discharging with current sharing between
ESSs. Study of MPC for HESS is discussed in Sect. 5. Section 6 deals with the
development for state of charge (SOC) controller for supercapacitor. Simulation and
experimental validation is presented in Sects. 7 and 8. Results and inferences are
concluded in Sect. 9.
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2 Modelling of PV Panel

The PV panel consist of photodiodes that converts light energy in to electrical energy.
The basic unit of PV panel is known as PV cell. The PV cells are connected in series
and parallel to form a PV panel to meet the necessary power ratings. The series and
parallel combination of PV panels are utilized to make PV array. Further, the PV
array is designed based on the power, voltage and current rating required by the DC
microgrid. The electrical equivalent of PV array is shown in Fig. 4a [35].

The characteristic equation defined here is based on the PV array single diode
model. In general, the characteristics of the current and voltage (I-V) of the PV cell
shows non-linear, as shown in Fig. 4b. The characteristics equation of the PV array
can be given in Eq. (1),

i pv = Np Iph − Np Irs

(
e

q

(
Vpv
Ns

+ i pv
Npv

)
AKT − 1

)
−

NpVpv

Ns
+ i pvRs

Rsh
(1)

where Np: Total number of Parallel connected PV cells, Ns: Total number of series
connected PV cells. Iph: total photo-current generated from PV array. Irs represents
reverse saturation current of PV cell. Rs and Rsh represent the series and parallel
resistances. A: diode ideal factor, T: PV cell’s working temperature, K: Boltzmann’s
constant (1.38 × 1023 J/k). Vpv and Ipv represent PV array voltage and current. The
current equation of PV panel is non-linear and dependent on weather conditions
like insolation and temperature. To find the maximum power point on non-linear PV
curve maximum power point tracking algorithm is engaged.

Fig. 4 a Equivalent circuit representation of PV array, b I-V and P–V Characteristics of PV
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Fig. 5 a P&O MPPT flowchart, b P-V characteristics

2.1 P&O MPPT Algorithm

The maximum power from a PV panel is extracted by using MPPT algorithms.
Perturb and observe (P&O) is the conventionalMPPT algorithm formaximumpower
extraction. In this method extracted power is observed by varying the duty based on
comparing the power output. The change in power (ΔPPV ) and voltage (ΔVPV )
between two samples are recoded and compared to generate the duty for the next
sample. As, it can also be observed from the flowchart of P&O algorithm shown in
Fig. 5a, when both ΔPPV and ΔVPV are positive or ΔPPV and ΔVPV are negative
duty factor increases while, alternation of positive and negative sign in ΔPPV and
ΔVPV leads to reduces of duty factor.

3 Two-Input Bidirectional DC-DC Converter (TIBC)
Operation

The two input bidirectional converter, various modes of operation are elaborated in
detail in [34]. Modified operation of the converter is explained here. It consists of
three switch-legs. Battery (VB) and supercapacitor (VS) modules are connected to
legs 2 and 3 respectively. DCmicrogrid (VDC) is connected to leg 1. In this topology,
the operating voltages are selected such a way that the DC grid voltage is greater
than ESSs voltages and SC voltage is selected as less than the battery voltage. The
inductor LB and LS are connected across legs 1, 2 and 1, 3 respectively. The operating
modes of presented TIBC is explained as follows:

3.1 HESS Discharging Mode

Whenever there exists a mismatch between PV output and load power, DCmicrogrid
voltage varies from steady state value.When the load exceeds PVgeneration capacity
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Table 2 Switching state in
different time intervals

Time scale T1 T2 T3

Operating switches S2, S3, S5 S2, S4, S5 S1, S4, S6

or when the power produced by PV falls due to decreased solar irradiation, the DC
microgrid voltage decreases. The deficient power must be supplied by HESS during
this period. So power flows in this mode from HESS to DC microgrid, by regulating
the bidirectional converter properly. The proposed converter switching sequence for
discharging mode is given in Table 2.

The converter operation using equivalent circuits and switching model can be
divided into three intervals as shown in Figs. 6 and 7 respectively. Switch pairs S1/S2,
S3/S4 and S5/S6 always work in complimentary fashion. Switch pair S2/S5 and S1/S6
always switch together in this mode and their gating pulses are complimentary to
each other. At time instant t0, switches S2, S3 and S5 are turned onwhichwill increase
inductor currents iB and iS linearly with slopes VB/LB and VS/LS respectively. At t1,

VB VS

VDC

S1

S2

S3

S4

S5

S6

LB

LS

iB
iS

Battery Supercapacitor

+

-

VB VS

VDC

S1

S2

S3

S4

S5

S6

LB

LS

Battery Supercapacitor

+

-

(a) (b)

VB VS

VDC

S1

S2

S3

S4

S5

S6

LB

LS

Battery Supercapacitor

+

-

(c)

Fig. 6 Switching equivalent circuit of two-input bi-directional converter, a S2, S3, S5 operates, b
S2, S4, S5 operates, c S1, S4, S6 operates
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Fig. 7 Operational
waveforms for HESS
discharging mode

switch S3 is turned off to provide a free-wheeling path for current iB through body
diode of S4. After dead time interval for switch pair S3/S4, switch S4 is turned on.
Since body diode of S4 is already conducting when gating signal was given, S4 turns
on with ZVS. At t2, switches S2 and S5 are turned off causing inductor current iL2
to flow through body diodes of switches S1 and S6 with a negative slope of VDC/LS.
Inductor current iB also flows body diode of S1 with a negative slope of VDC/LB.
Switches S1 and S6 are gated on after dead time interval of switch pairs S2/S1 and
S5/S6. Similar to the turn on of S4, switches S1 and S6 are also turned on with ZVS
since body diodes of respective switches are already in conduction. At t3, switches
S1, S4 and S6 are turned off. Consequently, body diodes of switches S2, S3 and S5
will conduct in order to maintain the flow of inductor currents. Currents, iB and iS,
flow with positive slopes of VB/LB, and VS/LS respectively. After dead time interval,
gating pulses are given to switches S2, S3 and S5 which turn on with ZVS. If dB is
duty cycle of gating pulse given to switch S3 and dS is duty cycle of gating pulse
given to switches S2 and S5, applying volt-second balance to inductors LS and LB

gives

VDC = dS
1 − dS

. VS (2)

VDC = dB
1 − dS

. VB (3)
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Since VB is greater than VS, dB will always be lesser than dS. Therefore, by
controlling dB and dS, power flow from battery and supercapacitor to dc grid can be
controlled independently.

3.2 HESS Charging Mode

Whenever PV generation exceeds the load power demand or reduction in load power,
there exist an excess power in theDCmicrogrid that leads to increase inDCmicrogrid
voltage. This excess power utilized to charge the HESS and hence the direction of
power flow is fromDCmicrogrid to HESS. The converter operation using equivalent
circuits and switching model can be divided into three intervals as shown in Figs. 8
and 9. Switch pair S1 and S6 are switched simultaneously. Switch pair S2 and S5
are also gated simultaneously but with complimentary pulses to that of S1 and S6.
Similarly switches S4 and S3 are also gated in complimentary fashion. At t0, switches
S1, S4 and S6 are gated on to increase the inductor currents, iB and iS, in negative
direction linearly with slopes VDC/LB and VDC/LS respectively. Operating switches
in each time interval is tabulated in Table 3.

Inductors, LB and LS, store energy in this time interval until instant t1. At t1, switch
pair S1/S6 are turned off. In order to maintain inductor current iS, body diodes of
switches S2 and S5 turn on. Energy stored in inductor LS is now used up to charge

Fig. 8 Operational
waveforms for HESS
charging mode
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Fig. 9 Switching equivalent circuit of two-input bi-directional converters, a S1, S4, S6 operates, b
S2, S4, S5 operates, c S2, S3, S5 operates

Table 3 Switching states in
different time intervals

Time scale T1 T2 T3

Operating switches S1, S4, S6 S2, S4, S5 S2, S3, S5

supercapacitor. Inductor current iB free-wheels through body diode of switch S2.
After dead time interval for switch pair S1/S6 and S2/S5, gating pulses are given to S2
and S5 which turns them on with ZVS since body diodes of respective switches are
already in conduction. At time instant t2, switch S4 is turned off. Inductor current iS
increase linearly with slope VS/LS through body diode of switch S3. After dead time
interval of switch pair S4/S3, gating pulse to S3 is applied to turn it on with ZVS.
Energy stored in inductor LB is now used to charge battery. At instant t3, switches
S2, S3 and S5 are tuned off, consequently body diodes of switches S1, S4 and S6
turns on to maintain flow of inductor currents. Gating pulses are given to S1, S4 and
S6 after dead time interval to turn them on with ZVS. If dS is duty cycle of gating
pulse to S1/S6 switch pair and dB is duty cycle of gating pulse to switch S4, applying
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volt-second balance to inductors LS and LB gives

VS = dS
1 − dS

. VDC (4)

VB = dS
1 − dB

. VDC (5)

Since VB is greater than VS which in turn is smaller than VDC, dB is always greater
than dS. By controlling dB and dS, power flow from DC microgrid to HESS can be
controlled.

3.3 HESS Energy Exchange Mode

Supercapacitor in HESS is a power density unit. It cannot supply energy for long
duration continuously like battery due to its high self-discharging effect. For proper
functioning of HESS in DC microgrid applications it is necessary that component
ESSs of HESS should have enough energy stored in it. To maintain supercapacitor
charge within desired limits, it has to be charged whenever needed from the energy
density unit battery for proper functioning of HESS. This mode constitutes power
flow frombattery to supercapacitor. Circuit topology in thismode is given in Fig. 10a.
Steady state waveforms are as shown in Fig. 10b.

In this mode, first switch leg is inactive (switches S1 and S2 are off) thus effec-
tively isolating theDCmicrogrid fromHESSduring supercapacitor charging process.
Switch pairs S5/S6 and S3/S4 work in complimentary manner. Switch S5 is always
on in this mode which cause switch S6 to be always off. Switch S3 is operated upon
with duty cycle d. Power flow from battery to supercapacitor involves buck operation
of switch S3. Inductors, LB and LS, are in series and this considerably reduce the

Fig. 10 HESS energy exchange mode of operation. a Active circuit through which current flows,
b steady-state waveforms
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current ripple. By controlling d, power flow from battery to supercapacitor can be
controlled. Applying volt-second balance to equivalent series inductor L (L = LB +
LS) gives

VS = d . VB (6)

Similarly, power flow from supercapacitor to battery is possible by complimentary
operation of switch S3. This indicates boost operation of switch S4. Operation is
similar to that explained above.

3.4 Mode Transitions

The mode of operation is determined from present condition of DC microgrid and
continuous monitoring of supercapacitor SOC. Battery SOC is not considered in
this work since it is assumed that battery energy is not depleted fast compared to
supercapacitor. Flow chart for simple mode transition logic is shown in Fig. 11.
When DC microgrid voltage exceeds the set reference, HESS is put into charging
mode, provided supercapacitor SOC is within prescribed limits.When DCmicrogrid
voltage is less than set reference value, HESS is put into discharging mode, provided
supercapacitor SOC is in safe limits. If supercapacitor SOC violates the prescribed
limits, HESS is put into energy exchange mode, thus isolating the DC microgrid
electrically from HESS. Supercapacitor SOC working range and its mathematical
expression using coulomb’s counting method are

SOCMI N ≤ SOC ≤ SOCMAX (7)

Fig. 11 Transitions to
different modes represented
using a flow chart
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% SOC =
[
SOCi +

(
1

QSC

∫
iCHdt

)]
× 100 (8)

where SOCi is initial SOC of supercapacitor, QSC is rated supercapacitor charge and
iCH is supercapacitor charging current.

3.5 Mathematical Design Calculations of Filter Parameters

The design of filter inductor assumes that the bidirectional DC-DC converter always
operates in continuous conduction mode (CCM). Mathematical modeling of filter
inductor and capacitor for various converters is given in [36–38]. Equivalent circuit
of ON time period and OFF time period of boost converter are shown in Fig. 12.

Calculation of peak-to-peak inductor (�iL ) current during switch ON duration is
calculated as

�iL = iL(DT ) − iL(0) (9)

�iL(ON ) = VPV .DT

L
= VPV .D

fs L
= VDC .D.(1 − D)

fs L
(10)

Similarly �iL during switch OFF duration of time

�iL = iL(DT ) − iL(T ) (11)

�iL(OFF) = (VDC − VPV )(1 − D)T

L
= VDC .D.(1 − D)

fs L
(12)

In this work, the rating of the PV panel are: MPP voltage (VPV ): 32 V, MPP
current (iPV): 3 A and maximum power (Pmax): 96 W. For designing DC microgrid
voltage (VDC ) to 48 V, load resistance can be selected as follows,

SVPV

L

C+- VDC

+

-

Switch ‘S’
closed

VPV

L

C+- VDC

+

-

Switch ‘S’
open

(a) (b)

Fig. 12 Equivalent circuit of boost converter, a turn ON, b turn OFF
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Rload = V 2
DC

Pmax
= 482

96
= 24� (13)

For designing filter inductor, the peak-to-peak inductor current (�iL ) is limited
to 5% of total current in this work, inductor (L) is defined as follows,

L = VPV .D

fs .�iL
(14)

Similarly, the output filter capacitor (C) reduces the voltage ripple, thus can be
calculated as

C = D.VDC

fs .Rload .�VDC
(15)

4 Small Signal Linear Averaged Model of 2-Input
Bidirectional Converter for PI Controller Design

Small signal averaged model is the basis for development of unified controller for
charging/discharging of HESS. An effective model will contribute a controller which
will not only provide good closed loop performance but also provide stable operation
amidst converter dynamics and external disturbances.

As per circuit operation as explained in previous sections, independent control
of power flow is possible from battery and supercapacitor to DC microgrid. Hence,
decoupled small signal model can be developed for battery stage as well as for
supercapacitor stage which is similar to developing dynamic model of two single-
input bidirectional converter. This decoupled averaged small signal model of battery
and supercapacitor power flow stage aids in designing simpler controllers which
otherwise would be complicated due to presence of multi-input multi-output control
systems [22]. Small signalmodel of battery toDCmicrogrid aswell as supercapacitor
to DC microgrid are developed as follows.

A unified controller for battery/supercapacitor charging and discharging will
suffice since both the circuit operations share same small signal transfer function
due to complimentary action of switches. For developing linear models, HESS
discharging mode of operation is considered. Control system description for bifur-
cation of battery and supercapacitor power is shown in Fig. 13. The outer voltage
loop is designed based on supercapacitor stage because of its inherent fast dynamic
response.

Thus control system description of supercapacitor stage consists of an inner
current loop and an outer voltage loop as depicted in Fig. 14a. Similarly, battery
current reference is regulated by a current controller as in Fig. 14b. Inner current
loop of supercapacitor is designed for a higher bandwidth than that of battery for
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Fig. 13 Overall control system description for current bifurcation between SC and battery units

Fig. 14 Supercapacitor and battery control logic. a Control system description for supercapacitor
control. b Control system description for battery control

fast response. Inner current loop operate at a faster rate compared to that of outer
voltage loop. Hence voltage loop bandwidth is maintained lesser than inner current
loop. Switching frequency considered is 10 kHz.

4.1 Small Signal Linear Averaged Model
of Supercapacitor-DC Microgrid Stage

From Fig. 7 and as per operation explained in Sect. 3, during time interval (t0 ~ t2)
the state equations are as follows.

Ls
diLs
dt

= vsc (16)

C
dvDC

dt
= −vDC

R
(17)

During time interval (t2 ~ t3), the state equations are as follows.
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Ls
diLs
dt

= −vDC (18)

C
dvDC

dt
= iLs − vDC

R
(19)

After perturbation and linearization of above state equations, control-to-inductor
current and inductor current-to-voltage small signal transfer functions are obtained
as follows.

GiSCdSC = iSC(s)

dSC(s)

= VDC(1 + DSC)

R(1 − DSC)3

[
1 + s RC

1+DSC

s2 LSCC
(1−DSC )2

+ s LSC

R(1−DSC )2
+ 1

]
(20)

GvDC iSC = vDC(s)

iSC(s)
= R(1 − DSC)

(1 + DSC)

[
1 − s DSC LSC

R(1−DSC )2

1 + s RC
1+DSC

]
(21)

The inner current loop PI controller is built based on the above model with a
bandwidth of 1.6 kHz and a phase margin of 60°. The Bode plot is shown in Fig. 15
for compensated and uncompensated current loop transfer functions. The PI transfer
function is given by

Gpi_iS = 0.4124 + 2291

s
(22)

Fig. 15 Bode plot of inner current controller of SC Control logic, with and without compensation
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Fig. 16 Bode plot of outer voltage control loop for with and without compensation

The outer voltage loop’s PI controller is also constructed based on the average
model. The bandwidth must be smaller than the right half plane zero. The designed
voltage controller has a bandwidth of 200 Hz and phase margin of 60°. Bode plot
for the same is as shown in Fig. 16. The transfer function is given by

Gpi_v = 0.5054 + 266

s
(23)

4.2 Small Signal Linear Averaged Model of Battery-DC
Micro Grid Stage

Discharge operation of battery is completed in three time intervals as shown in Fig. 7.
As explained in Sect. 3, during time interval (t0 ~ t1), the state equations are as follows.

LB
diB
dt

= vB (24)

C
dvDC

dt
= −vDC

R
(25)

The above system of state equations can be represented in matrix form after
converting to frequency domain which takes the following form

dX

dt
= AX + BU (26)
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Y = CX + EU (27)

where X is a matrix containing all state variables (iB, vDC), U is a matrix containing
inputs and Y is a matrix containing all the system outputs. Equations (24) and (25)
can be rewritten in matrix form as[ diB

dt
dvDC
dt

]
= [A1]

[
iB

vDC

]
+ [B1][vDC ] (28)

[iB] = [C1]

[
iB

vDC

]
+ [E1][vDC ] (29)

where A1 =
[
0 0
0 − 1

RC

]
, B1 =

[
1
LB

0

]
, C1 = [

1 0
]
and E1 = [0].

Similarly, for second time interval (t1 ~ t2), the state equations and its matrix form
can be represented as follows.

LB
diB
dt

= 0 (30)

C
dvDC

dt
= −vDC

R
(31)

[ diB
dt

dvDC
dt

]
= [A2]

[
iB

vDC

]
+ [B2][vDC ] (32)

[iB] = [C2]

[
iB

vDC

]
+ [E2][vDC ] (33)

where A2 =
[
0 0
0 − 1

RC

]
, B2 =

[
0
0

]
, C2 = [

1 0
]
and E2 = [0].

In third time interval (t2 ~ t3), the state equations and state model in matrix form
are expressed as follows.

LB
diB
dt

= −vDC (34)

C
dvDC

dt
= iB − vDC

R
(35)

[ diB
dt

dvDC
dt

]
= [A3]

[
iB

vDC

]
+ [B3][vDC ] (36)
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[iB] = [C3]

[
iB

vDC

]
+ [E3][vDC ] (37)

where A3 =
[
0 − 1

LB
1
C − 1

RC

]
, B3 =

[
0
0

]
, C3 = [

1 0
]
and E3 = [0].

From Fig. 7 it is evident that the bidirectional converter will be subjected to state
model represented by Eqs. (28) and (29) for a time duration of (dB·TS) after which
it will undergo transition to the model represented by Eqs. (32) and (33) where it
stays for a duration of [(dS − dB)·TS]. The duration of third time interval is [(1 −
dS)·TS] for which the model is Eqs. (36) and (37). Thus, averaged state model of the
converter is obtained as follows.

A = A1 · dB + A2 · (dS − dB) + A3 · (1 − dS) (38)

B = B1 · dB + B2 · (dS − dB) + B3 · (1 − dS) (39)

C = C1 · dB + C2 · (dS − dB) + C3 · (1 − dS) (40)

E = E1 · dB + E2 · (dS − dB) + E3 · (1 − dS) (41)

dx

dt
= Ax + Bu (42)

y = Cx + Eu (43)

Assuming perturbations in state variables x̂ around the steady state DC value of
X, then

x = X + x̂ (44)

Similarly, assuming perturbations in duty cycles (dB and dS) and input (u),

dS = DS + d̂S (45)

dB = DB + d̂B (46)

u = U + û (47)

For obtaining small signal model, the perturbations are assumed to be very small
compared to steady state DC values, i.e., d̂S � DS, d̂B � DB and û � U .
Also, these perturbations are assumed to be constant during one switching period.
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Substituting Eqs. (44)–(47) into Eqs. (42) and (43) and linearizing by neglecting
second-order terms, the state space model of the converter is obtained as below.

˙̂x = dx̂

dt
= Ax̂ + Bû + Fd̂B + Gd̂S (48)

ŷ = Cx̂ + (C1 − C2)Xd̂B + (C2 − C3)Xd̂S (49)

where F = (A1 − A2)X + (B1 − B2)U, G = (A2 − A3)X + (B2 − B3)U and X
= −A−1BU. Applying Laplace transform to Eqs. (48) and (49) and rearranging,
control-to-output transfer function of battery stage is obtained as

ŷ(s)

d̂B(s)
= C(s I − A)−1F + (C1 − C2)X (50)

where I is identity matrix. Substituting the values for C, A, F, C1, C2 and X from
Eqs. (42), (43), (48), (49), (28), (29), (32) and (33), the control-to-inductor current
transfer function of battery loop is given as:

GiBdB = î B(s)

d̂B(s)
= VDC

DB R(1 − DS)
·
[

1 + sRC

s2 LBC
(1−DS)2

+ s LB
R(1−DS)2

+ 1

]
(51)

The PI controller is designed to regulate battery current based on the above transfer
function in Eq. (51). The bandwidth of the designed controller is selected such a way
that it is less than that of supercapacitor stage. The controller is designed with a
bandwidth of 1 kHz and phase margin of 60°. Bode plot for battery current loop with
compensated and uncompensated plant is shown in Fig. 18. Transfer function of PI
controller is given by

Gpi_iB = 1.971 + 7300

s
(52)

5 Control Scheme Using Model Predictive Controller

The block diagram of MPC based HESS control scheme is represented in Fig. 19.
The outer voltage control loop generates the total current reference (iref) to be handled
by the HESS. The battery reference current (ibref) and SC reference current (iscref)
used as current reference to the battery and SC systems. The MPC generates optimal
switching states to maintain battery and SC current according to their reference
currents.
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5.1 Outer Voltage Control Loop

The output of the outer voltage control loop is to calculate the total current demand
handled by the HESS to ensure the constant DC grid voltage. Expression for the
prediction of total reference current is as follows.

The output capacitor current is given by the equation:

ic = C
dVdc

dt
(53)

ic = C × V(k + 1) − V(k)

Ts
(54)

where, v(k+ 1) is the control target and the v(k) is theDC bus voltage to be regulated.
In otherwords, ‘(K+ 1)th’ state represents the reference input and kth value indicates
the measured value.

Total reference current can be written as sum of output capacitor current (ic) and
output DC bus current (idc)

iref = ic + idc (55)

ic(k + 1) = C × [Vref − V(dc)]

N × Ts
(56)

Total reference current can be written as:

iref(k + 1) = ic(k + 1) + idc(k) (57)

5.2 Inner Current Control

In HESS, battery supplies the average power required by the load and SC supports
the transient power requirement. Hence total current reference can be written as:

i∗ref = i∗b,ref + i∗sc,ref (58)

To allocate the predicted HESS current properly between battery and SC, a LPF
with cutoff frequency of ωr is used. The corresponding battery reference current
(ibref) and SC current reference (iscref) are as follows:

i∗b,re f = wr

(S + wr )
.i∗re f (59)
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i∗SC,re f =
(
1 − wr

(S + wr )

)
.i∗re f (60)

It is important to calculate the battery current and SC current for the regulation
of DC bus voltage. The battery and SC currents are predicted from inductors current
equations. Thus, db and dsc can be calculate to regulate the DC bus voltage by the
following prediction equations.

Lb
dib
dt

= Vbdb − Vdc(1 − db) (61)

Lsc
disc
dt

= Vscdsc − Vdc(1 − db) (62)

Lb
ib(k + 1) − ib(k)

Ts
= Vb(k)db(i) − Vdc(k)(1 − db(i)) (63)

ib(k + 1) = Ts
Lb

× [Vb(k)db(i) − Vdc(k)(1 − db(i))] + ib(k) (64)

isc(k + 1) = Ts
Lsc

× [Vsc(k)dsc(i) − Vdc(k)(1 − db(i))] + isc(k) (65)

6 Supercapacitor State-of-Charge Controller

Unlike batteries, supercapacitors have low ESR. So it cannot retain energy for long
duration. In order to prevent supercapacitor energy from getting depleted beyond a
minimum permissible point, a control logic is devised to maintain the SOC within
required limits of Eq. (7). Whenever this desired range of SOC is violated, the
converter enters into HESS Energy exchange mode explained in Sect. 3. When SOC
of supercapacitor falls below prescribed minimum limit, it is charged with a constant
current, ICH, with battery power. When SOC exceeds the maximum safe limit, super-
capacitor is allowed to discharge its excess energy to battery with a constant current-
ICH. Thus SOC of supercapacitor is maintained within the limits by either buck (SC
charging) or boost (SC discharging) operation as explained in Sect. 3. The control
logic for SOC controller is shown in Fig. 17. A PI controller is used to regulate the
supercapacitor current. The controller is designed based on buck mode control-to-
output transfer function. Since its design is not within the scope, it is not shown here.
Same controller is sufficient for buck and boost operation in HESS Energy exchange
mode explained above since transfer function is same for both the operations. It is
to be noted that whenever HESS Energy exchange mode is active, either due to low
SOC or high SOC, DC microgrid is isolated from HESS electrically.
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Fig. 17 SOC charge controller for supercapacitor. a Logic to select between charging and
discharging. b Control logic diagram

Fig. 18 Bode plot for battery inner current control logic

7 Simulation Study and Discussion

In this segment, the results of the PI and MPC control schemes are displayed for
four test cases. The nominal parameters for simulation study are presented in Table
4. The entire model is implemented using MATLAB. The model consists of two
bidirectional converters—one for battery and other for SC. The PV array is a unidi-
rectional, which is connected to the boost converter. The different operating cases
are presented in the following sections for step change in PV generation and load
demand.



206 S. Punna et al.

Fig. 19 Block diagram representation of MPC based control scheme

Table 4 System parameters
for simulation study

S. No. Parameters Value

1 MPPT Voltage (Vmppt) 32 V

2 MPPT Current (Imppt) 3 A

3 MPPT Power (Pmppt) 96 W

3 SC Voltage (VSC) 32 V

4 SC inductance (LS) 0.355 mH

5 Battery voltage (VB) 24 V

6 Battery inductance (LB) 0.3 mH

7 Boost inductance (L) 4.1 mH

8 Resistance (R) 24 �

9 DC grid voltage (VDC) 48 V

10 Capacitance (C) 300

7.1 Step Change in PV Generation Using PI Control Scheme

The simulation results for step change in PV generation using PI control scheme as
shown in Fig. 20. Due to atmospheric variation power produced by the PV panel
changed from 96 to 192 W at t = 0.2 s and bring back to 96 W at t = 0.4 s. For
that PV current increases from 3 to 6 A at 0.2 s and bring back to 3 A at 0.4 s. In
this case load power requirement constant at 96 W. At t = 0.2 s PV power is more
than load power requirement by 96 W, DC grid voltage increases more than 48 V.
Immediately SC absorbs excess power of 96 W in short duration until battery can
regulate the DC grid voltage to 48 V. The battery and SC charge according to energy



A Comparative Analysis of PI and Predictive Control Strategy … 207

Fig. 20 Simulation results for step change in PV generation using PI control scheme, a PV power,
b load power, c battery power, d SC power, e PV current, f DC grid voltage g battery current, h SC
current

management scheme to maintain DC grid voltage constant at 48 V. From obtained
results shows that settling time, step increase in PV generation at t = 0.2 s is 110 ms
and step decrease in PV generation at t = 0.4 s is 120 ms.

7.2 Step Change in Load Demand Using PI Control Scheme

The simulation results for step change in load demand as shown in Fig. 21. At a time
instant t = 0.2 s load power demand increases from 96 to 192 W. This increases the
load current from 2 to 4 A. During this state PV current is constant at 3 A. At t =
0.2 s, when load power increases to 192 W which is the beyond range of PV power
generation. Due to this, power imbalance between source and load power. Due to
sudden load fluctuations will affect the DC grid voltage. HESS respond immediately
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Fig. 21 Simulation results for step change in load demand using PI Control scheme, a DC grid
power, b battery power, c SC power, d SC SOC, e DC grid voltage, f DC grid current, g battery
current, h SC current

to these sudden load fluctuations to handle the excess power in DC microgrid. The
SC handles the high frequency power transients and study state component of power
handled by the battery. The time taken to restore the voltage, at t = 0.2 s is 60 ms
and t = 0.4 s is 110 ms.

7.3 Step Change in PV Generation Using MPC

The simulation results for step change in PV generation using MPC scheme are
presented in Fig. 22. Due to the atmospheric variations power produced by the PV
panel changes from 96 to 192 W, bring back to 96 W at 0.2 s and 0.4 s respectively.
The step change in PV generation causes, step change in PV current at 0.2 s and 0.4 s.
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Fig. 22 Simulation results for Step change in PV generation using MPC control, a PV power, b
load power, c battery power, d SC power, e PV current, f DC grid voltage, g battery current, h SC
current

At time instant 0.2 s and 0.4 s the DC grid voltage is almost constant at 48 V with
negligible settling time of 2 ms and 5 ms. From the results MPC control scheme is
faster with less peak overshoot of DC grid voltage compared to PI control scheme.

7.4 Step Change in Load Demand Using MPC

The simulation results for step change in load demand for MPC control scheme are
shown in Fig. 23. The maximum power produced by the PV panel is limited to 96W.
The load power requirement increased to 192 W at t = 0.2 s. Which is more than
the PV power generation. Due to this power imbalance between PV generation and
load power demand, DC grid voltage falls below 48 V. The proposed control scheme
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Fig. 23 Simulation results for step change in load demand using MPC control, a DC grid power,
b battery power, c SC power, d SC SOC, e DC grid voltage, f DC grid current, g battery current, h
SC current

controls the bidirectional converter, so that HESS supply excess power of 96 W to
maintain the DC grid voltage constant at 48 V. The voltage restored to set reference
value by using MPC schme is about 3 ms and 10 ms which 10 times lesser than PI
control scheme.

7.5 Comparative Performance Evaluation

The performance evaluation of MPC scheme over the PI control scheme with step
change in PV generation and load demand for the peak overshoot and settling time
to restore DC grid voltage. The maximum peak overshoot can be calculated during
step change in PV generation and load demand as follows.
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%MP =
∣∣VDC,re f − Vmax

∣∣
VDC,re f

× 100 (66)

The comparative performance of PI and MPC schemes are shown in Fig. 24. By
graphical results represents, MPC control scheme is faster and reduced peak over
shoot compared to PI control scheme. The MPC control scheme is designed such
that, SC supports the HESS up to battery steady state operation. The MPC control
scheme is faster DC grid regulation and robust control.

Fig. 24 Graphical comparative performance of PI controller over MPC, a settling time b peak
overshoot
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8 Experimental Results

The experimental setup developed for validation of proposed MPC controller for
two-input bidirectional converter as shown in Fig. 25. The dSPACE-DS1104 digital
controller used in this work. The current sensor LA 55-P and voltage sensor LV 25-P
are used for current and voltage measurements in the experimental validation. The
regulated power supply (RPS) acts like PV emulator whose current controlled by
boost converter. HESS is wired up using one unit of Exide Chloride 12 V, 7 Ah lead-
acid battery and Maxwell BMOD0058 16 V, 58F supercapacitor. The bidirectional
converter is connected using six MOSFET switches IRFP460.

The performance of DC microgrid supported by HESS is verified for different
cases. (1) Step variation of DC grid reference voltage (2) Step variation of PV
generation (3) Step variation of load demand (4) Energy exchange mode. System
parameters for DC grid are given Table 5. DC microgrid is designed at a nominal
voltage of 20 V.

8.1 Step Variation of DC Grid Reference Voltage

The experimental results for step change in DC grid voltage reference as shown in
Fig. 26. At time instant t1, VDC,re f is step changed from 18 to 20 V as shown in
Fig. 26a. In this case load resistance and PV generation kept constant at 25 � and
1.3 A respectively. The smooth transition of DC grid voltage is observed. The HESS

Fig. 25 Hardware prototype developed for HESS
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Table 5 Nominal parameters
of DC microgrid

S. No. Parameter Value

1 SC Voltage (VSC) 10 V

2 SC inductance (LS) 1.43 mH

3 Battery voltage (VB) 12 V

4 Battery inductance (LB) 4.8 mH

5 Boost inductance (L) 4.1 mH

6 Resistance (R) 25 �

7 DC grid voltage (VDC) 20 V

8 Capacitance (C) 150

supplies required power to maintain the DC grid stability. SC supports transient
current demand and battery supports steady state demand to maintain the DC grid
stability. Similarly, VDC,re f step changed from 20 to 18 V at time t2 as shown in
Fig. 26b. Figure 26c shows the experimental results of step increase and decrease of
DCgrid reference (VDC,re f ).At time t3,VDC,re f changed from18 to 21V immediately
HESS supplies required power to maintain the DC grid stability. At time t4, VDC,re f

changed from21 to 18V immediatelyHESS responds transient component of current
charging SC and steady state component of current charging battery to maintain DC
grid voltage stability.

8.2 Step Variation of PV Generation

The experimental results for step change in PV generation waveforms are given in
Fig. 27. At time t1, PV generation suddenly increases to 40 W from 30 W this can
be emulated by increasing PV current to 2 A from 1.5 A as shown in Fig. 27a. Than
immediately HESS responds to store excess power of 10 W in short duration of
time, transient component of current charge SC until battery can regulate the DC
grid voltage to 20 V. At time t2, PV generation brought back to original condition of
30W from 40W power as shown in Fig. 27b.Than immediately HESS responds such
way that supplies deficient 10 W power in short duration of time. At time instants t1
and t2, DC grid voltage is almost stable at 20 V as shown in Fig. 27a, b. Figure 27c
shows the experimental results for sudden increase and decrease for PV generation
at time t3 and t4 respectively. With the implementation of proposed control strategy
better DC grid voltage regulation is achieved.
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Fig. 26 Experimental results for step change in DC grid voltage reference, a step increase in
reference, b step decrease in reference, c step increase and decrease reference voltage
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Fig. 27 Experimental results for HESS, a step increase in PV generation, b step decrease in PV
generation, c step increase and decrease PV generation
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Fig. 28 Experimental results for HESS, a step decrease in load demand, b step increase in load
demand, c step increase and decrease load demand
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8.3 Step Variation of Load

Experimental results for step change in load demand as shown in Fig. 28. In this case
iPV is kept constant at 1.3 A and RPS connected to the boost converter maintaining
input voltage to 12 V. Initially load resistance is 25 � up to instant t1. At time t1,
load resistance increased to 35 � as result decrease in load demand as shown in
Fig. 28a. The surge in grid voltage due to excess energy at DC microgrid. At that
instant HESS stores excess energy at DCmicrogrid to maintain grid voltage constant
at 20 V. Transient component of current is charging SC and battery charging current
is slowly increasing to steady state at up to the instant t2.

The load resistance is brought back to original condition R = 25 � at instant t3
as shown in Fig. 28b. As a result increase in load demand is analyzed. At instant t3,
small dip in DC grid voltage due to power mismatch between PV generation and load
demand. The HESS supplies deficient power to maintain grid voltage constant by
discharging battery and SC. Transient component of current met by SC and steady
state component of current supplies battery canbe shownbyusing currentwaveforms.
The experimental study for both decrease in load and increase in load as shown in
Fig. 28c. DC grid voltage is almost constant at 20V, small spikes due to fast dynamics
of power semiconductor devices.

8.4 Energy Exchange Mode

The power flow frombattery to SC is illustrated in thismode. Experimental results for
energy exchangemode as shown in Fig. 29. Before time instant t1 HESSdisconnected
from DC microgrid, in this period grid voltage 18 V due to reduced PV generation.

HESS disconnected 
from DC Microgrid HESS Discharhing Mode

HESS Energy Exchange 
Mode

Vdc

iB

iSC

12.5v/div

0.5A/div

1A/divt1 t2

Fig. 29 Experimental results for HESS energy exchange mode. DC microgrid voltage (VDC),
battery current (iB), SC current (iS). Transition from discharging mode to energy exchange mode
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At time instant t1, HESS is connected for discharging of battery and SC to regulate
DC grid voltage to 20 V. At time instant t2, supercapacitor SOC reduced to below
50%, which is taken as prescribed lower limit of SOC range than HESS shifts from
discharging mode to energy exchange mode. Now SCwill charge from battery with a
constant current of iCH = 0.8 A. During energy exchange mode, HESS disconnected
fromDCmicrogridwhich is nowevident fromvoltagewaveformnot being at nominal
voltage of 20 V.

9 Conclusion

In this chapter, two different control schemes for the two-input bidirectional converter
for HESS control. The performance of designed controllers are analyzed in various
test cases for the application of voltage regulation in DC microgrid. Both the
controllers are effectively stabilize DC microgrid against disturbances from step
change in PV generation as well as load variations. It could utilize inherent fast
dynamics of supercapacitor for absorbing incoming transients to the microgrid. This
unified controller proved to be enough for both charging and discharging operation
of HESS. Moreover, decoupled, separate and independent control of supercapacitor
and battery power was achieved as well as power flow between them. It can also be
used in the case of hybrid electric vehicle applications where two or more sources
supply power. The performance evaluation of MPC over PI control scheme with step
change in PV generation and load demand for peak overshoot and settling time to
restore DC grid voltage are tested.
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Parameters Estimation of Solar PV Using
Jaya Optimization Technique

C. Srinivasarathnam, Gurappa Battapothula, Anil Annamraju,
and Chandrasekhar Yammani

Abstract Integration of Renewable Energy Sources into the Power Systems is
increasing day-by-day because of greater importance to environmental protection,
in addition to gradual depletion of fossil fuels. Among all the Renewable Energy
Sources, Photo-Voltaic (PV) System has become most popular due to its abundant
availability, clean and environmentally pollution-free, noise-free and low mainte-
nance cost. For efficient scheduling of PV system, to meet the load demand and also
to reduce the uncertainty, accurate estimation of PV power generation is essential.
Thus, estimating PV system parameters accurately has become a research topic of
great interest. The mathematical model of the PV system is non-linear in nature. The
data provided by the PV manufacturer is inadequate for accurate system analysis.
In view of the above, in this chapter, a novel algorithm-specific parameter-free opti-
mization, named Jaya Algorithm is used to predict the Solar PV modules parameters
accurately for three different technologies i.e., Poly-crystalline (Shell S75), Mono-
crystalline (Shell SM55) and Thin film (Shell ST36). The MATLAB simulation is
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carried out for evaluating the PVmodule parameters for various environmental condi-
tions. The effectiveness of the proposed method has been validated upon comparison
with other optimization techniques available in the literature and with experimental
data.

Keywords Renewable energy · Solar PV power · Parameters estimation ·
Single-diode model · Optimization

Nomenclature

RES Renewable Energy Sources
GDP Gross Domestic Product
GW Giga Watts
kWh Kilo Watt Hour
PV Photo-Voltaic
RMSE Root Mean Square Error
AE Absolute Error
a Diode ideality factor
Rs Series resistance
RP Shunt Resistance
I0 Diode reverse saturation current
Iph Photo current generated by the module
ω Inertia weight
V t
i j Particle ‘i’ velocity towards dimension ‘j’ at iteration ‘t’

Xt
i j Position vector of particle ‘i’ in dimension ‘j’ at iteration t

Pt
best,i Personal best position of particle ‘i’ in the iteration t

Gbest Global best position of all particle through all iterations
C1 and C2 Positive acceleration constants which are used to level the contribution

of the cognitive and social components respectively
rt1j and rt2j Random numbers from uniform distribution at iteration t

1 Introduction

Human life is very much dependent on energy. Industries, commercial, and day-to-
day activities cannot be progressed without energy. However, energy is available in
different forms such as Chemical energy, Thermal energy, Radiant energy, Nuclear
energy, Electrical energy, Motion energy, etc., as shown in Fig. 1 [1]. According to
the “Law of Conservation of energy,” energy can be transformed from one form to
another, but neither can it be created nor destroyed. Out of various forms of energy,
electrical energy is the most important as it can efficiently be generated (converted
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Fig. 1 Various forms of energy

from other forms of energy), easily transmitted, and for a reasonable cost, it can
be utilized. The ease of transmission of electrical energy gives rise to a possibility
of generating electrical energy in bulk at centralized places and transmit it over a
long distance, to be used ultimately by a large number of users [2]. Because of ease
in generation, transmission, and utilization, throughout the World, the demand for
electrical energy is increasing day-by-day.

As stated in [3], electrical power systems is a technical wonder, and according
to the National Academy of Engineering, electricity and its accessibility are the
greatest engineering achievements of the twentieth century, ahead of computers and
airplanes. The authors in [4, 5] stated that adult literacy rate, life expectancy at birth,
GDP per capita (the level of economic development), consumption expenditure per
capita, urbanization rate are the five indices that reflect the human development.
The per capita electricity consumption should be strengthened to enhance the level
of welfare of society and human development. Therefore, special attention is being
paid to the generation of electricity. India has installed a capacity of 1.36 GW during
Independence whereas it has raised to 365 GW as on October 31, 2019 [6]. As a
reflection, the per capita energy consumption of electricity in India has grown from
16 kWh during 1946–47 to 1181 kWh in the year 2018–19, as shown in Fig. 2. The
per capita energy consumption of electricity by various countries is shown in Fig. 3.
It is clear from Fig. 3 that the per capita energy consumption of electricity in India
is much lower than the developed countries and is lesser than the world’s average
consumption. Further, the worlds’ average electricity consumption is much lower
than the developed countries’ electricity consumption. Thus, there is a need to think
of supplying reliable power to the consumer at an affordable price.
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Fig. 2 Growth in per capita consumption of electrical energy in India

Fig. 3 Per capita energy consumption of electrical energy in various countries

In addition to the above problem, for developing countries with spurring social
and economic progress, it is pivotal to have affordable and reliable electricity in rural
areas. It is proclaimed byMinistry of Power, Government of India [7] that still 13.90
lakhs households in India are yet to be electrified as on 31.10.2019, and as per the
World Bank report, the percentage of the World’s population having access of elec-
tricity up to 2018 is 89.59% [8] as depicted in Fig. 4. The Indian Government, by grid
expansion, has made remarkable progress on rural electrification. However, copious
householders have no electricity access. Thus, it is a challenge to the power systems
engineers to supply electrical power to the remote locations where geographically
grid expansion is not feasible.

The power generation from the conventional energy sources encounters challenges
such as run out of fossil fuels such as coal and oil, change in climate conditions,
continuous increase in energy demand [9]. Further, combustion of fossil fuels releases
harmful gaseswhich includeCarbon dioxide, Sulphur dioxide,Nitrogen oxide,which
causes global warming and acid rains. To address these challenges faced by the power
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Fig. 4 Access of electricity to percentage of population in the world

systems engineers, researchers are focusing on alternate energy sources. Considering
the capital investment and environment condition, Renewable Energy Sources (RES)
are found to be the best alternate [10]. Among the RES (Solar power and Wind
power), Solar Photo-Voltaic (PV) power generation is deemed to be popular around
theworld being ubiquitous in urban and rural areas, its abundant availability in nature,
long lifecycle time, clean and environmentally pollution-free, noise-free, negligible
maintenance as it does not rely onmoving parts and reliable [11]. Further, modularity
is the salient feature of PV technology, wherein the existing PV system can be easily
upgradablewithin a short period of time, without replacing the entire existing system.
The PV system is found to be ideal for earth applications as well as space applications
due to its flexibility and benefits [12, 13].

Optimal utilization of solar energy is essential due to its high initial investment
cost. Thus, the proper design of the PV system is crucial for increasing system
efficiency. The accuracy of predicting the solar panel characteristics is decided by
the determination of PV model parameters exactly. An accurate estimation of the
PV system is necessary for (a) Demand side management in power systems, (b)
Design of Maximum Power tracking of Solar system (c) Efficiency estimation, at
different weather conditions [14]. In view of this, parameter estimation of the PV
cell accurately has become an interesting topic for the researchers today.

To determine the performance and non-linear behavior of the PV system, several
mathematical models are available in the literature. Among the available methods,
single diode modeling and two diode modeling are popular [15]. Due to simplicity
in modeling and a reduced number of model components, the single diode model is
mostly preferred. Furthermore, the parameters extractionmethods of anymodel have
been categorized into (a) Deterministic algorithms and (b) Stochastic algorithms.

Deterministic methods normally use algebraic manipulation which involves
numerical iterations. The traditional optimization algorithms, such as Dynamic
Programming, Nonlinear Programming, Geometric Programming, Sequential
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Programming, etc., have certain limitations in their search mechanism. The search
mechanism of these algorithms depends on the type of objective and constraint func-
tions, modeling of variables type. The efficiency of these algorithms relies on the
solution space size, the structure of solution space, the number of variables. The
above problems associated with traditional techniques have been surmounted with
population-based optimization techniques over the past two decades.

The authors in reference [16] addressed the PV parameters estimation for three
different PV modules, which are multi-crystalline (Kyocera KC200GT), monocrys-
talline (Shell SQ80), and thin-film (Shell ST40). An Iterative method based on the
Gauss-Siedel iterative resolution algorithm has been attempted on a Single diode
model and an analytical method tested on two diode model to evaluate the PV param-
eters accurately. The author has considered both Absolute Error (AE) and RootMean
Square Error (RMSE) to validate the reliability of the methods. In reference [17],
an iterative and the Lambert W function has been attempted by the authors for PV
parameters estimation of single diode model. The authors have tested the perfor-
mance of the proposed model on multi-crystalline, mono-crystalline and thin-film
models. RMSE has been considered to address the accuracy of the proposed model
results with experimental results. A non-linear least-squares optimization method
which depends on the modification of Newton method with Levenberg parameters
has been attempted by the author in reference [18].

Though computationally deterministic methods are fast, certain approximations
are required, in order to ensure the model is analytically manageable, which leads
to compromise in the accuracy of the solution. Moreover, the analytical methods
are tedious, computationally complex and time consuming [11]. Thus, now-a-days,
most of the researchers are opting stochastic algorithms.

Stochastic algorithms such as Genetic Algorithm(GA) [19], Particle SwarmOpti-
mization(PSO) [20], Enhanced Learner Particle Swarm Optimization [21] Teaching
Learning Based Optimization(TLBO) [22], Simulation Annealing (SA), Jaya algo-
rithm [23] etc., generate population randomly in the search space and these population
get update their position randomly to identify the best solution in the search space.

The author in [24] attempted Shuffled Frog Leaping Algorithm (SFLA) technique
to evaluate the PVparameters considering Single diodemodel. Themodels examined
by the author are Kyocera KC200GT and SolarexMSX-60. Power error function has
been treated as an objective function such that the power output at MPP by the
proposed method and the experimental method are to be closure. It was proved
that simulation results by SFLA coincide with the experimental details. The author
has proclaimed that SFLA results are superior that Genetic Algorithm and Iterative
modeling algorithm.

In reference [11], the authors have attempted the Bacterial Foraging Algorithm to
estimate the PV parameters of single diodemodel. The results obtained are compared
with the Genetic Algorithm andArtificial Immune System. The authors have claimed
that the proposed algorithm is superior in terms of accuracy, consistency, speed of
convergence and absolute error.

Differential evolutionary (DE) algorithmhas been addressed by the authors in [25]
to evaluate the PV parameters. The parameters Diode ideality factor (a) and series
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resistance (Rs) are evaluated using DE and other parameters Shunt Resistance (RP),
Diode reverse saturation current (I0) and Photocurrent generated by themodule (Iph)
are evaluated analytically. The authors proclaimed that by using DE and analytical
method, the computationburdenhad reduceddrastically and substantial improvement
had been found in the results.

Based on the above literature, considering the advantages of the meta-heuristic
techniques and to reduce the computational burden in evaluating the PV parameters,
in this chapter, both meta-heuristic methods and analytical methods are considered
together to evaluate the PVparameters of a single diodemodel. To validate the results,
different technologies of PV panels are considered, which are (1) Poly-crystalline
(Shell S75), (2) Mono-crystalline (Shell SM55) and (3) Thin-film (Shell ST36).

The remainder of this chapter is organized as follows: Sect. 2 describes Mathe-
matical modeling of PVmodel. The problem formulation of parameters estimation of
single diode model is presented in Sect. 3. Meta-heuristic techniques applied to solve
the parameter estimation problem are PSO and Jaya algorithm, which are described
in Sects. 4 and 5 respectively. Section 6 presents the algorithm and flow chart respec-
tively using PSO and Jaya algorithms for the proposed problem. Simulation results
and analysis are presented in Sect. 7. Section 8 summarizes the major contributions
with concluding remarks.

2 Mathematical Modeling of PV Model

Due to average complexity and accuracy in results, the single diode model is mostly
used electrical model to represent the characteristics of a solar PV module. The
ideal model of a Solar PV module is a Current source (IPV) in parallel with a diode.
However, due to leakage current in the semiconductor device, a shunt resistance (RP)
is added in parallel to the device. Further, due to resistance offered for the current flow
by the semiconductor material, metal grid in the module and leads contact resistance,
a resistance in series (RS) is added to the model. Thus, the practical Solar PV model
is represented in Fig. 5. From the Fig. 5, by applying KCL, we get the current (I ) as
per Eq. (1).

Fig. 5 Single-diode PV
equivalent circuit
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I = IPV − ID − V

RP
(1)

where V is the terminal voltage/voltage across the diode, ID is the diode current, Ipv
is the Photo current generated by the module.

The general form of a diode current equation is given by Eq. (2).

ID = Io
(
e

V
aVt − 1

)
(2)

where IO is the diode reverse saturation current, a is diode ideality factor and Vt is
the thermal voltage across the diode, which is given by Eq. (3).

Vt = KT

q
(3)

where q is charge of electronwhich is given by−1.602x10−19C, T is cell temperature
measured in Kelvin, K is Boltzmann constant given by 1.380649x10−23J.K−1. By
applying KVL in Fig. 5, we get

VD = V + I RS (4)

where VD is the voltage across the diode. Thus, the parameters to be estimated in
this single diode model are Diode ideality factor (a), Series resistance (Rs), Shunt
Resistance (RP), Diode reverse saturation current (I0) and Photo current generated
by the module (Ipv).

3 Problem Formulation

As illustrated above, in the single diode model, five parameters a, Rs, RP, I0 and Iph
need to be evaluated for modelling the solar PV characteristics. In this chapter, both
analytical method and optimization techniques are used to evaluate these parame-
ters. Shunt resistance (RP), diode reverse saturation current (I0) and Photocurrent
generated by the module (Iph) are determined analytically to reduce the computa-
tional complexity and diode ideality factor (a), Series resistance (Rs) are evaluated
using an optimization technique. These parameters are assessed such that the error
between the calculated value and experimental values is maintained as minimum as
possible. Also, due to the change in environmental conditions particularly tempera-
ture and irradiance, these parameter values get varied. The parameters of the Solar PV
model need to be evaluated such that the error is minimum under different operating
conditions.
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From the manufacturer’s data sheet, the known parameters of the model are short
circuit current (ISC), open circuit voltage (VOC), Maximum power point operating
current (IM) and operating voltage (VM) and current temperature coefficient (KI).
The photocurrent of a PV panel is determined using the Eq. (5) which is defined as
follows.

IPV = G

GSTC

(
ISC,STC + KI (T − TSTC)

)
(5)

where ISC,STC is short circuit current at STC, G is irradiance at which surface of the
panel is exposed to environment, GSTC is irradiance at STC i.e., 1000 W/m2, TSTC

is temperature at STC i.e., 25 °C. During open circuit condition, the output voltage
and current values are

V = VOC (6)

I = 0 (7)

Substituting Eqs. (6) and (7) in Eq. (1), which gives

0 = IPV − ID − VOC

RP
(8)

On substituting Eqs. (2) in (8), we get Eq. (9) as below

0 = IPV − Io
(
e

Voc
aVt − 1

)
− Voc

RP
(9)

From the above Eq. (9), IO can be evaluated as follows,

Io = IPV − Voc
RP(

e
Voc
aVt − 1

) (10)

The IO in Eq. (10) depends on RP, which is an unknown parameter. Thus, to make
IO independent of RP, the following procedure is followed. We know, during MPP
condition,

V = VM (11)

I = IM (12)
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On substituting the following conditions in Eq. (1), we get

IM = IPV − Io
(
e

VM+IM RS
aVt − 1

)
− VM + IM RS

Rp
(13)

From the Eq. (13), RP is evaluated as

RP = VM + IM RS

IPV − I0
(
e

VM+IM RS
aVt − 1

)
− IM

(14)

On substituting Eqs. (14) in (10), we get an equation for IO which only depends
on known parameters and independent of unknown parameters. Thus, IO is defined
as per Eq. (15).

IO = IPV + Voc
VM+IM RS

(IM − IPV )(
e

Voc
aVt − 1

)
−

(
e

VM+IM RS
aVt − 1

)(
Voc

VM+IM RS

) (15)

3.1 Evaluation of Fitness Function

From the P-V characteristics of a solar panel, at Maximum Power Point (MPP),
the slope is equals to zero, irrespective of irradiance and temperature condition.
Therefore, the slope at MPP can be written as

(
dP

dV

)

MPP

= 0 (16)

We know from the characteristics that power (P) is given as product of voltage
(V) and current (I). Thus,

P = V I (17)

Upon derivating the Eq. (17) with respect to V, we get

(
dP

dV

)

MPP

= d I

dV
V + I = 0 (18)

Considering the Eq. (18) as a fitness function (J ), the objective is to minimize J ,
which is defined as per Eq. (19).

J =
(
dP

d I

)

MPP

=
∣∣∣∣
d IM
dVM

V + IM
VM

∣∣∣∣ = 0 (19)
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The term dIM
dVM

in Eq. (19) can be evaluated as follows. From the Eq. (13),

IM = IPV − Io
(
e

VM+IM RS
aVt − 1

)
− VM + IM RS

Rp
(20)

Upon derivating the Eq. (20) w.r.t VM, we get

d IM
dVM

= − IO
aVt

e
VM+IM RS

aVt − 1
RP

Io
aVt

Rse
VM+IM RS

aVt − Rs
RP

(21)

From the Eq. (21), fitness function can be evaluated such that, objective function
value must be minimum. This can be achieved by applying stochastic algorithms as
discusses above. To analyze the performance of the proposed algorithm, Root Mean
Square Error (RMSE), an index, which is defined in Eq. (22) has been utilized, which
depends on experimental current (Iexp) and the current obtained using optimization
technique, denoted as (Imeas) at a given voltage. Minimum the value of RMSE, the
closure is the measured value of the current to the experimental value.

RMSE =
√∑N

i=1

(
Iexp,i − Imeas,i

)2
N

(22)

4 Particle Swarm Optimization

The Particle Swarm Optimization (PSO) algorithm [26, 27] is a multi-agent parallel
search technique. In this optimization technique, a swarm of particles are generated
in the search space randomly and each particle represents a potential solution in
the swarm. These particles move in a multi-dimensional search space, such that the
particles adjust their position to find the global best solution, based on their own
experience and that of their neighbors.

In this optimization technique, each individual solution i = (1, 2, 3, . . . .n), n > 1
is called as particle. Each particle will have a current position in search space
Xi. These particles will move to evaluate the global best solution with a current
velocityVi. Each particle throughout its journey will have a best solution, identi-
fied as personal best, Pbest,i. This personal best Pbest,i can be treated as a minimum
objective function value or maximum objective function value in the search space
by this particle ‘i’ alone, for minimization function or for maximization function
respectively. A swarm of such particles i = (1, 2, 3, . . . .n), n > 1, will have each
individual best positions and the particle having lowest objective function value or
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highest objective function value can be treated as Global best solution for mini-
mization function or for maximization function respectively, which is denoted as
Gbest.

During the iterative process of the optimization technique, the personal best Pbest,i
and the Global best Gbest values are updated. The mathematical representation of
evaluating the personal best position of a particle ‘i’ for the next iteration (t + 1) is
defined as per Eq. (23) for objective function of minimization type.

{
Pt+1
best,i = Pt

best,i i f f
(
xt+1
i

)
> Pt

best,i

x t+1
i i f f (xt+1

i ) ≤ Pt
best,i

(23)

where f is the objective function.
Similarly, the Global best position of the solution set for the next iteration is

evaluated as per Eq. (24), which is defined as follows.

Gbest = min
(
Pt+1
best,i

)
(24)

where i ∈ [1,2,…n] and n > 1.
From the above, it is important to understand that the personal best Pbest,i is the

best position so far achieved by the particle i’, during its journey, on the other hand,
global best positionGbest is the best position of any particle is the entire swarm during
their journey. The velocity and position of particle are updated as per Eqs. (25) and
(26) respectively, which are defined as follows.

V t+1
i j = ωV t

ij + c1r
t
1j[Pt

best,i − Xt
i j ] + c2r

t
2j[Gbest − Xt

i j ] (25)

Xt+1
i j = Xt

i j + V t+1
i j (26)

4.1 PSO Algorithm Parameters

It is a well-known fact that for any optimization technique, there will be a few
algorithm-specific parameters that affect the performance of the algorithm in terms
of finding the global best solution, convergence speed etc. Among all the algorithm-
specific parameters, some of the parameters have a significant impact and the other
parameters have a very small impact on its performance. The algorithm-specific
parameters for PSO algorithm that are noticeable are population size/swarm size,
maximum number of iterations, velocity and acceleration coefficients, inertia weight
etc.
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4.1.1 Swarm Size

The number of particles in the swarm is called as population size or swarm size.
However, each particle represents a solution to the objective function. With the
consideration of larger swarm size, the particles cover the larger part of the search
space for identifying the global solution. Thus, the number of iterations required for
identifying global solution shall be reduced with the higher number of swarm size.
However, computational complexity per iteration and time to complete an iteration
will be more by the consideration of huge swarm size. In view of this, in the literature
based on a number of empirical studies, it is recommended to consider a swarm size
of n ∈ [20, 80].

4.1.2 Iteration Numbers

Based on the nature of the objective function/problem, the number of iterations may
vary to identify the global solution. Lower the number of iterations, the optimization
technique may be struck at a local minima/premature convergence. On contrary, a
too large number of iterations makes lead to unnecessary computational complexity
to the system and it requires more time.

4.1.3 Velocity Components

Updation of the velocity of the particle is an important step in the PSO Algorithm. It
is evident from the Eq. (24), the updation equation has three different contributions
to the particle movement.

(a) The term ω is called inertia weight. The contribution of ωVt
ij term in the

velocity updating Eq. (25) is that it decides the current flight direction of a
particle, based on the memory of the previous flight direction. If ω = 1, then
the current particle velocity is fully influenced by the previous velocity. On the
other hand, if 0 < ω < 1, then the particle velocity is less influenced by the
velocity of the previous flight, thus provide change for exploring more search
area.

(b) The second term in the Eq. (25) is c1rt1j[P
t
best,i − Xt

ij], which is called the
cognitive component. The basic idea behind this term is that as the particle
Xt

ij move away from its Pt
best position, the difference term indicated in braces

increases and thus the particle is attracted towards its own best position.
(c) The third and the final term in the Eq. (25) is c2rt2j[Gbest − Xt

ij], which is called
social component or social learning rate. The idea behind this term is to share
the information of best solution achieved by the swarm so far in their flight,
regardless of which particle has reached the best. This component pulls the
particles towards the best solution achieved so far by the swarm.
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4.1.4 Acceleration Coefficients

The variables C1 and C2 are called acceleration coefficients and are positive values.
The terms C1r1 and C2r2 represents the stochastic influence of cognitive and social
components of the particle’s velocity respectively. The random number r1 and r2
varying in the region [0,1] randomly. C1r1 weighs the importance of particle’s own
previous experiences whereas C2r2 weighs the importance of the global learning of
the swarm. In general, the values of C1 and C2 are static in nature throughout the
iterative process. The values of these coefficients are found empirically. Initializing
these values wrongly may lead to divergence of the problem. Based on the literature,
the empirical values for these coefficients are found to be C1 = C2 = 2.

5 Jaya Algorithm

There are different types of population-based algorithms such as Evolutionary Algo-
rithms (EA) and Swarm Intelligence (SI) algorithms. These probabilistic algorithms
require tuning of control parameters, some of which are common parameters of
all algorithms such as population size, number of iterations etc. and the rest are
algorithm-specific parameters such as crossover probability, mutation probability,
elitismprobability in theGeneticAlgorithm (GA), inertiaweight,maximumvelocity,
and cognitive parameters in Particle SwarmOptimization (PSO) algorithm, harmony
memory in Harmon Search (HS) algorithm. These parameters play a vital role
in finding the global optimum in the search space and improper tuning of these
parameters leads to premature convergence.

Considering the stated facts, a novel meta-heuristic algorithm which is indepen-
dent of algorithm-specific parameters rather needs only common control parameters
such as population size and the maximum number of iterations i.e., Jaya Algorithm
has been considered in this chapter. JayaAlgorithmwas proposed by Prof. R.Venkata
Rao in 2016 and it is a simple and powerful global optimization algorithm. The Jaya
Algorithm procedure is described as follows.

Let ‘f’be the objective function to beminimized.Assuming that there are k number
of design variables of the objective function f . In this algorithm, in the beginning,
generate Psize (Population size) number of initial solutions (X) randomly. The random
solutions must be within the search space, bounded by the lower and upper limits of
the design variables. Now, evaluate the objective function value for all the Psize initial
solutions. Upon evaluation of objective function value, the three common phases of
Jaya Algorithm are to be followed to produce the next generation population.
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5.1 Evaluation of the Best Solution Candidate and the Worst
Solution Candidate Phase

In each iteration, the candidate solution which provides minimum objective function
value andmaximumobjective functionvalue are treated as theBest solution candidate
(Xi,best,k) and the Worst solution candidate (Xi,worst,k) among the total population
(Xi,j,k) respectively. Here ‘i’ stands for iteration number, varies from zero to the
maximum number of iterations/generations, ‘j’ indicates the candidate number in
the population, which varies from one to population size (Psize) and ‘k’ points out the
design variable, varies from one to the maximum number of design variables of the
objective function. On identification of Best solution candidate and Worst solution
candidate, the candidates have to be modified as specified in the ‘Updation Phase’
which is as follows.

5.2 Updation Phase

On obtaining the Best solution candidate and the Worst candidate solution of the
population, each candidate solution will be updated using the Eq. (27).

X1
i, j,k = Xi, j,k + ri, j,1

(
Xi,best,k − ∣∣Xi, j,k

∣∣) − ri, j,2
(
Xi,worst,k − ∣∣Xi, j,k

∣∣) (27)

where Xi,j,k indicate the value of the kth variable for the jth candidate during the
ith iteration, Xi,best,k and Xi,worst,k represents the Best candidate solution and the
Worst candidate solution in ith iteration respectively, ri,j,1 and ri,j,2 represents the
two random numbers of the kth variable during ith iteration in the range [0,1] and
X1

i,j,k represents corresponding updated candidate.
The term “ri,j,1

(
Xi,best,k − |Xi,j,k|

)
” implies that the candidate tendency to move

towards the Best candidate solution and the term “−ri,j,2
(
Xi,worst,k − |Xi,j,k|

)
” indi-

cates the tendency of the candidate to avoid the worst solution. The updated candi-
dates (X1

i,j,k) and the previous candidate (Xi,j,k) are given as inputs to the ‘Comparison
Phase’.

5.3 Comparison Phase

Upon completion of Updation phase, compute the fitness values of Xi, j,k and the
updated candidate X1

i, j,k . The fitness value of the candidate solution is evaluated as
per Eq. (28),

f i tness(X) = 1

1 + objective f unction value
(28)
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If the fitness of the updated candidate X1
i, j,k is better than the fitness of Xi, j,k ,

then replace the candidate Xi, j,k with X1
i, j,k for the next generation, otherwise retain

Xi, j,k for the next generation and discard the updated candidate. This comparison
has to be performed for all the candidates of the population.

With the above, one iteration of the Jaya algorithm gets completed. All the fittest
candidates in the ‘Comparison phase’ at the end of the iteration are saved in the
memory and these values become the input to the next iteration. Repeat the above
process until the convergence criterion is satisfied. Thus, the algorithm tries to get
closer to the global optimal.

6 Algorithm for Estimation of Solar PV Parameters

The algorithm for the Solar PV parameters estimation using Jaya Algorithm and
Particle Swarm Optimization Algorithms are described in the following sections.

6.1 Algorithm for Estimation of Solar PV Parameters Using
Jaya Algorithm

1. Read PV module specifications, i.e., short circuit current (ISC ), open circuit
voltage (VOC ), maximum power point operating current (IM ) and operating
voltage (VM ) and current temperature coefficient (KI ).

2. Read irradiance values and temperature values at which parameters to be
estimated.

3. Read Jaya algorithm parameters: population size (Psize) andmaximum number
of iterations (iter_max).

4. Initialize the population randomly for Diode ideality factor (a), Series
resistance (Rs) in the search space.

5. Set iteration count (iter) = 1.
6. Evaluate the Shunt Resistance (RP), Diode reverse saturation current (I0) and

Photo current generated by the module (Iph) analytically.
7. Calculate the fitness using Eq. (28).
8. Evaluate the Best fitness candidate and the Worst fitness candidate in the

population.
9. Update the candidate using updation phase as indicated in Eq. (27).
10. Go to Comparison phase and based on updated candidate fitness value either

replace the candidate or retain the candidate.
11. Increment iteration count (iter = iter+ 1) and repeat above steps (Step 6–Step

10) until a convergence criterion is met.
12. Evaluate RMSE value using Eq. (22) at different points.
13. Stop the program and print the results.
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6.2 Algorithm for Estimation of Solar PV Parameters Using
Particle Swarm Optimization

1. Read PV module specifications, i.e., short circuit current (ISC ), open circuit
voltage (VOC ), maximum power point operating current (IM ) and operating
voltage (VM ) and current temperature coefficient (KI ).

2. Read irradiance values and temperature values at which parameters to be
estimated.

3. Read PSO algorithm parameters: population size (Psize), maximum number
of iterations (iter_max), Boundaries of velocities (V ), Inertia weight (w),
Cognitive and Social parameters.

4. Initialize the population randomly for Diode ideality factor (a), Series
resistance (Rs) in the search space.

5. Set iteration count (iter) = 1.
6. Evaluate the Shunt Resistance (RP), Diode reverse saturation current (I0) and

Photo current generated by the module (Iph) analytically for all the particles.
7. Calculate the fitness using Eq. (28) for all the particles.
8. Identify Personal best (Pt+1

best,i ) and the Global best (Gbest ) for the population
using Eqs. (23) and (24).

9. Update the particle velocity using Eq. (25).
10. Check for velocity limits.
11. Update the particle using Eq. (26).
12. Check whether the updated particle is violating their limits. If violated, keep

within their limits
13. Increment iteration count (iter = iter+ 1) and repeat above steps (Step 6–Step

12) until a convergence criterion is met.
14. Evaluate RMSE value using Eq. (22) at different points.
15. Stop the program and print the results.

6.3 Flowchart for PV Parameters Estimation

The flowchart for parameters estimation of solar PVmodule is presented in the Figs. 6
and 7 using Jaya algorithm and PSO algorithm respectively.

7 Results and Analysis

In this section, the results attained for PV parameters using the proposed Jaya Algo-
rithm are demonstrated and are validated by comparison with the well-proven algo-
rithm in the literature named Particle Swarm Optimization (PSO) and the experi-
mental results. The simulation work has been carried out on MATLAB Simulink
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Fig. 6 Flowchart of parameter estimation of solar PV model using Jaya algorithm
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Fig. 7 Flowchart of parameter estimation of solar PV model using PSO algorithm
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environment 2017a. The simulation work has been carried out on three different
technologies of PV modules namely (1) Poly-crystalline (Shell S75), (2) Mono-
crystalline (Shell SM55) and (3) Thin-film (Shell ST36) and the results are demon-
strated. The optimization parameters considered in this work are (a) Jaya algorithm:
Population size = 80, maximum iterations = 200. (b) PSO algorithm: Population
size = 80, maximum iterations = 200, C1 = 2, C2 = 2, inertia weight w = linearly
decreases from 0.9 to 0.4.

As deliberated, the parameters provided by the manufacturer’s datasheet for a PV
module are short circuit current (ISC), open-circuit voltage (VOC), Maximum power
point operating current (IM) and operating voltage (VM) and current temperature coef-
ficient (KI). However, for accurate modeling of PV model characteristics at various
irradiance (G) and operating temperatures (T), these parameters are inadequate and
need to estimate the other parameters of the system,which are Shunt Resistance (RP),
Series resistance (Rs), Diode reverse saturation current (I0), Photo current generated
by the module (Iph) and diode ideality factor (a). These parameters can be obtained
using meta-heuristic techniques. However, to reduce the computational complexity
of the system, in this chapter, both meta-heuristic technique and analytical method
have been attempted to address the problem of parameter estimation.

The PV parameters Diode ideality factor (a), Series resistance (Rs) are generated
randomly in the search space within the limits using optimization techniques. From
the literature, it is noticed that the series resistance value is very small in comparison
to shunt resistance. Thus, the range of initial guess of Rs is taken as [0, 2]. The
range for diode ideality factor is preferred as [1, 2]. Upon initialization of variables,
the other parameters RP , I0 and Iph are evaluated analytically using the equation
described in mathematical modelling Sect. 3. Based on these values, fitness function
value has arrived. Several runs of optimization technique have been performed to get
the global solution in the search space.

From the simulation results of Poly-crystalline (Shell S75) model, the plots of
I-V characteristics and P-V characteristics for constant irradiance of 1000 W/m2

and varying temperature (T = 20 °C, T = 40 °C and T = 60 °C) are illustrated in
Figs. 8 and 9 respectively. Similarly, Figs. 10 and 11 depict the I-V characteristics
and P-V characteristics for constant temperature of 25 °C and varying irradiance (G
= 1000, G = 800, G = 600, G = 400 and G = 200 W/m2). From these plots, it is
evident that the proposed Jaya Algorithm is exhibiting characteristics very near to the
experimental results obtained. Table 1 presents the experimental current values (Iexp)
and current measured (Imeas) by Proposed Jaya Algorithm and PSO Algorithm for
different voltage values. From the Table 1, it is clear that the RMSE value obtained
by the proposed Jaya Algorithm is 0.0008259, which is much lower than the RMSE
value of 0.02784 attained by the PSO Algorithm.

Figures 12 and 13 illustrates the I-V characteristics and P-V characteristics respec-
tively for constant irradiance of 1000 W/m2 and varying temperature (T = 20, T =
40 and T = 60 °C) of Mono-crystalline (Shell SM55) model. Similarly, Figs. 14 and
15 depict the I-V characteristics and P-V characteristics for constant temperature of
25 °C and varying irradiance (G = 1000, G = 800, G = 600, G = 400 and G =
200 W/m2). Thus, from these plots, it is evident that the proposed algorithm works
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Fig. 8 V-I characteristics at varying temperature and constant irradiance for S75 model

Fig. 9 P-V characteristics at varying temperature and constant irradiance for S75 model

Fig. 10 V-I characteristics at varying irradiance and constant temperature for S75 model



242 C. Srinivasarathnam et al.

Fig. 11 P-V characteristics at varying Irradiance and constant temperature for S75 model

better for theMono-crystalline shells. Table 2 presents the Iexp and Imeas by Proposed
Jaya Algorithm and PSO Algorithm for different voltage values. From the Table 2, it
is clear that the RMSE value obtained by the proposed Jaya Algorithm is 0.0062505
which is lower than the RMSE value of 0.0070137 attained by the PSO Algorithm
by 10.88%.

From the simulation results of Thin-film (Shell ST36) model, the plots of I-V
characteristics and P-V characteristics for constant irradiance of 1000 W/m2 and
varying temperature (T = 20, T = 40 and T = 60 °C) are illustrated in Figs. 16 and
17 respectively. On the other hand, Figs. 18 and 19 depicts the I-V characteristics and
P-V characteristics for constant temperature of 25 °C and varying irradiance (G =
1000, G= 800, G= 600, G= 400 andG= 200W/m2). By a close inspection of these
characteristics infers that the proposed Jaya algorithm yields most accurate results.
Table 3 illustrates the measured current and calculated current values at different
voltage levels. It can be noticed that the proposed Jaya Algorithm is producing an
RMSE index of 0.003242 lower than that of the PSO Algorithm. Table 4 illustrates
the parameter values obtained for different PV technologies S75, SM55 and ST36
using PSO algorithm and the proposed Jaya algorithm at STC. The variation ofmodel
parameters under different irradiation and temperature conditions using PSO algo-
rithm and proposed Jaya algorithm for S75, SM55 and ST36 models are presented
in Tables 5, 6 and 7 respectively.

It is proclaimed in the literature that the values of Rs and RP must increase
gradually with decreasing irradiance level and the same is observed in our results for
various PV modules. Thus, from the above results, it is concluded that the proposed
algorithm works more accurately in tracing the experimental results in comparison
to the PSO Algorithm.
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Table 1 RMSE values of PSO algorithm and the proposed Jaya algorithm for S75 PV module

Measured data PSO algorithm Proposed Jaya algorithm

VPV (V ) IPV (A) IC AL (A) �I IC AL (A) �I

0 4.696904 4.694773 0.002132 4.69679 0.000114

0.431 4.694183 4.69195 0.002232 4.694039 0.000144

0.864 4.691448 4.689115 0.002333 4.691275 0.000173

1.297 4.688713 4.686279 0.002434 4.688511 0.000202

1.73 4.685978 4.683443 0.002535 4.685746 0.000232

2.163 4.683243 4.680607 0.002636 4.682982 0.000261

2.596 4.680508 4.677772 0.002736 4.680217 0.000291

3.029 4.677772 4.674935 0.002836 4.677452 0.00032

3.462 4.675035 4.672099 0.002936 4.674685 0.000349

3.895 4.672297 4.669262 0.003035 4.671918 0.000379

4.328 4.669558 4.666424 0.003133 4.66915 0.000408

4.761 4.666817 4.663586 0.003231 4.66638 0.000437

5.194 4.664073 4.660746 0.003327 4.663608 0.000466

5.627 4.661327 4.657905 0.003422 4.660832 0.000495

6.06 4.658575 4.655061 0.003514 4.658051 0.000524

6.493 4.655816 4.652213 0.003603 4.655264 0.000552

6.926 4.653049 4.64936 0.003688 4.652468 0.00058

7.359 4.650268 4.6465 0.003768 4.64966 0.000608

7.792 4.64747 4.64363 0.003841 4.646835 0.000636

8.225 4.644649 4.640744 0.003904 4.643986 0.000662

8.658 4.641794 4.637838 0.003955 4.641105 0.000688

9.091 4.638893 4.634902 0.00399 4.63818 0.000713

9.524 4.635929 4.631925 0.004004 4.635192 0.000736

9.957 4.632878 4.628887 0.003991 4.63212 0.000758

10.39 4.629707 4.625764 0.003943 4.62893 0.000777

10.823 4.626371 4.622521 0.00385 4.625578 0.000793

11.256 4.622806 4.619106 0.0037 4.622002 0.000804

11.689 4.618928 4.615448 0.00348 4.618117 0.000811

12.122 4.614616 4.611445 0.003172 4.613805 0.000812

12.555 4.609708 4.606952 0.002757 4.608904 0.000805

12.988 4.603978 4.601764 0.002214 4.60319 0.000788

13.421 4.597115 4.59559 0.001525 4.596355 0.00076

13.854 4.588693 4.588019 0.000674 4.587975 0.000718

14.287 4.578125 4.578469 0.000344 4.577464 0.000661

14.72 4.564605 4.566121 0.001515 4.564019 0.000586

(continued)
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Table 1 (continued)

Measured data PSO algorithm Proposed Jaya algorithm

VPV (V ) IPV (A) IC AL (A) �I IC AL (A) �I

15.153 4.547031 4.549818 0.002787 4.546537 0.000494

15.586 4.523891 4.527943 0.004052 4.523506 0.000384

16.019 4.493127 4.49824 0.005112 4.492866 0.000261

16.452 4.451946 4.457586 0.00564 4.451813 0.000133

16.885 4.396574 4.401707 0.005133 4.39656 0.000014

17.318 4.321957 4.324837 0.00288 4.322029 0.000072

17.751 4.221396 4.21935 0.002046 4.22149 0.000094

18.184 4.086137 4.075442 0.010695 4.086146 0.000009

18.617 3.904952 3.880961 0.023991 3.904724 0.000228

19.05 3.663804 3.621578 0.042227 3.663153 0.000652

19.483 3.34571 3.281448 0.064262 3.344454 0.001256

19.916 2.930979 2.844461 0.086518 2.929025 0.001954

20.349 2.398001 2.295944 0.102057 2.395479 0.002522

20.782 1.724644 1.624425 0.100219 1.7221 0.002544

21.215 0.89017 0.822952 0.067218 0.888777 0.001393

21.599 0.001315 0.001781 0.000465 0.002575 0.00126

RMSE 0.02784 0.0008259

Fig. 12 V-I characteristics at varying temperature and constant irradiance for SM55 model

8 Conclusion

In this chapter, accurate modeling of the PV parameters using the single diode model
has been analyzed. Out of the five parameters, Shunt Resistance (RP), Diode reverse
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Fig. 13 P-V characteristics at varying temperature and constant irradiance for SM55 model

Fig. 14 V-I characteristics at varying irradiance and constant temperature for SM55 model

saturation current (I0) andPhotocurrent generated by themodule (Iph) are analytically
computed whereas the other parameters Diode ideality factor (a), Series resistance
(Rs) are optimized using differentmeta-heuristic techniques. To validate the results of
the proposedmethodology, three different types of PVmodules, i.e., Poly-crystalline
(Shell S75), Mono-crystalline (Shell SM55) and Thin-film (Shell ST36) are consid-
ered. From the results, it is noticed that the proposed Jaya algorithm is accurately
matching the experimental data at varying irradiance condition keeping temperature
constant and varying temperature conditionmaintaining irradiance constant. Further,
an index RMSE value of the proposed algorithm is found to be lower than that of PSO
method. Thus, it is envisaged that the proposed method is useful tool for accurate
modeling of PV parameters.
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Fig. 15 P-V characteristics at varying Irradiance and constant temperature for SM55 model

Table 2 RMSE values of PSO algorithm and the proposed Jaya algorithm for SM55 PV module

Measured data PSO algorithm Proposed Jaya algorithm

VPV (V ) IPV (A) IC AL (A) �I IC AL (A) �I

0.177 3.446021 3.446329 0.000308 3.446299 0.000278

0.91 3.443657 3.444013 0.000357 3.443973 0.000317

2.091 3.439847 3.440282 0.000435 3.440226 0.000379

3.391 3.435653 3.436173 0.00052 3.436099 0.000447

4.832 3.430997 3.431611 0.000614 3.431518 0.000521

5.777 3.427936 3.42861 0.000674 3.428504 0.000568

6.203 3.426552 3.427252 0.0007 3.427141 0.000589

7.266 3.423076 3.423839 0.000763 3.423714 0.000638

8.093 3.420332 3.421137 0.000806 3.421002 0.000671

9.298 3.416188 3.41704 0.000851 3.416891 0.000703

10.34 3.412292 3.413153 0.000861 3.412995 0.000703

11.73 3.405898 3.406683 0.000784 3.40652 0.000622

12.51 3.400939 3.401604 0.000665 3.401445 0.000506

13.08 3.396081 3.396607 0.000526 3.396454 0.000373

14.31 3.378468 3.378511 0.000043 3.378388 0.00008

15.11 3.356667 3.356277 0.00039 3.356185 0.000482

16.21 3.297256 3.296392 0.000864 3.296337 0.000919

16.95 3.220708 3.220067 0.000641 3.22 0.000708

(continued)
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Table 2 (continued)

Measured data PSO algorithm Proposed Jaya algorithm

VPV (V ) IPV (A) IC AL (A) �I IC AL (A) �I

17.56 3.119123 3.11948 0.000358 3.119344 0.000221

18.16 2.968063 2.970556 0.002493 2.970262 0.002199

18.62 2.805351 2.810413 0.005062 2.80992 0.004569

18.96 2.652341 2.659772 0.007431 2.659086 0.006745

19.29 2.472833 2.48279 0.009957 2.481888 0.009055

19.64 2.245118 2.257716 0.012598 2.256568 0.01145

19.97 1.992057 2.00673 0.014674 2.005359 0.013302

20.27 1.727708 1.743533 0.015826 1.74199 0.014282

20.55 1.450478 1.466402 0.015924 1.464749 0.014271

20.82 1.154836 1.169661 0.014825 1.167968 0.013133

21.11 0.806348 0.818377 0.012029 0.816738 0.01039

21.34 0.507462 0.515893 0.00843 0.514382 0.006919

21.54 0.231722 0.235923 0.004202 0.234593 0.002871

RMSE 0.0070137 0.0062505

Fig. 16 V-I characteristics at varying temperature and constant irradiance for ST36 model
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Fig. 17 P-V characteristics at varying temperature and constant irradiance for ST36 model

Fig. 18 V-I characteristics at varying irradiance and constant temperature for ST36 model
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Fig. 19 P-V characteristics at varying irradiance and constant temperature for ST36 model

Table 3 RMSE values of PSO algorithm and the proposed Jaya algorithm for ST36 PV module

Measured data PSO algorithm Proposed Jaya algorithm

VPV (V ) IPV (A) IC AL (A) �I IC AL (A) �I

0.106 2.671883 2.674943 0.003061 2.674039 0.002157

0.957 2.669945 2.673643 0.003699 2.672547 0.002602

2.091 2.667272 2.671794 0.004522 2.670448 0.003176

3.579 2.663484 2.669012 0.005528 2.667364 0.00388

4.714 2.660199 2.666404 0.006205 2.664553 0.004355

6.368 2.654177 2.661133 0.006956 2.659061 0.004883

7.480 2.648583 2.655801 0.007218 2.653654 0.005071

8.823 2.638642 2.645786 0.007144 2.643667 0.005025

10.45 2.617586 2.623852 0.006265 2.622005 0.004419

11.45 2.595709 2.600928 0.005219 2.5994 0.003691

12.57 2.557374 2.561014 0.00364 2.559963 0.002589

13.80 2.488798 2.490518 0.00172 2.490049 0.00125

15.03 2.378127 2.378395 0.000268 2.378376 0.00025

16.18 2.221675 2.221705 0.00003 2.22179 0.000115

17.15 2.040681 2.041566 0.000885 2.041436 0.000755

17.81 1.889276 1.89118 0.001904 1.890778 0.001501

18.47 1.714362 1.71744 0.003078 1.71672 0.002358

19.03 1.547697 1.551729 0.004031 1.55075 0.003053

(continued)
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Table 3 (continued)

Measured data PSO algorithm Proposed Jaya algorithm

VPV (V ) IPV (A) IC AL (A) �I IC AL (A) �I

19.59 1.364802 1.369596 0.004794 1.368415 0.003612

20.20 1.147986 1.15324 0.005254 1.151947 0.00396

20.64 0.980844 0.986111 0.005267 0.984831 0.003987

21.15 0.776545 0.781431 0.004886 0.780283 0.003738

21.54 0.613116 0.617394 0.004278 0.616442 0.003326

21.87 0.470239 0.473775 0.003536 0.473057 0.002818

22.22 0.314347 0.316861 0.002514 0.316461 0.002114

22.55 0.163465 0.164788 0.001323 0.164757 0.001293

RMSE 0.0044638 0.003242

Table 4 Variation of model parameter values obtained using PSO and proposed Jaya Algorithm at
STC conditions for various PV models

Parameters S75 SM55 ST36

PSO
algorithm

Proposed
Jaya
algorithm

PSO
algorithm

Proposed
Jaya
algorithm

PSO
algorithm

Proposed
Jaya
algorithm

At STC (G = 1000 W/m2, T = 25 °C)

IPV 4.700 4.700 3.450 3.450 2.680 2.680

I0 4.62E−07 1.13E−07 1.67E−07 1.14E−07 4.89E−05 5.69E−05

a 1.451 1.334 1.395 1.356 1.948 1.975

Rs 0.107 0.170 0.286 0.306 1.302 1.286

RP 156.57 152.54 316.31 314.62 624.94 736.89
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Integration of Photovoltaic Distributed
Generation into Grid

Neelakanteshwar Rao Battu, Perka Krishna, and Venu Yarlagadda

Abstract Present trend of electricity generation is from clean and green renewable
energy sources; one of the prominent sources being photovoltaics (solar energy).
The objective of the work presented here includes extraction of maximum power
from the photovoltaic solar plant at various working conditions using maximum
power point tracking algorithm. The output produced from the solar plant is a low
magnitude d.c output, which is required to be boosted. The solar output is fed to a
boost converter to enhance itsmagnitude. The enhancedd.c output is fed to a 3-ϕ, five-
level voltage source inverter to convert d.c voltage to a.c equivalent of it. Conversion
process through the inverter introduces harmonics into the system. Shunt active filter
is designed in this work to minimize the harmonics injected due to inverter operation.
Two cases are studied for the application of proposed methodology; stand alone
operation of the designed photo-voltaic solar system and photovoltaics integrated to
the grid. The above cases are implemented and analyzed using MATLAB software.
Fast Fourier analysis is used to determine the total harmonic distortion for both the
cases. The results show considerable improvement in quality of power produced due
to mitigation of harmonics.

Keywords Solar PV · Irradiance · Distributed generation · Shunt active power
filter · Fast Fourier analysis · Total harmonic distortion · Boost converter ·
Maximum power point tracking · Perturb and observe
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PO Perturb and Observe
VSI Voltage Source Inverter
FFA Fast Fourier analysis
THD Total Harmonic Distortion
PCC Point of common coupling
APF Active power filter
SAPF Shunt active power filter
PWM Pulse width modulation
SPWM Sinusoidal pulse width modulation
SMPS Switched-mode power supply
V Supply voltage
Vout Output voltage
Ns Number of turns on primary side of the transformer
Np Number of turns on secondary side of the transformer
IL Photo generated current
ID Diode current
Ish Shunt current
I Output current
Vsh Voltage across the shunt resistor and diode
I0 Reverse bias saturation current
VD Voltage across diode
VT Terminal voltage
n Ideality or quality factor

1 Introduction

Modern Power Systems are facing with everlasting power demand. To meet this
increasing power demand, variousmeans of power generation is required. The gener-
ation of power from fossil fuels leads to hazardous gases. In contrast, renewable
power generation is quite useful in reducing these effects [1]. Solar plants find to be
one of the promising means of generating renewable power [2]. Solar panels used in
respective plants consist of solar cells. Solar cell converts the beam radiation into d.c
supply. Boost converters are used in solar power plants to increase the d.c output. The
d.c output provided by converter is fed to an inverter of suitable rating to convert d.c
supply to a.c supply. The output voltage waveform of the inverter is not a pure sine
wave. It contains harmonics which are injected by the converters. The total harmonic
distortion (THD) is usually not in the acceptable limits and it can be minimized by
proper design of shunt active Power filter at point of common coupling (PCC) [3].

Li Bin et al., have proposed a digital based approach for 3-Ø, 4-wire active power
filter (APF) to reduce the harmonics [4]. Nabae et al., have discussed about control
strategy used in active power filters using voltage source converters [5]. Ko et al.,
have discussed the impact of shunt active filters on distortions caused by harmonic
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currents [6]. Singh et al., have reviewed various types of active filters and their impact
on power quality improvement. [7]. Akagi et al., have discussed the new trends used
in active filters for power conditioning [8]. Villalva et al., have discussed modeling
of PV arrays [9]. Salmeron et al., have discussed about series and shunt active filters
to improve power quality [10]. Vodyakho et al., have proposed three level inverter
based shunt active power filter [11]. Viswanth et al., have proposed fuel cell based
SAPF to deal with power quality issues [12]. Chandra et al., have reviewed the active
filters used in power quality improvement [13].

The power produced by the solar cell/photovoltaic (PV) cell is not constant due to
variations in solar radiation [14]. However, maximum power can be extracted from
the available solar radiation usingMaximumpower point tracking (MPPT) technique
[15]. Coordinated control of solar and battery management is proposed by Hareesh
et al., to achieve power injection and MPPT simultaneously [16]. Amjad et al., have
summarized various MPPT techniques which are used in online and offline studies
under uniform and non-uniform irradiance conditions [17]. Ali et al., have proposed
an MPPT technique using the estimation of climatic parameters [18]. Nishant et al.,
have proposed anMPPT technique based on normal harmonic search algorithm [19].
Vardan et al., have proposed circle center-line based perturb andobserve algorithm for
MPPT [20]. Nishant et al., have proposed leaky least logarithmic absolute difference-
based control algorithm and learning based incremental conductance MPPT algo-
rithm for PV system integrated with grid [21]. Singh et al., have proposed power
normalized kernel least mean fourth algorithm based neural network and learning
based hill climbing technique for MPPT [22]. Ikhlaq et al., have proposed a hybrid
Cauchy and Gaussian sine cosine optimization technique for MPPT [23]. Neeraj
et al., have proposed an adaptive neuro-fuzzy inference system based particle swarm
optimization technique for MPPT [24]. Bijaya et al., have proposed leaky least mean
logarithmic fourth based control technique and learning based perturb and observe
algorithm for MPPT in grid connected PV system [25]. Though, various techniques
are available in literature for tracking or extracting maximum power from the solar
radiation, among these approaches Perturb and Observe (PO) algorithm is found to
be simpler and advantageous over several others [26–28].

This paper proposes design of converter and inverter for conversion of solar energy
into electrical energy. It focuses on the modeling of SAPF to minimize harmonics
produced during conversion of electrical energy from solar part of it. Perturb and
observe based MPPT algorithm is used to control the inverter output. Fast Fourier
series is used to analyze the harmonic distortion in the system. The work presented
in this paper demonstrates analysis of solar power plant operating in standalone and
grid connected modes.

The remaining part of this chapter is organized as follows: Sect. 2 describes
about various types of non-conventional energy sources. Section 3 describes DC-DC
converters. Section 4 explains various MPPT algorithms. Section 5 describes about
inverters. Section 6 discusses different types of filters. Analysis of simulation results
in presented in Sect. 7. Section 8 summarizes the overall work presented in this
chapter.
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2 Non-conventional Energy Sources

Non conventional sources are freely available in nature and generate electricity with
release of less pollution as compared to conventional sources like thermal and nuclear
plants. The examples of these sources are solar, wind, tidal, geo thermal and wave
power plants.

2.1 Tidal Energy Source

Tidal energy is in the form of hydro power which is used to convert energy collected
from tides into electricity and tides are occurred due to gravitational force on the
earth. Generating electricity from these sources was first followed by Europe and
America in nineteenth century. First tidal plant was established at France in 1960
and capacity of the plant is 240 MW and it is the largest power station in world. In
2011, Sinha tidal station became world’s largest station in terms of output and its
output is 254 MW.

2.2 Wind Energy Source

Wind energy is freely available in nature and it converts wind energy into electrical
supply with help of wind turbines and generators. It generates less pollution as
compared to conventional sources. Highest usage of wind power is in Denmark and
it is 43.4%.

2.3 Wave Energy Source

Wave energy is in the form of waves on the surface of the water, which is converted
into useful electrical supply. First wave was established in U.K in the year 2008.

2.4 Geo Thermal Energy Source

The heat produced in the crust of the earth is used to generate electricity from it in
this type of sources. This source is used for industrial and agricultural purpose and
usage of this source is increasing gradually.
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2.5 Hydro Power

In hydro power plants, potential energy of thewater is converted into electrical energy
with use of turbines and generators. It is free from environmental pollution. China
generates the highest output in the world and the output power generated by it is
22,500 MW. Almost 20% of total electricity generation is from this source. Hydro
power plants can be classified into four types: run of river, storage, pumped storage
hydro, and hydro kinetic technology.

2.6 Photovoltaic Power

Solar energy, in the form of radiation, is converted into electricity. This type of source
is classified into two types; active and passive solar. In active solar type techniques
like mirrors and solar heating are used. In passive solar type techniques like surface
coatings, fins, micro particles, nano particles are used. Advantages of solar energy
sources compared to other type of sources are as follows:

• Solar system directly converts the solar radiation into electrical supply and it
doesn’t need rotating devices like turbines.

• Maintenance cost is low.
• PV systems do not release sound, air and water pollution into atmosphere.
• Day-by-day its manufacturing design is enhanced to improve the efficiency.
• PV source is clean source of energy.

Disadvantages of solar energy sources are as follows:

• Manufacturing cost is high.
• Solar radiation is not available at latitude and if clouds are present.
• Fluctuation problems occur.
• Requirement of area to collect the supply is large.
• It has less efficiency.

2.7 Types of PV Cells

Based on the type of installation solar cells are classified into the following types:
monocrystalline cells, polycrystalline cells and thin film cells. Monocrystalline cells
are made by using silicon wafers, connected in rows and columns, by covering a
glass sheet on the top view of the cell. It is also known as single crystalline panel.
It offers high performance and its cost is high. Polycrystalline cells are made by
using only one silicon crystal and melt together to form a wafer. It is also called as
multi-crystalline silicon. It has lower efficiency as compared to mono crystalline cell
and it is available in low cost. Thin film cells are made by using amorphous silicon
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and cadmium and on the surface plastic is placed. It is thinner than other cells. It has
low efficiency and weighs less. Also, it is portable and flexible.

3 DC-DC Converters

DC-DC converter is a device which increases one level of d.c voltage to other
level. These converters are classified into two types; isolated and no-isolated type
converters. Isolated converters are used for high voltage applications and have sepa-
rate input and output terminals. Non-isolated converters are used for low voltage
applications. Input and output terminals of such converters have same ground [29].

3.1 Isolated Converters

Isolated converters are used for high voltage applications. These converters reduce
the noise and interference. These types of converters are classified into two types.
They are fly back converter and forward converter. The fly back converter is used for
dc-to-dc and ac-to-ac conversion. The fly back converter can act as step up or step
down converter in association with a transformer, which has split inductor. It has two
schemes for controlling; voltage control mode and current control mode. Forward
converter is used to increase or decrease the output voltage of the transformer and
provides isolation.

3.2 Non- Isolated Converters

Non-isolated converters are used in applications where low voltage is required. Both
the terminals in the circuit have same ground. These types of converters produce high
noise. Protection and performance of this type of converters is poor as compared to
the other type. These converters are classified into three types. They are buck, boost
and buck-boost converters. Buck converter is also known as step down converter. It
reduces the level of output voltage. This converter is used in SMPS, which consists of
two or more semi-conductor devices. To overcome the voltage variations capacitors
are employed. It also improves the voltage quality. Inductor is used to resist the sudden
change in current and they are connected in both supply and load side.Boost converter
is called as step up converter. It increases the input voltage level. It consists of semi-
conductors. Passive elements like capacitors are used to reduce the harmonics. The
output voltage is higher than the source voltage. Input current is greater than load
current. Buck boost converter is combination of both buck and boost converter.
Depending upon the application it may be used to increase or decrease the voltage
level.
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4 Solar Energy

4.1 MPPT Algorithm

Maximum power point tracking algorithm is used to extract maximum power from
the available irradiance. This algorithm is used for renewable energy sources. Non-
conventional energy sources generally offer less efficiency and this algorithm is used
to improve the efficiency. The commonly used MPPT algorithms are as follows:
constant voltage method, current sweep method, perturb and observe algorithm,
incremental conductance method and temperature method.

Constant voltage method is the basic type but has some demerits. This algorithm
maintains a constant voltage and does not allow tracking the voltage. Maximum
power cannot be extracted using this algorithm. In current sweep algorithm, current
and voltage characteristics of the solar cell and waveform of the sweep is used to
control the power. Perturb and Observe approach is also called as hill climbing
method and it is one of the mostly used methods and the reason for it is, it is easy
to implement. First, voltage and current are measured and if power tends to vary,
the voltage is adjusted to extract maximum power. The flow chart for this algorithm
is given in Fig. 1. In incremental conductance method array current and voltage is
measured by controller to predict the effect of a voltage change. Controller has high
computation. In temperature method, maximum voltage is estimated by measuring
the temperature of solar cell and comparing it with the reference value [30].

4.2 PV Cell Modeling

Equivalent circuit of PV cell is shown in Fig. 2 and explained in detail in references
[31, 32]. Output current flowing through the resistor ‘Rs’ can be expressed as

I = IL − ID − Ish (1)

where, IL is the photo generated current, ID is the diode current, ISh is the shunt
current in ampere and I is the output current.

Voltage across the current source is given by

Vsh = V + I Rs (2)

where, Vsh is the voltage across the shunt resistor and diode and V is the voltage at
output terminals. By using Shockley’s equation we get,

ID = I0
(
e

VD
nVT − 1

)
(3)
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Fig. 1 Flow chart of perturb
and observe method
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where, I0 is the reverse bias saturation current, VD is the voltage across diode, VT is
the terminal voltage, ‘n’ is the ideality or quality factor. By applying ohms law we
get,

I = I0
(
e

VD
nVT − 1

)
− V + I Rs

Rs
(4)

If Rsh is infinite we get,

V = nVT ln

(
IL − I

I0
− 1

)
− I Rs (5)
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Fig. 3 Characteristics of
solar cell

C
ur

re
nt

 (A
)

Po
w

er
 (W

)

Voltage (V)

I-V curve

P-V cu
rve

0

Imp
Pmax

Vmp

Maximum 
power point

Vmax  = V oc

Imax = I sc

P = VxI

Finally current equation is

I = IL − I0
(
eA − 1

) − B (6)

where, A = (V+I Rs )

nVT
and B = V+I Rs

Rsh
.

4.3 Characteristics of PV Cell

PV cell offers electrical characteristics. The solar radiation affects the output of the
cell. The output power of the PV cell is inversely proportional to temperature and
directly proportional to beam radiation. Minimum current and maximum voltage
is occurred at open circuit in the cell. If positive and negative terminals are short
circuited voltage of the cell is minimum and current is maximum. Current versus
voltage plot is shown in Fig. 3.

5 Inverters

Inverter is device which converts direct current to alternating current supply. Based
on some characteristics they are classified and mentioned below.

5.1 Based on Output

Based on output the inverters are classified as sine wave inverters, square wave
inverters and modified sine wave inverters. Sine wave inverter is a device which
transforms the d.c voltage into an output voltage similar to supply voltage. It is one
of the merits to improve the efficiency. Square wave is output of this device. But
this device is rarely used. The reason is losses are very high and efficiency is very
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low. Output of modified sine wave is combination of sine and square wave. Shape of
output waveform nearly looks like a sine wave.

5.2 Based on Source

Based on type of source used inverters are classified as voltage source inverters and
current source inverters. Input to voltage source inverters is voltage. They are used
for all applications, because they have more reliability and high efficiency. Input to
current source inverters is current and is used in industrial applications and is rarely
used in common applications.

5.3 Based on Load

Based on type of load connected inverters are classified as single phase inverters
and three phase inverters. Single phase inverters are used in household applications
and commercial purpose. Again they are classified in to two categories; full and
half bridge inverters. Half bridge inverter consists of two diodes and thyristors and
voltage is divided into two equal parts as shown in Fig. 4.

Full bridge inverter consists of four diodes and four thyristors and we get step
output and it is converted into sinewave by using filters. Diodes are used for feedback
mechanism. As compared to half bridge its voltage is doubled and power is four times
(Fig. 5).

Three phase inverters are used in industrial purpose and it consists of six diodes
and six thyristors as shown in Fig. 6.

Operation of inverters can be divided into two modes: 180° mode and 120° mode.
Thyristor conduction time is 180 in 180°mode and three thyristors act as three phases
and these are in conduction mode at any time. Short circuit problems are occurred
in this mode. Phase voltage looks like stepped voltage and line voltage looks like
quasi-square wave. Thyristor conduction time is 120 in 120° mode and two thyristors
are in conduction mode. Shapes of the both voltages are opposite to 180° mode.

Fig. 4 Half bridge inverter
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Fig. 5 Full bridge inverter
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Fig. 6 Three phase inverter

5.4 Based on Technique

Based on the PWM technique used inverters are classified as single PWM inverters,
multiple PWM inverters, sinusoidal PWM inverters and modified SPWM inverters.
Output voltage in single PWM technique can be easily controlled using PWM tech-
nique. This technique has two signals. Square wave is reference signal and trian-
gular wave signal act as carrier signal. By comparing both the signals gate pulse is
generated. It has only one signal. Reference signal controls the output voltage. This
technique is rarely used; the reason is it injects more harmonics. Multiple PWM
technique has more pulses for every half cycle of voltage. Sinusoidal PWM tech-
nique is frequently used in industrial applications. Reference signal is sine wave
signal. Output frequency is equal to the carrier signal frequency. Sine wave is the
output. Using above techniques variation of pulse width modulation is not possible.
To overcome this problem modified SPWM technique is used. At conduction period
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of last and first 60° carrier signal is applied. This technique exhibits advantages like
less switching losses and less switching devices.

5.5 Based on Level

Based on the output level inverters are classified as two level inverters and multiple
output inverters. Two level inverter has two output levels. They are positive and
negative voltages [9]. Multiple output inverters are again divided into four types.
They are flying capacitor inverters, diode clamped inverters, hybrid inverters and
cascaded H-type inverter.

Flying capacitor inverters haveonly capacitors and they allowonly limitedvoltage.
Active and reactive power is controlled by this device. It suffers with disadvantages
of high switching frequency and switching losses. Diode clamped inverter consists of
diodes with different voltage levels and series capacitors. The output of this inverter
is less than its input voltage. By increasing the capacitors and switches the output
voltage can be increased. Hybrid inverter converts beam radiation into electrical
supply and it consists of battery and it stores the energy and it is very useful for
back to back power consumption. Cascaded H-type inverter consists of switches
like IGBT, MOSFET and capacitors. Numbers of components get reduced using this
type of inverter. Based on level of inverter, the number of cells depends and each
cell acts as a voltage source [5–8]. Applications of Diode clamped inverter are Static
var compensation, HV lines abd drives for variable speed. Applications of capacitor
bank inverter are Static var, IM control and sine wave rectifiers. Applications of H-
type inverter are interfacing of non-conventional source, PF compensators and active
filters.

6 Filters

Power consumption is exponentially increasing and also generation of electricity is
less.Byusing fossil fuels air pollution is occurred.Tomeet the increased consumption
of electricity it is required to generate electricity by using green sources.Grid operates
with AC supply and renewable source generates DC supply hence conversion is
required. Power electronic devices are used to in DC-to-DC conversion and DC-
to-AC conversion. These devices inject harmonics into the system. To eliminate
these harmonics and improve power quality, filters are used. Filters are classified as
follows:
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6.1 Based on Response

Based on response the filters are classified as high pass filters, low pass filters, pass
band filters and band stop filters. High pass filter allows only high frequency signals
to pass through it and opposes low frequency signals. Low pass filter allows only
low frequency signals to pass through it and opposes high frequency signals. Pass
band filter allows a particular frequency of band and opposes other frequency signals.
Band stop filter allows low and high frequency signals and opposes other frequency
signals.

6.2 Based on Their Construction

Based on response the filters are classified as active filters and passive filters. Active
filter is used to eliminate the harmonics by injections of real power with equal
frequency in reverse phase to cancel those harmonics. It consists of operational
amplifier or switches like transistors. Resistors and capacitors are also placed to
compensate the harmonics. These filters are categorized as series and shunt filters.
Series active filters are connected in series with utility grid and are used for mitigate
voltage harmonics and it are operated as voltage regulators. These types of filters
are frequently used for compensating voltage sag and swell problems. These filters
inject fundamental voltage to compensate those problems. Shunt active filters are
connected in parallel with grid and inject the fundamental current component to elim-
inate harmonics. These types of filters are used for mitigation of current harmonics
at load side. The injected mitigation current has magnitude which is equal and phase
which is opposite to that of harmonic component [13].

Passive filters consist of passive elements like resistors, capacitors and induc-
tors. They do not require external dc source. These filters are used to eliminate
the current harmonics and are mainly categorized as series, shunt and hybrid. Series
filters are connected between input source and output load in series. The combination
of inductor and capacitor does not allow the sudden changes in currents and volt-
ages. Shunt filters are connected in parallel. They consist of passive elements. These
filters are used to mitigate the harmonics and to balance the unbalanced voltages.
Hybrid filter is a combination of both series and shunt passive filters. It mitigates both
current and voltage harmonics. Advantages of active filter are: offers better perfor-
mance compared to passive filter, less in weight and it has high Q factor. Advantages
of passive filter are: low cost, less circuit complexity, and it does not require external
supply.
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7 Simulation Results

The work presented here deals with mitigation of harmonics, improvement of volt-
ages and currents and reducing total harmonic distortion (THD) at different condi-
tions. Shunt active power filter is used to eliminate the unwanted signal. Four case
studies are performed in this work. They are (i) RL load without grid, without filter,
(ii) RL load without grid with filter (iii) RL load with grid without filter and (iv) RL
load with grid, with filter.

The PV system is fed to boost converter to increase the voltage level. Inverter
output is fed to RL load. By conversion of dc to dc and dc to ac, current is in phase
with the voltage. Harmonics are injected into system. Due to this harmonics, heat is
increased. Increased harmonics results in reduced efficiency. RL load without filter
is as shown in Fig. 7 and THD in this case is found to be 12.67% as shown in Fig. 8.

Due to harmonics, system performance and power quality are poor. To improve
this a shunt active filter is designed and connected in parallel to load as shown in
Fig. 9. It eliminates the harmonics and THD in this case is decreased to 1.70% as
shown in Fig. 10.

PV system is integrated to the grid, the presence ofRL load and conversion devices
inject harmonics into the system. Due to these harmonics power quality problems
occur. RL load with grid and without filter is as shown in Fig. 11 and THD% in this
case is found to be 14.55% as shown in Fig. 12.

Shunt active filter is connected in parallel with grid. Reactive power and current
harmonics are compensated by the filter. Also power factor is corrected in this case.
Simulink model of grid with filter is as shown in Fig. 13. THD % in this case is
decreased to 6.30 is as given in Fig. 14.

Each phase has a sub system with H-bridge cascaded model. R phase sub system
is as shown in Fig. 15. The output of this model is given to the grid. Inverter output
is controlled using pulse width modulation technique. Switching signal is as shown
in Fig. 16.

Fig. 7 RL load without grid without filter
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Fig. 8 THD% of RL load without filter

Fig. 9 RL load without grid with filter

Three phase inverter output is controlled using PWM technique. Inverter output
is not sinusoidal but is nearly sinusoidal. Five level inverter offers low harmonics
compared to that of three level. Output of five level inverter is as shown in Fig. 17.

Electric power distribution system is that part of utility grid which takes electrical
supply from the generators and transmits it to the consumers connected to distribution
system through the transmission lines. To integrate distributed generators with the
grid, both must have same frequency and same voltage. The grid voltages are as
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Fig. 10 THD% of RL load with filter

Fig. 11 RL load without filter with grid

shown in Fig. 18. If PV system is connected to the grid, total harmonic distortion is
found to be quite high, that is 14.55%. Shunt active filter is connected between grid
and load, to reduce the THD to 6.30%. Total harmonic distortion without and with
filter is tabulated in Table 1.
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Fig. 12 THD% of grid without filter

Fig. 13 RL load with grid and filter

8 Conclusion

The analysis has beenmade for two cases; case1 focuses on harmonic analysis for the
standalone photovoltaic solar system comprising of dc-dc boost converter and three
phase voltage source five level H-bridge inverter and case II deals with harmonic
analysis of grid connected solar system. Maximum power point tracking algorithm
is implemented to extract optimal power from the solar system in both the cases.



274 N. R. Battu et al.

Fig. 14 THD% of grid with filter

Fig. 15 R phase sub system
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Fig. 16 PWM signals

Fig. 17 Inverter output
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Fig. 18 Grid voltages

Table 1 THD % without and
filter

Integration Without SAPF
(THD %)

With SAPF (THD %)

RL load without
grid

12.67 1.70

RL load with grid 14.55 6.30

DC-to-DC converter is used to increase the dc output voltage which is fed to the
cascaded H-bridge five level inverter. This inverter converts dc into ac supply which
contains harmonics. Shunt active filter is designed to minimize the harmonics, which
are injected by the boost converter and the inverter circuits. In case II, PV system
is integrated to the grid and Fast Fourier analysis is performed to obtain its THD.
Shunt active filter is designed to minimize the harmonics. Fast Fourier analysis has
been done and the total harmonic distortion is obtained in both the cases. The total
harmonic distortion of standalone system is observed as 12.67%without filter. SAPF
is designed and implemented in the system and total harmonic distortion is reduced
to 1.70%. In case 2, the solar system is integrated to grid at PCC. The total harmonic
distortion is observed as 14.55% without filter. Shunt active filter is designed and
connected at PCC after which the distortion was decreased to 6.30%. Thus, the
shunt active power filter may be treated as the most effective filter to minimize the
harmonics in both single and grid connected systems.
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Transient Stability Enhancement
of Power System with Grid Connected
DFIG Based Wind Turbine

D. Rakesh Chandra, Surender Reddy Salkuti,
and Venkataramana Veeramsetty

Abstract Transient stability (TS) is one of the major issues of wind power grid
integration. The reasons for transients are sudden severe disturbances such as faults.
To save the grid from severe damage we must concentrate on transient stability
management. A fixed-speed wind generator is easy to operate and reliable but it may
not operate effectively under critical conditions such as transient stability. Coming
to variable speed wind energy generators (WEGs) they can improve the TS of the
system, and the Doubly Fed Induction Generator (DFIG) is one among the variable
speed WEGs. In this work, the impact of DFIG on the TS of the power system
connected to the grid has been investigated, and also rotor resistance control method
is utilized to enhance the TS of the system. Here the proposed TS analysis has been
implemented on a Reliability Test System (RTS)-24 bus system. All the simulation
studies have been carried out in a MATLAB-compatible-based Power System Anal-
ysis Toolbox (PSAT) toolbox. From the obtained simulation studies it can be observed
that in DFIG wind turbine addition of external resistance has improved system tran-
sient stability and the system could reach steady-state quickly as damping ratio is
enhanced due to proportional relationship with the external resistance being added.
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Nomenclature

TS Transient stability
WEGs Wind energy generators
DFIG Doubly Fed Induction Generator
RTS Reliability Test System
PSAT Power System Analysis Toolbox
NN Neural network
PLL Phase-locked loop
MG Microgrid
DDSG Direct-drive synchronous generator
CSWT Constant speed wind turbine
SCIGs Squirrel Cage Induction Generators
GB Gearbox
VSC Voltage source converter

1 Introduction

Recently, power generation using renewable energy resources (RERs) is on an
increase due to the considerations of green energy. At the beginning of 2020, the
global installed RERs utility-scale capacity stood at 2537 GW with wind and solar
PV combined contributing about 46% of the total global RERs share. In the modern
world, energy has a strong relationship with the socio-economic development of a
country. RERs are an adequate substitute for a conventional power system that can
provide greener, consistent, quality power with low network congestion and losses.
Wind energy availability is huge and it is eco-friendly. Nowadays, wind power gener-
ation has been increasing continuously throughout the world. Distributed generation
in the form of RERs produces dependency on conventional energy generation and
reduces the carbon footprint. Wind energy conversion system has several economic,
technical, social, and environmental challenges. Economic challenges include high
installation cost, technology challenges include power electronic converters (i.e.,
high power density converters and advanced cooling methods), controllers (pitch
angle controllers, inverter-side, and grid-side converters). At present fixed and vari-
able speeds, induction generators (IGs) are utilized for the generation of electrical
power by using the wind source. Thus the integration of wind energy into the utility
grid arise the issues such as rotor angle stability and transient stability (TS) problems.

In reference [1], a multilayered neural network (NN) is used to find the TS of
the power system by using the PSAT software. A simple DFIG wind turbine along
with its power converter model is simulated in [2] using DIgSILENT software to
meet the power demand. Enhancement of both voltage stability and TS has been
performed in reference [3] by using the wind energy converter with the help of P/Q
control and modern voltage source converter (VSC). Comparisons among various
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types of wind turbines according to their actual market share and cost-performance
have been proposed in references [4, 5]. An approach to improve voltage stability
by using a static compensator is proposed in references [6, 7]. The impacts of WEG
on the voltage and TS of power grids are examined in reference [8] by determining
the effect of variable and fixed speed grid-connected IGs on power systems voltage
stability. The voltage stability of the system with grid-connected fixed and variable
speed wind turbines has been investigated in reference [9]. The stability of grid-
connected DFIG by taking into account the phase-locked loop (PLL) dynamics is
proposed in reference [10].

The coordinated control of DFIG based WEG and the microturbine in a DC
microgrid (MG) with the constant power load has been proposed in [11]. In refer-
ence [12], the performance of grid-connected DFIG based wind turbine system with
gear-train backlash is analyzed. A nonlinear control method to coordinate DFIG
based WEGs and static compensators in multi-machine power systems are proposed
in [13]. Reference [14] presents various issues related to the stability of wind energy
systems with variable speed in weak and strong grids. Reference [15] investigates the
modeling and TS analysis of the integrated WEG system. Reference [16] presents
a comprehensive review among three main types of wind turbines, i.e., direct-drive
synchronous generator (DDSG), constant speed wind turbine (CSWT), and DFIG.
The small-signal stability of a grid-connected power systemwith squirrel cage induc-
tion generator using a PSAT analysis with localization of Eigenvalues is proposed in
reference [17]. The behavior of DFIG for grid disturbances has been simulated and
validated in reference [18].

As wind energy exhibits both uncertainty and variability, wind generation cannot
be dispatched on demand. It is also highly complex to forecast wind energy with
precision. When it is used in combination with conventional sources, it poses a lot
of challenges to grid operators in maintaining grid stability. Wind energy integration
also poses challenges like power quality, effective load management in the power
system. A few more issues such as power balance, wind power reserve management,
and voltage control of the power system will also pose challenges to the system
operator. Power quality is the deviation from original sinusoidal voltage and current
waveforms such as flickers, harmonics, voltage sag, and swell. The objective of
this work is to enhance transient stability (TS) of the DFIG connected system with
the optimum rotor resistance control method. This work mainly concentrates on TS
analysis and enhancement where it is a real challenging issue for grid-connected
wind turbine systems. Time-domain simulation analysis will give the overall impact
of transient stability on the system. The rotor resistance control method is used for
the first time in this chapter to improve the TS of DFIG connected to the RTS-
24 bus system. This chapter investigates the transient stability of the RTS 24 bus
system when DFIG (at bus number 14) is connected to it. The detailed mathematical
modeling of DFIG is also presented in this chapter. All these simulation studies are
implemented in PSAT software of version 2.1.8.

The chapter is organized as follows: Sect. 2 describes detailed mathematical
modeling of DFIG wind turbine and the implementation details of wind turbine
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integrated models for TS analysis using PSAT software. The description of the Reli-
ability Test System (RTS) 24 bus system is presented in Sect. 3. Section 4 presents
the results and discussion. Lastly, the chapter is summarized in Sect. 5.

2 Modeling of Doubly Fed Induction Generator (DFIG)

Integration of wind power into utility grid via grid-connected wind turbines creates
stability problems. These wind turbine generators are usually either Squirrel Cage
Induction Generators (SCIGs) or Doubly Fed Induction Generators (DFIG) that use
constant speed and variable speed wind turbines, respectively. The requirement of
reactive power by the wind turbines causes voltage stability issues. This stability
problem is also based on the amount of power integrated into the grid. The stability
problem is mainly divided into small signal stability and TS. Small signal stability
is due to the power system being subjected to a small disturbance that leads to
small incremental change in system variables. TS is due to the power system being
subjected to severe disturbances such as breaker and faults interruptions etc. In recent
times the majority of wind energy generation is done by DFIG based wind turbines.
The basic configuration and schematic view of DFIG are depicted in Fig. 1. The
DFIG is mainly combined with a gearbox (GB), induction generator, and converter.
In this work, a partial scale converter with the rating of 20% to 30% of DFIG is used
so that the speed can be varied within ± 30% of the synchronous speed. A partial
scale converter makes DFIG more attractive in terms of economical point of view
[19]. Generally wound rotor (slip ring) induction generators are used as DFIG.

In Fig. 1, GB is the gearbox, GSC is the grid side converter and RSC is the rotor
side converter. GB is having more turns to improve wind speed to connect DFIG
[20]. RSC and GSC are used to regulate reactive power and slip power recovery.

GB GRID

DFIG

RSC GSC

WIND TURBINE

Fig. 1 The basic configuration of DFIG



Transient Stability Enhancement of Power … 283

2.1 Mathematical Modeling of DFIG

Wind turbines with DFIG are used more often due to lower capital investment.
DFIG is dominating the wind turbine market with a total share of 84.5% to 86%.
Based on the operational characteristics, grid integration of wind turbines will lead
to small signal or transient stability issues. For the same wind turbine rating, DFIG
wind turbines have better reactive power regulation capability and transient voltage
stability characteristics when compared to traditional induction generators. This
section presents the mathematical modeling of DFIG. The steady-state expressions
of DFIG are assumed and they are represented by,

vds = −rsids +
[
(xs + xm)iqs + xmiqr

]
(1)

vqs = −rsiqs − [(xs + xm)ids + xmidr ] (2)

vdr = −rRidr + (1− ωm)
[
(xR + xm)iqr + xmiqs

]
(3)

vqr = −rRiqr − (1− ωm)[(xR + xm)idr + xmids] (4)

In the above equations, xm and xS are magnetizing reactance and stator reactance
respectively. Similarly xR and rR are rotor reactance and resistance respectively [21,
22]. vds , vqs are the stator voltages of d and q axes. Similarly vdr , vqr are the rotor
voltages of d and q axes [23]. It may be noted that stator voltage mostly depends on
the magnitude and phase angle, and they are expressed as,

vds = V sin(−θ) (5)

vqs = V cos(θ) (6)

Here θ is the angle between V and vqs . The active power (P) and the reactive
power (Q) that are injected into the utility grid depends on the stator and grid-side
currents of the converter. These are expressed as [24],

P = vdsids + vqsiqs + vdcidc + vqciqc (7)

Q = vqsids − vdsiqs + vqciqc − vdciqc (8)

These can be rewritten by considering the grid-side converter and converter power
equations and they are expressed as,

Pc = vdcidc + vqciqc (9)



284 D. Rakesh Chandra et al.

Qc = vqcidc − vdciqc (10)

Rotor side active power (Pr ) and reactive power (Qr ) are

Pr = vdr idr + vqr iqr (11)

Qr = vqr idr − vdr iqr (12)

Further, if the converter is assumed to be lossless then the active power (Pc) and
reactive power (Qc) on the converter side are Pc = Pr and Qc = 0. Finally, the
injected power into the grid is given by [25],

P = vdsids + vqsiqs + vdr idr + vqr iqr (13)

Q = vqsids − vdsiqs (14)

where ids, iqs are the stator currents of the d and q axes, respectively. idr and iqr
are the rotor currents of the d and q axes, respectively. In the generator, the motion
equation of a single shaft model is utilized. In this work, it can be considered that
converter controls can filter the dynamics of the shaft. Therefore,

ω̇m = (Tm − Te)/2Hm (15)

Te = ψdsiqs − ψqsids (16)

The stator flux and generator currents relationship can be expressed as,

ψds = −[(xs + xm)ids + xmidr ] (17)

ψqs = −[
(xs + xm)iqs + xmiqr

]
(18)

ψds and ψqs are stator fluxes on the d-axis and q-axis respectively. Then, electrical
torque (Te) is expressed as,

Te = xm
(
iqr ids − idr iqs

)
(19)

The mechanical torque (Tm) is given by [26],

Tm = Pw

ωm
(20)
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2.2 Implementation of Wind Turbine Integrated Models
for TS Analysis Using PSAT Software

Wind power grid integration creates stability problems. The world is facing a severe
energy security problem with demand for energy going to be triple by 2050. Also,
increasing restrictions on conventional energy sources to resist environmental change
is giving rise to increased use of renewable resources for electricity production.
Wind energy being uncertain and dynamically generates the issue of the storage
facility when integrated into the grid. TS studies are addressed using PSAT which
is MATLAB-compatible software. TS studies have been done by applying a 3 phase
fault at time t= 3 s and the duration of fault is 150 ms. The step-by-step procedure to
implement the wind turbine integrated models for the TS analysis using PSAT [27,
28] is presented next:

• Step 1: Install PSAT software in MATLAB R2009a version.
• Step 2: Create the new data file (SIMULINK model) in PSAT (MATLAB

compatible toolbox) by clicking File/Open/New data file.
• Step 3: Construct SCIG wind turbine integrated to IEEE 14 bus system model

with 3 phase fault (at time t = 3 s and fault clearing time is 50 ms) in MATLAB
SIMULINK using PSAT library and save this file with a suitable name.

• Step 4: Give practical wind speed data as an input file to the wind turbine model
by editing the PSAT data file (.m model).

• Step 5: Load the data file by clicking “File/Open/ datafile/select data file (from
saved file)/load”.

• Step 6: After loading the data file, run power flowby clicking on the option “Power
Flow” (for this select Newton–Raphson method which is available in settings).

• Step 7: After executing power flow, carry out time-domain simulation (for this
select Trapezoidal method which is available in settings) by selecting the option
as “TimeDomain” and simulate for 20 s of time (for this keep ending time= 20 s).
The system may reach a steady-state within 3–4 s. But to have further insight into
system behavior the study period is extended to 20 s.

• Step 8: After time-domain simulation, plot the curves such as rotor angles, bus
angles, and voltages, etc. for the time by clicking on the option “Plot” which is
on the right side of the PSAT tool-bar.

3 Reliability Test System (RTS) 24 Bus Test System

In this chapter, an RTS-24 bus test system has been used for the TS analysis and the
enhancement of grid-connected DFIG based wind turbine. This test system includes
10 generating units, one synchronous condenser, 4 transformers, and 38 transmission
lines. These transmission lines have two different voltage levels, i.e., 230 and 138 kV.
The 138 kV is in the lower portion whereas 230 kV is in the upper portion connected
by 230/138 kV transformers at buses 11, 12, and 24. The wind turbine is connected



286 D. Rakesh Chandra et al.

to RTS 24 bus system at bus number 14 as shown in Fig. 2. The total generation of
all conventional generators is 2340 MW in the case of the RTS-24 bus system. As
mentioned earlier, at bus number 14 wind turbine generator (i.e., DFIG) with the
capacity of 240 MW (all wind turbines together) is integrated, which is more than
10% of total conventional generation. A three-phase fault was applied at the 11th bus
at time t = 3 s, and fault clearing time is set to 50 ms. In RTS 24 bus system, the
wind turbines are connected at bus number 14 which has been chosen randomly. A
3-phase fault is applied at the 11th bus as shown in Fig. 2. The fault is applied at t=
3 s and the fault clearing time is 50 ms.

Fig. 2 PSAT Simulated RTS 24 bus system with DFIG wind turbine at bus 14 and fault at bus
number 11
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4 Results and Discussion

The analysis of bus angles, rotational speeds of generators, generator rotor angles, and
voltages at all buses have been discussed in this section. The test system used for the
analysis is RTS 24 bus system with the integration DFIG wind turbine. Comparisons
of all the results of transient stability study under severe fault conditions are also
presented. DFIG wind turbines can supply the active power at constant frequency
and voltage despite rotor speed variation.

After execution of power flow, time-domain simulation has been carried out for
20 s. The fault is applied at t equal to 3 s to evaluate system transient stability and
fault is cleared at 50 ms. Figures 3, 4, 5 and 6 show the variation of rotor angles,
angular speed, bus angles, and voltage magnitudes of DFIG wind turbine integrated
RTS 24 bus system which is subjected to three-phase fault at bus number 11.

Figures 3, 4, 5 and 6 show that due to the application of the 3-phase fault at bus 11,
the rotor angles have varied from 1 to 1.4 radians, and finally reached to steady-state
as shown in Fig. 3. Figure 4 describes the variation of angular speeds in the range of
0.97–1.1 p.u and reached steady on the removal of a fault. Figures 5 and 6 indicate
that bus angles reached 0.15 radians, the voltage dropped to 0.3 p.u during the fault
and all these values have reached a steady-state after removing fault within simulated
time. From the above analysis, it can be concluded that the system is stable.

In the DFIG wind generator, the maximum peak overshoot is less, and hence
the steady-state is achieved in less time after clearing the fault. Further, with DFIG
transient stability can be improved using the rotor resistance control method and is
discussed in Sect. 4.1.
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4.1 Transient Stability Enhancement of DFIG Integrated
RTS 24 Bus System

TS enhancement is the process of improving the system damping and reducing the
maximum peak overshoot and thereby helping the system to reach a steady-state
quickly. For stability improvement, external rotor resistance (variable resistance) is
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Fig. 6 The voltage at various busses for 24 bus systems with DFIG, fault at bus 11

added on the rotor side which is possible in DFIG (slip ring) based wind turbines and
this method is known as rotor resistance control. In this section rotor, the resistance
control method is used to enhance the TS of the RTS 24 bus system. This is the usual
practice in the case of awound rotor (slip ring) induction generator to improve torque-
slip controllability. In this method, an external resistor is added to the rotor windings
through a power electronic converter. Adding external resistance on the rotor side
causes more losses. So, resistance should be selected optimally to improve TS as
well as considering losses. In the present work, external resistance is changed with
different values and finally fixed at 50% of the original value. Studies are conducted
on DFIG integrated RTS 24 bus system and results are discussed below. The rotor
resistance has been modified from 0.01 to 0.015 p.u, and all other parameters remain
unchanged in the waveforms shown below.

Figure 7 depicts the rotor angle enhancements with rotor resistance control of RTS
24 bus system, fault at bus 11. Figure 7a presents the rotor angle enhancements with
Rs is 0.01 p.u, Xs is 0.10 p.u, Rr is 0.01 p.u and Xr is 0.08 p.u. Figure 7b presents the
rotor angle enhancements with Rs is 0.01 p.u, Xs is 0.10 p.u, Rr is 0.015 p.u and Xr

is 0.08 p.u. In Fig. 7, the maximum rotor angle is 1.4 radians (approximately) before
adjustment of rotor resistance (from Fig. 7a) and after rotor resistance modification
maximum rotor angle is limited to 1.3 radians (from Fig. 7b).

Figure 8 depicts the angular speed enhancements with rotor resistance control of
RTS 24 bus system, fault at bus 11. Figure 8a presents the angular speed enhance-
ments with Rs is 0.01 p.u, Xs is 0.10 p.u, Rr is 0.01 p.u and Xr is 0.08 p.u. Figure 8b
presents the angular speed enhancements with Rs is 0.01 p.u, Xs is 0.10 p.u, Rr is
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Fig. 8 Angular speed enhancements with rotor resistance control of RTS 24 bus system, fault at
bus11

0.015 p.u and Xr is 0.08 p.u. In Fig. 8, the synchronous machine angular speed is
1.1 p.u before adjustment of rotor resistance (from Fig. 8a) and after modification of
rotor resistance, it is less than 1.06 p.u (from Fig. 8b).

Figure 9 depicts the bus angle enhancements with rotor resistance control of RTS
24 bus system, fault at bus 11. Figure 9a presents the bus angle enhancements with
Rs is 0.01 p.u, Xs is 0.10 p.u, Rr is 0.01 p.u and Xr is 0.08 p.u. Figure 9b presents the
bus angle enhancements with Rs is 0.01 p.u, Xs is 0.10 p.u, Rr is 0.015 p.u and Xr
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Fig. 9 Bus angle enhancements with rotor resistance control of RTS 24 bus system, fault at bus 11

is 0.08 p.u. In Fig. 9, bus angles peak values are near to 0.15 radians with Rr is 0.01
p.u (from Fig. 9a) and 0.1 radians after adding external rotor resistance to 0.015 p.u
(from Fig. 9b).

The above case studies on test systems conclude that an increase in rotor resistance
improves the TS of the system. This is because of the proportionality of the damping
ratio with the resistance. As the damping ratio of the system increases the maximum
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peak overshoot and the oscillations of the system reduce thereby improving the TS
of the system. After execution of power flow, time-domain simulation has been
carried out for the 20 s. A fault is applied at t = 3 s to evaluate system transient
stability and fault is cleared at 50 ms. In DFIG wind turbine addition of external
resistance has improved system transient stability and the system could reach steady-
state quickly as damping ratio is enhanced due to proportional relationship with the
external resistance being added.

5 Conclusions

This chapter presents the transient stability (TS) analysis of power systems by incor-
porating the wind energy generators by Power System Analysis Toolbox (PSAT)
software. The detailedmathematicalmodeling ofDFIG is also presented in thiswork.
In DFIG, the control action is performed by using a power electronic-based converter
that can be controlled by using rotor frequency, and hence the rotor speed. With the
help of this converter, the DFIG can import or export the reactive power support from
themain grid, and it has rotor-side control as well as power electronics-based control.
These controllingmethodsmakeDFIGwind turbines efficient. Further, inDFIGwind
turbine addition of external resistance has improved system transient stability and
the system could reach steady-state quickly as damping ratio is enhanced due to
proportional relationship with the external resistance being added. In the proposed
TS analysis, rotor angle variation, rotational speeds of individual generators, bus
voltages, and angles at all buses are analyzed. Simulation results are performed on
the RTS-24 bus system. All the obtained results are visualized with graphical repre-
sentation. It can be observed from the results that the deviations in the rotor angle
are low in magnitude and can show better damping by using the DFIG. As time
progresses, for the generator rotational speeds and voltage at individual busses, the
oscillations, and maximum peak values have reduced in the case of DFIG. Wind
power integration studies including the energy storage systems are the scope for
future research work.
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Design and Analysis of BLDC Motor
Driver for Hybrid Electric Vehicles

Seong-Cheol Kim, Narasimha Sangam, Sravanthi Pagidipala,
and Surender Reddy Salkuti

Abstract This chapter presents the design and analysis of brushless DC (BLDC)
motor driver for hybrid electric vehicles. Due to the combustion of petroleum, it is
going to create a pollution problem. Therefore, it is needed that alternating energy
resources for petroleum reserves which are exhaustible in potential are required to
be determined. The majority of the automobiles right now are reliant on internal
combustion engines (ICEs) for the operation and it the root cause of worry since they
are accountable for smog. Therefore, the automobile companies are searching for
alternate energy sources which could decrease pollution. As a result of arising pollu-
tion issue, the hybrid electric-powered vehicles are important for long term planning.
The brushed DC machine works on a setup of wound wire coils and armature which
acts as a two-pole electromagnet. The brushless DC machine, by comparison, uses
a lasting magnet as it has an outside rotor. Additionally, it runs on 3 phases of coils
along with a special sensor that monitors the rotor position. This chapter presents
the relative evaluation of the electric vehicle (EV) that is powered by brushless DC
(BLDC) motor and the corresponding impact on the state of ripples and charge in the
DC voltage at the battery power. This comparison has been carried in the MATLAB
application and the outcomes are explained clearly in the results section.
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Nomenclature

BEV Battery electric vehicle
BLDC Brushless direct current
CO Carbon monoxide
CO2 Carbon dioxide
EVs Electric vehicles
ICE Internal combustion engine
HEV Hybrid electric vehicles
RBS Regenerative braking system
PID Proportional integral derivative
FLC Fuzzy logic control
Li-ion Lithium-ion
SOC State of charge
PHEVs Plug-in hybrid electric vehicles
NiMH Nickel–Metal Hydride
VSI Voltage Source Inverter
PWM Pulse Width Modulation
SPWM Sinusoidal pulse width modulation
VSC Voltage Source Converters
IGBTs Insulated gate bipolar transistors

1 Introduction

The transportation sector is growing rapidly throughout the world and it mostly
depends on oils. The fossil fuels utilized in mainstream automobile will release
various greenhouse gases such as carbon monoxide (CO), carbon dioxide (CO2), and
methane. The exorbitant of gases causes pollution associated with the environmental
surroundings, climate modification, and warming. To reduce these affects, automo-
bile industry is now certainly moving towards the electric vehicle (EV) technology
[1, 2]. The electric vehicles (EVs) have reduced fuel price in conformity with fossil-
fueled automobiles since they are primarily built with battery pack systems. The
battery power coordination in an EV is the large amount of element this is certainly
important in determining the distance. The electrical automobiles are trusted for
pollution free transportation environment as they operate with an electrical battery
[3]. In order to increase the distance travelled by the EVs and to increase the recap-
turing of the regenerative energy, one must enhance the performance of all compo-
nents utilized in the EVs such as electric engine, energy converter, and power storage
system, i.e., battery power or ultracapacitor.

In recent years, EVs have drawn much attention as compared to conventional
internal combustion engine (ICE) vehicles. This contemplation is due to the economic
and environmental troubles concerns linked with the utilization of natural gas and
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petroleum fuels, and these are used as fuel in ICE vehicles. More advancement and
researches on vehicles like fuel cell and hybrid cars, pure battery powered EVs, etc.
are pursued actively [4]. Owing to the facts that these vehicles are reasoned to serve as
an efficientmeans to dealwith globalwarming caused by the tail pipe-auto emissions.
In the case of eco vehicles, the compatibility between safety and running performance
has to be ensured especially in the case of EVs where electric devices like batteries,
converters and inverters are part of their propulsion force producing system. If such
an electric device fails during the motion of the EV, the EVs shall fails to run safely
and comfortably. This kind of failure in motionmay constitute series traffic accidents
like rear end collisions. As an advancement for developing the next generation of
EVs, fail safe functions must be interlinked within the propulsion force generating
system, there by the EV can persist to run safely even if malfunctions occurs during
EV motion [5]. The hybrid electric vehicles (HEV), which mainly contains at a
minimum of two sources of power, first one is a primary power source and the other
one is named as secondary power source, which have the favors of both the EV and
conventional ICE vehicles also had the ability to vanquish their disadvantages.

1.1 Related Work

Unlike the conventional vehicles, the running capability of battery electric vehicle
(BEV) depends completely on the electric motor and battery unit; as there is no
involvement of traditional ICEs. In order to recharge the battery to a sufficient amount,
it should be plugged with an external electricity source [6, 7]. It can also be recharged
by regenerative braking process like all EVs. These vehicles have the merits like
no emissions, gases, free from compulsory oil changes, comparatively low cost of
running, fast and real smooth acceleration, and also have the capacity to conveniently
charge at home. But it also have the demerits like shorter range than gasoline vehicles
and moderately expensive than its gasoline equivalent despite the fact that within the
span of 2–3 years the gasoline savings will pay off.

Reference [8] reviews the technology and applications of electrical vehicles. It
critically appraises the level of state-of-the-art research improvements in this industry
developed in the last decade. It also highlights the technical issues of automobile tech-
nology. Reference [9] presents which converter or drive is suitable for the electric car.
Regenerative stopping can improve power usage efficiency which in turn improves
the driving distance of electric automobiles. The importance and characteristics of
regenerative braking system (RBS) has been presented in the reference [10]. The
RBS is adjusted to DC that is brushless BLDC engine, and it emphasizes in the
circulation with this particular force that is powerful in stopping alongside BLDC
motor control. In thiswork, BLDCmotor control uses proportional integral derivative
(PID) control; consequently, the flow of stopping force uses the fuzzy logic control
(FLC). The braking torque could be managed in real-time by PID control because it
is certainly slower than PID control.
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Reference [11] has designed the effectiveness of DC engine which is highly inex-
pensive. The controller takes input that is individual manage the rate and drives the
engine at that rate regardless of load. This permits fast, smooth motor response. A
converter drives the motor by utilizing the power through the battery pack. Refer-
ence [12] is targeted at the optimization of core size power inductors in bidirectional
DC-DC converters. It describes a characterization that is certainly experimental are
large-signal for energy inductors in EV applications and an answer getting an induc-
tance guide value when it comes to ability inductor in DC-DC converters simula-
tion studies. A prototype of one kilowatt inductive wireless power transfer power
converters with high frequency supply is modeled in reference [13]. Reference [14]
proposes the modeling and evaluation of sizing of battery pack required by using the
Simpson in R Studio.

1.2 Motivation and Contributions

This chapter provides the comparative analysis of DC machine powered electric
vehicle and BLDC powered electric vehicle, and the corresponding effect on state of
charge and ripples in the dc voltage at the battery. This comparison is carried out in the
MATLAB software and the comparative results are given individually. The objective
of this work is to provide a better percentage of the state of charge (SOC) to make
the design much better and efficient. This work discusses the concerns related to the
battery storage systems, their types along with their benefits and drawbacks. Also
describes the types of converters and primarilyDC-DC converters, their advantages,
and just how they are found in this task is certainly proposed. Simulation results
and analysis linked to the proposed work are also discussed. In short, the main
objectives are to provide better SOC, much better design, improved efficiency, and
less maintenance.

Organization of this chapter: In Sect. 2, the description and classification of battery
storage system is presented. Section 3 describes the modeling of DC-DC converter.
In Sect. 4, simulation results are described. In the last section, the whole chapter is
concluded.

2 Battery Storage System

Generally, there are two types of batteries, primary and secondary. Normally, the
standards for the secondary/rechargeable batteries rate the capacity over a 4, 8 h, or
even longer discharge times. The lithium-ion (Li-ion) battery is used in the design of
this hybrid EV due to its low cost and good performance and light weight [15]. It has
a nominal voltage of 350V and an initial state of charge (SOC) of 88%.A power kit is
some sort of computer product comprising a genuine degree of electrochemical cells
with outside junctions for powering devices which might be electric as flashlights,
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cellular phones, and automobiles that happen to be electric. These cells are wet
electrolytes fluids that are vulnerable to leakage and spillage [16]. Batteries convert
chemical power directly to provide power that is electric.

The various energy sources like batteries, ultracapacitors and flywheels of EVs
can retrieve and store regenerative energy effectively. Energymanagement subsystem
unit along with vehicle controller unit processes the energy recovery and there by the
regeneration process is controlled. In order tomonitor the energy source usability and
regulate the refueling, the energy refueling unit is utilized. For every EV auxiliaries
including climate control and power steering unit, and the sufficient power with
various voltage levels are delivered by the auxiliary power supply subsystem.

In plug-in hybrid electric vehicles (PHEVs), batteries reflect as the greatest means
of source of energy. To accomplish the “all electric driving range” insistence the
powertrains of PHEV’s should carry large number of high rated battery packs with
abundant energy and superior power density. Energy supplied from the high rated
battery pack should be adequate enough for the impulses to sustain the continuous
speed range [17]. Through within the all electric driving range the batteries also need
to deliver power to the auxiliaries like air conditioning unit or power steering unit etc.
But the use of large quantities of onboard high rated batteries bring up the questions
about safety regarding with chances of fire threat, accidents or even the possibilities
of short circuit during either operation cannot be avoided. It creates another critical
situation; there by the selection of battery technology is highly crucial in considera-
tion with their efficiency, price, and authenticity. The mostly acknowledged batteries
in PHEVs are currently Lithium-ion (Li-ion) batteries. They can dispense sufficient-
energy density and highly demanded-power density for the batteries of equal weight,
and ensures wider all electric drive range with best ever performance of vehicle. One
of the other kinds of commercialized battery for PHEVs is Nickel–Metal Hydride
(NiMH) batteries.

The EVs are designed to steer with high voltage electrical energy stored batteries.
By this way the exhaust emissions can be excluded which further reduces the air
pollution since gasoline or other fossil fuels are not required for the propulsion.
During the entire driving range, the noises and vibrations from engine is negligibly
small in comparison with traditional ICEs. The electric motor employed in EVs
is generally higher performance motors [18]. During the downhill or decelerating
motion of the said vehicle the restoring of brake energy by regeneration can be
employed and will be stored to the high voltage batteries. There by the driving range
from single charging will be extended and also reduce the loss during the braking. In
case existing charge of battery is not adequate to drive the vehicle, various charging
methods like AC or DC charge is applied. The trickle charge can also be applied.

The incorporation of an ICE with electric motor is the most widely used combo
for the generation of propulsion force in hybrid EVs. With this integration, energy
efficiency will be improved and vehicle emissions will be fall off due to the electric
motor and driving range will extended because of the ICE. The stereotypical ICE
vehicles show good performances along with large operating range clearly because
of the high energy-density yielded by the petroleum products. But these common
ICE vehicles have the disadvantage of indigent fuel economy and greater risks of
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environmental contamination [19]. By far the reasons behind their indigent fuel
economy are the contrast between real operation requirements and the vehicles fuel
expertise, operating in urban areas, the wastage of kinetic energy during braking,
and due to the stop and go driving pattern the productivity of hydraulic transmission
in current day automobiles.

The existent EVs powered by battery packs have dominance over typical ICE
vehicles by high energy productivity and almost zero environmental contamination.
The comparison of these vehicles based on the performance of their driving range
per battery charge ICEs hold the upper hand. However, due to the use of two power
sources, hybrid electric vehicles can outsmart both traditional ICEs and EVs.

3 DC-DC Converter

The power electronic devices in PHEVs comprises of inverters, converters can be
bidirectional or unidirectional, chargers etc. The inverter serves to transfer the battery
DC power in to the required AC power for propulsion of electric motor(s). Another
important fact is that, with themotor drive power electronic components, the retrieval
of regenerative energy and their storage in batteries are possible. Diverse numbers of
DC-DC converters are beneficial for applications that require multiple voltage levels
[20]. In contemplation of regenerative energy storage in to battery bidirectional power
flow has to be ensured regarding with the converter. Apart from these AC to DC
converters are essential for battery chargers, as they transfigure the AC power flow
of grid to suitable DC power to charge the battery unit. To achieve high efficiency
batteries programmable digital controllers having proper voltage and current profiles
are needed alongwith proper power factor correction. Figure 1 depicts the buck-boost
converter connected with DC machine. The fuzzy logic control (FLC) finds the duty
cycle of S1 and S2 to ensure the charge and discharge of battery. Buck-boost converter
is a kind of DC-to-DC converter which contains a manufacturing voltage magnitude
that is oftenmore thanor perhapsmuch less in comparisonwith the voltagemagnitude
of input, and this is equivalent to a flyback converter working with an inductor [21,
22].

Fig. 1 Buck-boost converter
connected with DC machine
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Fig. 2 The schematic diagram of VSI

3.1 Voltage Source Inverter (VSI)

The main purpose of VSI is to convert a constant DC voltage into an AC voltage
with variable magnitude and frequency. The VSI maintains a fixed polarity of DC
voltage, and the reversal of power can be obtained without reversing the direction of
the current. The schematic view of VSI is depicted in Fig. 2.

3.2 Pulse Width Modulation (PWM)

It is amodulation techniquewhich is used to encode a pulsating signal. The switching
frequency of PWM is much higher than what would affect the load. By doing that the
resultant waveform is as smooth as possible [23, 24]. The main advantages of using
PWM are cheap to create, consumes less energy, use of high frequencies (around
40 to 100 kHz), extremely efficient in energy-smart while dimming the radiant light
or perhaps in voltage conversions, high control ability of power and high efficiency,
i.e., around 90%. A modulation strategy is helpful to encode a communication as an
illustration that is pulsing. This modulation strategy assists to encode information
for transmission, and it allows the control related to the power supplied which could
be electrical products and services. Figures 3 and 4 depict the block diagram and

Fig. 3 SPWM block
diagram

Sine wave 
generator

Ramp generator

Comparator
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Fig. 4 SPWM simulation diagram

simulation diagram of sinusoidal pulse width modulation (SPWM). The (ON and
OFF time frames) period of pulse is continuous. The (ON time and OFF period)
about the pulse is called period with this pulse, and the ratio attached with the time
that is full punctually that is from the period is named as duty cycle.

3.3 Voltage Source Converters (VSC)

The polarity of a DC voltage is typically fixed and it is smoothed by using a capaci-
tance [14, 25]. Because of this, an HVDC converter utilizing insulated gate bipolar
transistors (IGBTs) is often known as a voltage source converter (VSC). The control-
lability introduces several benefits; particularly the ability to change the ON/OFF
status of IGBT’s a couple of times per duration to have the ability to enhance
harmonic performance. A two-level converter can function as the type that is most
basic of three-phase VSC and will undoubtedly be seen as a six pulse bridge [26,
27]. Figure 5 depicts the two-level VSC for HVDC.

Some HVDC methods were constructed with three-level converters to improve
the negative performance are harmonic the converter is unquestionably two-level.
The three-level converters can synthesize 3 (instead of just two) discrete voltage
quantities while in the AC terminal of the phase [28]: + 1

2Ud , zero, − 1
2Ud . Here,

a common type of the converter is used [29], i.e., diode clamped converter with 4
IGBT valves in each phase.
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Fig. 5 Two-level VSC for HVDC

4 Results and Discussion

Batteries of PHEVs are chargedwith the assistance of EV supply equipment (EVSE),
i.e., charging stations. The charging stations communicate along with vehicles to
guarantee that electricity flows in to the system will be shielded and pertinent. The
classifications of EVSE in plug-in vehicles are elicited from the rate atwhich batteries
will charge. The two major kinds of EVSE are ‘AC level 1’ and ‘AC level 2’, which
will be able to supply the vehicle with alternating current. The vehicle is equipped
with an on board electrical equipment/charger which transfer AC to DC for charging
the vehicle battery [30, 31]. DC fast charging might also appropriate for direct DC
supply to automobile, simply named as DC level 2.

Converter circuit configuration of hybrid electric vehicle (HEV) using DC
machine has been depicted in Fig. 6. The duty ratio is produced by fuzzy logic
control (FLC) with ramp revolution of changing and hence the pulse created for

Fig. 6 Converter circuit configuration of hybrid electric vehicle using DC machine
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semiconductor switch to the group of zero and 25 moments. DC unit voltage is
elevated on the worthiness that is needed.

The battery energy state of charge (SOC) is improved based on the simulation
outcome. In the EV, the regenerative braking has happened in this state. The charge
and also the discharge states of this particular battery energy are required for deter-
mining the distance of travel. Figure 7 depicts the plot of battery SOC (in percentage)
versus time for the converter system with DC machine. The output waveforms of
battery voltage and current are depicted in Fig. 8.

The proposed converter system with BLDC motor is simulated and it is shown
in Fig. 9. Figure 10 depicts the plot of battery SOC (in percentage) versus time for
the converter system with BLDC motor. The output waveforms of battery voltage
and current are depicted in Fig. 11. The voltage waveform of BLDC motor has been
depicted in Fig. 12.

The DC machines operate in generating mode in the case of battery is charged
and also the bi-directional DC-DC converter operates in the buck mode. In the EV,
regenerative braking has occurred in this state. In the BLDC machine, when the
battery is charged, the machine is operated in generator mode. The battery SOC has
been increased from 87.6 to 87.8%. Results being exemplary analysis are acquired
straight into the MATLAB and all the simulation results are analyzed for different
conditions alongside the SOC, the voltage quantities are also improved.

5 Conclusions

The charging and discharging states of battery plays an important role in determining
the distance to travel the electric vehicle. This chapter has presented the design and
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Fig. 9 Proposed converter system with BLDC motor

analysis of brushless DC (BLDC) motor driver for the hybrid electric vehicles. The
relative evaluation of the electric vehicle (EV) that is powered by BLDC motor and
the corresponding impact on the state of ripples and charge in the DC voltage at the
battery power are also presented. This comparison has been carried in the MATLAB
application and the outcomes are explained clearly in the results section. Battery
pack energy has been enhanced from 87.47 to 87.55% according to the simulation
effect. In the all-electric automobile, regenerative braking has occurred. The charge
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and also discharge states of the electric battery may be many needed for distance
to determining. If the battery pack is charged, the unit which is dc operated turbine
setting and the bi-directional DC-DC converter will be operated in the buck mode.
Adjustable torque which is unfavorable is placed about the BLDC device as well
as influence the battery pack. Based upon the simulation results, the battery state of
charge (SOC) has been improved from 87.6 to 87.8%.
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A Novel Approach for Power Quality
Improvement in Microgrid

Arvind R. Singh, Papia Ray, and Surender Reddy Salkuti

Abstract This chapter proposes an approach to improve the power quality (PQ) of
the three-phase systembymanipulating the grid-connected smart PhotovoltaicDistri-
bution Static Compensator (PV D-STATCOM) system with the help of a proposed
dynamic voltage restorer (DVR) and a reweighted zero attracting (RZA) control tech-
nique containing adaptive featureswith P andO (perturb and observe) approach based
maximum power point tracking (MPPT) method. The PV D-STATCOM is having a
PV array alongside the quality of active filtering converter is essential to transform
DC voltage into its equivalent AC voltage quantity with necessary PQ improvement
measures such as harmonic distortion elimination, reactive power compensation in
all 3 unbalanced phases of the concerned distribution system and with some other
remedial measures. The implementation of the RZA strategy, which is discussed in
this chapter, is showing reasonable steady-state behavior and transient responses.
The proposed work on grid-connected PV systems can efficiently perform around
the clock for constant and variable solar irradiation connected to a comparatively
linear load. This approach is smart enough to operate in both modes, such as iden-
tifying solar PV power and the capability of bidirectional or multidirectional power
flow without manual interventions. The proposed approach is designated as smart
as it can automatically accomplish both modes, sensing the PV power and gifted of
multidirectional power flow. The proposed system accomplishes the twin role of a
PQ refining device by operating as D-STATCOM ad by transferring solar power to
the consumer and grid acquired from the PV array.
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Keywords Power quality · PV D-STATCOM · Dynamic voltage restorer · Voltage
source inverter · Reactive power · Harmonics

Nomenclature

DG Distributed Generation
MG Microgrid
ESS Energy Storage Systems
PCC Point of Common Coupling
PV Photovoltaic
PQ Power Quality
RESs Renewable Energy Resources
VSI Voltage Source Inverter
DERs Distributed Energy Resources
DVR Dynamic Voltage Restorer
PV-DSTATCOM Photovoltaic Distribution Static Compensator
SSC Static Series Compensator
SVB Series Voltage Booster
RZA Reweighted Zero Attracting
AVR Automatic Voltage Regulator
MPPT Maximum Power Point Tracking
FFT Fast Fourier Transform
THD Total Harmonic Distortion
UPQC Unified Power Quality Conditioner

1 Introduction

The issues related to power quality are a significant challenge in today’s electricity
distribution and transmission scenario. The objective of power quality improvement
has enforced the introduction of susceptible and complex devices in the vicinity of
electrical infrastructure. Nonstandard voltage, disturbing power, and frequency are
a few of the power quality-related problems. This power quality problem results in
damage or failure of end-user equipment. A microgrid (MG) is a coordinated combi-
nation of a group of unpredicted loads, energy storage systems (ESS), and distributed
generation (DG) units that operate at the same level of distribution voltage to obtain a
harmonious operation [1]. The point of common coupling (PCC) is a concept which
indicates the node at which the MG is synchronized with the primary grid. Conven-
tionally theMGs prefer to operate in grid-connected mode to acquire the benefits of a
high inertial grid. Despite the choice of having grid connectivity, these MGs hold the
potential to feed a sufficient amount of emergency power to the trailing loads even
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when the grid is getting disconnected. The progress of traditional microgrids (MGs)
has been followed with versatile objectives such as resolving the problem of growing
power system efficiency, beneficial exploitation of the unconventional renewable
energy resources (RESs) with minimum environmental impact, optimal manage-
ment of power fluctuation along with other power quality improvement measures,
and electrical network extension facilities deprived of violating the classical oper-
ating philosophies of conventional distribution systems [2]. For a reliableMGsmooth
operation, it is necessary to handle some of the most critical problems, such as power
quality issues, energy balance, and safety. A unique and operative power quality
improvement technique for the MG operation has been proposed in this chapter with
necessary explanations.

Voltage Source Inverter (VSI) based MGs are being developed and designed with
various control strategies concentrating on supplying sinusoidal current and voltage
free of harmonics to the concerned system even when the non-linear or disturbed
loads are connected to the grid [2]. The improvement of power quality uncertainties
in the MGs is in demand to eradicate harmonics-related noises and deliver unpol-
luted sinusoidal waveform at rated frequency and voltage. Typically, MGs are more
vulnerable to the power quality troubles due to comparatively lesser inertia level
(because of the presence of intensive non-linear electronic devices in the concerned
distributed energy resources (DERs) [3]), perturbation of the electricity consump-
tions and power generation, lower short circuit level, the existence of numerous
vendors and decision-makers, the requirement of action mode changeover from a
grid-allied to sophisticated island mode and vice-versa.

Power quality is expressed as maintaining the magnitude of concerned voltage
waveform in its pure sinusoidal nature with prescribed magnitude, frequency within
a recommended limit without any abnormality in shape. Power quality-related issues
to the end-user equipment and consumers occur in the electrical systemwhen there is
any abnormality in thewaveform’s frequency andmagnitude related to power beyond
a specified range [4]. The diverse kinds of power quality disturbances comprise
the unbalanced voltage, sags and swells in voltage waveform, harmonic distortion,
transients, short term disturbances like the under-voltages and over-voltages, power
outage, perceptible flicker, electrical noise, and voltage notching. Due to the high
intermittent characteristics of the existing distributed energy generators like wind
power, solar power, and fuel cells, the voltage generated from these resources cannot
be connecteddirectly to the primarygrids.However, this canbe achievedwith the help
of an interfacing converter between the outputs of these renewable energy resources
and the ac power distribution systems. Harmonics are generally referred to as the
distortion of the sinusoidal waveform by waveforms of different frequencies [5].

A developed MG model integrating solar generation, wind power systems, aqua
electrolysers, fuel cells, battery energy storage systems, and diesel generators are
proposed in the reference [6]. A comprehensive survey on MG to improve the
power quality parameters is taken as the main objective is presented in reference
[7]. A decision-making approach based on the MATLAB-Simulink model has been
suggested in [8] to evaluate the power quality features of the single-phase AC MG
with necessary explanations. Reference [9] addresses the power quality improvement
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of multi-area MGs. A new mathematical morphology-based shunt active filter for
improving MG’s power quality is described [10].

Similarly, the fuzzy logic control approach for the UPQC is discussed in refer-
ence [11] for unbalanced power networks like the low voltage distribution systems.
This fuzzy logic control scheme proposed here is used for the current control in-
place of proportional-integral controllers, which have a tolerable performance over a
wide variety of operating nodes. A vigorous voltage control technique with an angle
droop method to improve power quality is proposed in reference [12]. A robust
control approach for multifunctional grid-connected inverters under an unbalanced
loading condition and primary voltage environments is proposed [13]. Reference
[14] suggested an integrated approach to alleviating power quality difficulties in an
MG by optimally controlling the operational schedule of generation sources and load
demands.

It has been observed from the literature survey that proper research is still needed
for the development of an accurate scheme that can limit the harmonic disturbances
without compromising the reactive power compensation and power balance in all
three phases of the distribution system. This research gap is fulfilled in this chapter
by developing two methods that compensate for various power quality disturbances
like harmonic distortion. In the first method, a smart PV-DSTATCOM is suggested
in this chapter to mitigate power quality problems. It acts as an active filter that
nullifies the effect of non-linear load currents and improves the grid’s power factor,
regulating the DC-link voltage. The multidirectional flow of power has also been
achieved in thismodel [15]. The proposed systemworks in both themodes of constant
irradiation and variable irradiation with a constant load. The second method can
safeguard the sensitive consumer loads from numerous perturbations in the power
supply infrastructure by mitigating short-term power quality issues such as voltage
sags and swells with a dynamic voltage restorer (DVR). PV-DSTATCOMandDVR’s
main objective is to reduce the harmonics, voltage sags, and swells and improve
power quality. This chapter focuses onmitigating the short-term voltage disturbances
like the voltage sag and swell in the low voltage unbalanced distribution networks
by effectively implementing a DVR. The primary objectives of this chapter are as
follows:

• The total harmonic distortion (THD) initiated by non-linear consumer loads
should be reduced below 4% by implementing PV-DSTATCOM with maximum
power point tracking (MPPT) controller. The reweighted zero attracting (RZA)
control scheme with adaptive features should be installed at the point of the
common coupling (PCC) node where the MG is connected with the primary grid
to accomplish developed PQ performance in the MG. The PV-DSTATCOM also
transforms the DC voltage into AC.

• The enhancement of the PQby suppressing the harmonic distortions ismade using
a hysteresis controller.

• To increase the efficiency of PV cells, MPPT is implemented.
• Dynamic voltage restorer is used to mitigating voltage swells and voltage sags

required by the customer and the reduced harmonics.
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The rest part of this chapter is arranged as follows. Section 2 presents power
quality improvement using a PV-DSTATCOM into the MG to eliminate the system’s
harmonics. Section 3 proposes an approach to eliminate any nonlinearities and miti-
gate voltage sag and swell with DVR for obtaining good performance of the system.
Section 4 presents simulation results and discussion. Conclusions are drawn in Sect. 5
by comparing proposed approaches and drawing the contributions.

2 Power Quality Improvement by Developing
PV-DSTATCOM

The RERs, such as solar PV, are manifested from free energy resources freely obtain-
able from solar radiation and have gained widespread acceptance amongst electricity
consumers. The single-stage algorithm or topology is preferred as a DC-DC boost
converter requirement is eradicated, reducing budget and improving the efficiency
of the concerned system. The concept of PV-distribution static compensator (PV-
DSTATCOM), which is used to transform the DC output voltage from the solar
cell to equivalent AC, is regarded as a converter with a solar photovoltaic array
with an operational amplifier based active filtering feature to improve the system
performance by improving power quality and suppressing harmonic distortions with
reactive power compensation in the unbalanced distribution system network [16].

The rising demand for energy, an increase of unwanted power outages, and high
penetration of electronic circuit-based non-linear loads with the depreciating power
infrastructure create a formidable challenge in front of researchers. A smart PV-
DSTATCOM system acting as an active filter to counterbalance the aforementioned
problems has been proposed in this work. It can nullify the effect of the harmful
effects of non-linear load currents, standardize the voltage of DC-link, and develop
the grid’s power factor. It can also achieve power flow in multidirectional nodes. The
discussed system can perform into two modes DSTATCOM and PV-DSTATCOM,
and achieve two ways of sensing the PV power automatically. In this chapter, an
adaptive reweighted zero attracting (RZA) control approach extracts the reference
from measured grid currents [17]. The traditional control strategy with the LMS
algorithm can provide an appropriate steady-state behaviour and transient response,
but it has a wide range of mean square errors. The RZA control scheme proposed in
this chapter uses a zero attractor generator in the adaptive iteration by incorporating
parallel relaxation and comprehensive sensing to achieve improved performance
of the control scheme. The RZA control provides accurate reference signals and
improves the filtering process.
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2.1 Power System Model

Let’s assume a grid equivalent model comprising of 3 phase generating source model
associated with loading in series and corresponding self-impedances [18, 19]. The
current and voltage are measured at the node defined by the PCC. THD of the
complete grid system is measured over FFT analysis. Figure 1. Depicts the simple
arrangement of a grid with non-linear loads leading to the production of harmonics.

Total distribution in both 3-phase current and voltage waveforms and the total
THD of the circuit with the help of the FFT study are shown in Figs. 2 and 3.
Harmonics are introduced due to nonlinear consumer loads and generating units,
which try to distort the current and voltage waveforms, as shown in Figs. 2 and 3.
These unwanted harmonics can be reduced by installing a smart and flexible branch
at PCC [20]. The harmonic load is only connected to the B phase; hence R and Y
phases are pure sinusoidal, but the B phase is distorted. In Fig. 4, introduced THDdue
to non-linear load and generating units that distort current and voltage waveforms is
portrayed. Hence, THD found here by utilizing the FFT analysis was 58.10%.

Fig. 1 The simple arrangement of a grid with non-linear loads leading to the production of
harmonics



A Novel Approach for Power Quality Improvement in Microgrid 319

Fig. 2 Distortion in a current waveform due to 5th and 11th order harmonics existing in the R
phase

Fig. 3 Distortion in voltage waveform due to 5th and 11th order harmonics existing in the R phase

Fig. 4 THD without smart branch and controller

2.2 Grid Design and Its THD with PV-DSTATCOM

A smart PV-DSTATCOM system with an active filtering scheme that can nullify
the unwanted non-linear load currents with power factor compensation at PCC and
DC voltage connection regulation has been explained and proposed in this chapter
with necessary illustrations [21]. The proposed system can automatically perform
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two types of PV power sensing modes: the DSTATCOMmode and PV-DSTATCOM
mode. An adaptive RZA scheme of control has been used in this work to iden-
tify the required grid reference current. A precise value of current and voltage can
extract maximum power from a PV array with constant insolation; hence, the MPPT
approaches have been presented, such as adaptive perturb and observe technique
[22, 23]. Let’s consider a conventional grid containing 3 phase generating sources
coupled to a linear or nonlinear load connected in series with their corresponding
self-impedances. Currents and voltages are measured at the traditional PCC. The
harmonic distortion term defined by THD of the whole grid is measured during
FFT analysis. Schematic diagram of proposed PV-DSTATCOM scheme topology
has been depicted in Fig. 5.

Parameters utilized for the simulation of PV-DSTATCOM installed in the grid are
presented in Table 1. It has been estimated that by inserting a suitable voltage at the
sampling time period of (TS), the current at PCC can be made harmonic-free. An
adaptive RZA control technique was implemented to extract grid currents in the form
of reference [24]. There present one particular significance of current and voltage at
which extreme power can be found from PV array; hence the MPPT practices have
been testified, such as adaptive P&O (perturb and observe) procedure.

Fig. 5 Schematic diagram of proposed PV-DSTATCOM scheme topology
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Table 1 Parameters used for
the simulation of PV
DSTATCOM installed in the
grid

Parameters Value

OC voltage of PV simulator
array (VOCN )

394.80 V

SC current array (ISCN ) 16.62A

Array power (PMPP ) 5.35 kW

DC bus voltage (VRef ) 380 V

Interfacing inductor (L f ) 2.9mH

DC bus capacitor (Cdc) 2350uF

Sampling time (TS) 30us

Grid voltage (VLL ) 220Vrms

Ripple filter (R f and C f ) 5�,10uF

DC PI controller (Kpd and

Kid )

0.1,0.01

Non-linear load 1.1 kW load with a 3-phase
diode bridge with

μ 0.054

ε 10.2

ρ 0.004

2.3 System Topology and Control Architecture

The suggested scheme comprises 5350 W solar PV array connected to the grid’s 3-
phase AC system to feed linear and non-linear load up through ripple filters [25]. The
constraints of the default solar PV array at nominal working environments have been
utilized in this work. The flowchart which depicts the operation of PV-DSTATCOM
is presented in Fig. 6.

The voltage of 2-lines (vab and vbc) that are sensed at PCC are applied to determine
phase to ground voltages on PCC [26],

va= (2vab + vbc)/3 (1)

vb= ( − vab + vbc)/3 (2)

The unit of in-phase and templates of quadrature is calculated as [27],

u pa = va/vt (3)

u pb = vb/vt (4)

u pc = vc/vt (5)
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Fig. 6 Flowchart depicting the process of PV-DSTATCOM scheme

uqa = ( − u pb/
√
3) + ( − u pc/

√
3) (6)

uqb = (
√
3u pa/2)+

(
(u pb − u pc)/2

√
3
)

(7)

uqc = (
√
3u pa/2)+

(
(u pb − u pc)/2

√
3
)

(8)

The error of DC voltage (Vde) is determined as the variance among the reference
voltage of DC bus (V ∗

dc) achieved from the perturb and observe (P&O)MPPT andDC
voltage that is sensed (Vdc). P&O’s hill-climbing method works on the perturbation
of solar output voltage and observing power sign, and consequently chooses the
condition for the later perturbation to reach analogical hill-top or the extremepractical
PowerPoint [28]. DC voltage fault at r th sampling instantaneous is expressed as,

Vde(r) = V ∗
dc − Vde (9)

The component of active power loss (wcp) which is adaptable DC bus voltage is
approximate by using Vde and a Proportional Integral (PI) controller gains as,

wcp(r + 1) = wcp(r ) + Kpd [Vde(r + 1) − Vde(r )] + KidVde(r + 1) (10)
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where Kpd and Kid are proportional and integral gains, Gp(s) is a transfer function
of the concerned plant and Gc(s) is a transfer function for the concerned PI voltage
controller. Similarly, to regulate the PCCvoltages observed voltage error (Vte(n)) is
fed to another controller of PI nature [29]. Calculated fault and failure component of
reactive power (wcq ) at r th the sampling period is evaluated as,

Vte(r) = V ∗
t − Vt (11)

wcq(r + 1) = wcq(r ) + Kpt [Vte(r + 1) − Vte(r )] + Ki t Vte(r + 1) (12)

where Kpt and Kit Are proportional and integral gains used in this controller, which
is having PI characteristics. For an upgraded error performance as the solar irradi-
ance stage varies, the feed-forwards term of PV from the solar photovoltaic array is
calculated by using,

wpv(r) = 2ppv(r)/3vt (13)

where Ppv is obtained PV power. Weight of the fundamental active element of the
load current of phase ‘a’ under steady-state and dynamic conditions is calculated by
using [30]

wpa(r + 1) = wpa(r) − ρsgn(wpa(r))

1 + ε|wpa(r)| + μepa(r)upa (14)

where,

epa(r) =iLa(r)u pa(r)wpa(r) (15)

epa is a load component of the concerned active error, ρ is an invariable constant to
switch the strength of zero attractors, Ka is the reweighted term for the zero attractors,
u is the factor of convergence,sgn is a signum function, s is an independent constant,
wpa(r), iLa(r) and u pa(r) are the active reference component of the weight, load
current, and in-phase unit template of phase ‘a’ at r th instant [31].

Similarly, weights of primary effective terms (wpb(r), wpc(r)) of non-linear
load currents and adaptive instrument faults of supplementary 2 phases ‘b’ and ‘c’
with steady-state and dynamic situations (when load unbalancing is undertaken) are
conveyed as,

wpb(r + 1) = wpb(r) − ρsgn(wpb(r))

1 + ε|wpb(r)| + μepb(r)upb (16)

where,
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epb(r) =iLb(r)u pb(r)wpb(r) (17)

wpc(r + 1) = wpc(r) − ρsgn(wpc(r))

1 + ε|wpc(r)| + μepc(r)upc (18)

where,

epc(r) =iLc(r)u pc(r)wpc(r) (19)

Similarly, the weight of primary reactive share of the nonlinear current drawl by
phase ‘a’ under steady-state and dynamic situations is represented by [32],

wqa(r + 1) = wqa(r) − ρsgn(wqa(r))

1 + ε|wqa(r)| + μeqa(r)uqa (20)

where the reactive error eqa(r) is expressed as,

eqa(r) =iLa(r) − uqa(r)wqa(r) (21)

wqb(r + 1) = wqb(r) − ρsgn(wqb(r))

1 + ε|wqb(r)| + μeqb(r)uqb (22)

where

eqb(r) =iLb(r) − uqb(r)wqb(r) (23)

wqc(r + 1) = wqc(r) − ρsgn(wqc(r))

1 + ε|wqc(r)| + μeqc(r)uqc (24)

eqc(r) =iLc(r) − uqc(r)wqc(r) (25)

The active weight component (wsp) of reference grid currents under dynamic and
steady-state situations is represented by,

wsp=wLpa+wcp − wpv (26)

The reference active grid currents under dynamic and steady-state conditions are
calculated by using,

i∗pa = wspu pa, i
∗
pb = wspu pb, i

∗
pc = wspu pc (27)

Similarly, the total reactive weight component (wsq ) of reference grid currents
under steady-state and dynamic conditions is represented by,
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wsq= − wLqa+wcq (28)

where,

wLqa= (wqa+wqb + wqc)/3 (29)

The reference reactive grid currents under dynamic and steady-state situations are
calculated by using,

i∗qa = wsquqa, i
∗
qb = wsquqb, i

∗
qc = wsqu pc (30)

Therefore, the total reference 3-phase grid currents under dynamic and steady-
state situations are calculated by using,

i∗qa = i∗pa + i∗qa, i
∗
sa = i∗pa + i∗qb, i

∗
sc = i∗pc + i∗qc (31)

The difference between the reference grid and sensed current output is delivered
through the hysteresis regulator to produce a pulse signal for the regulated switching
by gate pulses of concerned VSC [13].

3 Power Quality Improvement by Developing Dynamic
Voltage Restorer (DVR)

The nonstandard behaviour of concerned power system parameters like the current,
voltage, and frequency that may damage the end-use equipment is regarded as the
power quality disturbance [15]. Short-term power fluctuations like the power system
swell or sag are some of the substantial concerns that occur frequently. A power
quality enhancement device for the unbalanced distribution system known as the
DVR is implemented effectively in this chapter to mitigate these short-term voltage
fluctuations like voltage swell and voltage sags. DVR can deliver the optimum cost-
effective solution to minimize the short-term voltage fluctuations such as voltage
swells and sags required by end-use customers [16]. A DVR can be a resourceful
solution to the required power quality problems with enormous rapid and flexible
features.

3.1 Circuit Model of DVR

In an unbalanced distribution network, the solid-state (or static) power electronic
component-basedDVR can also be referred to as a static series compensator (SSC) or
series voltage booster (SVB),which is preferably coupled in serieswith the concerned
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primary distribution system with necessary arrangement [17]. The DVR refurbishes
the load side voltage to a preferred pre-sag voltage amount by providing a series
voltage of the preferred amplitude and frequency even when the source voltage is
not balanced [18].

The DVR is usually connected with the primary unbalanced distribution system
with the help of a series A voltage injection with the incoming 3 phase network. This
helps to enhance the power quality of the disturbed system by necessary adjustment
of the PCC voltage magnitude, phase shift, or wave shape. The short-term voltage
sag’s compensation can be achieved, and reactive and active power addition into an
unbalanced power distribution network. Although the reactive component of power
cannot be generated from any source, it is compensated by the help of a VSI inside
DVR. This can protect the sensitive loads or end-user equipment in the parallel
feeder with the necessary breaker action by disconnecting faulted feeder and limiting
the fault current with necessary parameter modification [33]. DVR also improves
harmonics present in the line voltage along with the mitigation of voltage swell and
sag. Figure 7 depicts the primary DVR circuit and its components. A DVR coupled
to the grid with a non-linear load is shown in this figure.

DVR comprises the energy storage unit, VSI, series injection transformer, filter,
control unit, and bypass switch/circuit breaker. The energy storage section’s func-
tion is to cater to VSI, which feeds to a series injection transformer. The VSI is a
combination of power electronic devices that can switch the battery source’s power
with the necessary frequency. This works as a source of generating 3-phase voltage
with the required magnitude phase and frequency to compensate for the unbalanced
value of the concerned load voltage [19]. The transformer presented in Fig. 7 injects
the generated voltage from VSI in sequence with the unstable distribution line. The
HV part is coupled to a network, while the LV side is connected to VSI. The filter
and control unit is used to sense the fluctuations related to power quality and filter
the harmonics in the output of VSI [20]. Bypass switch/circuit breaker is used for
isolation of DVR from the grid.

Fig. 7 Basic circuit model of DVR
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Fig. 8 Equivalent single line diagram of DVR

3.2 Proposed Technique

The DVR re-establishes the load side voltage to a preferred pre-sag voltage amount
by delivering a voltage of the preferred frequency and magnitude even if it has an
unbalanced source voltage [34, 35]. Following proposed objectives achieve this:

• A dc source is converted to a harmonic free ac source with AVR help connected
with filter.

• A Series injection transformer is implemented to alleviate the voltage sag by
inserting voltage at PCC.

Bypass switch further enhances the convenience of implementing the circuit. The
basic diagram of a grid-connected DVR is depicted in Fig. 8, making it very conve-
nient to understand its operation principle by considering a 3-phase fault. Hence, a
DVR coupled to the grid with a non-linear load is depicted in Fig. 7.

4 Results and Discussion

In this portion, the proposed PV-DSTATCOM and DVR are implemented to improve
the system’s power quality. The simulation results of these two approaches are
presented next:

4.1 Improvement of Power Quality by Developing
PV-DSTATCOM

Figure 9 shows the three-phase waveform obtained as the output of the simulating
PV-DSTATCOMmodel. Also, the final THD found by applying the FFT analysis on
illustrated in Fig. 10.
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Fig. 9 The 3 phase waveform was obtained by simulating the PV DSTATCOM model

Fig. 10 The final THD was obtained by using the FFT analysis

From Figs. 9 and 10, it has been observed that the waveform is almost sinusoidal
after incorporating the PV-DSTATCOM in the model, and the THD has also reduced
to 6.64%, which was previously 48%. Further, the use of automated solar PV helps
in uninterrupted supply. As a result of the simulation, the harmonics caused due to
consumer loads which are non-linear and devices remain practically mitigated. THD
was condensed from58.7% instead of PV-DSTATCOMto 5%with PV-DSTATCOM.
By increasing the generation voltage, the waveform gets smoother further.
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4.2 Improvement of Power Quality by Developing DVR

The voltage at PCC due to 3 phase fault and the injected voltage and finally the
recovered sag are depicted in Fig. 11. Figure 12 illustrates the THD during the
3-phase sudden short-circuit.

Now the proposed DVR is implemented to improve the PQ of the concerned
system. Figure 13 depicts the THD during the 3-phase sudden short-circuit after
using the proposed DVR. From this figure, it can be observed that the THD has
also decreased by 8%, along with the waveform’s improvement. The voltage sag is
mitigated and restored to the normal value. Hence in this way, it can be seen that
the 3-phase short-circuit fault can be overcome without causing equipment failure or
interrupting power supply and is one of the most convenient methods for low voltage
applications.

Fig. 11 Voltage sag injected voltage and recovered voltage waveforms

Fig. 12 THD during 3-phase sudden short circuit
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Fig. 13 THD during 3-phase sudden short-circuits after using DVR

DVR is used in various applications as it is less expensive. Compared to
DSTATCOM and UPS, DVR is a lot cheaper, and the UPS requires a lot of main-
tenance due to battery leakage and replacement problems. DVR is tiny and is a
better power-effective device than UPS, Superconducting Magnetic Energy Storage
(SMES), and DSTATCOM. DVR also compensates for line voltage harmonics along
with mitigation of voltage sag and swell.

5 Conclusions

This chapter presented a new power quality improvement approaches in microgrids
(MGs) using a grid-connected smart photovoltaic distribution static compensator
(PV-DSTATCOM) system implementing an adaptive RZA control technique through
perturbing and observe (P&O)MPPT approach and the use of DVR for a three-phase
system. These two techniques are verified by performing various recreations. The
advantages of PV-DSTATCOM with MPPT and RZA controller were analyzed with
sensitivity, and the DVR can be practicality taken into consideration. The proposed
technique removes the necessity for non-linear current contribution amongst inverters
by not negotiating voltage quality. The THD diminishes expressively by using these
efficient techniques. Without using any of these methods, the THD was perceived to
be roughly 58% in the output voltage, but after implementing the proposed strategies,
the THD has reduced to about 21%. Thus, minimizing the disturbances in practice.
Secondly, the IGBT-based controllers were introduced by PV-DSTATCOM, which
includes an MPPT controller and an RZA controller. This resulted in a reduced THD
of about (4 – 6) %. Later, DVR use in the smart grid was analyzed to mitigate voltage
sag due to power quality disturbances and improved harmonics. The approaches
proposed in this chapter provides the system with enough prediction ability and
smartness for holding the required current and voltage quality at the PCC, and high
power quality is achieved with significantly fewer expenses.
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Characterization of Bifacial Passivated
Emitter and Rear Contact Solar Cell

Suresh Kumar Tummala, Phaneendra Babu Bobba,
and Satyanarayana Kosaraju

Abstract A Passivated Emitter and Rear Contact Cell (PERC) defines a new archi-
tecture of solar cell which differs from standard cell architecture. PERC enhances
light capture at the rear surface and to optimize electron capture. This leads to an
increase (or) achieve better efficiency than when compared with standard cell which
are reaching their physical limits. In this paper, the characterization of bifacial p-type
PERC solar cell with various proportions of tallness and width, back Silicon Nitrate
layer with various thickness are streamlined. Most elevated back productivity of the
bifacial solar cell (~22%) was obtained at AM 1.5 (air mass), 1000 W/m2, 26 °C
standard test condition.

Keywords PERC · Bifacial · Finger · Generation profile · Reflection · Absorbtion

Nomenclature

PERC Passivated Emitter Rear Contact
LCOE Levelized Cost of Energy
c-Si Crystalline Silicon
PV Photovoltaic
EQE External Quantum Efficiency
PMP Maximum Power
JSC Short Circuit Current
VOC Open Circuit Voltage
RS Series Resistance
RSH Shunt Resistance
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JL Current density generated inside the solar cell
Jph(λ) Incident Photon Current
A(λ) Fraction of the incident light
η(λ) Collection Efficiency
Tnom Nominal Temperature
T Operating Temperature
Eg Band gap of the semiconductor
q Charge on electron
k Boltzmann’s constant
NF Number of Finger
WF Width of Finger
PF Finger Pitch
SF Finger Spacing

1 Introduction

The mission for grid equality is the steady mission of the photovoltaic business
and lessening the expense of power with high effective advances is a basic method-
ology for the business to achieve this mission. As PV modules are the center part
of a PV framework, the consistent improvement of module productivity is the most
immediate and great innovation course to accomplish lattice equality. Among high-
effectiveness cell innovations [1], PERC (passivated emitter and rear cells) is without
a doubt the most cost-effective. Contrasted and regular cell, the creation of PERC
cell needs just to add back passivation [2] and laser opening areas, combined with
metallization methods. This will adequately improve the change effectiveness of
the cells [3]. In the previous a half year, the world record for PERC cell change
productivity has been continually re-energized, exhibiting the solid likely potential
gain of PERC. The exhibition of mechanical kind screen-printed 6-inch PERC sun
powered cells has been fundamentally expanded during recent years. Crystalline
silicon (c-Si) is the crystalline form of silicon, either polycrystalline silicon (poly-
Si, consisting of small crystals) or monocrystalline silicon (mono-Si, a continuous
crystal). Crystalline silicon is the dominant semiconducting material used in photo-
voltaic technology to produce solar cells. These cells are assembled into solar panels
as part of a photovoltaic system to generate solar power from sunlight. The main
comparison of the p-type PERC and standard PV cell are:

Standard PV cells are typically Crystalline Silicon cells with a high energy trans-
formation effectiveness rate. This implies that the cells, framed into boards, can
produce more power even though the boards are sufficiently enormous to find a way
into restricted spaces like roofs, making them space-proficient and over the long haul,
cost-effective. Whereas, PERC cell innovation is more direct as they just contrast
marginally from the standard PV cells. It is likewise savvier as it permits energy
yield to be amplified because of more productive energy transformation.
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Bifacial PERC is additionally turning into a significant course in the advancement
of the innovation [4]. The usually utilized assembling innovation for bifacial PERC
cell is to change the printing cycle of the PERC single-sided cell and changing the
back surface from entire aluminum layer to a neighborhood aluminum layer. This
permits accidental light on the back surface to enter the cell from the uncovered
layer [5, 6] and make photoelectric change on both the front and back sides. with
an irrelevant expansion in assembling cost, bifacial PERC can accomplish a force
age gain of 10%-25% at the framework level, which will essentially diminish the
Levelized Cost of Energy [7] of the PV framework while enormously improving the
intensity and advancement capability of PERC innovation.

Bifacial silicon cell is an exceptional sort of gem silicon solar cell structure, which
can get daylight and produce electrical force fromboth the front and posteriors. These
cells are planned with uncommon structure and finger contact, so they can ingest
more daylight and produce a lot of intensity from the two sides. The effectiveness
gains [8] of bifacial cells comparative with single-sided cells are hard to gauge
by a solitary cell. Along these lines, much of the time, they should be made into
modules. Bifacial modules can be introduced deftly [9, 10] in a wide scope of uses.
The type of customary single-sided cell modules establishment applications, for
example, ground photovoltaic force stations and rooftop photovoltaic frameworks,
is similarly reasonable for bifacial modules. The bifacial modules are particularly
useful for ground establishment since they exploit the ground’s mirrored light [11],
produce greater power under similar conditions, and are additionally appropriate for
establishment on the rooftop. Ground and rooftop-mounted bifacial modules should
be mounted inclined on the scene. The bifacial cell and module can likewise be
liberated [12, 13] from the course of the establishment. The back is as wonderful
as the front, particularly appropriate for the vertical establishment of the scene, for
example, vertical establishment as a fence, soundproof divider, thruway guardrail
[14], and so on Thusly, the bifacial modules are reasonable for establishment in
different situations, for example, ground power station, uniaxial global positioning
framework, water surface force station, daylight room, photovoltaic shed, thruway
soundproof divider, drape divider, vehicle shed, fabricating coordinated PV, etc. In
the interim, in some ground power plant or housetop power plant [15], bifacial cells
and modules additionally were introduced and have been run consistently for quite
a while.

To additionally understand the benefits of high force transformation of high-
effectiveness cells, joining PERC cells with a creative module [16, 17] development
procedure is a significant overhaul course for makers of PERC cells and modules.
From an innovation viewpoint to improve module yield power, the half-cut cell
is without a doubt an elite and ease item that is anything but difficult to execute
in enormous scope creation [18]. The half-cut cell is the procedure that slices a
traditional cell down the middle and afterward interfacing the two parts together
[19]. Contrasted the regular cells, the lone activity required is to cut the entire cell
into two sections by a laser prior to string welding them. The PV cell parting and
transmission are completely programmed [20] and the string welder needs just slight
alteration to accomplish enormous scope creation.
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1.1 Methodology

The principle preferred position of utilizing bifacial solarmodules to construct photo-
voltaic plants is high force age. In the most part, the bifacial cells are made into bifa-
cial modules. At the point when the direction, tendency, and stature of the bifacial
modules are fixed, the force age gain of the bifacial modules predominantly returns
from the side, which improves the current and greatest yield intensity of the get
together by accepting the environmental dissipated light and the mirrored light of
the ground. Moreover, the force age gain of the back can be improved by raising the
stature of the part and expanding the tendency point of the segment. In this chapter,
characterization of bifacial PERC solar cell is presented with a focus on Reflection,
External Quantum Efficiency, C-V measurements, Generation profiles, and photon
currents.

1.2 Bifacial PERC

Presently, the worldwide market is overwhelmed by mono-facial PV cells and
modules. In any case, the International Technology Roadmap for Photovoltaics 2019
predicts that bifacial cells will pick up 60% of the worldwide market in 10 years, and
they will be utilized in both bifacial and mono-facial modules. This is fundamentally
because of the assumption that bifacial cells would create more force. Nonetheless,
genuine bifacial modules with bifacial cells and straightforward back covers are
required to make up about half of worldwide piece of the overall industry by 2029.
Bifacial modules cannot be rated the same way as mono-facial modules; therefore,
further discussion into standard testing conditions are required. Nevertheless, the
possible gain from this technology attracts attention from the photovoltaic market.

The electrical outputs of the solar cell or module are calculated by solving an
equivalent-circuit model. The solution to that model shown [21] in Fig. 1 is an
IV curve (i.e., the relationship between current and voltage), from which standard
electrical outputs [22] like maximum power PMP, short-circuit current JSC, and open-
circuit voltage VOC are determined. The inputs are defined there are two possible
exceptions: the series resistance Rs (optional) and the light-generated current JL.

JL represents the current density generated inside the solar cell and collected by
the p–n junction. It’s called the light-generated current density.

JL is determined from the equation:

JL =
∞∫

0

Jph(λ)A(λ)η(λ)dλ (1)



Characterization of Bifacial Passivated Emitter and Rear … 337

Fig. 1 Electrical equivalent circuit of bifacial cell

where Jph(λ) is the incident photon current, A(λ) is the fraction of the incident light
that becomes absorbed by the active region of the solar cell, and η(λ) is the collection
efficiency within that active region [23].

Inputs for equivalent-circuit models are commonly quoted at ‘nominal’ tempera-
tures such as 25 °C or 300 K. When installed in the field, however, solar cells tend
to operate at higher temperatures. The option of loading circuit inputs at a nominal
temperature Tnom, setting the operating temperature T, and allowing SunSolve [24]
to calculate the circuit inputs at T using the same approach as PV Syst, which applies
these equations:

JL = JLnom[1 + μIL(T − Tnom)] (2)

m1 = m1nom[1 + μm1(T − Tnom)] (3)

where μIL and μm1 are coefficients for the light-generated current and ideality factor
of the primary diode m1; and

J01 = J01nom

(
T

Tnom

)3

exp

[
qEg

m1k

(
1

T
− 1

Tnom

)]
(4)

where Eg is the band gap of the semiconductor, q is the charge on an electron, and k
is Boltzmann’s constant, giving the recombination current of the primary diode J01
at temperature T.

The Monte-Carlo algorithm (a Monte Carlo algorithm is a randomized algo-
rithm whose output may be incorrect with a certain (typically small) probability)
necessarily leads to uncertainty in the outputs. These uncertainties are calculated by
dividing the number of rays traced into multiple sub-simulations, and then applying
statistical analysis to determine a mean value and a 95% confidence interval for each
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output. If, for example, the current absorbed within the solar cell is determined to be
Jcell = 36.23± 0.45 mA/cm2 after 100,000 rays are traced, this means that we can be
95% confident that Jcell would be between 35.78 and 36.68 mA/cm2 after infinitely
many rays are traced.

1.3 Algorithm

Step 1: Several rays are created. Each ray is assigned a wavelength, an intensity, a
direction, and a location.

Step 2: Each light beam continues along a straight line until it converges with an
aspect of the module’s surface.

Step 3: At this interaction, and at all future interactions with an interface: reflectance,
transmittance, and absorptance are calculated; the intensity of the ray is reduced by
the value of the absorptance; the magnitudes of reflectance and transmittance are
translated into probabilities.

Step 4: If the ray passes through an absorbing layer, its intensity is reduced by
applying Beer’s law.

Step 5: Steps 2–4 is repeated for each ray until the ray is lost from the module,
the ray’s intensity decreases below a threshold and the ray has intersected with the
maximum allowable number of interfaces.

Step 6: The gains and losses are recorded for each ray and summed and averaged to
give the results of the ray packet.

Step 7: Steps 1–6 is repeated for as many ray packets that are required for the total
number of rays to equal the value entered.

2 Characterization of PERC

Passive layer of PERC will be acting as reflector for the unabsorbed light back to
the cell for second absorption leading to increase the overall cell efficiency. Figure 2
shown is a typical PERCcell considered for the analysiswhich is having 4 rectangular
interconnection, 5 busbars and 120 fingers on both the sides.

The geometry of the cell has the configuration of grid contact layout both in
front and rear sides. Finger orientation is along X and bus bar orientation is along Y.
Number of fingers (NF) on both the sides is 120 with round rectangular cross section.
The height (H) of the fingers is 15μmandwidth of each finger (WF) is 45μmon both
sides of the cell. Finger pitch (PF) and finger spacing (SF) are considered as 0.1306 cm
and 0.1261 cm respectively. Similarly, bus bars are considered as 5 numbers (NB with
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Fig. 2 c-Si bifacial PERC Cell

rectangular cross section having 15 μm height (H) and 1100 μm width (WB). To
calculate RS, front and rear electrodes of the cell are designed with Ag, Dupont PV
19 conductor having resistivity 2.6 * 10−6 �cm (Fig. 3).

The shape of the cell is pesudosqaure with length (XC) 15.68 cm, diameter (DC)
21 cm and cell area (AC) 244.3 cm2. Entire analysis is carried out using sunlight spec-
trum with AM 1.5 g [Gue95] and scaling factor 1 covered for full area. Minimum
wavelength of the spectrum is considered as 300 nm whereas the maximum wave-
length is 1200 nm with wavelength interval of 20 nm. The Grid anode speaks to the
standard H-bar plan for a cell cathode. It comprises of a bunch of fingers master-
minded at the right points to a progression of bus bars. The two fingers and bus
bars run the full degree of the substrate (for example to the edge of the wafer). This
arrangement would regularly be utilized for the front cathode of a norm or PERC
cell and for the back terminal of bi-facial cells. Simulation permits to set either the
number of fingers as well as bus bars to zero.

The Coating terminal speaks to a surface covered totally by an anode. It is
comprised of a progression of bus bars with a constant layer of metal between

Fig. 3 a Cell image—front display, b cell image—back display
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everyone. This setup is commonly be utilized to reproduce the backside of a standard
screen print or PERC cell. Note that the coatings are applied right to the edge of the
wafer and it is preposterous to expect to characterize a hole at the edge. All setups
permit the meaning of cell interconnection strips. Strips are adjusted to a similar
pivot as the bus bars. The length of the strip is equivalent to the degree of the unit cell
for example the wafer size + any encompassing zone. Strips were applied to both
the front and back of the cell.

Solar Cell Equivalent Circuit Parameters [21]:
The cell considered has the following equivalent circuit parameters

Light-collected current (JL) 39.36 mA/cm2

Saturation current 1 (J01) 0.2 pA/cm2

Ideality factor 1 (m1) 1

Saturation current 2 (J02) 10 nA/cm2

Ideality factor 2 (m2) 2

Shunt resistance (Rsh) 20 k�cm2

Non-grid resistance (Rng) 0.5 �cm2

Grid resistance (Rsg) 0.09807 �cm2

Series resistance (Rs) 0.5909 �cm2

Nominal temperature Tnom 26.85 °C

Operating temperature T 26.85 °C

3 Results

Generation Profile

A generation profile describes the generation rate of electron–hole pairs G as a
function of depth in the solar cell. Its units are cm−3 s−1.G is calculated as a function
of distance from both the uppermost point of the solar cell (z), and the nearest point
on the front surface (ζ ). Figure 4 explains the difference between z and ζ . The first
figure in Fig. 4 shows how z and ζ are defined, giving the example of generation
occurring at point 1 and point 2 (inside a pyramid); the second figure plots contours
of ζ within a textured cell [24].

Additionally, is known that G is characterized regarding the cell territory. That is
the reason G(z) diminishes with diminishing z when z is not exactly the height of the
pyramids. Although the age rate may be high inside the silicon part of a pyramids,
G(z) is here characterized over the whole cell territory instead of simply the zone
contained inside the pyramids. The explanation we characterize G(z) this way is so
the necessary of G(z) and G(ζ) are the equivalent and liken to the current thickness
consumed in the cell JA,cell:
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Fig. 4 Difference between z and ζ

Fig. 5 Generation rate versus depth

w∫

0

G(z)dz =
w1∫

0

G(ζ)dζ = JA,cell (5)

W Thickness of the cell including the height of the front and rear texture, and
W ′ Thickness of the cell including the height of the rear texture but excluding the

height of the front texture.

Figures 5 and 6 shows the plot of the generation rate with respect to depth and
zeta of the cell respectively. The depth and zeta of the cell is represented in μm, and
the generation rate is defined as cm−3 s−1.

The intensity (W/m2) of an illuminating source is determined by incorporating the
spectral (W/m2/nm) intensity of the chosen range over the chosen frequency scope
and multiplying by the scaling factor. The spectrum of the chose range is thought
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Fig. 6 Generation rate versus zeta

to be the incident power on an ar plane. Thusly must scale any custom spectra that
have estimated by instruments not perpendicular to the light source.

RAT (Reflection, Absorption and Transmission) analysis is performed using
Sunsolve simulation tool. There are two ways to deal with figuring the division
of incident rays that are scattered. The main methodology is to set a consistent dissi-
pating portion �. This implies that for each beam that collaborates with the surface,
� of these will be dissipated by the picked dispersing model, and the rest of not
be dispersed. In this manner, setting � = 0 will imply that there is no dispersing,
regardless of what the dissipating model is chosen. The subsequent methodology
is to apply a scalar dispersing model. With this model, the dissipating part � isn’t
consistent yet diminishes with expanding frequency. This division additionally relies
upon the episode point, the refractive list of the materials, and whether the beam is
reflected or consumed.

For Reflection

� = 1 − e
[
−( 2π

λ
σrms∗2∗ni∗cos θi)

2
]

(6)

For Transmission

� = 1 − e
[
−( 2π

λ
σrms∗|ni∗cos θi−nt∗cos θt|)2

]
(7)

where σ rms is the root mean square roughness of the surface.
Reflection of sunlight in the front panel, Esc in both front and rear side are

computed and plotted on a graph as shown in the Fig. 7 without considering spec-
tral intensity. Figure 8 shows the Reflection, Absorption when considering spectral
intensity.
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Quantum efficiency is given as a function of wavelength. No sunlight is absorbed
below the bandgap, so the quantum efficiency is zero in larger wavelengths. From
Fig. 9 after 1150 nm the QE is zero. QE is not measured below 300 nm as the power
fromAM1.5 g is low and the response is reduced due to front surface recombination.
The quantum efficiency for the cell considered is maintained constantly 94% (±2%)
between wavelengths of 460–970 nm, this efficiency is good for a better power

Fig. 7 Refl, Abs, Esc versus wavelength without considering spectral intensity

Fig. 8 Refl, Abs, Esc versus wavelength considering spectral intensity
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generation in the solar cell as the number of carriers collected aremore. Equivalent
current densities in solar cell are plotted in Fig. 10.

Figure 11 shows main losses versus λ, where the stacked columns are the current
densities measured in mA/cm2 (Tables 1 and 2).

Table 3 represents equivalent parameters of the cell like temperature, maximum
output power, maximum power point voltage, maximum power point current, fill
factor of the solar cell, open circuit voltage and short circuit current.

Fig. 9 External quantum efficiency in solar cell

Fig. 10 Equivalent current densities in solar cell
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Figure 12 shows the IV graph of the cell which is producing an output power of
5.068 W with a fill factor of 0.795. Maximum Point (MP) is shown in the graph at
which the voltage generated is 563.2 mV and the current is 8.998 A. The equivalent
data of the IV plot is recorded in Table 3 and grid resistance of the cell is recorded
in Table 4.

Total amount of carriers that have been reflected from the cell with respect to
spectrum or wavelength is plotted and represented in Fig. 13. As discussed in Fig. 9,
reflection will be more below 460 nm and above 970 nm as the power is less. During
460-970 nm the reflection will be minimum. Similarly, the total reflection from the

Fig. 11 Main losses with respect to spectral intensity

Table 1 Equivalent photon
current densities (mA/cm2)

Mean
(mA/cm2)

95% CI
(mA/cm2)

Fraction of
Jinc (%)

Incident 46.32 – 100.0

Lost to environment

Reflected front 3.901 0.03894 8.423

Escaped front 0.9209 0.01120 1.988

Escaped rear 1.712 0.01575 3.696

Absorbed in components

Cell
absorption

39.00 0.03879 84.20

Parasitic
absorption

0.7792 – 1.682

Remainder 0.006600 0.001614 0.01425
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Table 2 Equivalent photon
current densities (A)

Mean
(mA/cm2)

95% CI
(mA/cm2)

Fraction of
Jinc (%)

Incident 11.32 – 100.0

Lost to environment

Reflected front 0.9531 0.009515 8.423

Escaped front 0.2250 0.002737 1.988

Escaped rear 0.4183 0.003847 3.696

Absorbed in components

Cell
absorption

9.528 0.009476 84.20

Parasitic
absorption

0.1904 – 1.682

Remainder 0.001612 3.944 × 10−4 0.01425

Table 3 Current voltage (IV)
data

Parameter Abb Units Output

Temperature T K 300.0

Maximum power PMP W 5.068

Maximum-power-point voltage VMP mV 563.2

Maximum-power-point current IMP A 8.998

Fill Factor FF 0.795

Open-circuit voltage VOC mV 669.1

Short-circuit current ISC A 9.528

rear side of the cell is plotted in Fig. 14. Up to 950 nm the reflection from rear side is
zero. As the spectrum increases beyond 950 nm capturing of carriers will decrease
at the rear side which is shown in the plot of Fig. 14.

Total amount of carriers that have been absorbed from the cell with respect to
spectrum or wavelength is plotted and represented in Fig. 15. As discussed in Fig. 9,
reflection will be more below 460 nm and above 970 nm as the power is less. During
460–970 nm the absorption will be maximum. Similarly, the total absorption from
the rear side of the cell is plotted in Fig. 16. Up to 500 nm the absorption from rear
side is zero. As the spectrum increases beyond 950 nm capturing of carriers will
decrease at the rear side which is shown in the plot of Figs. 16 and 17.

Figure 18 shows the plot of the total amount of sunlight escaped in the front side of
the cell with respect to wavelength. Front surface escape can be read as the sunlight
(photons) that has entered the cell but was unable to absorb by the cell and escaped
in the front surface. Front surface escape is referred as advance loss in the cell, and
this is due to surface texture and light trapping properties. Further to the analysis
presented an attempt is made to show the effect of haze on the cell. Figures 19 and
20 show respectively the effect of total haze on reflection, absorption, Esc and EQE
for different spectrums and the same are plotted.



Characterization of Bifacial Passivated Emitter and Rear … 347

Fig. 12 I-V Plot showing maximum point

Table 4 Grid resistance of solar cell

Rs grid (�·cm2) Rs contact (�·cm2) Rs total (�·cm2) Metal
coverage
(%)

A
(cm2)

V (cm3)

Front elements

Busbars 0.01248 0 0.01248 8.621 0.01293

Fingers 0.04611 0 0.04611 8.120 0.01044

Front
metal
total

0.05859 0 0.05859 6.852 16.74 0.02337

Rear elements

Busbars 0.01245 0 0.01245 8.621 0.01293

Fingers 0.01523 0 0.01523 21.11 0.02940

Rear
metal
total

0.02769 0 0.02769 12.17 29.73 0.04233

Total for
cell

0.08628 0 0.08628 19.02 46.47 0.06570
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Fig. 13 Total reflection from front side of cell versus wavelength

Fig. 14 Total reflection from rear side of cell versus wavelength

Color outputs are calculated from the upward hemispherical spectrum (front
color), the downwards hemispherical spectrum (rear color), and, if a detector is
included, the spectrum incident to the detector (detector color). The program effec-
tively ‘averages’ the color of the module components that reflect light. If a module
contains a dark blue cell surrounded by a white back sheet, its ‘averaged’ color might
appear light blue; and if the cell also had fingers, then the ‘averaged’ color might be
a bluey grey (Fig. 21).
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Fig. 15 Total absorption from front side of cell versus wavelength

Fig. 16 Total absorption from rear side of cell versus wavelength

The color of the cell has been determined using CIE 1964, 10°, Wyman 2013_Eq
3 [24] color matching function and the chromatic display type is sRGB, 6504 K,
standard. The shading coordinating capacities were dictated by estimating the mean
shading view of an example of human eyewitnesses over the visual reach from.360 to
970 nm. XYZ is a device-independent representation of colour. It does not depend on
the display monitor. The precision of XYZ increases as the number of rays increases
and as the wavelength interval decreases (down to 1 nm). XYZ is scaled such that
Y = luminosity. XYZ depends on the incident spectrum as well as the reflection,
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Fig. 17 Cell absorption versus wavelength

Fig. 18 Front surface escape of light versus wavelength

absorption, and transmission of the simulated structure. XYZ will only be calculated
if the inputs for theminimumandmaximumwavelengths are≤360 nm and≥970 nm,
respectively.

X = �λ

970 nm∑
λ=360

xλP(λ) (8)
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Fig. 19 Haze effect on Refl, Abs, Esc versus wavelength

Fig. 20 Haze effect versus EQE on Refl, Abs, Esc and spectrum

Y = �λ

970 nm∑
λ=360

yλP(λ) (9)

Z = �λ

970 nm∑
λ=360

zλP(λ) (10)

The X and Z parts give the shading or chromaticity of the range. Because the
apparent tone depends just upon the general extents of X, Y, and Z, we characterize
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Fig. 21 Cell Color using color matching function

its chromaticity coordinates as:

x = X

X + Y + Z
(11)

y = Y

X + Y + Z
(12)

z = Z

X + Y + Z
(13)

Now

x + y + z = X + Y + Z

X + Y + Z
= 1 (14)

z may be obtained from x and y

z = 1 − (x + y) (15)

RGB, LAB and LUV are all calculated from XYZ. These outputs depend on the
white point of the chromatic display type. Most computer monitors have a sRGB
display type where the white point is based on the 6504 K spectrum. RGB also
depends on the chromaticity coordinates and gamma curves of the chromatic display
type.

4 Conclusion

Characterization of bifacial p-type PERC solar cell with various proportions of size
and width are presented in this paper. Back Silicon Nitrate layer with various thick-
ness are streamlined andmost elevated back productivity of bifacial solar cell (~22%)
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was obtained at AM1.5 g standard test condition. Absorption, Reflection and Escape
factors are presented to verify the advance losses in the PERC cell. Total reflected
sunlight on the front side of the cell is recorded as 8.4%, escaped front side and
rear side are noted as 1.9% and 3.5% respectively. The Cell absorption is found
to be 86.215% which included parasitic absorption of 1.925%. p-type PERC when
compared to normal c-Si cell has 10.79% more absorption rate.
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Network Reconfiguration of Distribution
System with Distributed Generation,
Shunt Capacitors and Electric Vehicle
Charging Stations

Surender Reddy Salkuti

Abstract This chapter presents a heuristic-based technique for solving the optimal
network reconfiguration (ONR) in a radial distribution system (RDS) using the
fuzzy-based multi-objective methodology. Minimization of real power losses and
deviation of nodes voltage is considered as the multiple objectives in this work and
they are modeled with fuzzy sets. The developed algorithm determines the optimal
reconfiguration of feeders with the minimum number of tie-line switch operations.
This work focuses on different combinations of ONR along with renewable-based
distributed generation (DG) units, shunt capacitors, and electric vehicle charging
stations (EVCSs). The load flow analysis implemented in this chapter is based on
an iterative approach of the receiving end voltage of RDS. The effectiveness of the
proposed heuristic-based methodology has been implemented on the IEEE 69 bus
RDS.

Keywords Network reconfiguration · Distributed generation · Power loss ·
Voltage stability · Distribution system load flow · Radial distribution system ·
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BFS Backward forward sweep
LIM Load impedance matrix
OFR Optimal feeder reconfiguration
ONR Optimal network reconfiguration
Nc

EV , N
d
EV Number of EVs charging and discharging

PG2V , PV 2G Active powers from vehicle-to-grid and grid-to-vehicle
ηc, ηd Charging and discharging efficiencies
Rc, Rd Charging and discharging rates
Ntie Number of tie-line switches

1 Introduction

The distribution system plays a crucial role among the other components of the
electrical power system that is generation and transmission. The power system is
becoming more and more complex with the increasing demand. In developing coun-
tries, power generation is usually insufficient to meet the increasing load demand.
Therefore, it is necessary to reduce the total losses in the network of which the
major part is contributed by the distribution system. The power industry is adopting
deregulation to obtain the economic efficiency of power system operation. In the
deregulated scenario, both generation and distribution companies are dedicated to
their function [1], which avoids the monopoly and creates a competitive market envi-
ronment between them. This forces the power utilities to fulfill the energy demand
of the consumers at a reasonable cost.

Recently the electric vehicles (EVs) have gained importance due to the increasing
air pollution, climate change, and increased oil prices. Distributed energy resources
(DERs) such as EVs and distributed generation (DG) are growing as an opportunity
to decarbonize the energy system. The necessity of EVs is very clear with their
great potential to electrify the transportation sector [2]. The renewable-based DG
sources create uncertainty in the power distribution system. At the same time, they
also pose new technical challenges to the power system, which can be addressed
with increased flexibility. For better utilization of electrical energy, the optimization
of both distribution system operation and control becomes necessary. This can be
achieved through the automation of the distribution system. One of the methods
adopted is the remote control of the configuration by which losses in the branches
of the entire system can be minimized. The distribution system reconfiguration is
carried out by modifying the topological structure of the network by changing the
status of the sectionalizing and tie-line switches [3, 4]. And also, the optimal switch
operations may reduce losses in the system. Both of these are met by reconfiguration.
Hence, both the ONR and less number of switching operations will reduce the power
losses and they are met by the proposed ONR approach.

Most of the distribution systems generally operated in radial topology which
enables suitable voltage and power flow control, reduced fault current, and easier
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protection coordination schemes over the meshed system. Typically, the radial distri-
bution systems (RDSs) have two types of switches, namely, sectionalizing switches
which are usually open, and tie-line switches which are usually closed [5]. When the
fault occurs either on distributors or feeders, the tie-line switch allows some portion
of the faulted part to be restored promptly, thereby enhancing the reliability of the
system. According to Ref. [2], the power loss in the distribution network constitutes
70% of the total power loss. Therefore, the major cause of power interruption is due
to problems in the distribution system.

1.1 Related Work

There has been considerable interest in the recent past to develop algorithms for
feeder reconfiguration (FR) of the distribution systemunder various operating contin-
gencies. Usually, distribution companies try to keep active power losses below the
standard ones to gain profit rather than paying penalties. Thus the active power loss
minimization is a major concern of the distribution system researchers, which has
a significant impact on the maximum loadability of the network and hence, on the
power system stability particularly in overburdened networks. Some of the estab-
lished techniques to handle distribution systems under such a competitive scenario
include network reconfiguration (NR), DG allocation, shunt capacitor placement,
and simultaneous NR and DG allocation [6]. Hence, the existing distribution system
requires to be optimized to satisfy the demand in the most reliable, economical,
and environmentally friendlier way, while meeting the associated geographical or
operational constraints.

A high-performance nonlinear sliding mode controller has been proposed in Ref.
[7] for an EV charging system to improve the power factor (pf) to handle the unbal-
anced EV chargers and to compensate for voltage distortions. The super sense genetic
algorithm (SSGA) is applied in Ref. [8] to solve the problem of complex combina-
torial NR problem of RDSs. An approach for the optimal network rearrangement by
incorporating the plugin electric vehicles (PEVs) proposed in Ref. [9] is based on the
random programming model of the Monte Carlo simulation method. An approach
for optimal placement and sizing of electric vehicle charging stations (EVCSs) on
a distribution network is proposed in [10]. A fuzzy approach-based multi-objective
heuristic technique for ONR in distribution systems considering the DGs is proposed
in [11].A single-phase (1-ϕ) EVcharging coordination approachwith the three-phase
(3-ϕ) supply and chargers connected to the EVs with the less loaded phase of the
feeder at the starting of charging has been proposed in [12]. The optimal planning
approach of EVCSs and shunt capacitors is proposed in [13] and it is solved by using
the dragonfly algorithm (DA).

An equilibrium optimizer algorithm has been applied to the ONR problem in Ref.
[14] with loss reduction, voltage magnitude enhancement, and reliability indices
improvement objectives. An efficient technique for balanced and unbalanced RDSs
optimization by ONR and optimal capacitor placement has been proposed in [15].
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The ONR allows better penetration of renewable energy sources (RESs) in the RDS
and it is solved in Ref. [16] using the mixed particle swarm optimization (PSO) for
loss minimization and voltage profile enhancement improvement. Reference [17]
proposes optimal battery energy storage systems and allocation of PV-based DG
have been solved by the PSO algorithm.

1.2 Scope and Contributions

From the literature on ONR with loss minimization objective in the distribution
system, the research gap has been identified and explored the work area with current
research performance and its limitations. From the literature, it has been identified
that there is a requirement for solving the ONR problem by simultaneously installing
the renewable-based DG units, shunt capacitors, and EVCSs. Renewable-based DG
units, i.e., wind plants and solar PV farms have wind speed and solar insolation as
input parameters and they are highly intermittent. The distribution load flow (DLF)
used in this chapter is based on the iterative approach. The potential of this approach
has made the ONR approach is very powerful and can be applied to any size of the
distribution network. The ONR and DG allocation to strengthen the efficiency of
distribution systems based on power loss minimization and voltage deviation mini-
mization, as these are two major issues in the recent competitive power scenario, and
they are considered as the objective functions with the presence of shunt capacitors
and EVCSs. The simulation has occurred to both balanced as well as unbalanced
radial distribution systems (RDSs).

This chapter is organized as follows: The description of RDS, ONR, and the
summary of the literature work has been presented in Sect. 1. A brief description
of distribution load flow (DLF) analysis has been presented in Sect. 2. Section 3
describes the modeling of shunt capacitors and EVCSs in the distribution system.
Problem formulation is presented in Sect. 4. Section 5 describes the solutionmethod-
ology. Section 6 describes the results and discussion on the 69 bus test system. The
conclusions of this chapter have been summarized in Sect. 7.

2 Distribution Load Flow (DLF) Analysis

The analysis of DLF is basic but it is an essential mathematical tool for the analysis
of distribution systems in both the planning and operational stages. The primary aim
of the power flow analysis is to determine the magnitude and phase of steady-state
voltage at all buses, active and reactive power flows in each line, for a specified
loading. There are numerous power flow methods like Newton Raphson, Gauss-
Seidel, fast decoupled methods, and many more methods with a modification in
conventional ones. Due to the different properties of the distribution systems, these
methods are not suitable for load flow analysis [18]. Certain applications including
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distribution automation and power system optimization require efficient and robust
load flow solutions. Over the last few decades, these load flow methods have been
evolved in several different dimensions to handle both static and dynamic power
distribution system problems. Traditionally, the Backward Forward Sweep (BFS)
load flow techniques are applied to distribution systems and it has two-step analyses.
Other load flow methods include little modification into existing techniques for their
advantage over the older ones. In literature, several conventional methods have been
utilized to solve distribution systemproblems [19]. The open branches are electrically
represented with very high impedance. Whenever a branch is connected, then its
parameters are replaced with actual values (i.e., resistance and reactance values) and
vice versa when a branch is removed or disconnected. In other words, when a branch
exchange takes place, only those parameters will be modified accordingly for further
processing. This saves a lot of computation burden.

The proposed load flow solution presented in this chapter depends on an itera-
tive approach of the receiving end voltage of the RDS. It is successfully applied on
ill-conditioned RDS with consideration of realistic load [20]. In the first step, the
effective power at each bus is determined after forming adjacent branches and adja-
cent node matrices. A sparse technique is used to determine the branches and nodes
beyond a particular node. The detailed mathematical formulation is given below
considering the electrical equivalent of a branch connected between the nodes a and
b of RDS, and it is shown in Fig. 1.

The amount of current flowing from node a to node b can be expressed as [20],

Iab = |Va|∠δa − |Vb|∠δb

Rab + j Xab
= Pb − j Qb

(|Vb|∠δb)
∗ (1)

where active power (Pb) can be expressed in terms of active power load at a bus/node
i (PDi ) and active power loss of line k (Ploss,k). Mathematically, it can be expressed
as,

Pb =
Nb∑

i=1

PDi +
Nbr∑

k=1

Ploss,k (2)

where Nb shows all the buses beyond the bus b. Nbr shows all the branches beyond
the bus b. From Eq. (1), Pb can be expressed as [21],

Fig. 1 Electrical equivalent
of a typical distribution
system branch

PDb+jQDb

Iab

a
Pb+jQb

Rab+jXab

b

a aV δ∠ b bV δ∠

PDa+jQDa
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Pb = |Va||Vb| sin(δa − δb) + RabQb

Xab
(3)

From the above equation, the voltage magnitude (|Vb|) and angle (δb) at the end
of receiving node can be calculated by using,

|Vb| = −
[
|Va|

(
Rab

Xab
sin δ − cos δ

)]

+
[(

|Va| Rab

Xab
sin δ − cos δ

)2

− 4Qb

(
R2
ab

Xab
+ Xab

)]1/2

(4)

where δ = δa − δb.

δb = δa − tan−1

[
PbXab − QbRab

|Vb|2 + PbRab + QbXab

]
(5)

The active and reactive power losses are calculated by using Eq. (3), and they are
expressed as,

Ploss,ab =
(
P2
b + Q2

b

)
Rab

|Vb|2
(6)

Qloss,ab =
(
P2
b + Q2

b

)
Xab

|Vb|2
(7)

All such techniques work well with static systems where there is no change in
the topology of the network [22]. Again under critical loading conditions, there
is no guarantee of their convergence. Even in converged cases, these methods are
very inefficient in respect of storage requirements and solution speed. Moreover,
for dynamic systems, it is a challenge to arrange the line data as per the load flow
requirement and to maintain the radiality, and ensure connectivity. This necessitates
the utilization of improved data structure-based techniques.

3 Modeling of Shunt Capacitor and EVCS
in the Distribution System

The ever-growing population leads to a significant increment in customer load
demand. It leads to the placement of DGs in RDS being nearer to the load demand.
Among the various renewable-based DGs, solar PV and wind energy are widely used
as they are abundantly available. As there is a rapid growth in load demand, the line
losses in the distribution network are quite high and need to be taken care of [23].
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Various techniques have been implemented to RDSs apart from the DG penetration
to optimize the power losses in the RDS. This section presents the modeling of shunt
capacitors and EVCSs in the RDS.

3.1 Modeling of Shunt Capacitor

Shunt capacitors supply the amount of reactive power to the RDS at the bus where
they are connected. This in turn causes a reduction in reactive power flowing in the
line. If the reactive power and the system voltage are assumed to be constant, then
the losses are inversely proportional to the power factor, and hence improvement in
the power factor causes a reduction in system losses. The other benefits of installing
the shunt capacitors are voltage profile improvement, decrease in kVA loading, and
reduces system improvement cost/kVA of load supplied [24]. And also, to overcome
the compensation during the light load conditions, the automatic switching units can
be provided but this switching equipment is costly and this, in turn, will limit the
number of capacitors and thus the minimum capacity of the capacitor bank that has
to be provided on the feeder.

The placement of shunt capacitors in the DS reduces the system losses, enhances
the voltage profile, and also corrects the power factor. Figure 2 depicts the represen-
tation of the shunt capacitor in the DS. This capacitor injects reactive power (Qc)
into the system.

Amount of reactive power injected at bus b (Qinj,b) can be expressed by [25],

Qinj,b = QDb − Qc (8)

Now the active power loss with shunt capacitor (Pc
loss,ab) can be expressed as [25],

Pc
loss,ab =

(
P2
b + Q2

in j,b

)
Rab

|Vb|2
=

[
P2
b + (QDb − Qc)

2
]
Rab

|Vb|2
(9)

Pc
loss,ab =

(
P2
b + Q2

b

)
Rab

|Vb|2
+

(
Q2

c − 2QDbQc
)
Rab

|Vb|2
= Ploss,ab + �Pc

loss,ab (10)

Fig. 2 Representation of
shunt capacitor in the
distribution system
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where�Pc
loss,ab is the reduction in power loss, i.e., active power loss before and after

placing the shunt capacitor [26], and it can be expressed from Eq. (10) as,

�Pc
loss,ab =

(
Q2

c − 2QDbQc
)
Rab

|Vb|2
(11)

3.2 Modeling of EVCS in the Distribution System

Figure 3 depicts the representation of EVCS in the distribution system.
The power demand of EVCS at bus b (PEVCS

Db ) can be calculated by using [27,
28],

PEVCS
Db = Nc

EV PG2Vηc Rc − Nd
EV PV 2Gηd Rd (12)

4 Problem Formulation

This section presents the general description of distribution systems and the mathe-
matical modeling of optimal feeder reconfiguration (OFR) or optimal network recon-
figuration (ONR). Factors that are affecting the increase in the power losses in the
distribution network are feeder length, low voltage, low power factor, poor workman-
ship in fittings, and reduction of line losses. Various methods used for the reduction
of distribution system losses are the construction of a new substation, reinforcement
of feeder, reactive power compensation, HV distribution system, grading of conduc-
tors, and feeder reconfiguration [29]. In this work, two objectives, i.e., real power
loss and voltage deviations are modeled with fuzzy sets [29, 30]. Some heuristics
are developed to reduce the number of tie-line switching operations.

Fig. 3 Representation of
EVCS in the RDS
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4.1 Fuzzy Membership Function for Active Power Loss
Reduction (µLi )

The basic purpose for membership function, i.e., objective in the fuzzy domain is to
minimize the active power loss of the system. The variable αi can be defined as

αi = Ploss(i)

P0
loss

f or i = 1, 2, . . . , Nk (13)

where Nk is total number of lines in loop including the tie-line, when the kth tie-
switch is closed, Ploss(i) is total active power loss when ith line in the loop is opened,
and P0

loss is total real power loss before the NR. Membership/objective function for
active power loss reduction (μLi ) can be written as [30],

μLi =

⎧
⎪⎨

⎪⎩

αmax−αi
αmax−αmin

f or αmin < αi < αmax

1 f or αi ≤ αmin

0 f or αi ≥ αmax

(14)

4.2 Fuzzy Membership Function for Maximum Node Voltage
Deviation (µVi)

The main aim of this function is to minimize the deviation of nodes’ voltage. The
variable βi can be expressed as

βi = max
(∣∣Vi, j − Vs

∣∣) f or i = 1, 2, . . . , Nk; j = 1, 2, . . . , NB (15)

where NB is total number of buses in RDS, Vs is substation voltage, and Vi, j is jth bus
voltage corresponding to the opening of the ith line [29, 30]. The fuzzy membership
function for maximum bus voltage deviation (μVi ) can be expressed as,

μVi =

⎧
⎪⎨

⎪⎩

βmax−βi

βmax−βmin
f or βmin < βi < βmax

1 f or βi ≤ βmin

0 f or βi ≥ βmax

(16)
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4.3 Constraints

The active and reactive power balances of the RDS system including the DG units,
shunt capacitors, and EVCSs are expressed as [31, 32],

PD = PGrid
G + PEVCS

Db +
NDG∑

i=1

PDG,i (17)

QD = QGrid
G +

NDG∑

i=1

QDG,i +
Nc∑

j=1

Qc, j (18)

Voltages at each bus can be expressed as,

0.95 ≤ Vi ≤ 1.05 (19)

Active and reactive powers of DG units can be expressed as [33, 34],

Pmin
DG,i ≤ PDG,i ≤ Pmax

DG,i (20)

Qmin
DG,i ≤ QDG,i ≤ Qmax

DG,i (21)

4.4 Selection of Best-Compromised Solution

When optimizing two or more objectives simultaneously, a best-compromised
solution needs to be determined [35]. The procedure for determining the best-
compromised solution using the min-max principle is determined next:

The membership function values of the two objectives are determined. When the
kth tie-line switch of RDS is closed, a loop is formed with number of lines in the
loop Nk . After opening the ith line in the loop, run the DLF to determine μLi and
μVi for i = 1, 2, …, Nk . Determine the fuzzy decision for overall satisfaction [36,
37] by using,

Dk,i = min(μLi , μVi ) f or 1, 2, . . . , Nk (22)

The optimal solution is the maximum of overall degrees of satisfaction, and it is
expressed as [38],

OSk = max
(
Dk,i

)
f or 1, 2, . . . , Nk (23)
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5 Solution Methodology

This section presents heuristics for minimizing the number of operations of tie-line
switches. Here, heuristic rules are developed to minimize the number of tie-line
switch operations [39, 40]. The flow chart of the proposed solution methodology has
been depicted in Fig. 4, and the step-by-step approach is presented next:

• Step 1: Read the RDS test system data.

Read the input data related To the distribution system and convert all the line 
parameters to per unit values. Read the number of tie-line switches (       ) for 

the test system under consideration.

Is k <      ?
Yes

No

tieN

Run the load flow described in section 2, and calculate the line 
losses. The base case losses is designated as 0

lossP

Determine the voltage difference (VD) across open tie-line 
switches and identify the tie-line switches that are open 

across which the VD is maximum. 

Is max(VD)<ε? STOP

Compute the membership values and then the overall satisfaction.

No

( ), mink i i iD L and Vμ μ=

When the selected tie-line switch is closed then identify 
the number of branches (     ) in the loop. kN

Run the load flow with the branch k open. 
Calculate the line losses. 

Yes

Compute the membership values and then the overall satisfaction.
( ), mink i i iD L and Vμ μ=

kNk = k+1

Determine the optimal solution for the operation of tie-line switch k.
                             Where i=1,2,3, ,,max( )k k iOS D= kN

1tie tieN N= −

Is         > 0 ?tieN

STOP
No

Yes

Fig. 4 Flow chart of the proposed ONR/OFR algorithm
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• Step 2: Execute the load flow solution as described in Sect. 2.
• Step 3: Determine voltage difference (�Vtie) across the open tie-line switches.
• Step 4: Identify the open tie-line switch across which �Vtie is maximum, and it

can be represented as (�Vmax
tie ).

• Step 5: If �Vmax
t ie > specified value (ε), then go to Step 6 else go to Step 11.

• Step 6: When the selected tie-line switch is closed then identify the number of
branches (Nk) in the loop.

• Step 7: Open one line at a time in the loop, and determine the membership value
for each objective function. Compute μLi and μVi using the Eqs. (14) and (16),
respectively.

• Step 8: Compute the overall degree of satisfaction using Eq. (22).
• Step 9: Determine the optimal solution for the operation of the kth tie-line switch

using Eq. (23).
• Step 10: Make the number of tie-line switches (Ntie) equal to Ntie − 1, and

rearrange the coding of the rest of the tie-line switches, and go to Step 2.
• Step 11: Display the output results.

6 Results and Discussion

The proposed ONRmethodology has been implemented on IEEE 69 bus test system
which has a single feeder with a single substation [41]. Figure 5 depicts the single-
line diagram of 69 bus RDS. System load demand, line, and tie-line data have been
taken from Ref. [42]. This system has 68 lines, i.e., sectionalizing switches, they
are 1–68 and they are normally closed. Five tie-line switches (which form 5 loops)
considered in this work are 69, 70, 71, 72, and 73, they open tie switches. The base
voltage and kVA are 12.66 kV and 1000 kVA, respectively. The real and reactive
power load of 3,802 kW and 2,694 kVAr, respectively. In this test system, the DG
units are placed at buses 5, 28, 45, and 60; shunt capacitors are placed at buses 22,
36, and 64; EVCSs are placed at buses 18 and 59.

In the present work, the convergence criterion (ε) is considered as 0.01, and it has
been assumed that αmin is 0.5, αmax is 1, βmin is 0.05 and βmax is 0.10. The active
power loss obtained in the base case condition is 224.96 kW, and all the tie-line
switches, i.e., 69, 70, 71, 72, and 73. The minimum voltage obtained in this base
case is 0.9066 p.u. at bus 54.

6.1 Case 1: Tie-Line Switch Operation 1

In this case, the voltage difference across each tie-line switch is determined. The
voltage differences across tie-line switches 69, 70, 71, 72 and 73 are 0.0031 p.u.,
0.0008 p.u., 0.0416 p.u., 0.0742 p.u. and 0.0471 p.u., respectively. From these volt-
ages, it can be observed that voltage difference across line number 72 is maximum,
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Fig. 5 SLD of IEEE 69 bus RDS before ONR

i.e., 0.0742 p.u. Table 1 presents the membership values of power loss and voltage
deviation, and the overall satisfaction for tie-line switch operation 1. In this case,
line number 72 is closed and the membership values for opened lines are presented
in Table 1. The overall satisfaction has been determined by using Eq. (23), and they
are presented in the table. From the results obtained, it is observed that by using the
fuzzy set intersection, the fuzzy decision for overall satisfaction is obtained when
line 46 is open and line 72 is closed. The obtained value of overall satisfaction is
0.7362, which is the maximum of Dk,i .

6.2 Case 2: Tie-Line Switch Operation 2

The voltage differences across tie-line switches 69, 70, 71, 72 and 73 are 0.00312 p.u.,
0.0008 p.u., 0.0416 p.u., 0.0742 p.u. and 0.0471 p.u., respectively. From these volt-
ages, after the tie-line switch operation 1, it can be observed that voltage difference
across line number 73 is maximum, i.e., 0.0471 p.u. Table 2 presents the membership
values of power loss and voltage deviation, and the overall satisfaction for tie-line
switch operation 2. In this case, line number 73 is closed and the membership values
for opened lines are presented inTable 2. The overall satisfaction has been determined
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Table 1 Membership values for tie-line switch operation 1

Closed line Opened line Membership values of
power loss and voltage
deviation

Dk,i = min(μLi ,μVi )

μLi μVi

Base case 1 0.5654 0.5654

72 38 0 0.4378 0

72 37 0 0.3937 0

72 36 0 0.3515 0

72 35 0 0.3518 0

72 47 0.7353 0.8742 0.7353

72 46 0.7362 0.8745 0.7362

72 45 0.7352 0.8734 0.7352

72 44 0.7350 0.8734 0.7350

72 43 0.7224 0.8642 0.7224

72 42 0.7082 0.8540 0.7082

72 41 0.7052 0.8540 0.7052

72 8 0 0.1457 0

72 7 0 0 0

72 6 0 0 0

72 5 0 0 0

72 4 0 0 0

by using Eq. (23), and they are presented in the table. From the results obtained, it
is observed that by using the fuzzy set intersection, the fuzzy decision for overall
satisfaction is obtained when line 53 is open and line 73 is closed. The obtained value
of overall satisfaction is 0.7575 which is the maximum of Dk,i .

6.3 Case 3: Tie-Line Switch Operation 3

The voltage differences across tie-line switches 69, 70, 71, 72 and 73 are 0.00312
p.u., 0.0008 p.u., 0.0416 p.u., 0.0742 p.u. and 0.0471 p.u., respectively. From these
voltages, after the tie-line switch operations 1 and 2, it can be observed that voltage
difference across line number 71 is maximum, i.e., 0.0416 p.u. Table 3 presents the
membership values of power loss and voltage deviation, and the overall satisfaction
for tie-line switch operation 3. In this case, line number 71 is closed and the member-
ship values for opened lines are presented in Table 3. The overall satisfaction has been
determined by using Eq. (23), and they are presented in the table. From the results
obtained, it is observed that by using the fuzzy set intersection, the fuzzy decision
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Table 2 Membership values for tie-line switch operation 2

Closed line Opened line Membership values of
power loss and voltage
deviation

Dk,i = min(μLi ,μVi )

μLi μVi

After tie-line switch operation 1 0.7386 0.8632 0.7386

73 26 0.7203 0.8621 0.7203

73 25 0.7225 0.8520 0.7225

73 24 0.7265 0.8505 0.7265

73 23 0.7071 0.8248 0.7071

73 22 0.7078 0.8246 0.7078

73 21 0.7046 0.7051 0.7046

73 20 0.6199 0.7056 0.6199

73 19 0.6175 0.7062 0.6175

73 18 0.6163 0.7120 0.6163

73 17 0.5656 0.6485 0.5656

73 16 0.5152 0.5836 0.5152

73 15 0.4420 0.5352 0.4420

73 14 0.4447 0.5360 0.4447

73 13 0.4338 0.5225 0.4338

73 12 0.4232 0.5122 0.4232

73 11 0.0774 0.1995 0.0774

73 10 0 0 0

73 9 0 0 0

73 8 0 0 0

73 7 0 0 0

73 6 0 0 0

73 5 0 0 0

73 4 0 0 0

73 53 0.7575 0.9129 0.7575

73 52 0.7548 1 0.7548

73 51 0.7542 1 0.7542

73 50 0.7435 0.9792 0.7435

73 49 0 0 0

73 48 0 0 0

73 72 0 0 0

73 38 0 0 0

73 37 0 0 0

73 36 0 0 0

(continued)
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Table 2 (continued)

Closed line Opened line Membership values of
power loss and voltage
deviation

Dk,i = min(μLi ,μVi )

μLi μVi

73 35 0 0 0

The bold values in the table represent the fuzzy decision for overall satisfaction by using the fuzzy
set intersection

Table 3 Membership values for tie-line switch operation 3

Closed line Opened line Membership values of
power loss and voltage
deviation

Dk,i = min(μLi ,μVi )

μLi μVi

After tie-line switch operation 2 0.7252 0.8625 0.7252

71 14 0.8618 0.9321 0.8618

71 13 0.8712 0.9652 0.8712

71 12 0.8706 0.9025 0.8706

71 11 0.8568 0.9158 0.8568

71 10 0.7990 0.9198 0.7990

71 9 0.7887 0.9138 0.7887

71 8 0.7458 0.9166 0.7458

71 7 0.3452 0.8252 0.3452

71 6 0.2898 0.7879 0.2898

71 5 0.2898 0.7842 0.2898

71 4 0.2858 0.7840 0.2858

71 68 0.7365 0.9198 0.7365

71 67 0.7165 0.9174 0.7165

71 66 0.7138 0.9133 0.7138

71 65 0.7086 0.9165 0.7086

71 64 0.7152 0.9114 0.7152

71 63 0.7098 0.9144 0.7098

71 62 0.6954 0.9100 0.6954

71 61 0.6788 0.9152 0.6788

71 60 0.6763 0.9126 0.6763

71 59 0.6552 0.9126 0.6552

71 58 0.6466 0.9126 0.6466

The bold values in the table represent the fuzzy decision for overall satisfaction by using the fuzzy
set intersection
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Fig. 6 SLD of IEEE 69 bus RDS after ONR

for overall satisfaction is obtained when line 13 is open and line 71 is closed. The
obtained value of overall satisfaction is 0.8712 which is the maximum of Dk,i .

6.4 Case 4: Tie-Line Switch Operation 4

The voltage differences across tie-line switches 69, 70, 71, 72 and 73 are 0.0031
p.u., 0.0008 p.u., 0.0416 p.u., 0.0742 p.u. and 0.0471 p.u., respectively. From these
voltages, after the tie-line switch operations 1, 2, and 3, it can be observed that voltage
difference across line number 69 is maximum, i.e., 0.0031 p.u. However, this voltage
difference is less than ε (0.01). Therefore, there is no further network reconfiguration
is required. Figure 6 depicts the final topology of IEEE 69 bus RDS after ONR. Bus
voltages before and after the ONR are presented in Table 4. From this table, it can be
observed the voltage profile has been improved after the proposed ONR approach.

7 Conclusions

This paper proposes an optimal network/feeder reconfiguration (ONR/OFR) problem
of the radial distribution system (RDS), and it is solved by simultaneously allo-
cating the distributed generation (DG), shunt capacitors, and electric vehicle charging
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Table 4 Bus voltages before and after the ONR

Bus number Before ONR After ONR Bus Number Before ONR After ONR

1 1.0000 1.0000 36 0.9998 0.9997

2 1.0000 1.0000 37 0.9990 0.9965

3 0.9999 0.9999 38 0.9967 0.9855

4 0.9998 0.9998 39 0.9962 0.9828

5 0.9989 0.9996 40 0.9756 0.9921

6 0.9889 0.9968 41 0.9756 0.9932

7 0.9784 0.9941 42 0.9720 0.9921

8 0.9759 0.9934 43 0.9687 0.9920

9 0.9748 0.9932 44 0.9643 0.9919

10 0.9698 0.9896 45 0.9599 0.9920

11 0.9687 0.9890 46 0.9374 0.9922

12 0.9655 0.9879 47 0.9264 0.9919

13 0.9626 0.9874 48 0.9221 0.9458

14 0.9597 0.9875 49 0.9171 0.9411

15 0.9568 0.9872 50 0.9097 0.9342

16 0.9563 0.9871 51 0.9094 0.9339

17 0.9554 0.9856 52 0.9090 0.9336

18 0.9554 0.9856 53 0.9071 0.9327

19 0.9549 0.9850 54 0.9066 0.9820

20 0.9546 0.9846 55 0.9686 0.9889

21 0.9542 0.9840 56 0.9686 0.9889

22 0.9541 0.9844 57 0.9652 0.9876

23 0.9541 0.9838 58 0.9652 0.9876

24 0.9539 0.9835 59 0.9999 0.9999

25 0.9538 0.9837 60 0.9997 0.9993

26 0.9537 0.9828 61 0.9996 0.9986

27 0.9537 0.9827 62 0.9995 0.9984

28 0.9999 0.9999 63 0.9995 0.9984

29 0.9999 0.9999 64 0.9988 0.9947

30 0.9997 0.9997 65 0.9986 0.9925

31 0.9997 0.9997 66 0.9985 0.9924

32 0.9996 0.9996 67 0.9985 0.9923

33 0.9993 0.9993 68 0.9984 0.9916

34 0.9990 0.9990 69 0.9984 0.9919

35 0.9989 0.9989
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stations (EVCSs). In the proposed ONR problem, the objectives, i.e., active power
loss and voltage deviation minimizations are solved by using the fuzzy-based multi-
objective methodology. An iterative approach-based distribution load flow (DLF)
has been used in this work. The proposed algorithm identifies the ONR of feeders
with the minimum number of tie-line switch operations. Simulation studies have
been performed on 69 bus RDS.
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Role of Advanced Control Technologies
in the Evolution of Smart

Raseswari Pradhan

Abstract In power system, only electric grid means to a vast and variable setup of
electrical components that distribute electrical energy from the generating locations
to the user end. The components are transmission buses, substations, feeder buses
etc. The electric grid is deliberated to be a technological prodigy in handling so
many generating units, high megawatts of generating capacity and several miles
of transmission lines. However, in recent scenario the electricity disruption like a
blackout is very common not in India but in advanced countries like United State
of America. A grid would be more efficient when more resiliency is added into the
existing electric network and made ready for diffident unavoidable tragedies and
natural calamities. Therefore, if some extra powerful features are supplemented to
the existing grid, then it becomes a smart grid. The extra powerful features can
be advanced control techniques application in grid operation. This will make the
existing grid network more efficient, faster in power transmission and self-repair
after power disturbances, inexpensive, improved security etc. This chapter presents
a discussion on the various challenges in execution of smart grid. After that, some
of recent proposed control techniques designed and applied to handle those issues.
Various control applications in smart grid are supplemented with appropriate test
bench problem and experimental or simulation results.

Keywords Smart grid · Definition · Evolution · Challenges · Control
technologies · Communication technologies · Commercial applications
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CPS Cyber Physical Systems
RFID Radio Frequency Identification
AMI Advanced Metering Infrastructure
MPPT Maximum Power Point Tracking
V2G Vehicle-to-Grid
PMU Phasor Measurement Units
GPS Global Positioning System Satellite
IT Information Technology
GIS Geographic Information System
ERP Enterprise Resource Planning
EAM Enterprise Asset Management
CRM Customer Relationship Management
SCADA Supervisory Control and Data Acquisition
DMS Distribution Management System
OMS Outage Management Systems
DSM Demand Side Management
S/S Sub-Station
WAMS Wide Area Measurement System
GPP Generator Protection Panels
DGT Directorate General of Training
UPS Uninterruptible Power Supply
ATS Automatic Transfer Switch
TVSS Transient Voltage Surge Suppression
PSG Peer-to-Peer Semantic Grid
GE General Electricals
NIST National Institute of Standard and Technology

1 Introduction

Electricity is one of the greatest findings of the nineteenth century as all other scientif-
ically, socially and economically based revolutionary advancement depends on elec-
tricity only. Therefore, in recent scenario, electricity became a fundamental require-
ment for human being. This is the energy that can be generated and transmitted easily
and economically over long distance. It is also easier to transform from this form to
other form of energy. However, the entire process of utilization of electricity from
generation to used end need a very complex structure of network which is known as
electric grid [1].

An electric grid is well-known as an electrical-network of multiple number of
well-synchronized generating stations and feeder stations. In between them, a large
number of transmission and distribution buses are constructed for efficient trans-
mission from generation to consumers. Again, the whole complicated structure is
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controlled by one or more control centres. These are definitely some massive inter-
connected physical networks. Also, electrical grid is the backbone infrastructure for
electricity industry [2]. According to various report, the existing grid is not up-to-
date to meet demand of current twenty-first century [3]. Still, the structure of the
existing grid is so large that it is a very matter of concern to manage, to maintain and
to look after too so that it efficiently works [4]. Also, it is difficult and expensive to
coordinate between generation and user ends so as less energy wastage will be there.
When intelligence is incorporated into the existing massive network of electrical
grid, it becomes smart grid [5].

Smart grid provides the opportunity for small scale distributed generation fulling
the local electricity demands. This helps in establishing partial or full independence
from centralized grid network. So, these types of grids are easy to control and main-
tain. Further, in case of occurrence of any kind fault in the system, it can be isolated
from the main grid by intentional islanding process. Since the size is small, its
components can be placed in proper locations to have efficient working environment.

2 Generalized Definition of Smart Grids

It is a highly adopted research topic in current days. Hence, numerous types of defini-
tion are available in literature. In some papers, smart grids are defined as the electrical
systems with state-of-the-art observers, controllers and communiqué machineries to
convey trustworthy and secure form of electricity. This technology has enhanced
the efficacies of both generators and feeders. They too provide flexible choices for
consumers. In other words, smart grid is an amalgamation of the existing complex
physical network system and new advanced cyber network systems [6]. Here, phys-
ical network system serves as the skeleton whereas cyber network system is its brain
and nervous system to deal the technological challenges of the grid.

In different parts of world, smart grid has different meanings. In USA, smart
grid is usually means to the renovation of the electric sectors from a centralized and
service-provider-controlling system to that of largely consumer collaborative system
[7]. In Europe, it means the public participation in broadways and also amalgamation
of all its belonging nations [8]. Smart grid in China refers a safer, reliable, fast
responding, sustainable and inexpensive physical network [9]. Recently, the Chinese
Government is paying more attention to building new structures and improving the
existing infrastructure in order make the system more consumer-centric and market-
oriented [10].

Power network is very vast and hence its grid structure is also very large having
many sections like generation, transmission, distribution etc. Smart grids are usually
enabled with recent advanced technologies like Integrated-Circuit (IC) techniques in
all of these sectors. Therefore, smart grid is continuously becomingmore inexpensive,
competent and sustainable. For further improvement in it, there is requirement of
following a universal standard. For grid, that bench-mark level is delivered by U.S.
National Institute of Standards and Technology. According to it, there are seven
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number of vital sections such as customers, functioning, amenity supplier, generation,
conduction and feeder.

Figure 1 presents a generalized layout of a smart grid. In this figure, it is shown
as the amalgamation of a large number of conventional power plants, nonconven-
tional plants, micro-grids, large demand sectors, small residential consumers, energy
storage technologies and smart grid managing them [1]. According to IEEE Grid
Vision 2050 [11], massive emphasis is required from smart grids on bidirectional
flow of management in operations and control.

A Smart grid is becoming stronger and powerful by employing different kind of
advanced inventive technologies and facilities. Some of them are listed as follows.

• Advanced generation technologies for all sizes of generators
• More involvement of consumers in optimized operation of the system
• Making the system more consumer-centric
• Enhancing self-recovery capability of the whole electricity supply system
• Increase in reliability and security of electricity supply
• Taking care of the standard, government regulation andmarket aswell commercial

requirement.
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Fig. 1 Layout of a smart grid [1]
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Table 1 Comparison of
conventional grid with smart
grid [8]

Parameters Conventional grid Smart grid

Generation Centralized Distributed

Operation Electromechanical Digital

Grid fault
conditions

Failures and
blackouts

Adaptive and
islanding

Real-time
observing

Nil Extensive

Response Slow Very fast

Data lost Manual restoration Self-healing

Communication One way Two ways

Back ups No storage of energy Present

Control Utility based A large part is
consumer based

Table 2 Per hour revenue
generated in various
industries of USA

Industry Amount (in thousands of
dollars)

Cellular communications 41

Telephone ticket sales 72

Airline’s reservation system 90

Semiconductor manufacturer 2000

Credit card operation 2580

Brokage operation 6480

Source US Department of Energy

Table 1 expresses a comparative study of the conventional electric grid and that
of the smart grid. According to department of Energy of USA, the average revenue
wasted if there is power interrupt in the country for one hour as shown in Table 2.
This justifies smart grid introduction in power sectors.

3 Evolution of Smart Grids

Conventional grids are basically designed with exhaustible sources like coal, gas,
petroleum product etc. Due to massive use of these commodities, their quantities are
decaying and for next stock, thousands of years will be required. Again, they envi-
ronmental impact too. Therefore, trends have been inclined towards use of cleaner
and inexhaustible energy sources like wind, solar etc. However, there is need of
making changes to the existing grid for this purpose and hence evolution of smart
grid happened.
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Rendering to a report of World-Energy-Outlook [12] in the year 2014, the energy
requirement globally will be increased up to nearly 40% by 2040. In that situation,
it is difficult to maintain the standard of energy without any harm to environments if
conventional grids are continued to be used. Even though renewable energy sources
are abundantly available but their harvesting technologies is complicated. Hence,
there is requirement of advanced technologies as well as government support for
efficient, reliable and secured harvesting of these sources. Also, there is need of
proper methods, support and policies for their integration with grid. In this regard,
globally many countries including India have their non-renewable ministries to make
new energy policies and incentives for adapting those policies.

In the USA, these kinds of initiation have been started in the tenure of President
Obama and became doubled by 2008. Report is there that enhancement in imple-
mentation of sustainable energy sources will be around 20% by 2020 in both USA
and Europe [13, 14]. In this regards China is also not far behind. It has set target
of around 15% by 2020 and 86% by 2050 [15, 16]. However, for these types of
implementation smart grids are required.

Smart grids are designed and commissioned in such a way that both supply as
well as usage would be more reliable, proficient, secured, cost-effective and viable
to environment. Their primary target is to integrate intelligence to the working of all
of its components from supply side to consumer side including the transmission and
distribution lines. The better they integrate intelligence to physical world, the more
will be their success. For intelligence integration, usually cyber systems are used.
They primary jobs are sensing, processing and collecting information for intelligent
management and control of the grid. Therefore, a new technology has been immerged
that is the cyber–physical system (CPS). This system is capable of better handle of
integration and interaction issues of physical systems and cyber systems in smart
grids [17].

4 Challenges in Implementation of Smart Grids

Implementation of CPS technologies in smart grids will no doubt strengthen them.
However, new challenges arise due to the use of CPSs handling the systems unusual
characteristics.

The acceptation of a smart grid in future will be decided by certain special features
like compact, flexible, portable, safe and secure etc. For this there is always a require-
ment of good interaction between its various stakeholders in physical worlds (power
network and consumers) and cyber worlds as shown in Fig. 2. However, it has many
technical, social and environmental challenging factors while its implementation [9].
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Fig. 2 Interaction between
physical world and cyber
system
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4.1 Technical Challenges

In this kind of grid, somany types of technical challenges are there to be attended.One
of such condition is irregularity in some generating sources like the renewable energy
generations such as solar plant, wind farm, etc. In this case, it supplies substandard
quality of electricity. Further, in some of the huge power networks including smaller
dispersed energy sources, such as, solar plant, battery banks, wind-firms, plug-in
hybrid electric vehicles (PHEVs) suffer unpredictable operation because of various
conflicting energymarket policies. Another important technical factor is the variance
of peak and average electricity demands of an area. It may be some cases present
where only slight reduction in peak demand may accommodate the present power
generation capacity. Therefore, there is no need of building new power plants. But,
for some cases, the difference between peak and average electricity demand is so
high that introduction of some new power plants is unnecessary for feeding these
peak loads. A smart grid needs to handle these kinds of situations in multi area power
networks. In these kind of girds, wastage of electricity in transmission can be reduced
by implementing distributed generation concept. In consumer sides also efficiency
can be enhanced by introducing various advanced technologies such as usage of
smart measurement, sensors, transmitters and processors. There is requirement of
several vital techniques for the above matters. Some are listed as follows.

• Necessity in scattered control machineries with high grade of communication
network. Here, sources, loads, and storage units can enjoy self-control or local-
control not always the centralized control.

• Need of approximately correct prediction of load side demand well before in
advance.

• Requirement of accurate estimationof renewable energy sources generation taking
account the weather forecasting. So that the grid operation would be smooth even
if the intermittent natures of these energy sources.

• Enhancement of grid efficiency by reducing the peak demand by implementing
smart load management, active tariff and power-cut if required.
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• Prerequisite of efficient and smart energy storage equipment that helps in cutting
down the peak demand to some extent, shave peaks in energy demands [18].

To deal with all the above discussed factors, it needs completely systematic and
dedicated steps of involvement while doing modification to the existing grid to make
it smarter. CPS are capable of such kind of paradigm. Figure 2 is showing such type
network that relate physical world with cyber world.

4.2 Environmental Challenges

Although CPS has great help in maintaining smartness of a smart grid is, there are
some environmental issues exist in implementation of smart grids due to this CPS.
However, even if these issues can’t be isolated from each other. They are interrelated
to one and another. These issues are now tried to be discussed precisely as follows.

4.2.1 Eco System

Eco system is means to be a natural community [19]. Development of a smart grid
should not hamper the eco system of its surrounding areas. Decisions in these devel-
opments need to be taken considering the area’s ecological, social and financial
prospects. These decisions must be very future-perspectives without neglecting the
present scenario. The approach needs to be always a cross-functional type approach.
Taking an example; as in a grid with thermal power plant, the details of systematic
functioning need to be considered like expenditures, profits, influence coal mining,
transportation, burning, waste dumping, pollution control and other side-effects to
surrounding environment. Eco systemof a smart grid hasmany numbers of connected
and interconnected networks starting from raw resources to demand side consumers
involving many physical, cyber and social–economic systems.

Individual life cycles of each element of such a large-scale system are to be consid-
ered during the designing stage itself. The ecosystem of a smart grid always requires
an internal feedback mechanism that would monitor its self-regulation, regaining
after disturbances and controlling power. Smart grid ecosystems must be structured
as interaction between ecological, societal and commercial systems as shown in
Fig. 3.

In this figure, power system is the physical world that is required to be is the
components whose physical behaviours need to be supervised and controlled. Here,
the cyber system denotes to intelligence involvement by implementing the innovative
software and hardware for better data-exchange between various physical compo-
nents of the systems. The society and economy systems mean the involvement of
consumers in grid operation, tariff and service provide. Eventually, the term nature
and environments mean to surrounding nature of a grid. Grids as well as nature
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Fig. 3 Layout showing
energy ecosystem
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have great impact on each other. The arrows demarcate the communication networks
enabling data flows between each unit of this grid eco system.

4.2.2 Big Data

This term is usually applied in the data assembly and its analysis. It has five significant
features like bulk size, speed, authenticity, alteration, and cost [20]. Data can be
captured by using smart meters as smart meters have these features. In smart system,
it needs to efficient manage a huge bulk of data related to consumers. Data analysis
needs to handle real time scrutiny of such massive data collected by smart meters
from both utilities and users. It must be fast but authenticate. It also capable of
handle variation in data but must not be very costly. This is more appropriate in
case of sensors and any such kind of devices generated information. For analysis
of these data some advanced analytical algorithms are required. However, these
analytical algorithms need large sets of available information. In smart grids, data
can be collected either conventionally from industries or with new technologies like
web-cams, climate predicting systems, atlases, charts and images [21]. The issues in
big data are related with smart architecture and design of a smart grid having faster
information technologies and specialized computation [20].

4.2.3 Cloud Computing

Real-time, fast and smooth management of big data is necessary in smart grids. For
this work, there is a need of efficient tool for storage, computation and complex
webbing of computing resources. Cloud computing is such a very latest paradigm
service provider these packages [21]. Someof its remarkable benefits are self-service,
flexibility in usage, resource sharing etc. Some other advantages are easy supervision,
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enhance in revenue by lessening cost, continuous services, tragedy controlling and
intelligence in analysis of data [22].

The first cloud-based measurement device was introduced in Denmark in small-
scale. Next, some other countries have also implemented it. In England, a Smart
Energy Cloud system is use that is supporting the countries’ cloud-based measure-
ment device program. Report is there that the number of units will cross beyond
100 million by 2020. Again, this technology is showing tremendous results like
more correct billing, smarter functioning and visibility. Therefore, cloud computing
platforms has a great future in power sector. There are a number of cloud computing
platforms established and in service in power systems. IBMCoremetrics andGoogle
Big Query are two big players in this field.

However, there are some risks in involving cloud computing in service like issues
of security and privacy. This is because the cloud computing service providers are
exposed to much confidential information of the consumers and may misuse them.
Therefore, there is requirement of bound the service provider with some regulatory
constraints [23]. But these issues should not affect the operation of the grid.

4.2.4 Internet of Things (IoT)

In IoT, the term “things” involves some entities like physical uniqueness, physical
characteristics, virtual behaviours and intelligence of users. IoT is the extension of
the Internet amenities to physical world like smart grid. In this recent service, the
conventional Internet service is made enriched by applying some new expertise like
RFID, sensors, smart devices [24]. IoT is growing very fast. Smart grid consists of
a large communication network that link all power apparatus from the transmission
and distribution sectors. This includes meters handling electricity, water, gas, heating
systems and building automation systems. Efficient operations of the smart grid can
be accomplished by using the global standards for IoT.Using IoT, smart grid becomes
more linked, profitable and intelligent. Recently, there is beginning of a new era of
power grid that is Internet of Energy. It consists of intelligent transmission and
distribution of electricity smarter substation and well-organized feeder. The future
of IoT lies in designing a secure and closer to real-time responses. Because, current
existing structure of IoT is prone to cyber-attacks and poor qualities of responses. For
effective architecture and design of smart grid, there is need of effective and optimal
interaction and communication between all stakeholders of a smart grid [25].

4.2.5 Networking

Networking is becoming very important in recent era in every sectors so in smart
grid too. In smart grid many complex networks are involved like communication
networks, living systems, societal networks, cyber networks and physical electrical
networks [26]. This gives diversity to the grid. But, due to this many problems too
arises as follows.
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• The dynamics of these networks are simplified to make them linearized for better
analysis. However, they are physically far away from the real network.

• The links are assumed to be static where as in actual case they may be dynamic
too.

• Smart grids have heterogeneous combinations of many dynamic, static, nonlinear
models interconnected to each other whereas the networking systems represented
as having homogeneous components.

• Power networks may have different functional layers involving telecommuni-
cation, smart measuring units and feeder management systems etc. There are
always issues involved in prioritizing the components of each functional layers
and dealing with their problems while functioning.

4.2.6 Legislation and Regulation

As discussed before, to secure the personal data of consumers’ and prevention from
misuse of them, there is a high demandof development some standard legislations and
regulations across the globe. Currently, the practice is that different countries have
set their own rules and regulation that different from others. So, there is no uniformity
in implementation of constraints and barriers on numerous analyses [27]. The vital
issues in application of smart grid are mostly cyber related. Extend of involvement
of the stakeholders is one of the major issues. Similarly, incentive related problem is
another issue. Legitimate barriers in developing and regulating smoothly are some
other important issues too.

Since, the power sectors and organizations are different country to country. There-
fore, legal and regulatory systems too are different. Therefore, cyber issues are
required to be addressed accordingly following the respective systemof each country.

Smart grid standardization is necessary in order to make it uniform worldwide.
IEEE has a significant part in this field. IEEE has over 100 Smart Grid-related
approved standards. It also has several Smart Grid-related pending standards [3].
Some of the standards in Communication Protocols are as follows [28].

• From one Regulatory body to other, i.e., IEC 60870-6/TASE.2
• From one Regulatory body to site apparatus, i.e., IEEE 1815 (DNP3) for USA

and IEC 60870-5 for UK
• Site apparatus, i.e., IEC 61850 and IEEE 1815 (DNP3).

5 Control Issues in Implementation of Smart Grids

The vital control issues in the operation of a smart grids are involved in strengthening
the grid-structure, improvement in its intelligence, communications, integration of
various intermittent generating units, moving offshore, harvesting the goodness of
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distributed generation and storage units. The control structure of a smart grid is
shown in Fig. 4.

5.1 Reinforcement of the Grid

The existing conventional grid is very old. Further, they are very huge and compli-
cated. Again, the grid intimately related to social and economic growth of an area.
Therefore, it is required to ensure enhancement in grid power by integration of
renewable resources, power handling capabilities and control.

5.2 Improvement in Intelligence

FREEDM substations are established to improve the stake of sustainable energy.
They involve large number of advanced and prototype components. The prospective
grids are going to be different from that of the existing grids in terms of organization
and application. Figure 4 shows such a futuristic set-up of grid. It comprises mostly
distributed types of generation and storage systems. This trademarks the grid more
flexible and consistent in operation. This system uses a large scale of power elec-
tronics devices in order to make them automatic, adaptive and superiority in energy
management and power quality improvement [29].

However, in these kinds of set-up, the current flow during fault condition is
very small. Hence, fault can’t be detected using that of conventional fault detection
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methods. Further, source and load sides are not symmetrical in nature. Therefore,
normal symmetrical based analysis is not applicable to these systems. The traditional
protection systems are also not appropriate for these systems [30].

5.3 Betterment in Communications

In a smart grid, usually almost all of its components are linked by communication
network for the effective exchange of information. Correct and fast exchange of infor-
mation is necessary for quick response of the devices in certain situations. Feeder
systems are basically constructed taking care of a fixed toleration level in voltage and
current in normal operating conditions. Beyond that the protection systems become
active. In a smart grid, the exchange of information about any contingency situation
and required command after decision making to the respective protection devices
must be faster and smoother. This can be possible by using two-way digital commu-
nication like wired phones and mobile phones, radios, Fiber-optical-devices, Power
line transporter transmission, Satellite and web [31].

5.4 Participation of Intermittent Sources

Cost is one of the main factors in all commercial sectors including the power sectors.
Therefore, optimal economic power dispatch of various available generating units
is necessary [32]. To solve this problem, calculation of optimal load sharing of the
generating station is required. Previously, only conventional sources were present.
Therefore, this problem was simpler dealing with only stock of fossil fuels and their
cost. Recently, more and more intermittent and distributed sources are getting added
to the system. So, the problem becomes more complicated. The challenges lie in
location of power plants away from load centers. So, it will be not economical to
install communication networks too [31].

Different distributed generation technologies are available such as wind-plant,
solar arrays etc. It is always necessary to select right one among these technologies for
a particular location for better performance. In addition to that some supplementary
technologies need to be implemented to the existing systems like use of Maximum
Power Point Tracking (MPPT) in wind and solar plants to minimize energy losses
[33].

5.5 Offshore Movement

This term is mostly applied in case of wind farms. Now-a-days, it is applied in
smart grids as wind farms are part of them. Therefore, smart grid technology is
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now capable of controlling and operating remote plants efficiently and optimally.
Such an innovative technology is proposed in paper [34]. It can enable a grid to
tackle uncertainties in monitoring and maintenance equipment of a power plant. An
adaptive condition-based maintenance scheme is discussed here.

5.6 Capturing the Benefits of Back-Up Devices

As discussed in the previous sections, some of the generating systems of a smart grids
are intermittent in nature basically the renewable energy-based systems. This may
inject unwanted disturbances to the stable grid and through it to other components of
the grid. Therefore, a disturbance created in a small part of grid may imbalance the
whole grid causing black-out like situations. Therefore, there is need of some back-up
devices to be installed with the other generating systems such as battery banks. These
devices are usually installed at the distribution level. Now-a-days, back-up devices
are very essential elements in off-grid application. In grid integrated application
also, back-up devices are installed in order to enhance the system robustness against
intermittent supply of energy. Apart from batter banks, diesel generators, flywheels,
fuel cells, ultra-capacitors etc. are also very popular back-up systems in power sectors
[32]. The combination of generating systems with back-up systems are known as
hybrid systems.

However, the back-up systems must be selected, designed and commissioned in
such a way that the quality of power and voltage level will not be hampered both in
short and long terms. In addition to it, stability of the whole system will be retained
even with bulk injection of back-up powers. A vast research is going in this area.
However, those are not sufficient and competent enough to use commercially [33,
34]. Different hybrid systems have different issues and hence they are required to be
addressed differently. For an example, in wind farm-based hybrid systems, back-up
devices are designed to handle intermittence generation as well as ramp rates that
limits its generation level. Similarly, in solar based hybrid systems, both intermittence
and power angle correction factors are vital issues [35].

5.7 Plug-In Hybrid Vehicles Usage

Smart grids are characterized with distributed generations and dispersed consumers.
A smarter grid needs to address them all proficiently. Electric vehicles have a great
future and their injection volumes are increasing. However, they are highly movable
and discrete in nature. The new technology to it is the plug-in hybrid vehicles and
known as vehicle-to-grid (V2G). V2G does not means only its utilization as means
of transportation but also its usage of electric-rechargeable batteries. For batteries
recharging, grid support is necessary. Therefore, in near future, they will emerge as
a major challenge for grid network, the future electricity networks. V2G is still not
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commercially famous. To make it more reliable, more research is required. In some
of the researches [36], V2G systems are developed with in a confined area of grids
called micro grids.

5.8 Advanced Technologies Implementation

Recently, a number of advanced technologies are designed and formulated to be
applied in different section of a power network like monitoring, sensing, measure-
ment, data acquisition, control etc. Phasor measurement units (PMUs) are such an
advanced technology. These are well-synchronized with the real-time power grid
network and widely used as measuring devices. Their advanced characters are very
beneficial in system observation, protection and controlling. Here, synchronization
is accomplished by maintaining equal sampling frequency of voltage and current
waveforms using Global Positioning System Satellite (GPS) [37].

6 Digital Control of Smart Grids

Digital control is usually a combination of energy and information technology
(IT). Introduction of digital control in power sector has enabled it with two-way-
communication between consumer and energy provider. This technology is expected
to come to picture in 1980s. However, 2015 onwards its utilization paradigm has
covered smart grid, smart homes, digital billing, distributed generation, maintenance
services, smart interconnection etc. The utilization of digital control in power sector
is very vast. Some of its distinct components are shown in Fig. 5. It consists of smart
grid, smart homes, renewable energy sources, consumer engagement, distribution
intelligence and plugin-vehicle.

Recently, digital control technology offers smart grid solutions from generation
sites to the utility sides of electrical energy. Its services include protection and control
of all kind of generator sets of the grid. It also ensures safety and smooth operation
of a hybrid generation system with renewable energy sources. It facilitates contin-
uous transfer to power backup units in order to provide uninterrupted power supply.
Therefore, using digital control technologies, power grid reliability is enhanced. In
future, digital control technologies will play big roles in smooth functioning of a
smart city. Figure 6 shows how it can help in the operation of smart city.
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7 Adaptive Control Technologies for Smart Grid

With adaptive control technology, an advanced distribution system can be managed.
Advanced distribution system can manage both demand and efficiency more profi-
ciently. This can be possible due to use of adaptive optimization techniques and grid
improvement tasks. The usage of adaptive enable the grid to analyze and manage
distributed energy resources. It also makes them automatic, self-healing and self-
sustaining. Advanced distribution system further supports closed-loop type control
structure. Here, the operator sects the adaptive schemes studying the forecasted grid
conditions data collected using advanced data acquisition devices.

A layout of an advanced distribution system based adaptive control system is
shown in Fig. 7. Its advanced management system takes care of real-time services
like sub-station (S/S) automation, feeder automation and functioning of intelligent
devices. It also looks after enterprise services like GIS, ERP, CRM and EAM. In this
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Fig. 7 Paradigm of adaptive control technologies in smart grid
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management system, various advanced technologies have been used like SCADA,
DMS, OMS and DSM [38].

Adaptive control technology has future in smart grid in the following fields.

7.1 Advanced Metering Infrastructure (AMI)

It serves as an interface between the grid and consumers. The information exchange
is bidirectional in nature. It is enabled with accurate load data acquiring, advanced
control, real-time tariff and outage detection. In AMIs, data acquisition interval is
programmed to be at 5, 15, 30 or 60 min of time intervals depending upon the types
of loads. It has a HomeAutomation Network (HAN) gateway. It also includes remote
connect/disconnect switch.

7.2 Phasor Measurement Unit (PMUs)

PMUs are controlled by GPS. They are specifically synchronized with the real-time
system voltage and current waveforms. By this they can remotely measures data of
a grid by catching its electrical waves. It is very effective in fault detection without
even physically attached to the network.

7.3 Distributed Weather Sensing

It helps in gathering weather data like cell temperature, solar irradiance, wind speed,
etc. in case of renewable energy-based hybrid systems. There by the power outage
can be forecasted in advanced and required modification in grid are carried out. It is
an effective tool for efficient power management [39].

7.4 Wide Area Measurement System (WAMS)

In this system, a chain of PMUS ismade in service. This network provides continuous
real-time monitoring and data acquisition for a wide range of areas.
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8 Adaptive Control Technologies for Smart Grid

As discussed earlier, communication between different sections of a smart grid very
vital. Therefore, there is requirement of innovative communication skills. Classifi-
cation of these communication technologies has been done depending upon their
utilization. They are as follows.

8.1 Integrated Communications

Any interference in this network may severely affect its quality of wireless sensing
capabilities. Various features of integrated communications are fast, fully unified
and bidirectional data exchange. So that the smart grid becomes vibrant and
collaborative [40].

8.2 Secure Web Mechanism

The advanced technologies must be protected, secured and reliable [41].

8.3 Wireless Sensor System

These systems must handle severe environments, packet faults, changing link
capability, constrained in resources and maintain required standard.

8.4 Communication Infrastructure

In this system, a chain of PMUS ismade in service. This network provides continuous
real-time monitoring and data acquisition for a wide range of areas.

These are used as the back-bone of a communication network. Some of the
components are given as follows.

• System Integrators
• WAN Network
• LAN Network
• Data Storage Management and Analytics
• CRM.
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Fig. 8 Advanced communication technologies in smart grid

The future advanced communication technologies in smart grid are shown in Fig. 8
[42].

9 Some Commercially Available Smart Grid Technologies

Some leading companies like GE are involved in this field. Some of its products are
shown in Table 3.

Table 3 Various commercial smart grid based products by GE

Protection and control Distributed grid management Micro grid control

Generator protection:
G60
G30
489

Wireless trip control:
DGT wireless transfer trip

Optimized generation and grid
interconnect relays:
F60
C30

Generator protection panels:
GPP

Advanced load shedding and
restoration:
C90Plus

Load management/load
shedding relays:
C90Plus
F35

Plant system optimization:
PMCS
C90Plus

Quick standby devices:
UPS
ATS
TVSS
PSG

Wireless LAN extension:
Mercury
iNET-II
entra NET

Source GE Technologies
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Fig. 9 Layout of GE Microgrid Control System. Source GE Technologies

TheGEMicrogridControl Systemoffers an advanced technique inwhich different
power generation and feeder data are accumulated efficiently. Then that data is
utilized to formulate the optimal cost-effective scheme so as to provide uninterrupted
supply. It also rich with the presence of controllable and optimized generating units,
storage units and delivery of clean power. A layout of GEMicrogrid Control System
is shown in Fig. 9.

GE is also providing solution for advanced digital communication fromgeneration
to utility sectors to the user ends. This is possible by a fast and secured two-way
wireless network. It can send quick trip signals to dispersed generation units. Then,
acknowledge report after work done is also sent back for confirmation. This kind of
wireless arrangement cuts costs and ensured safety (Fig. 10).

Many other smart grids related commercial products are available across the
world. In USA, Plug-in Electric Vehicles are in high demand and are being sold
very fast. It is expected that by 2020, the sold unit will cross beyond one Million.
Twobig companies have been ventured in this field such asNissanLeaf andChevrolet
Volt.

Since, smart grid is growing day by day in USA, Major government and local
agencies are involved in its smooth operation and control like National Institute of
Standard and Technology (NIST), LOS Alamos, Edison, Oak Ridge, NSF, Ercot etc.

Back up technologies also very vital in case of smart grid operation to support
during peak load period. For back up batter bank is an important component. There-
fore, many companies are serving in sectors like Ktech Corp, California’s Central
Valley etc.

For transmission systems, Midwest Energy Inc. Project, Hays, KS are providing
solution. They are supplying nine relay-based PMUs and synchro phasor commu-
nications network for watching power-angle and signal-frequency. It also analyses
disturbances and resulting faults, monitors signals, their stability status etc. Similarly,
SGIG Distribution Automation Project, Atlantic City, NJ; Golden Spread Electric
Cooperative Project in Amarilo, TX; Whirlpool Corporation Smart Grid Project,
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Benton Harbor, MI; Peak Energy Agriculture Rewards (PEAR) in Fresno, CA and
AMI Project in Lubbock, TX are some other famous companies that have ventured
to provide smart grid solution commercially.

10 Conclusion

This chapter gives an overview about different aspects of a smart grid. It has presented
that smart grid technology has eradicated various age-old problems like incorporated
controlling, vast capacity sources, dependency on unsustainable sources etc. It also
problems in automation increasing responsiveness from consumers. With the help
of better communication systems, now smart grid is being powered with two-ways
smooth and authenticate data flows. A comparison has made with that of the conven-
tional to justify its superiority. This chapter also has a brief discussion on different
challenges and issues faced by smart grid like technical, ecological, social, control,
protocols etc. It has also discussion on on-going expansion and future technolo-
gies of smart grid like smart city applications. Further this chapter has elaborated
usage of adaptive control techniques and advanced communication technologies to
make smart grid more intelligent and user-end friendly. It is also discussed with
some IEEE and other universal standards, how this technology is made universally

https://www.gegridsolutions.com/multilin/smartgrid_innovations.htm
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uniform, secured and protected. It is seen that smart grid offers a very vast area of
research. This chapter can be a very good reference for the aspirant researchers and
engineers working in various field of smart grid.
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Application of Solar Energy
as Distributed Generation for Real Power
Loss Reduction in Radial Distribution
Network

Aliva Routray, Khyati D. Mistry, and Sabha Raj Arya

Abstract This work discusses the integration of solar energy as Distribution Gener-
ation in radial distribution systems. It improves the system reliability and integrity by
minimizing the losses. To generate solar power, daily solar radiation data are gener-
ated using obstructed astronomical model to get accurate radiations as solar panel
input. The global radiation is modelled with obstructed astronomical technique, self-
shadowing effect, and photovoltaic temperature. The hourly data distribution pattern
of solar radiation is non-parametric. This issue proceeds to the implementation of
Kernel Density Estimation techniques in this work. The solar energy as DG is imple-
mented to IEEE-15 and IEEE-28 bus distribution networks separately. The optimum
location and capacity of DG in the distribution system are determined by employing
Grey Wolf Optimization (GWO) technique.

Keywords Distributed Generation · Grey Wolf Optimization · Radial distribution
system · Self-shadowing effect · Temperature model

Nomenclature

RDS Radial Distribution System
DG Distribution Generation
GMA Greenwich Meridian Angle
AST Apparent Solar Time
STC Standard Test Condition
NOCT Nominal Operating Cell Temperature
KDE Kernel Density Estimation
MCS Monte Carlo Simulation
PDF Probability Density Function
RTS Reliability Test System
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GWO Grey Wolf Optimization
PV Photovoltaic
Po Power Generated from PV Module
Yo Solar module’s rated capacity (kW) at STC
IGeff Solar Irradiance (kWh/m2)
IGeff,STC Solar Irradiance at STC (kWh/m2)
K Temperature coefficient
To PV Cell Temperature (°C)
To,STC PV Cell temperature at STC (°C)
Tamb Ambient temperature (°C)
To,NOCT PV Cell temperature at NOCT (°C)
Tamb,NOCT Nominal atmospheric temperature (°C) at NOCT (°C)
ïo,STC Panel Efficiency at STC
τo Solar transmittance
Ao Solar absorptance
IGeff,NOCT Solar radiation at NOCT (kWh/m2)
dS Distance between consecutive panels
a Azimuth angle of the shadow
LSh Length of the shadow
Ang Solar altitude angle

1 Introduction

The transmission and distribution systems are operated with heavy loading condi-
tions. The distribution system is the bigger point of concern as it stays close to the
consumer side. Enhanced Efficiency and power quality are the parameters those need
to provide a favorable economic environment for the minimization of power losses
in the system [1]. Several approaches for the loss minimization problem have been
identified in many existing works of literatures. These methodologies are different
from each other in terms of employed method, problem formulation, loss mini-
mizing tool and the obtained solution. Capacitor placements, network reconfigura-
tion, Distributed Generation (DG) allocation, feeder grading, high voltage distribu-
tion, usage of power electronics devices etc. are some of the methods for power loss
minimization.However, few techniques like capacitor placement, network reconfigu-
ration andDGallocation aremore often used for reducing the line losses by improving
the efficiency of distribution system [2]. There are many benefits of DG integra-
tion such as exploitation of renewable energies, decreased environmental impacts,
improved energy efficiency, good congestion management, bus voltage increment
and power loss reduction in the distribution system [3]. The DGs are also econom-
ical because of lessmaintenance cost.Moreover, thismethodology ofDGpenetration
is comparatively more effective and very much beneficial than the other methods of
loss minimization. The main reason for the extensive popularity of DGs is, their
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green technology and environmental concern for the world. Apart from it, the pene-
tration of DGs into the distribution system is widely increased as it can be used
as a small-scale power generation source and can be easily placed to the consumer
side [4]. DGs can use renewable as well as non-renewable power sources for power
generation.

Solar energy as DG has the potential to meet the energy needs and to achieve the
environmental goal. Much research has been carried out on the penetration of solar
energy as DG into the distribution system because of clean energy [5]. Photovoltaic
incorporation is the medium for solar energy to serve commercial and residential
customers. The construction of solar panels is taken place from the fundamental
unit of PV cell which is doped with silicon semiconductor. The PV cell forms the
module and further the modules form the PV array. The PV cell absorbs the solar
radiation and the electricity is produced in DC form [6]. The solar energy can be
stored for future use as solar cell only operates during the day time. Apart from the
solar power generation, PV-based energy also takes part in space programs as it sends
power to the satellite equipment, direct application for home lighting,water pumping,
road lighting etc. in remote areas and supplies excessive load demands during the
peak hour of the summer days. However, the penetration level potentially creates
challenges in fields of reliability, power quality, over-voltage issues and protection
due to the intermittent energy produced during the daytime.

The PV application area is the vast area of study which can be the current research
areas ofmany researchers. Solar energy can be integrated into the gridwith an accept-
able level of penetration else it can cause an adverse effect on the entire system. The
adverse impact can be a reverse power flow that damages the transformer operation.
When properly sized and placed, the PV system can help the distribution system in
minimizing the feeder loss. In literature [7], solar panels are utilized on the rooftops to
provide additional energy for domestic application. Optical allocation of solar energy
as DG using any optimization technique is widely implemented in the distribution
system. In [8], solar-based DGs are used in the distribution system and the optimal
allocation is found by bat algorithm. In [9], the PV-DG placement is accomplished
for assessment of PV potential in a distribution system using optimization technique.
At different load levels, the performance of the distribution system is studied using
PV-based DG [10]. A novel optimization technique is implemented in [11], to a
distribution system for optimal solar energy as DG allocation. The results with DG
connection in the distribution system are obtained to have low power losses in the
lines and bus voltage improvement. Resiliency analysis of a distribution system with
solar energy as DG has been carried out in literature [12]. Demand-side management
using solar energy as DG for a micro-grid is studied in [13]. Active power, reactive
power and the bus voltages values are considered after solar integration onto the
distribution system and the stability of the system is studied [14].

Solar energy is used as DG for active power loss reduction which is the primary
objective of this work. In this work, hourly solar radiation is formed from the Kernel
Density Estimation followed by Monte Carlo Simulation. The obtained radiation
is implemented through several astronomical models using obstruction and scaling
factors. The self-shadowing effect and ambient temperature effect are added to the
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solar farm to get the accurate solar radiations. The hourly load demand is considered
during the Distribution System Load Flow analysis. The position and capacity of
solar farm as DG are decided by applying Grey Wolf Optimization technique. The
IEEE-15 and IEEE-28 bus standard distribution systems are studied for the loss
minimization analysis using solar energy. The power losses aswell as the bus voltages
are determined with DG and the results are analyzed.

2 Effect of External Parameters on Solar Radiation

A few challenges take place in the process of solar power generation such as solar
radiation data generation using measuring tools or data prediction with algorithms,
the effect of temperature and other climatic factors on the PV panel efficiency, grid
integration and its impact on power electronics components etc. Extensive active
researches are carried out on these challenging areas.

2.1 Irradiance Astronomical Model

The available global radiation is termed instantaneous solar radiation (IGsol). An
irradiance astronomical model is used for converting the instantaneous radiation
into effective radiation (IGeff) falling on PV panels [15]. The effective solar radiation
depends onmany parameters such as solar declination angle (�), latitude of installed
PV panel’s location, tilt angle of the panel, day of the year, hour of the day etc. [6,
16, 17]. The sinusoidal relationship of solar declination angle for spring equinox day
(D = 81) can be expressed as given in Eq. (1).

�(D) = 23.45 sin(F(D)) (1)

where �(D) is the solar declination angle, �(D) p [−23.45°, 23.45°] and F(D) =
360(D − 81)/365. The equation of time (T(D)) is expressed in Eq. (2) which gives
the time difference between clock time and solar time.

T (D) = (9.87 sin 2F(D) − 7.53 cos F(D) − 1.5 sin F(D)) ∗ (1/60) (2)

Again the time difference (TM) between the installed solar panel time zone and
the reference Greenwich Meridian Angle (GMA) can be given as in Eq. (3).

TM = (Lo−GMA)/15
◦

(3)

where Lo is the longitude of the location, GMA = UTCoff. 15° and UTCoff is the
time offset between Greenwich and time zone of installed solar panel location. Now
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the Apparent Solar Time (AST) is calculated as given in Eq. (4) and its time in hour
range belongs to [0, 24].

AST (t, D) = t + T (D) (4)

The hour angle is the Hr(t, D) is determined as,

Hr(t, D) = 15(AST (t, D)−12) (5)

Here, t is the clock time of the day in hour. Now the angle of incidence (Ai)
between the solar panel and the solar radiation can be generalized as given in Eq. (6).

CosAi (t, D) = sin�(t, D) × sin L A × cosφ − sin�(t, D) × cos L A

× sin ϕ × cos η + cos�(t, D) × cos L A × cosϕ

× cos Hr(t, D) + cos�(t, D) × sin L A × sin φ × cos η

× cos Hr(t, D) + cos�(t, D) × sin φ × sin η × sin Hr(t, D) (6)

where LA is the latitude of the location, φ is the inclination angle of the solar panel
towards the sun, and η is the solar azimuthal displacement. The incidence angle Ai(t,
D) determines the effective solar irradiance as given by Eq. (7).

IGef f (t, D) = IGsol(t, D) × cos Ai (t, D) (7)

The solar declination angle and incidence angle for the month of June is deter-
mined using the above equations and can be observed from Fig. 1. However, the
cosine of incidence angle is considered for 1st June and implemented in this chapter.
The astronomical model helps in tracking the incidence angle being a function of
time. Similarly, the incidence angle can be calculated for any day with all the solar
hours in a year. The solar declination angle is required to determine the effective solar

Fig. 1 Solar declination angle and cosine of incidence angle for the month of June
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radiation from the global radiation fall on the earth’s surface. This accurate radiation
on the PV panel gives the real power output obtained from it helps to realize the
system practically.

2.2 Obstructed Solar Astronomical Model

The solar panel efficiency is practically hindered with objects like buildings, trees,
birds, weather etc. These are known as the obstructions on the way of solar power
production. In the solar astronomical model these factors are not taken into consider-
ation. Hence, the calculations lack precision in solar radiation with large deviation.
This astronomical model is always an advantage for actual radiation fetching. It uses
multiplying factors to determine the closest solar radiation that falls on the PV panels
[18]. In this work, the radiation values are fetched from the installed solar farm in
Bagalkot, Karnataka, India during the month of June, 2017. The global solar radia-
tion can be obtained for any location from the NASA web application [19]. These
radiation values are modelled using obstruction factor and the effective radiation is
used in further work.

Here, G1(t, D) is the radiation obtained from the basic irradiance model, G2(t,
D) is the radiation obtained after using the scaling factor in astronomical model,
G3(t, D) is an effective radiation obtained after using obstruction factor, M(t, D)
is the measured value of radiation from the farm and O(t, D) be the obstruction
factor. Scaling factor is the ratio of measured solar radiation data to the radiation
formed from the solar astronomical model. Mathematically, the scaling factor (SF)
is expressed as,

SF = M(t, D)

G1(t, D)
(8)

Now, the obstruction factor can be defined as the ratio of the difference between
radiations obtained by using scaling factor and the global solar radiation with respect
to radiation value obtained after using scaling factor. Mathematically, the expression
is given in Eq. (9).

O(t, D) = G2(t, D) − M(t, D)

G2(t, D)
(9)

The relation between scaled radiation and obstructed radiation is given inEqs. (10)
and (11).

G2(t, D) = SF × G1(t, D) (10)

G3(t, D) = G2(t, D) × (1 − O(t, D)) (11)
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Fig. 2 Irradiance data at Bagalkot, Karnataka

The solar insolation is calculated from the astronomical model and is compared
with the measured radiation values from the respective solar farm. From Fig. 2, it can
be observed that, there is a significant difference between both the radiation values.
The solar insolation is obtained for all 30 days of June 2017. However, 1st June is
further considered for the purpose of analysis.

The obstruction factor is useful for obtaining the closest solar radiation value
on PV panels for any random day. The scaling and obstruction values are 0.9227
and 0.0773 respectively. Using these factors, the analysis is extended for effective
radiation calculation in June 2019.

The final solar irradiance value is obtained after executing the radiation from
NASAwith the several astronomicalmodels. The radiations that are determined using
these models are given in Table 1. The relative difference between the radiations in
each astronomical modelling can be observed in Fig. 3.

The obstructed model helps in finding the practical insolation data for the respec-
tive solar farm location. After using the scaling and the obstruction factors with the
astronomical model, from Table 1, the radiations for 1st June with basic, scaled, and
obstructed models are found to be 4.858 kW/m2, 4.483 kW/m2 and 4.136 kW/m2

respectively. The daily average solar insolation is calculated from the above values
and it is found to be decreased by 14.863% after implementing the obstructed astro-
nomical model. The solar power is obtained from the radiation obtained using the
obstructed astronomical model and employed for further study.
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Table 1 Effective solar radiation from different models in June 2019

Days in
June

From
NASA(kW/m2)

Cosine of
incidence
angle

Using
astronomical
model (kW/m2)

Using scaled
astronomical model
(kW/m2)

Using
obstructed
astronomical
model
(kW/m2)

1 6.23 0.7799 4.858777 4.483194 4.1366

2 6.33 0.7795 4.934235 4.552819 4.2009

3 6.05 0.7777 4.705085 4.341382 4.0058

4 5.56 0.7773 4.321788 3.987714 3.6795

5 6.38 0.7756 4.948328 4.565822 4.2129

6 6.13 0.7752 4.751976 4.384648 4.0457

7 4.77 0.7736 3.690072 3.404829 3.1416

8 5.02 0.7731 3.880962 3.580964 3.3042

9 6.31 0.7716 4.868796 4.492438 4.1452

10 6.32 0.7696 4.863872 4.487895 4.141

11 6.38 0.7692 4.907496 4.528147 4.1781

12 4.46 0.7678 3.424388 3.159683 2.9154

13 4.06 0.7673 3.115238 2.87443 2.6522

14 5.93 0.7569 4.488417 4.141462 3.8213

15 6.09 0.7548 4.596732 4.241405 3.9135

16 5.87 0.7528 4.418936 4.077352 3.7622

17 5.53 0.7509 4.152477 3.831491 3.5353

18 6.16 0.749 4.61384 4.25719 3.9281

19 5.7 0.7472 4.25904 3.929816 3.626

20 5.18 0.7523 3.896914 3.595683 3.3177

21 5.49 0.7502 4.118598 3.80023 3.5065

22 2.48 0.7483 1.855784 1.712332 1.58

23 4.66 0.7469 3.480554 3.211507 2.9633

24 4.96 0.7463 3.701648 3.415511 3.1515

25 5.21 0.7447 3.879887 3.579972 3.3032

26 5.16 0.7445 3.84162 3.544663 3.2707

27 4.88 0.7427 3.624376 3.344212 3.0857

28 3.12 0.7425 2.3166 2.137527 1.9723

29 3.46 0.741 2.56386 2.365674 2.1828

30 2.96 0.7404 2.191584 2.022175 1.8659
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Fig. 3 Solar irradiance values with different models in June-2019

2.3 PV Cell Temperature Model

Ambient temperature significantly affects the solar power generation from PV
modules [6, 20]. The increase in the ambient temperature, decreases the efficiency
of solar panel output. The analysis is carried out in this subsection for the same
location and month. A solar panel is designed to give maximum efficiency when it
is operated in Standard Test Condition (STC). The PV generated solar panel output
can be expressed as,

Po = Yo × IGef f

IGe f f,STC
× [

1 + κ × (To − To,STC)
]

(12)

Mathematically, the solar cell temperature is calculated as given in Eq. (13),

To = Tamb +
(

IGef f

IGe f f,STC

)(
To,NOCT − Tamb,NOCT

)[
1 − ηo,STC (1−κ×To,STC )

τo×Ao

]

1 + (
To,NOCT − Tamb,NOCT

)( IGe f f

IGe f f,NOCT

)(
κ×ηo,STC
τo×Ao

) (13)

The solar panel which is considered in this work, has a peak power of 335 W.
The electrical datasheet for the solar panel is collected from Ref. [21]. The electrical
data for PV solar cell at Standard Test Condition (STC) and Nominal Operating Cell
Temperature (NOCT) is mentioned.

The temperature of the atmosphere for June 2019, is extracted from the recorded
past weather data [22]. The PV cell temperature is determined using the above equa-
tions with available solar irradiance data. Here the solar absorptance and solar trans-
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mittance values are taken as 0.6 and 0.9 as per the best classification [20]. The
ambient temperature is less than the solar module temperature and can be observed
from Fig. 4.

The temperature model is implemented to the astronomically generated solar
radiations. The effective radiations is reduced after considering PV temperature and
astronomical model as shown in Fig. 5. To meet the customer demand requirement
in any distribution system, a number of solar panels can be installed in a solar farm.
As per the daily average solar radiation value and PV cell temperature value, the
effective solar power is generated and fed to the distribution system as DG.

Fig. 4 Daily average ambient temperature and solar module temperature

Fig. 5 Hourly solar irradiance with astronomical model and temperature effect
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2.4 Panel Size and Location

PV panels always work in stand-alone mode for any grid operation. The number of
solar panels or the size of the farm depends on the degree of maximum electrical load
connected to the system. A radial distribution system consists of load buses except
for one source node as generating node. The solar farm power is injected into any
of these load buses depending on the total consumer demand and DG constraint. In
this work, the solar farm location is considered to be Bagalkot, Karnataka, India.
The solar power penetration is assumed to be 30% of the total load demand of the
distribution system [23]. Hence, the number of solar panels are calculated as per the
load demand requirement.

2.5 Shadowing Effect in Solar Panels

Solar panels are installed in a certain location forming a solar farm. The inter-
row disctance between two consecutive solar panel rows is maintained to avoid the
shading of solar panels. This shading of solar panels is known as the self-shadowing
effect. This effect prevents unshaded solar cells from operating at maximum power.
In this section, a preventive measure has been taken to eliminate the power loss
caused by the shadowing effect. An illustration of the self-shadowing effect is given
in Fig. 6. The installation of solar panels has specific mounting guidelines as the
length of the uppermost tip and the lower most tip of the solar panel which are 3 m
and 2.168 m respectively [24]. The distance between the consecutive solar panel
rows is calculated using Eqs. (14)–(17) [25].

dS = LSh × cos(a) (14)

LSh = 3

tan(ang)
(15)

Fig. 6 Solar panel dimension and self shadowing of consecutive panels
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Table 2 Number of solar panels for different test systems

Test system Total load
demand (kW)

30% of load
demand (kW)

Solar farm area (m2) No. of
required
solar
panels

Without
self-shadowing

With
self-shadowing

IEEE-15 1266.4 380 242 941 350

IEEE-28 761.05 230 403 1568 210

sin(ang) = cos(L A) × cos(�) × cos(t) + sin(L A) × sin(�) (16)

a = cos(�) × sin(t)

cos(ang)
(17)

The panel elevation angle is assumed to be 30° with respect to the horizontal
surface [25]. Hence the horizontal component of the panel becomes 0.866 times
the original panel length. Now the effective length becomes 1.44 m. The effective
spacing is calculated using the above equations and found to be 4.14 m [25]. The test
systems with total load demand and number of solar panels needed after considering
the self-shadowing effect are given in Table 2.

2.6 Stochastic Modelling of Solar Irradiance

The solar radiation data are needed to find the solar power output.With the high uncer-
tainty and non-parametric behaviour of hourly solar radiation pattern, the stochastic
method is implemented to generate the hourly radiation dataset. The process needs
very large amount of data to come outwith better results. The solar database resources
are found inNRELwebsitewhich provides vast information regarding solar radiation
for several locations in theUnited States [26]. In this work, hourly solar radiation data
is considered for over 10 years that is from 1991 to 2010. Kernel Density Estimation
is implemented to the uncertain radiation data as the Probability Density Function
of the data cannot be identified using available standard distribution functions [15].
After finding the Probability Distribution Function for solar radiation data, Cumu-
lative Probability Distribution is determined and therefore generating the random
radiation samples for application in Monte Carlo Simulation. The hourly histogram
plots for all the solar hoursare obtained and given in Figs. 7, 8, 9, 10, 11, 12, 13, 14,
15, 16, 17 and 18.

The Kernel Density Function uses the following equations. Here, PDFHr is the
hourly probability function, RRn is the random variable, KDE(.) is the Kernel
Function Estimator, ss is the sample size and sp is the smoothing parameter.
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Fig. 7 Histogram and probability density function of solar irradiance data at 7.00 a.m.

Fig. 8 Histogram and probability density function of solar irradiance data at 8.00 a.m.

PDFHr (RRn) = 1

ss × sp

ss∑

i=1

K DE

(
RRn − RRni

sp

)
(18)

Solar radiation is generated using the above method for location Surat, Gujarat,
India on an hourly basis and given in Table 3. In this chapter, the solar radiation is
considered as a daily average radiation and is fetched from NASA for the specified
location as mentioned before.

The radiation data of those having more than the threshold radiation value (ITH =
50Wh/m2) are considered for power calculation. The radiations below the threshold
value are assumed to be zero.
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Fig. 9 Histogram and probability density function of solar irradiance data at 9.00 a.m.

Fig. 10 Histogram and probability density function of solar irradiance data at 10.00 a.m.

3 Load Modelling Profile

The hourly analysis of active power loss in distribution lines is carried out in this
chapter. In this work, a constant load model is taken into consideration for hourly
power flow calculation in the distribution lines. The percentage of loads for every
weekday or weekend and every hour is different. This percentage load profile data
is considered from IEEE-Reliability Test System (RTS) [27]. The hourly average
load percentage values for a summer season are proposed with the time-varying
solar power. The load values are mentioned in percent for weekday hourly load and
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Fig. 11 Histogram and probability density function of solar irradiance data at 11.00 a.m.

Fig. 12 Histogram and probability density function of solar irradiance data at 12.00 p.m.

weekend hourly load as given in Table 4. In this chapter, peak of load demand is
considered for the study that is at 12.00 p.m. of the day.

The tabulation gives the information about the hourly peak load in the percentage
of daily peak load. Since for weekdays all the peak percentage of loads are equal,
the power or energy consumption graph for all the five days is similar. Saturday
and Sunday are the weekend days. The hourly peak values are different from the
weekdays load values. The PV generation is independent and the power generation
values are obtained from the solar irradiance values which is distinct at the different
times of the day and position of the sun as well as the rotation of the earth.
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Fig. 13 Histogram and probability density function of solar irradiance data at 1.00 p.m.

Fig. 14 Histogram and probability density function of solar irradiance data at 2.00 p.m.

4 Problem Formulation

The objective function of the work is to determine the active power losses in the
distribution system using DG. Here bus number varies from i to nn. Few operational
constraints are to be satisfied to ensure system integrity. The power balance equation
at bus ‘i’ after DG is connected to the grid is given in Eq. (19).

PxDGi = Pxi − PxDi (19)
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Fig. 15 Histogram and probability density function of solar irradiance data at 3.00 p.m.

Fig. 16 Histogram and probability density function of solar irradiance data at 4.00 p.m.

Here, PxDGi is the power generation from DG, Pxi is the bus power generation and
PDi is the power supplied to the loads connected at the nodes at bus ‘i’ respectively.
Mathematically, the objective function in this work can be expressed as,

Total Power Loss =
nn∑

i=1

PxiLoss (20)

The constraints to the objective function are described below.
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Fig. 17 Histogram and probability density function of solar irradiance data at 5.00 p.m.

Fig. 18 Histogram and probability density function of solar irradiance data at 6.00 p.m.

Constraints of Equality

The power losses in the lines and the power consumed by the consumers as loads
must be equal to the sum of power generation from the grid as well as from the DG.
The power balance equation is given by,

PxG + PxDG = PxD + PxLOSS (21)

Here, PxG is the power generated from the grid, PxD is the consumed power by
the consumers, PxDG is the power generation from the DG source and PxLOSS is the
losses in the distribution lines.
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Table 3 Hourly generated
solar irradiance

Sl. No. Time Solar radiation (Wh/m2)

Using Monte Carlo
simulation

Using astronomical
modeling

1 1.00 a.m. 0 0

2 2.00 a.m. 0 0

3 3.00 a.m. 0 0

4 4.00 a.m. 0 0

5 5.00 a.m. 0 0

6 6.00 a.m. 64 5.6576

7 7.00 a.m. 251 76.6554

8 8.00 a.m. 483 238.5537

9 9.00 a.m. 700 448.77

10 10.00 a.m. 861 634.6431

11 11.00 a.m. 974 755.0448

12 12.00 p.m. 1026 772.3728

13 1.00 p.m. 1010 749.925

14 2.00 p.m. 939 728.2884

15 3.00 p.m. 805 602.3815

16 4.00 p.m. 619 409.9637

17 5.00 p.m. 405 212.058

18 6.00 p.m. 188 64.2208

19 7.00 p.m. 33 4.2471

20 8.00 p.m. 0 0

21 9.00 p.m. 0 0

22 10.00 p.m. 0 0

23 11.00 p.m. 0 0

24 12.00 a.m. 0 0

Constraints of Inequality

In every distribution line, there is some limit to the current flow in the line due to the
current-carrying capacity. If Ixmax is the maximum current limit for the respective
line and Ix is the flowing current, then the equation is given as in Eq. (22).

Ix ≤ Ix max (22)

Similarly, the nodal voltage of the system must be in its limitation or tolerance
range. If Vx is the actual voltage at any node and Vxmin is the minimum and Vxmax is
the maximum voltage limits, then the equation can be given as in (23).

|Vx min| ≤ |Vx | ≤ |Vx max| (23)
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Table 4 Hourly peak load in percentage of daily peak load [27]

Day/time (h) 01:00 02:00 03:00 04:00 05:00 06:00

Weekday 64 60 58 56 56 58

07:00 08:00 09:00 10:00 11:00 12:00

64 76 87 95 99 100

13:00 14:00 15:00 16:00 17:00 18:00

99 100 100 97 96 96

19:00 20:00 21:00 22:00 23:00 00:00

93 92 92 93 87 72

Day/time 01:00 02:00 03:00 04:00 05:00 06:00

Weekend 74 70 66 65 64 62

07:00 08:00 09:00 10:00 11:00 12:00

62 66 81 86 91 91

13:00 14:00 15:00 16:00 17:00 18:00

93 92 91 91 92 94

19:00 20:00 21:00 22:00 23:00 00:00

95 95 100 93 88 80

Constarints of DG

DG is connected as an additional part of the existing system. Hence it also follows
some limitations as, the maximum capacity of DG should be less than its maximum
limits. If PxDG is the DG power generation at any time and PxDGmax is the maximum
power that can be generated using the DG, then the constraint is given in Eq. (24).

|PxDG | ≤ PxDGmax (24)

This helps the system to stay stable and maximum benefits can be obtained to the
system with consideration of DG constraints.

5 Optimization Technique

Optimum placement and capacity of solar energy as DG is a very important segment
of the work. To minimize the active power losses in the distribution lines of the
test systems, Grey Wolf Optimization (GWO) technique is implemented in this
work. GWO is a metaphor-based algorithm that imitates the hunting process of
grey wolves to determine the global optimum of complex optimization problems.
Its multiguide and multi-stage mechanism enables it to explore the search space
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thoroughly. However, complex computation mechanism and presence of multiple
algorithm-specific parameter (which needs to be tuned) makes its implementation
difficult [28].

The size of a grey wolf pack generally varies from 5 to 12 and every grey wolf
pack follows a very strict social hierarchy. The leader of the pack is termed as L1-
wolf and it takes a decision regarding hunting, which is followed by other wolves
in the pack. In this social hierarchy of grey wolves, the position of L2-wolf lies
just below L1-wolf. L2-wolf plays the role of an advisor for L1-wolf for decision
making. Responsibilities of L2-wolf also include carrying out the command of L1-
wolf throughout the pack and providing feedback to L1-wolf. The lowest rank wolf
in the hierarchy is known as L3-wolf. L3-wolf follows the order of other dominant
wolves. Apart from L1-wolf, L2-wolf and L3-wolf, other wolves in the pack are
called L4-wolf. They obey the orders of L1-wolf and L2-wolf but dominate L3-wolf.
L4-wolves generally carry out the task of watching the boundaries of the pack and
warning the pack of impending danger. It should be observed that every wolf in the
pack contributes to the hunting process, even though the hunting is mainly guided
by L1 and L2-wolves.

5.1 Mathematical Model of GWO

Stage-1: Initialization and Hierarchy Assignment

In this stage, a set of feasible random feasible solutions are generated and their fitness
is evaluated. The solution having the best fitness value is designated as L1-wolf while
solutions having second and third best fitness values are termed as L2 and L3 wolf
respectively. Other solutions in the solution pool are called L4-wolves. In the GWO
technique, generally, search process is guided by L1, L2 and L3-wolves.

Stage-2: Encirclement of Prey

In this stage, grey wolves encircle prey before their hunting. This phenomenonmath-
ematically is modeled by positioning solutions (grey wolves) around prey which is
the optimum solution. Mathematical operations are carried in this stage and they are
given in the below equations.

−→
C 1 =

∣∣
∣
−→
C 2 · −→PP(t) − −→

P (t)
∣∣
∣ (25)

−→
P (t + 1) = −→

PP(t + 1) − −→
C 3 · −→

C 1 (26)

In these equations, ‘t’ denotes current iteration, PP(t) andP(t) represent the position
vector of the prey and greywolf respectively. C2 andC3 are coefficient vectors whose
values are determined as given below.



424 A. Routray et al.

−→
C 3 = 2−→c3 · −→rr 1 − −→c3 (27)

−→
C 2 = 2 · −→rr 2 (28)

In the above equations, rr1 and rr2 are random vectors in the range [0, 1], while
components of vector c3 linearly decrease from 2 to 0 with an increase in iteration.
Random vector rr1 and rr2 play a crucial role in positioning the wolves around the
prey.

Stage-3: Hunting

Generally, the hunting process is guided by L1, L2 and L3 wolves. Mathematically,
the hunting process is modeled by adjusting the position of L4 wolves according
to the positions of L1, L2 and L3 wolves. Following mathematical operations are
carried out in this stage.

−→
C 1L1 =

∣∣
∣
−→
C 21 · −−→

PPL1 − −→
P

∣∣
∣ (29)

−→
C 1L2 =

∣∣
∣
−→
C 22 · −−→

PPL2 − −→
P

∣∣
∣ (30)

−→
C 1L3 =

∣∣∣
−→
C 23 · −−→

PPL3 − −→
P

∣∣∣ (31)

−→
P1 = −−→

PPL1 − −→
C 31 · −→

C 1L1 (32)

−→
P2 = −−→

PPL2 − −→
C 32 · −→

C 1L2 (33)

−→
P3 = −−→

PPL3 − −→
C 33 · −→

C 1L3 (34)

−→
P (t + 1) =

−→
P1 + −→

P2 + −→
P3

3
(35)

In the above equations, P1, P2 and P3 are the updated positions of L4 wolf P
according to the L1, L2 and L3 wolves. The final position of 4 wolf P is represented
by P(t + 1).

Stage-3(a): Attacking Prey (Exploitation)

When the prey stops moving, the grey wolf attacks the prey and finishes the hunting
process. This is mathematically modeled by linearly decreasing ‘c’ from 2 to 0
with increasing iteration which in turn decreases the range of C3. From the above
equations, it is clear that, C3 lies in the range [−2c, 2c] and ‘c’ generally decreases
from 2 to 0. When the values of C3 lies in the range of [−1, 1], then the updated
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position of the search agent will be in between the current position of prey and the
search agent. Hence the value of |C3| < 1 makes the wolves move towards the prey.

Stage-3(b): Searching for Prey (Exploration)

This operator brings diversity to the search process. When C3 lies in the range [1, 2]
and [−2, −1], L1, L2 and L3 wolves diverge in the search space in search of prey.
Hence, |C3| > 1 causes through exploration of search space.

6 Test System Under Study

IEEE-15 [29] and IEEE-28 [30] standard radial distribution systems are examined in
this work. These test systems with single line diagram are mentioned below. These
standard systems are balanced distribution systems.

6.1 IEEE-15 Bus System

IEEE-15 [29] standard radial distribution systems are examined in this work. The
base voltage and base power values for IEEE-15 bus system are 10 kV and 11 MVA.
The single line diagram for these test bus systems is given in Fig. 19.

Fig. 19 IEEE-15 node radial distribution system
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Fig. 20 IEEE-28 node radial distribution system

6.2 IEEE-28 Bus System

IEEE standard 28bus [30] radial distribution system is studied and is shown inFig. 20.
The system base voltage and base MVA of the system are 11 kV and 100 MVA
respectively.

7 Result and Discussion

The test systems are studied with the obstructed astronomical model, temperature
model, self-shadowing effect, loadmodel and optimization algorithm. The solar radi-
ation obtained from the meteorological website is implemented with the obstructed
astronomical model. The power generated from the solar farm is fed to the test
systems as DG. The generated power output is fed to the test distribution system
after considering all the factors. Then the system is run with a power flow algorithm
to find the current flow in the branch, power losses and bus voltage at the nodes.
The proposed power flow technique is executed in MATLAB 2016b. The system
parameter is examined without DG and with DG. The system performance in terms
of power losses, bus voltages and optimization characteristics are given under this
result section.

7.1 Real Power Loss Minimization

The power flow method is implemented and the line losses are found as active
and reactive power losses. With DG penetration, the system losses are remarkably
minimized. After considering the daily peak load on 1st June (Saturday) to be 96%,
the active and reactive power losses are minimized from 56.71 to 34.24 kW and
52.58 to 30.71 kVAR with DG in case of IEEE-15 bus system. Similarly, the active
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Table 5 Reduction in power loss minimization with DG in percentage

Date IEEE-15 bus RDS IEEE-28 bus RDS

%age reduction in
Ploss

%age reduction in
Qloss

%age reduction in
Ploss

%age reduction in
Qloss

01-Jun-19 65.45 71.21 143.23 150.34

02-Jun-19 65.37 71.12 142.86 149.96

03-Jun-19 64.67 70.39 139.85 146.86

04-Jun-19 64.59 70.30 139.51 146.51

05-Jun-19 65.3 71.08 142.67 149.77

06-Jun-19 65.62 71.39 144 151.12

07-Jun-19 65.54 71.30 143.6 150.73

and reactive power losses are minimized from 62.98 to 25.89 kW and 42.13 to
16.83 kVAR with DG in case of IEEE-28 bus system. The power losses in the
distribution lines can be calculated for other days with DG penetration. A noticeable
decrement in power losses with DG connection has been observed from the results.
The solar power is extracted from the solar farm and is injected into the test system
from 1st June to 7th June 2019. The percentage reduction in power losses for both
the test systems is given in Table 5.

7.2 Bus Voltage Improvement

The DG injection into the distribution system increases the nodal voltage, being
an additional advantage of DG penetration. The daily bus voltages are found for
the complete week in June for distribution test systems. The bus voltages after DG
penetration have a remarkable effect on bus voltage improvement at the system
nodes. The bus voltage before DG penetration and after DG penetration for 1st June
(Saturday) is given in Tables 6 and 7 for IEEE-15 and IEEE-28 bus respectively.
Likewise, the bus voltages for other days of the week can also be found with DG and
the results are given in Tables 6 and 7 for IEEE-15 and IEEE-28 bus respectively.
The bus voltages are observed to be significantly improved for both the system with
DG allocation.

The systems are realized with peak load and available solar power at the peak hour
of the day. From the availability of hourly DG power, the bus voltages are found at
12.00 p.m. The bus voltages for both the test systems are given in Figs. 21 and 22,
respectively. The voltage profiles are improved with DG connection.
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Table 6 Nodal voltage with DG connection in IEEE-15 bus system

Bus\days Saturday With DG (p.u)

No DG (p.u) With DG
(p.u)

2nd Jun 3rd Jun 4th Jun 5th Jun 6th Jun 7th Jun

Bus-1 1 1 1 1 1 1 1 1

Bus-2 0.9725 0.9787 0.9791 0.983 0.9835 0.9794 0.9778 0.9782

Bus-3 0.9585 0.97 0.9706 0.9761 0.9767 0.971 0.9687 0.9693

Bus-4 0.953 0.9682 0.9689 0.9747 0.9754 0.9692 0.9668 0.9675

Bus-5 0.952 0.9673 0.968 0.9739 0.9746 0.9683 0.9659 0.9666

Bus-6 0.96 0.9663 0.967 0.9731 0.9738 0.9674 0.9648 0.9655

Bus-7 0.9579 0.9641 0.9649 0.9714 0.9722 0.9653 0.9626 0.9634

Bus-8 0.9588 0.965 0.9658 0.9722 0.9729 0.9662 0.9635 0.9643

Bus-9 0.9693 0.9755 0.9761 0.9805 0.981 0.9763 0.9745 0.975

Bus-10 0.9683 0.9745 0.9751 0.9797 0.9802 0.9753 0.9734 0.974

Bus-11 0.9521 0.9636 0.9644 0.971 0.9718 0.9648 0.962 0.9628

Bus-12 0.9481 0.9597 0.9606 0.9679 0.9688 0.961 0.958 0.9589

Bus-13 0.9469 0.9585 0.9594 0.967 0.9678 0.9598 0.9567 0.9576

Bus-14 0.9508 0.966 0.9668 0.973 0.9737 0.9671 0.9646 0.9653

Bus-15 0.9506 0.9703 0.9709 0.9763 0.977 0.9713 0.969 0.9696

7.3 Optimum DG Location and Capacity

The optimization technique is used to find the optimum DG capacity and its location
at the test system node. Grey Wolf Optimization algorithm is used for minimizing
the line losses in the distribution system. The DG capacity is considered as 30% of
entire load demand of both the distribution systems. The DG location is found to
be at bus number-15 bus number-24 in the case of IEEE-15 and IEEE-28 radial test
distribution systems. The system after combined optimization technique and load
flow technique, the active power losses are minimized and bus voltage is improved
with DG injection.

8 Conclusion

In thiswork, solar energy is used as aDG tominimize the line losses in the distribution
system. The solar radiation from the meteorological website is modelled with an
astronomical model and obstructed astronomical model. The scaling factor and the
obstruction factor from the obstructed astronomical model are calculated to find the
effective solar radiation fall on the solar panels. This causes the decrease in daily
average solar radiation value to 14.867%. The radiation is further modelled with the
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Table 7 Nodal voltage with DG connection in IEEE-28 bus RDS (p.u)

Bus\days Saturday With DG

No DG (p.u) With DG
(p.u)

2nd Jun 3rd Jun 4th Jun 5th Jun 6th Jun 7th Jun

Bus-1 1 1 1 1 1 1 1 1

Bus-2 0.9868 0.9911 0.9913 0.9929 0.9931 0.9914 0.9907 0.9909

Bus-3 0.9679 0.9785 0.979 0.9829 0.9834 0.9792 0.9776 0.9781

Bus-4 0.9544 0.9697 0.9703 0.9759 0.9765 0.9706 0.9683 0.969

Bus-5 0.9409 0.9626 0.9634 0.9703 0.9711 0.9638 0.9609 0.9617

Bus-6 0.9308 0.9578 0.9587 0.9665 0.9674 0.9592 0.9559 0.9569

Bus-7 0.922 0.9555 0.9565 0.9647 0.9656 0.957 0.9536 0.9545

Bus-8 0.9197 0.9532 0.9543 0.9629 0.9639 0.9548 0.9512 0.9522

Bus-9 0.9194 0.953 0.954 0.9626 0.9637 0.9545 0.9509 0.952

Bus-10 0.9192 0.9528 0.9538 0.9625 0.9635 0.9543 0.9507 0.9517

Bus-11 0.9485 0.9638 0.9646 0.9712 0.972 0.965 0.9622 0.963

Bus-12 0.9468 0.9622 0.963 0.9699 0.9707 0.9634 0.9605 0.9613

Bus-13 0.9458 0.9612 0.962 0.9691 0.97 0.9624 0.9595 0.9603

Bus-14 0.9455 0.9609 0.9617 0.9689 0.9697 0.9622 0.9592 0.96

Bus-15 0.9453 0.9607 0.9615 0.9687 0.9696 0.962 0.959 0.9598

Bus-16 0.9398 0.9615 0.9623 0.9694 0.9702 0.9628 0.9598 0.9607

Bus-17 0.9291 0.9561 0.9571 0.9651 0.9661 0.9576 0.9542 0.9552

Bus-18 0.9282 0.9552 0.9562 0.9644 0.9654 0.9567 0.9533 0.9542

Bus-19 0.9266 0.9537 0.9547 0.9632 0.9642 0.9552 0.9516 0.9526

Bus-20 0.9257 0.9529 0.9539 0.9626 0.9636 0.9544 0.9508 0.9518

Bus-21 0.9251 0.9523 0.9533 0.9621 0.9631 0.9538 0.9502 0.9512

Bus-22 0.9193 0.9571 0.958 0.9659 0.9668 0.9585 0.9552 0.9561

Bus-23 0.9178 0.9586 0.9595 0.9671 0.968 0.96 0.9568 0.9577

Bus-24 0.9167 0.96 0.9609 0.9682 0.9691 0.9613 0.9582 0.9591

Bus-25 0.9164 0.9598 0.9606 0.968 0.9689 0.9611 0.958 0.9589

Bus-26 0.9163 0.9596 0.9605 0.9679 0.9688 0.9609 0.9578 0.9587

Bus-27 0.9192 0.9528 0.9538 0.9625 0.9635 0.9543 0.9507 0.9518

Bus-28 0.9191 0.9527 0.9537 0.9624 0.9634 0.9542 0.9506 0.9516

temperature effect to get the actual radiation on PV panels. A Solar farm is formed
after considering the self-shadowing effect and the solar power generated from it is
penetrated to the distribution systemasDG.The solar insolationvalues are considered
for June 2019 in Bagalkot, Karnataka, India. The best location and capacity of DG
are found using the GWO optimization technique to get the most minimum power
losses in the distribution lines. The optimum size of DG is assumed to be 30% of the
total load demand of the test system that is produced by the solar farm. The number
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Fig. 21 Bus voltage improvement in IEEE-15 RDS

Fig. 22 Bus voltage improvement in IEEE-28 RDS

of solar panels is determined for each test systems under study tomatch the necessary
load demand. For system analysis, the LIM load flow technique is implemented to
the distribution systems. IEEE-15 and IEEE-28 bus RDS are used as system under
study for the loss minimization using DG. The system parameters like active power
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loss and bus voltages with DG are compared with system performance without DG.
From the result, the power losses in both the test systems are significantly decreased
and the bus voltages are improved remarkably with DG placements.
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