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Preface

This book, one of the three volumes, stems from the peer-reviewed select research
papers presented in the International Conference on Smart Grid Energy Systems
and Control, organized during March 19–21, 2021, by the Department of Electrical
Engineering, National Institute of Technology Kurukshetra.

Electric power networks across the globe are experiencing transformational
changes enforced by the environmental concerns, evolving information and commu-
nication technologies, concept of Internet of Things, advanced networking, and all
important needs to control this emerging power network reliably and efficiently.
These aims all converge in the smart grid energy system which is resilient, has
much greater penetration of renewables, and uses real-timemeasurement and control.
Currently, smart grid is an important research area in almost all parts of the world;
however, it has got its associated issues and challenges.

The aim of the book is therefore to provide a perspective on evolving research
trends in smart grid control and how control enables smart grid applications to present
advanced research around the use of various control concepts, machine learning
tools, evolutionary optimization algorithms, and the concepts like Internet of Things
in smart grid. The quality research contributions in the book will be valuable in
describing the important concepts and technologies that are enabling smart grid
control research and applications and as such will be a source of high educational
value for the reader/researcher who is interested in the domain area. In addition,
this book is also an attempt to bring home the point that emerging landscape of
technologies in the smart grid research is multidisciplinary.

The editors wish to thank the research contributors, the learned keynote speakers,
and the organizing team members for their value additions. The editors also wish to
place on record special thanks to Springer Nature for associating with the confer-
ence and contributing in bringing out this book. In addition, the financial support
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extended by Technical Education Quality Improvement Programme, Phase III,
National Institute of Technology Kurukshetra is gratefully acknowledged.

Wishing all well!!

Kurukshetra, India
Guwahati, India
New Delhi, India

Sathans Suhag
Chitralekha Mahanta

Sukumar Mishra
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Combination BFPSO Tuned Intelligent
Controller for Maximum Power Point
Tracking in Solar Photovoltaic Farm
Interconnected to Grid Supply

B. Jegajothi, C. Yaashuwanth, K. Prathibanandhi, and S. Sudhakar

Abstract Renewable energy resources are non-pollution resources that can meet up
the electricity needs without inflicting any environmental troubles. In this research
work, Maximum Power Point Tracking (MPPT) behavior is taken into account for
improving the power output for the grid-integrated solar photovoltaic (PV) farmwith
the help of a combination BFPSO tuned intelligent ANN controller. An Artificial
Intelligence (AI)-based MPPT technique is utilized in solar PV arrays to maximize
the electrical power output and satisfy the power demand. The combination BFPSO
algorithm is selected for optimizing the connection weights in the ANN controller,
and the developed ANN controller regulates the duty cycle of the DC/DC converter
by monitoring the voltage and current profile of the solar PV farm. The developed
optimization algorithm is implemented to get maximum feasible power from the
400 kW PV farm. Also, the proposed combination BFPSO tuned ANN controller is
evaluated throughmeans of predictable procedures like Particle SwarmOptimization
(PSO), Bacterial Foraging Optimization Algorithm (BFOA). The simulation part of
the proposed work is carried out in MATLAB/SIMULINK software.
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2 B. Jegajothi et al.

1 Introduction

The electricity demand is ever-increasing day by day due to industrialization. Tradi-
tional electricity resources are depleting due to insufficient reserves of coal, natural
gas, and oil. Furthermore, the majority of electricity resources are not environmen-
tally friendly. As a result, there is a need to create a new mechanism that can be
utilized as an alternative source of energy [1]. The superlative nature of the energy
power system is designed effectively with exceptional qualities and functionalities
irrespective of the grid-connected or standalonemode under various loads and system
conditions. The PV systems which are grid-connected inevitably provide an infusion
of energy into the grid. The advantages of PV systems fail due to their high cost
during the initial investment for obtaining grid parity. To boost the effectiveness
of the PV cells, the production and fabrication process of the inverter is initiated to
neglect the potential of increasing the throughput by improving theMaximum Power
Point Tracker (MPPT) [2–4]. The effective functioning of the solar power PV system
includes an optimal transfer of energy generated in the array for loading produced
by the deft blend of battery supplier and load. The load provided to the PV array by
the battery tends to change when a fluctuation is observed in charge of the battery
and the temperature. When a DC–DC convertor is introduced in between, maximum
power energy transfer is achieved by the PV array [5]. The PV array power and
current qualities are extremely nonlinear, which are deeply enhanced by the temper-
ature and the irradiance deviation. MPPT has to deal with inconvenience related to
power and ensures the effective functioning of the PV system at the maximum power
point (MPP). In the grid-connected PV system, the production of maximum possible
power is obtained by the projected techniques [6].

The rest of this paper is structured as follows. Section 2 details the literature
which was based on the adaptive controller strategy for grid-connected solar PV
power conditioning system is described. Sect. 3, briefs about the related challenges in
MPPT control methodology. Sect. 4 elaborates on the proposed combination BFPSO
tunedANNcontroller for grid-integrated solar power conditioning system. In Sect. 5,
the simulation results of this proposed approach are discussed. At last, this paper is
concluded with Sect. 6.

2 State of Art

Sera et al. [7] have presented a Hill-Climbing (HC) based MPPT control method
for the GCPV system: The Perturb-and-Observe (P&O) and Incremental Conduc-
tance (INC) methods fail to track the MPP when the Sun’s radiation varies. The
authors created a control technique based on the HC optimization algorithm to avoid
oscillations around the Maximum Power Point in the PV curve.

Putri et al. [8] have developed a control method for MPPT in solar PV systems
using the Incremental Conductance (IC) algorithm to achieve maximum efficiency.
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The proposed IC-based MPPT tracker was designed to manage the switching pulses
of the boost converter circuit. In thisway, theMPPT trackerwill extract themaximum
available power whenever the irradiation and temperature changes occur.

Xiao et al. [9] have proposed a Hill-Climbing (HC) based MPPT strategy which
is anticipated. The proposed HC based MPPT tracker finds the Maximum Power
Point (MPP) and produces the higher electricity without oscillation phenomenon.
The outcome from the investigated method shows that the HC based tracker gives
better performance when compared to PO and INC methods.

Lin et al. [10] have presented a reactive power controller with Probabilistic
Wavelet Fuzzy Neural Network (PWFNN) for grid-connected three-phase photo-
voltaic (PV) system in grid faults. The anticipated method reduces the flow of reac-
tive power injection and balances the flow of active power into the source and grid
side through low-voltage ride through (LVRT) regulation.

Several algorithms and controller strategy are applied for tracking the MPPT in
the solar PV system, such as PO, PSO, CS, ANN, and adaptive controllers to refine
the efficiency of solar PV system Maximum Power Point Tracking. If we apply
conventional methods like the P&O method for MPPT tracking, it fails to track the
MPP whenever the solar radiation changes (G) or ambient temperature variation (T )
occurs. Also, the PSO based MPPT approach is not suitable for modern controllers,
the adaptability of the parameters based on the PSO algorithm is not suitable for the
controller. This literature review details the variety of topics, techniques, methods,
and approaches related to intelligent MPPT controllers. The highlights of drawbacks
in existing MPPT methods lead to developing an outline of this research toward
improving the tracking presentation beneath the change in environmental conditions.

3 Challenges in MPPT Methodology

The classical Maximum Power Point Tracking (MPPT) scheme utilizes the algo-
rithms like P&O, INC, and HC. These deterministic algorithms fail to track the MPP
under varying weather circumstances. Normally, the solar PV panel parameters are
highly nonlinear, so the panel output voltage and current will always be nonlinear. To
handle such nonlinear parameters and to reduce the oscillations around the MPP, the
bio-inspired algorithms are hybridized with controllers for increasing the tracking
efficiency and reduce the oscillations due to varying weather conditions. The dissim-
ilarity of voltage is typically confined by way of 70–80% of the open-circuit voltage
beneath any situation of temperature (T ) and solar radiation (G) [11–13]. Therefore,
the mixture of two conventional algorithms like PSO and BFOA is adopted in ANN
regulator for improving the tracking efficiency in PV farm interconnected with grid
supply. The developed intelligent MPPT controller works efficiently and decreases
the oscillation around the MPP when the environmental conditions varied.
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4 Proposed Combination BFPSO Tuned MPPT Controller

The proposed combinationBFPSObased intelligentMPPT controlmethod is utilized
to track the Maximum Power Point in the 400 kW PV farm under varying solar
irradiance (G) and varying cell temperature (T ) circumstances. Here, the solar PV
farm consists of four PV array systems each delivering 100 kW at 1000 W/m2. The
proposedmethod hybridizes the BFPSO algorithm andANN regulator for improving
the tracking speed and efficiency. Figure 1 depicts the block diagram for the proposed
combination BFPSO based intelligent MPPT controller for grid-incorporated PV
systems. In this case, the proposed regulator detects the variations in the 400 kW
solar PV farm and automatically adjusts the duty ratio of theDC/DCconverter circuit.
In this manner, the power output of the solar PV farm will automatically improve
without distressing the systemperformance. That is,whatevermay be the interruption
occurs in solar PV farm the proposed intelligent controller response well with the
BFPSO method. The AI-based ANN controller weight fine-tuning is done with the
help of the proposed BFPSO algorithm. After tuning the controller weights, the ANN
generates a set of data for controlling the output power of the PV farm. Once trained,
the ANN controller will work offline with unseen inputs to predict the best power
output. The steps are included in the optimization of the control parameters that are
described in the following section.

Fig. 1 Block diagram for the proposed combination BFPSO tuned ANN regulator
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Combination BFPSO Algorithm: Bacterial Foraging Optimization Algorithm
(BFOA) is a bio-inspired algorithm that is annoyed by the group behavior strategy of
the E. coli bacterium. The bacterium foraging stratagem seeks to exploit the amount
of food is gained by moving thru the surroundings. This foraging activity prompted
recent researchers to use it in the optimization procedure for maximizing the output.
The BFOA approach prevents the local minima and makes results in global maxima.
However, while the tumbling process in BFOA, the unit length is randomly gener-
ated. This may lead to consuming more time for getting an optimal solution. The
convergence speed of the BFOA algorithm is improved with the help of proposed
intelligent controller combined with the Particle Swarm Optimization (PSO) algo-
rithm. The PSO is a stochastic optimization that was stimulated by the actions of
a group of birds swarming behavior. The proposed combination method produces
the best global solutions through the grounded work of bacterial foraging (BF). The
combination BFPSO algorithm combines the merits of BFOA and PSO approaches.
In connection with the optimization process, the tumbling behavior of each swarm
is taken by the individual best and global best positions [4, 5, 14]. The mathematical
modeling of the BFPSO algorithm is as follows,

Step 1: The essential parameters of both BFOA and PSO algorithms are initiated
first.

Step 2: The chemotactic movement of E. coli bacteria through swimming and
tumbling thru flagella can be computed and modeled here,

θi ( j + 1, k, l) = θi ( j, k, l) + C(i)
�(i)√

�T (i)�(i)
(1)

where in Eq. (1) θi ( j, k, l) stands for the current best position of the ith bacterium, j, k,
and l indicates the numbers of chemotactic step, reproduction step, and elimination
dispersal events correspondingly, �(i) stands for the randomly generated vector
whose elements are in [−1, 1] for E. coli bacterium movement toward favorable
search, and C(i) the unit step length [15–19]. The cell–cell communication between
the E. coli swarm can be modeled as follows,

Jcc(θ, p( j, k, l)) =
s∑

i=1

Jcc(θ, θi ( j, k, l))

=
s∑

i=1

[
−dattractant exp

(
−wattractant

p∑

m=1

(
θm − θ i

m

)2
)]

+
s∑

i=1

[
hrepellant exp

(
−wrepellant

p∑

m=1

(
θm − θ i

m

)2
)]

(2)

where in Eq. (2), Jcc(θ, p( j, k, l)) is the objective function value to be added to
the actual objective function (to be minimized) to create a time-varying objective
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function, S is the total number of bacteria, p is the number of parameters to be
optimized that are present in each bacterium, and θ = [

θ1, θ2, . . . θp
]T

is a point in
the p-dimensional search domain. dattractant, wattractant, hrepellant, wrepellant are different
coefficients should be selected correctly [1, 9].

Step 3: After the successful completion of each chemotactic step, the position of each
particle will be changed with the velocity Eq. (4) modeled using the PSO algorithm
[20].

The health status of each bacterium is calculated after each successful chemotactic
process. The best fitness values of theE. coli bacteria are sorted in array order arrange
from low to high value. Here, the worst values of the bacterial are replaced from the
array group to update the positions. This makes the populace of bacteria steady. After
the chemo-tactic step, the health of each bacterium during its life-time is accumulated
and is designed as Eq. (3),

J ihealth =
Nc+1∑

j=1

J (i, j, k, l) (3)

where Nc are the chemotactic steps and j is the value of error.

Step 4: After each chemotactic mechanism, eachmovement computes the best fitness
value. Best fitness value Jhealth value is stored for all the iteration. The best fitness
positions of bacterium values are applied in the velocity equation modeled from the
PSO method. The velocity of the particle is modeled through Eq. (4).

V = V + C1 ∗ rand(Pbest − P) + C2 ∗ rand(gbest − P) (4)

where C1 and C2 are the accelerating factors.

Step 5: The position of each particle is altered with the velocity Eq. (4) computed
using the PSO algorithm. With the help of the velocity Eq. (4) and repeat steps 2–5
till getting the best optimal solutions [20–23].

Step 6: Substitute this new velocity positions of the particles.

Step 7: Continue the algorithmwith the significant reproduction step and elimination
dispersal state.

In the proposed strategy, BFPSO algorithm is applied to optimize the DC/DC
converter switching pulses through varying the duty cycle of the converter. The
nonlinear solar PV array parameters are monitored automatically via the proposed
intelligent controller according to the change in solar radiation (G) and cell temper-
ature (T ). The results of the proposed combination BFPSO algorithm are utilized
to optimize the weights in the ANN regulator. The ANN training process involves
providing input/output pairs. The main target of training ANN is to acquire a set of
connection weights that gives a minimum error. Initially, feedforward and cascade
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forwardANN is trained using the scaled conjugate backpropagation algorithm.Accu-
racy is calculated and extracts the connection weight values of the network. These
connection weights are then optimized by employing a combination BFPSO [21].
BFPSO calculates the objective function after each iterative step of the program as
the program executes and steadily leads to an optimal solution with better fitness.
Optimizing control parameters are chosen as per the fitness function and assess their
ANN output equation.

Combination BFPSO Algorithm Implementation in ANN Controller: The
combination BFPSO optimization algorithm is the preferred most favorable prepa-
ration dataset to lead ANN for escalating the knowledge presentation. Generally, the
ANN controller contains three layers such as input layer, hidden layer, and output
layer. An input layer has various nodes that are resolute by the data set. The ANN
controller reads the dataset prepared from the BFPSO algorithm, once the controller
trained with this data set, it is readily available to work with offline also. The entire
weights are assessed to offer the abstract of this node (A), and then, the establishment
task of this node is calculated. An identical function for supplementary nodes, the
charge of x, Eq. (5) is calculated, and then, the establishment task of the identical
node is calculated by receiving an establishment task of an output node. There are
several categories of an establishment task like a step task, a sign task, and a sigmoid
task. A regular establishment task is a sigmoid task which is displayed in Eq. (5)

f (x) = 1

1 + e−x
(5)

where x is input which is specified as Eq. (5),

x =
n∑

b=1

wabOb + θb (6)

The dissimilarity between objective output (OT) and definite output (OA) is calcu-
lated as a fault (e) that is designed in the feedforward network. Currently, the fault
is stated in Eq. (6),

e = 1

2

∑ ∑
(OT − OA)2 (7)

Generally, the records of nodes in an input layer and an output layer are determined
by the number of inputs and the number of outputs of its dataset repetitively. Presently,
the Kolmogorov theorem is functioning for the number of nodes in a hidden layer
which is specified in Eq. (8),

Hidden nodes = 2 × input + 1 (8)
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In artificial neural networks, the artificial neuron is a simple processing compo-
nent, and its interior adaptable limitations are recognized as connection weights.
Artificial neuron’sweight, sum, and threshold incoming signals are generating output
for the proposed controller. Information is collected in the power of the intercon-
nections or weights and the thresholds/biases. The most important intention of ANN
preparation is to define a group of association weights that lessen the faulting task.
The network is an available couple of input/output data and the fault (dissimi-
larity amongst predicted output and actual output) as a period of learning. This
learning process is based on the BFOA which is an advanced count to the people of
nature-inspired optimization algorithms.

5 Simulation Results and Discussion

The proposed combination BFPSO based MPPT controller is tested under diverse
solar radiation patterns and cell temperature, and it is put through a wide
range of application scenarios. The simulation of the proposed work is done in
the MATLAB/SIMULINK 7.10.0 (R2015a) software. The proposed combination
BFPSO based MPPT Simulink model is shown in Fig. 2. The developed combi-
nation model consists of 4 PV arrays each producing 100 kW at 1000 W/m2 solar
radiation (G). A single PV cluster block has 64 parallel strings, where each string
consists of fivemodules associated in series to form the solar PV farm. In this section,
discussed the output power parameters of the 400 kW PV farm are compared with
the conventional methods like Particle Swarm Optimization (PSO) and BFOA. To

Fig. 2 Simulink diagram for the proposed combination BFPSO tuned ANN controller
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Table 1 Specifications
utilized in the simulated
process

Parameters Example

Model Sun power SPR-315E-WHT-D

Peak power (W) PMPP 315.072

VMPP of one module 54.7 V

IMPP of one module 5.76 A

No of series modules/string 5

Open-circuit voltage (VOC) 64.6 V

Number of parallel strings 64

Short-circuit current (ISC) 6.14 A

Number of series connected
cells/string (NS)

5

Temperature coefficient of
voltage (mV/°C) (KV)

−0.272 V/K

Temperature coefficient of
current (K I)

0.061694 A/K

confirm the presence of the proposed method of combination BFPSO tuned ANN
controller, it is compared with some traditional techniques of PSO and BFOA.

The power produced from the 400 kW PV farm is displayed for the varying
solar radiation and temperature as shown in Fig. 5. The implementation parameter
for the developed algorithm is given in Table 1. The performance of simulation is
tested under varying solar radiation (G) and cell temperature (T ). The simulations
parameters are used in optimization process which are taken from solar panel side
voltage and current. To examine the performances of the proposed intelligent MPPT
controller during varying solar irradiance (G) and cell temperature (T ) patterns. Solar
radiation (G) is varied from (1000, 250, and 1000 W/m2), and cell temperature is
varied from 25 to 50 °C. During the change in environmental conditions, the devel-
oped controller adjusts the duty cycle which sets the global maximum power point
in the solar PV farm. From the simulation output profile, we can see the system
improved performance without oscillations and robustness under varying PV param-
eters. Table 1 illustrates the parameters utilized in the 400 kW PV farm while the
simulation process.

Training in MATLAB Using Neural Fitting APP: This section discussed the
training progression done in the Neural Fitting (NF) application tool in MATLAB
using the proposed combination BFPSO based algorithm. Here, the feed-forward
neural network is selected with three input layers, ten hidden layers, and three output
processes. Neural network training is done automatically through the Levenberg
training method; once trained, the ANN controller will function offline also for
extracting the objective function from the PV farm. Figure 3 shows the training done
in the NF tool.
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Fig. 3 Sketches about the training done in the NF tool
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Fig. 4 Output training validation and error histogram graph for the ANN controller

The error calculation in the controller is done by the proposed algorithm of the
Mean Square Error (MSE)method. According to the error value, the proposed ANN-
based MPPT controller will adjust the duty ratio of the DC/DC converter circuit in
this manner the output power of the solar PV farm is controlled efficiently with the
proposed strategy. Each panel in a solar PV farm is trained individually with the
developed ANN controller. After training in the NF tool using the optimized values,
the results in the outcome graph show its effectiveness of the PV farm track. Figure 4
sketches the output training validation and error histogram plot for the developed
ANN controller.

The solar PV farm parameters are examined after implementing the proposed
ANN controller is interfaced with the 25 kV grid supply. Here, each PV module is
controlled through an individual MPPT controller using the BFPSO algorithm. The
average model of DC/DC converter is utilized in the proposed combination model,
such models do not produce harmonics profile in the VSC converter interfaced with
it. The output for the average model of DC/DC converter’s DC link voltage of 500 V
is maintained steady throughout the simulation process. The 500 V DC is converted
into 260 V AC with the aid of a three-phase VSC converter connected to the 25 kVA
grid supply. Figures 5 and 6a, b show the detailed simulation output of PV farm
and also highlight DC link voltage profile and the grid parameters with improved
performance. Figure 7 sketches about the power comparison plot for existing PSO
basedANNcontroller and combinationBFPSObasedANNcontroller. The efficiency
comparison plot for the existing and proposed method is shown in Fig. 8.



12 B. Jegajothi et al.

Fig. 5 Detailed simulation output for the 400 kW PV farm under varying solar radiation (G) and
cell temperature (T ). a Existing PSO tuned ANN controller, b combination BFPSO tuned ANN
controller

Fig. 6 aDC link voltage profile and b grid output parameters for the proposed combination BFPSO
tuned ANN controller

6 Conclusion

In this paper, an intelligent ANN controller-basedMPPT tracking is used in a 400 kW
PV farm. The suggested MPPTmethod is based on a combination BFPSO algorithm
adapted inANNcontroller algorithms.Here, the developed algorithm is implemented
in four types of photovoltaic arrays independently; each has a capacity of 100 kW.
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Fig. 7 Output power comparison analysis for the existing and proposed models. a Existing PSO
tuned ANN controller, b combination BFPSO tuned ANN controller

Fig. 8 Efficiency comparison graph for the existing PSO, BFOA, and proposed combination
BFPSO tuned ANN controller

The motivation of the research work is to extract the maximum available power
from the solar PV farm through the proposed controller is obtained. The simula-
tion model is designed in MATLAB/SIMULINK software. The developed ANN
controller continuously monitors the solar PV farm under different environmental
conditions. The simulation results demonstrate the ability of the BFPSO algorithm to
extract more power from the solar PV farm under the rapid change in solar radiation
(G) and cell temperature (T ) circumstances. The output power profile of the proposed
model has less oscillation than the existing method like particle swarm optimization
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(PSO) as the simulation figure shows its robustness. In this way, the proposedmethod
improves the efficiency and tracking the performance of the solar PV farm.

In future work, the samemodel can be implemented in real-time and the outcomes
of output power may be examined with intelligent real-time embedded controllers.
The real-time implementation of such techniques must have a less computational
cost.
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Nonlinear Error Function Based
Extended Kalman Filter with Improved
Scaling Factor for Cancer Chemotherapy

Utkarsha L. Mohite and Hirenkumar G. Patel

Abstract The most common cause of death is cancer because the same chemical
treatment is the most important and widely used method. In this article, we monitor
the number of significant cell types of normal cells, body cells, as well as tumors
within unpredictability in the various variables in the cancer model. The nonlinear
kernel-based error function using extended Kalman filter (EKF) is designed for oper-
ation; the error is detected using standard deviation and is used for the EKF regener-
ation process. Here, the recovery process is based on error operation. Also, besides,
a measurement is included that monitors the development of the error of the update
process. The proposed control is explored with other traditional methods that will
influence the injection of the drug into normal cells, body, and tumor. It has also been
confirmed that the proposed NEF-EKF operates strictly with parameter uncertainty.

Keywords Drug dosage · Extended Kalman filter · Chemotherapy · Controller ·
Error function

1 Introduction

Cancer is one of the most significant illness in the universe for humans [1–3].
Many cancer treatments are like chemotherapy, radiotherapy, hormone therapy,
immunotherapy, and surgery. In addition, it is necessary to calculate the effective-
ness and effectiveness of the chemotherapy program. In reality, chemotherapy [4–6]
is a conventional procedure used to treat cancer in medicine. The introduction of
chemotherapy is the best treatment and has received worldwide attention these days.
Currently, engineering science has greatly contributed to this analysis by developing
many computational models, demonstrating the effects of chemotherapy [7–9] and
its dosage. This work has been used to develop and analyze various drug control
methods [10–12]. This “silico test” is costly and helps clinicians and engineers to
examine the inconsistencies of new drug dosages in medical pharmacies. Currently,
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the combined use of siRNAs and chemotherapy [13, 14] remains the best cancer treat-
ment and the most sought after. Forms of siRNA and chemotherapy medicine based
on the 2D [15, 16] aim to reduce the drug’s side effects and reduce the normal cell
damage. However, after repeated chemotherapy [17, 18], the adverse impacts caused
by chemo agents weaken the result, therefore leading to clinical failure [19–21].

Furthermore, Kalman’s filtering approaches play an important role in measuring
dynamic countries and improvingmeasurement precision. It also enhances temporary
accuracy and precision, thereby ensuring improved assumptions in levels of drug
dosage [22–24]. Besides that, the use of the Kalman filter is a significant problem
that lies in the setting of covariance matrixes. Furthermore, the introduction of EKF
increases the precision of dynamic state measurement (DSE). Moreover, EKF can
be used to measure immune cells and may change the dosage of the drugs and, as a
result, regulate immune, tumor, and normal chemotherapy [25].

2 Enhanced Kalman Filter with Nonlinear Error Function
with Scaling Factor

Body cell calculation is difficult in the Web domain and requires some testing, and
therefore, a non-line observer body test is required. EKF is taking advantage of the
enhanced nonlinear kernel-based error function in this investigation project with a
scalar function, and the following are the processing requirements.

In the first phase, an indirect schedule of time is not created as shown in Eq. (1),
where xk and yk apply to the measurement and sound phase, similarly. There, xk
and yk is designated as Gaussian zero-based noise, and two covariance measures are
also shown as R and Q, as described in Eq. (2). bk defines the measuring vector that
requires normal cells as well as stem cells, and ak describes a system similar to plant
counts, normal cells, and antibodies. These vectors are indicated in Eq. (3).

bk = f (bk−1, uk−1) + yk
ak = Ubk + xk (1)

{
wkw

T
j

} = Qδk j Q > 0,
{
xkx

T
j

} = Rδk j R > 0
{
yk y

T
j

} = 0 (2)

bk = [I MkTCkNk]
T

ak = [TCkNk]
R (3)

The cancer model is found according to f as in Eqs. (1), (2), and (3). Equation (4)
including the test parameter values is applied to the EKF monitor. Hence, f is
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calculated as in Eq. (4).

f =
⎡

⎢
⎣
st + ρ I MkTCk

α+Tk
− q1 I MkTCk − t1 I Mk − �y1u1k I Mk

ra1TCk(1 − c1TCk) − q2 I MTCk − q3TCkNk − �y2u2kTCk

ra2Nk(1 − c2Nk) − q4TCkNk − �y3u3k Nk

⎤

⎥
⎦ (4)

This EKF predicts different states by following two stages including scaling factor
(i) Update, (ii) Prediction, (iii) Scaling Factor.

2.1 Prediction

Equation (5) specifies one-step estimation of �bk|k−1 along with error covariance
matrix Rk|k−1 corresponding.

2.2 Update

So here, the �bk state estimation and PRk assessment are carried out as demonstrated
in Eq. (6), in which a gain of Kalman is represented by kk . Hence, Eqs. (5) and (6)
are determined for the immune cell, respectively.

�bk|k−1 = f
(�bk−1

)

Rk|k−1 = Ek Rk−1E
T
k + Qk

Ek = ∂ f (b)

∂b
|
b=⇀

b k−1
(5)

⇀

b k = ⇀

b k|k−1 + kk

(
ak −Uk

⇀

b k|k−1

)

kk = Rk|k−1U
T
k

(
Uk Rk|k−1U

T
k + Rk

)−1

Rk =
(
R−1
k|k−1 +UT

k R
−1
k Uk

)−1
(6)

2.3 Scaling Factor

The scaling component SF can be processed according to Eq. (7), where, σe signifies
the standard deviation, n implies the instant number, and xe indicates the weight,
where xe is measured as according to Eq. (8), here In represents the past along with
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Table 1 Computation of the
scaling factor

Number of
instants n

Error
computation
�e

Standard
deviation σe

Weight factor
xe

1 – – –

2 e1 − e0 σe1
1
2 + 2

2

3 e2 − e1 σe2
1
3 + 2

3 + 3
3

.

.

.
.
.
.

.

.

.
.
.
.

n en−1 − en−2 σen
1
n + 2

n + 3
n +

· · · + n
n

present instants, and CIn implies to the current instants. σe is measured according
to Eq. (9), Here nu implies the number of points of data, xi represents every data
value, and x specifies the mean of xi . Table 1 provides the model of measurement of
the parameters recognized SF (Fig. 1).

Initializing covariance 
(Q and R)

Estimating different 
states

Prediction and update as 
per Eq. (17) and Eq. (18)

Estimation of R and Q
by NEF-EKF-ISF

model

NEF-EKF-ISF model

Residual based enhanced estimation of R via the improved nonlinear 
kernel based error function with new scaling factor as in Eq. (23) with 

new improvement factor as per Eq. (24)

Presented estimation of R with 
new scaling factor as per Eq. 

(25)

Innovation oriented 
estimation of Q

Fig. 1 Diagrammatic representation of proposed model
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SF = σe

n

n∑

i=1

xei (7)

xe = In

CIn
(8)

σe =
√√√√

nu∑

i=1

(xi − x)2

nu − 1
(9)

3 Results and Discussion 3-D Analysis

The effect on control of three forms (immune, normal as well as tumor cells) of the
introduced control theory (NEF-EKF-ISF) is shown in Fig. 2. The purpose of this

Fig. 2 3D analysis on the impact of proposed and conventional control theory a EKF, b AEKF, c
NEF-EKF, d NEF-EKF-ISF
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control theory is to calculate the drug dosage that can totally kill tumor cells. The
obtained findings indicate the illustration of how much closer the proposed method
contributes to the removal of tumor cells.

4 Overall Performance

The general exhibition of the introduced conspire over other current methodolo-
gies on following the ideal estimations of the forms (typical, immune as well as a
tumor) is given in Table 2. The proposed control hypothesis from the investigation

Table 2 Overall performance of proposed control theory over other conventional theories

Cells “EKF [10]” “AEKF [26]” “NEF-EKF [27]” “NEF-EKF-ISF”

Immune cells (mol) 1.33940 1.26860 1.21190 1.04530

Tumor cells (mol) 0.024430 0.024610 0.021890 0.020430

Normal cells (mol) 0.872440 0.846260 0.846260 0.846260

is observed to have accomplished the nearest wanted qualities on the other thought
about models. Moreover, the tumor cells are acquired with the least assessed values,
which additionally demonstrate the non-presence of the tumor cells updated from
Grey Wolf Optimization [28]. Subsequently, better boundary assessment ends up
being accomplished via the introduced NEF-EKF-ISF model on the other regular
methodologies.

5 Conclusion

This paper has given a hearty regulator an all-inclusive Kalman channel that impacts
the medication measurements along with boundary assessment. This regulator
changes drug measurements and monitors the tumor, resistant, and ordinary cells in
ideal chemotherapy.There, a newNEF-EKF-ISFhas beenplanned, and the refreshing
cycle has been finished relying upon the mistake work. Further, a scaling factor was
set up that considered the blunder upgrade for the refreshing cycle. The presenta-
tion of the regulator was looked at over different plans that outcomes the effect of
medication measurements infusion on ordinary, insusceptible, and tumor cells; the
following of wanted estimations of the tumor cells was discovered to be steady in
the presence of the demonstrated spectator. Along these lines, the boundary estima-
tions of the executed NEF-EKF-ISF method in achieving the ideal estimations of
framework states have been affirmed.
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Artificial Neural Network-Based
Automatic Generation Control
for Two-Area Nuclear-Thermal System

Mugdha Mishra and Nitin Kumar Saxena

Abstract In this paper, artificial neural network (ANN)-based controller for two-
area nuclear-thermal system has been proposed for frequency control. A nuclear-
thermal interconnected two-area system is an emerging area because of their char-
acteristics of supplying power in different demand modes such as base or peak load
demand. Frequency control studies become more important especially in intercon-
nected areas due to high complexity of operations especially at the time of system or
load disturbances. In available papers, automatic generation control (AGC) has been
implemented using proportional integral derivative (PID) controller. Conventional
methods like Ziegler–Nichols (ZN) and nonlinear control design (NCD) have been
applied for tuning the gain constants of PID controller. To overcome the limitations of
conventional tuningmethod, ANNbased robust control is proposed in this paper. The
results show that theANNbasedAGCprovides better performance than conventional
methods for two-area nuclear-thermal power system. The controlmethod ensures that
the value of error in system frequency and tie-lines power flow is maintained within
the limits. These controllers are simulated in MATLAB/SIMULINK package.

Keywords Artificial neural network (ANN) · Automatic generation control
(AGC) · Two-area nuclear-thermal power system · Tie-line model for nuclear ·
Thermal power generation
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H1 Inertia constant of thermal plant
H2 Inertia constant of nuclear plant
D1 Load frequency constant of area-1
D2 Load frequency constant of area-2
�δ = δ1 − δ2 Load angle, δ1 = Sending end angle and δ2

= Receiving end angle
Tt, Tg, THR1, THR2 Time constant of thermal unit
b1, b2 Bias constant
KLP, KHP Gain of nuclear unit
Tg, THR3, THR34, T1, TRH1, TRH2 Time constant of nuclear unit

1 Introduction

The structure of power utilities has been changed in recent years. As per report
published by Central Electricity Authority, India, in October 2016, total installed
capacity of thermal plant is 212.4689 GW and capacity of nuclear plant is 5.78 GW.
A comparative study for thermal and nuclear power plant with others is shown in
Fig. 1. The pie chart shows the percentage contribution of different energy sources
in India. The GW installed capacity of different power plants of India is indicated
in Table 1 according to data taken from Central Electricity Authority, Ministry of
Power, Government of India, 2016 [1]. In India, every year, the demand of elec-
tricity is significantly rising due to population and industrialization is climbing. The

Fig. 1 % installed capacity of different plants in India
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Table 1 GW installed
capacity of different power
plants of India

Power plant India’s installed capacity (GW)

Thermal 212.4689

Hydro 43.11243

Nuclear 5.78

RES* 45.91695

Total installed capacity 307.27828

important fact of power generation is as per law of conservation of energy, continu-
ously fulfilling demand of power. The power production should be load following.
It is proposed in literature that the nuclear power plant is suggested to operate for
base load, and the thermal power plant can be operated for either base or peak load
demand [2]. Thermal and nuclear plants generate and dispatch power output as per
demand; nuclear plant runs at constant power because they are less flexible to follow
load changes. Power generation mechanism of both thermal and nuclear unit is quite
similar the only difference is source of heat generation [3]. Many research papers
already published in this field in past years in which conventional techniques were
applied on thermal-thermal and thermal-hydro system [4–6].Ahybrid interconnected
power system participation having both the power plants together is suggested and
dealt in many studies [5–9]. India’s Northern region is rich in hydropower, Southern
region has rich renewable power, and Western regions are leading in thermal and
nuclear power. Major contributor of electricity is thermal power plant in India [10].

Following are the important features for interconnected power system:

1. Power can be transferred bidirectional from one area to another area according
to the system requirement in different zones.

2. Each area should be capable to regulate the system frequency in its prescribed
limit in case of any static change in load demand, and therefore, tie-line power
should be zero for static change in load demand for particular area.

3. Time errors and frequency transients should be small. Steady-state frequency
error generated due to step load change should die-out.

Due to the participation of two different power generating methods, frequency
regulation problem in such hybrid generation method is still a big challenge, and
therefore, two-area nuclear-thermal power system has been studied in this paper for
advanced regulation techniques over conventional used techniques for the same [11].
Load frequency control (LFC) concept was first introduced by Prof. N. Cohn in 1971.
This LFC is an integral controller which controls the power flow between areas by
maintaining the system frequency within the prescribed limits. As per Indian Elec-
tricityRules 1956, only±3%frequency variation is allowed in the electricity supplied
by the supplier to the consumer, while this range has been further reduced to ±2%
in year 2008 by the Bureau of Indian Standards ET31 {6128}. Frequency stability
defined by IEEE/CIGRE task force is the ability of the power system to maintain
steady-state frequency, following a severe system upset, resulting in a significant
imbalance between generation and load [12]. Fundamentally, LFC produce zero
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error of frequency as well as tie-line power by reducing the value of area control
error (ACE) to zero.

Therefore, LFC must operate for any change in power demand. For power utility,
it is really a big challenge to maintain the equilibrium between power demand and
power supply because of the intermittent demand profile in distribution system. This
change in load demand may result in frequency variation and in absence of proper
control mechanism; system frequency may go to beyond acceptable range. ACE is
the function of tie-line power flow and frequency of the system.

ACE = f (Power, frequency) (1)

It also shows the misbalance between the power interchange agreement between
the demand and supply to the load.

Automatic generation control (AGC) is one of the most important and essential
issues in power system designing and restructuring. It helps to maintain the tie-line
powerflowand frequencywithin the scheduled limits [13].Hence, keeping the system
frequency within its permissible range is the main objective of AGC. Therefore, a
proper control mechanism is required for fast frequency control by satisfying all
transient requirements of the utilities. The operation of AGC depends upon two
main factors: gain of controller and proper design of speed control parameters. Area
control error (ACE) is the control factor that decides the action of AGC.

Due to the fluctuations in load, it is very difficult to keep the tie-line power flow
and system frequency to their nominal value. ACE can be applied as feedback signal
to the power system network. By this, AGC system will takes action for controlling
the generator prime mover. This is the problem of load frequency control (LFC),
controls the ACE, and brings it to the zero value [14]. AGC consists of P, PI, or PID
controller that can be tuned conventionally by Zeigler–Nichols and NCD techniques.
Advanced tuning methods are required for fast and accurate frequency regulation.
Fuzzy logic controller can also be used, but it has limitations that for optimum result
the membership function has to be properly selected. ANN is an adaptive design
technique and fast responding [15]. Therefore, ANN based PID controller has been
used as AGC for nuclear-thermal power systemwhich is given in Fig. 2. In this paper,
a power system has been modeled which is categorized into different regions with
interconnected load. Two-area power system consists of thermal plant in area-1 and
nuclear plant in area-2. These regions are connected with the other areas. Tie-line is
defined as the transmission lines which interconnects one power regionwith the other
neighboring power regions. LFC controls the power flow between these tie-lines. The

Fig. 2 Two-area power
system
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purpose of this paper is to describe the concept of stabilization of tie-line power and
frequency for two-area power system using conventional and advance technique.

This paper is organized in following sections: first section comprises of introduc-
tion that is explained above; the mathematical modeling of thermal plant, nuclear
plant, and the complete model of two-area nuclear-thermal power system has been
described in next section. AGC tuning techniques are given and the obtained results,
their discussion is presented in fourth section, and finally, conclusion is presented.

2 Modeling Methodology

2.1 Thermal Power Plant

In thermal plant, initially steam is produced at high pressure and in the boiler which
is then super-heated. The steam at high pressure and high temperature strikes over
turbine sections that convert it into mechanical power. Turbine power is supplied to
alternator to generate electrical power. Main components of thermal unit are turbine
(prime mover), alternator, and governor [16, 17].

Single thermal unit is shown in Fig. 3 that consists of all its main components that
are governor, generator, prime mover, and electrical load [18]. Power system load is
mainly motors load, and they are frequency sensitive load.

If H is the inertia of machine, �δ is the load angle, ω is the angular speed, �Pm
is the mechanical energy, and �Pe is the electrical energy, then the Swing equation
for synchronous generator is given by,

2H1

ω

d2�δ

dt2
= �Pm − �Pe (2)

Deviation in speed can be expressed as,

Fig. 3 Mathematical model of thermal unit
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d� ω
ωs

dt
= 1

2H1
(�Pm − �Pe) (3)

The transfer function of turbine is given by,

�Pt(s) = �YE(s)
1

1+ sTt
(4)

The transfer function of governor unit is,

�YE(s) =
[
�Pref(s) − 1

R1
�F(s)

][
1

1+ sTg

]
(5)

Governor modulates the speed of prime mover; it prevents from over speed and
keeps the speed around primemover rated speed. On the value speed of primemover,
the frequency of alternator depends [19].

The mathematical model of thermal plant as given in Fig. 3 has been formulated
by combining mathematical Eqs. 2–5 [20].

2.2 Nuclear Plant

Fission and fusion are the terms associatedwith nuclear power. Fission-based reactors
are used for generation of electricity, while fusion power technology is costly and not
adopted. Gas cooled and boiling water reactors and number of different technologies
have been invented. Within controlled surrounding, fission chain reaction sustain
in this plant. In shielded pressure vessel, reactor core is placed where fission takes
place. Fissile material fuel rods are present in the core. Graphite or water is used as
moderator that varies the neutron speed to control the chain reaction. Control rods
made up of boron are inserted in the reactor core to absorb the neutron, so nuclear
reaction can be controlled. Water or gas is passed in the reactor acts as coolant. Then,
it passed to the boiler for steam generation [3]. Nuclear reactor is themain component
of nuclear plant. If �Pm(s) is the input power to the governor unit, �Pv(s) is the
control signal of governor unit.

Transfer function of its governor is,

�Pv(s)

�Pm(s)
= 1

sTgn + 1
(6)

Transfer function of high-pressure turbine is,

� f2(s)

�Pv(s)
= KHP

T1s + 1
(7)
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Transfer function of low-pressure turbine is,

TLP(s) = KLP

sT2 + 1
(8)

Transfer function for reheat for LP turbine,

RLP(s) = 1

sTRH2 + 1
(9)

Transfer function of nuclear low-pressure turbine 1 is,

TLP1(s) = 1+ sTHR2
1+ sTHR3

(10)

Transfer function for reheat for LP turbine 1,

RLP1(s) = 1

sTRH1 + 1
(11)

By combining Eqs. 6–11, the model for nuclear power plant has been formed as
indicated in Fig. 4 [21].

Fig. 4 Nuclear plant model
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2.3 Complete Nuclear-Thermal Two-Area Power System
Model

Now both generating units are coupled, and a complete model for nuclear-thermal
plant is formulated as per the rating and variable values given in Appendix.
MATLAB/SIMULINK designed two-area system is shown in Fig. 5.

3 Controller Tuning Techniques

Controller is the device that regulates the system properties as per the requirement. It
keeps the system in stable condition. For power system stable operation, automatic
generation control is used. Mainly, proportional plus integral plus derivative (PID)
controller is used for this purpose of generation control. Controller evaluates the
difference in reference set point and obtained output. On the basis of this calculated
error signal, controller take actions [22]. Themain purpose of controller is to keep this
error asminimumas possible. There are three parameters involved in PIDmechanism
Kp, K i, and Kd [23].

u(t) = Kpe(t) + Ki

∫
e(t)dt + Kd

de(t)

dt
(12)

Controller tuning means setting up the values of controller parameters Kp, K i,
and Kd. The values of these parameters are selected such that optimum response of

Area 2

Area1
b1

1
bias 1

b2

1
bais 2

.01

s

In1

In2

Out1

Out2

Nuclear Plant Model

1 k1

In1Out1

Controller 2

In1Out1

Controller 1

In1

In2

Out1

Out2

    Thermal Plant Model

Fig. 5 MATLAB designed model of nuclear-thermal power system
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the system will be achieved. Tuning is very tough task for stabilizing the system
response. There are various methods of its tuning, and the traditional method is
manual tuning that is very tough. Following tuning methods for controllers can
be employed: Ziegler–Nichols, VRFT, genetic algorithm, nonlinear control design,
block set method, etc. In this paper, Ziegler–Nichols, nonlinear control design, and
artificial neural network techniques are applied for tuning of AGC controller [24].

3.1 Ziegler–Nichols Method

Ziegler–Nichols method is a tuning method which is given by John G. Ziegler and
Nathaniel B. Nichols in the year of 1940 [25]. Ziegler–Nichols method is a direct
method. Initially, system in closed loop mode only with proportional controller inte-
gral and derivative controller modes is not connected at this stage, then this system
is tested. Gain Kp of P controller is initialized to zero and then varied from zero
toward high values, till stability margin is reached. Reference/set point is adjusted
slightly for initiating any oscillation. Controller Kp is also varied, so that oscillations
continue at samemagnitude, i.e., oscillations sustained. Gain increases slightly when
amplitude of oscillations is decreased and vice versa [21].

Algorithm Ziegler–Nicholas Technique

Step 1: Initialize the value Kp = Kd = K i = 0.

Step 2: Increase the value of Kp until the oscillation occur. Controller Kp is varied
such that oscillations continue at same magnitude, i.e., sustained oscillations.

Step 3: If constant period and magnitude oscillations are established, then the value
of oscillations period Pcr (critical) and controller gain Kcr (critical) for which
oscillations were established can be calculated.

Step 4: Evaluate the parameters of PID controller as per formulas given in Table 2.

Table 2 ZN technique
optimum controller
parameters value

Controller type Controller gain

Kp K i Kd

P 0.50Kcr – –

PI 0.45Kcr 1.2Kp/Pcr –

PID 0.60Kcr 2Kp/Pcr Kp Pcr/8
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3.2 NCD Optimization Method

NCD stands for nonlinear control design. Nonlinear control design technique tunable
variable information and constraint bound data are automatically converted into a
constrained optimization problem. Actually, this nonlinear control design block set
used to reduce the highest error of constraint. At equal time points, NCD block sets
generate error of constraint. There is a signal constraint block available in MATLAB
Simulink; in that, the boundaries of controller parameters have been initialized, then
it will automatically optimize the values of parameters. The results obtained by NCD
technique and ZN technique are similar.

3.3 Artificial Neural Network

Aneural network has various architectures for its class.MLP ismultilayer perception,
andRBF is radial basis function networks. Figure 5 shows the architecture of network
for multilayer perceptron with single junction [26, 27].

Three layers are used in MLP: input layers, hidden layers, and output layers. As
shown in Fig. 6, there are neurons and node junction; and g is the activation function
[28–30].

yi = gi = g

⎛
⎝ k∑

j=1

w j i x j + θi

⎞
⎠ (13)

Equation 13 represents the output of junction is given by inputs are represented
by xi where i = 1, 2, 3 …, they are then weighted. Inputs to the neurons are firstly
multiplied by the weights wi , and all input signals are added along with a constant
term θi which is the bias constant. Then, the signal resulted from here is applied to
g activation function.

Fig. 6 Network of multilayer perception with single junction
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Multilayer perceptron (MLP), the interconnected network with hidden layer, can
also be formulated. First step is to fix the architecture of MLP by setting nodes
(Neurons) and hidden layers. Activation function is selected for all layers; the
unknown weights and bias constants can be estimated.

In this paper,multilayer perceptron function network has been used for controlling
the designed thermal-nuclear power system.

4 Results and Discussions

Nuclear-thermal two-area power system has been modeled as discussed in previous
section.MATLAB/Simulink designedmodel is formed as presented in above sections
its steps are given in Fig. 7. One percent step perturbation, i.e., disturbance in load
demand �PL, has been implied in the system load as given in Fig. 8. This causes
disturbances in the frequency of area-1 (�f 1) and area-2 (�f 2) which is shown in
Fig. 9. AGC for the two-area system has been formulated as discussed in Sect. 3
that controls the system frequency and tie-line power. Firstly, for controlling tie-
line power (�Ptie), PID controller is tuned by conventional ZN technique and also
controller is tuned by ANN technique. Their obtained result is given in Fig. 10
that indicates the deviation in tie-line power and its transient parameters are given in
Table 3. For controlling frequency, PID controller is tuned by conventional method—
Ziegler–Nichols as well as by artificial neural network technique result is shown in
Fig. 11. It indicates the deviation in frequency, and its transient parameters are given

Fig. 7 Flowchart of
designed system
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Fig. 8 Disturbance in load demand �PL for system

Fig. 9 Disturbance in frequency �f 1 of area-1 and �f 2 of area-2

in Table 4. It is seen from response of both techniques that the ANN tuned AGC
result consists of less oscillations, and it is more stable as compared to the ZN tuned
AGC. All the parameters in their respective figures are taken in pu.
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Fig. 10 Zeigler–Nichols and artificial neural network tuned tie-line power �Ptie for 1% load
disturbance

Table 3 Performance comparison of tie-line power for both tuning techniques

Transient parameter ZN tuned ANN tuned

ess 0.0245 1.9836 * 10−4

Tr 0.3775 0.3869

ts 65.7674 56.1771

tp 28 28

Peak 0.5345 0.0072

Overshoot 136.3393 120.4561

Fig. 11 Zeigler–Nichols and artificial neural network tuned frequency deviation �f for 1% load
disturbance
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Table 4 Zeigler–Nichols and
artificial neural network tuned
frequency deviation �f for
1% load disturbance

Transient parameter ZN tuned ANN tuned

ess 0.00011968 0.000040405

tr 0.0015 0.00077397

ts 53.2598 26.2376

tp 17 17

Peak 0.1507 0.00034800

Overshoot 125,940 2.5053

5 Conclusions

In this paper, the active power and frequency regulator is designed using PID
controller for nuclear-thermal two-area power system. Controller is tuned by conven-
tional Ziegler–Nicholas and ANN techniques. Investigations of obtained time-
response results clearly show the superiority of ANN based controller over conven-
tional controller. The overshoot, oscillations, and settling time are quite better in
ANN response. Hence, it concluded that ANN based AGC is a better technique.

Appendix

System parameters: f = 50 Hz, Ptie(max) = 200 MW. H1 = H2 = 5 s, D1 = D2 =
8.33 * 10−3 pu MW/Hz, �δ = 30°.

See Tables 5 and 6.

Table 5 Thermal plant
parameter values

Thermal plant parameter Value

R1 2.4

b1 0.425

H1 0.0833

D1 0.00833

Tt 0.425

Tg 0.8

THR1 5

THR2 10
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Table 6 Nuclear plant
parameter values

Nuclear plant parameters Value

KLP 0.3

T2 0.5

H2 0.0833

D2 0.00833

KHP 0.2

Tgn 0.8

THR3 5

THR4 10

T1 0.5

TRH1 9

TRH2 7

R2 2.5

k1 −1

References

1. Report by Central Electricity Authority, Ministry of Power, Government of India, Oct 2016
2. Shankar R, Chatterjee K, Bhushan R (2016) Impact of energy storage system on load frequency

control for diverse sources of interconnected power system in deregulated power environment.
Int J Electr Power Energy Syst. https://doi.org/10.1016/j.ijepes.2015.12.029

3. Freris L. Renewable energy in power systems. Wiley
4. Singh G, Bala R (2011) Automatic generation & voltage control of interconnected thermal

power system including load scheduling strategy. Int J Eng Adv Technol (IJEAT) 1(2):1–7
5. Abdulraheem BS, Gan CK (2016) Power system frequency stability and control: survey. Int J

Appl Eng Res 11:5688–5695
6. Naghizadeh RA, Jazebi S, Vahidi B (2012) Modeling hydro power plants and tuning hydro

governors as an educational guideline. Int Rev Model Simul 5(4)
7. Mathur HD, Manjunath HV (2007) Frequency stabilization using fuzzy logic based controller

for multi-area power system. S Pac J Nat Sci 4:22–30. https://doi.org/10.1071/SP07004
8. Ramakrishna KSS, Sharma P, Bhatti TS (2010) Automatic generation control of interconnected

power system with diverse sources of power generation. Int J Eng Sci Technol 2(5):51–65.
https://doi.org/10.4314/ijest.v2i5.60102

9. Nasiruddin I, Bhatti TS, Hakimuddin N (2015) Automatic generation control in an intercon-
nected power system incorporating diverse power plants using bacteria forging optimization
technique. Electr Power Compon Syst 189–199

10. Mishra M, Khan MT, Kumar N (2019) Green energy: a building block for smart India. In: 1st
international conference on future learning aspects of mechanical engineering (FLAME-2018),
India

11. Rogers K, RaghebM (2010) Symbiotic coupling of wind power and nuclear power generation.
In: International nuclear and renewable energy conference (INREC10)

12. Kundur P, Paserba J, Ajjarapu V, Anderson G, Bose A, Canizares C, Hatzizrgyriou N, Hill D,
Sankovic A, Taylor C, Cutsem T, Vittal D (2004) Definition and classification of power system
stability. IEEE Trans Power Syst 19(3). https://doi.org/10.1109/TPWRS.2004.825981

13. Hakimuddin N, Nasiruddin I, Bhatti TS, Arya Y (2020) Optimal automatic generation control
with hydro, thermal, gas, and wind power plants in 2-area interconnected power system. Electr
Power Compon Syst 48(6–7):558–571. https://doi.org/10.1080/15325008.2020.1793829

https://doi.org/10.1016/j.ijepes.2015.12.029
https://doi.org/10.1071/SP07004
https://doi.org/10.4314/ijest.v2i5.60102
https://doi.org/10.1109/TPWRS.2004.825981
https://doi.org/10.1080/15325008.2020.1793829


40 M. Mishra and N. K. Saxena

14. Sahu RK, Gorripotu TS, Panda S (2016) Automatic generation control of multi-area power
systems with diverse energy sources using teaching learning based optimization algorithm. Int
J Eng Sci Technol 19(1). https://doi.org/10.1016/j.jestch.2015.07.011

15. Demiroren A, Zeynelgil HL, Sengor NS (2001) The application of ANN technique to load-
frequency control for three-area power system. In: IEEE Porto power tech conference. IEEE
Xplore, Porto. https://doi.org/10.1109/PTC.2001.964793

16. Elgard OI. Electric energy system theory, 2nd edn. McGraw-Hill, New York
17. Elgerd OI. Electric energy system theory: an introduction. McGraw Hill, New York
18. Mishra M, Saxena N (2016) ANN based automatic generation control for two-area power

system. MIT Int J Electr Instrum Eng 40–44
19. Kundur P. Power system stability and control. McGraw-Hill Inc., New York
20. Mishra P, Mishra M, Saxena N (2015) Tuning of generation participation depending upon load

demand. In: IEEE international conference on communication, control and intelligent systems
(CCIS). IEEE Xplore, CCIS, India, pp 459–463. https://doi.org/10.1109/CCIntelS.2015.743
7960

21. Mishra M, Saxena NK, Mishra P (2016) ANN based AGC for hybrid nuclear-wind power
system. In: IEEE international conference on micro-electronics and telecommunication engi-
neering ICMETE. IEEE Xplore, India, pp 410–415. https://doi.org/10.1109/ICMETE.201
6.116

22. Nanda J, Mangla A (2004) Automatic generation control of an interconnected hydro-thermal
system using conventional integral & fuzzy logic controller. In: IEEE international conference
on electric utility deregulation reconstructing & power technology. IEEE Xplore

23. Tammam MA, Moustafa MA, Abo Ela MAES, Seif AEA (2010) Load frequency control
using genetic algorithm based PID controller for single area power system. In: International
conference on renewable energies and power quality, ICREPQ’11, Las Palmas de Gran Canaria

24. Donde V, Pai MA, Hiskens IA (2001) Simulation and optimization in an AGC system after
deregulation. IEEE Trans Power Syst 16(3):481–488
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Gas Leakage Alert System

Sudhanshu Sharma, Sumit Kumar, Abhishek Chawla, Paras Darmal,
and Bharat Singh

Abstract Themost common type of energy source which is utilized by the domestic
people is propane gas which contains liquefied gas called liquefied petroleum gas
(LPG). As leakage of gas is becoming common accidents nowadays which cause
damages to human lives aswell as public property.Hence, it becomes amajor security
concern. This paper presents a low-cost, power-efficient device called the gas leakage
alert system. This system includes main devices such as MQ-6 sensor a gas detector
device, Arduino microcontroller, and an alarm unit. Here Arduino microcontroller
controls all the operations. This model also contains the GSM module which is
used for sending an alarming message to the personal mobile phone or any other
government authorities. In the alarm unit, we have used Piezo buzzer which is used
to produce a beep sound as an alert.

Keywords Liquefied petroleum gas (LPG) ·MQ-6 sensor · Alarm unit · Arduino
microcontroller · GSM module

1 Introduction

Liquefied petroleum gas is a flammable gas which has a mixture of hydrocarbons
gaseswhichmostly used as fuels for domestic purposes such as in heating appliances.
Themixture includes primarily propanegas (C3H8) andprimarily butanegas (C4H10),
and most commonly, it includes both propane and butane gases [1, 2].

Unlike natural gases, LPG gas is much heavier than air and because of this the
gas flows through floors and they tend to settle at low spots. The main things that
can happen due to this are as follows:

• Possibility of explosion, i.e. if there is an ignition source present and the mixture
of LPG gas and the air is in the right amount, it could lead to an explosion.
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Table 1 Properties of LPG

Gas Formula %LEL %UEL Ignition temp

Propane C3H8 2.2 9.5 470

Butane C4H10 1.8 8.4 365

• Because of a decrease in the concentrationof oxygen, it could leadus to suffocation
[2].

Gas leakage security system becomes essential when people who have a low sense
of smell, and they may or might not respond to concentration of gas leakage. This
helps us to prevent gas leakage accident. The circuit which is used for the detection
of harmful gas and alerting unit has also been proposed in which alarm is activated
immediately after the concentration of gas exceeds a certain level [3].

The biggest example of a gas leakage accident in India was the Bhopal gas tragedy
which happened in 1984. This was one of the world’s worst gas leakage industrial
accident which kills many people at that time. A gas leakage alert system isn’t only
important to detect the leakage of gas but also to prevent it is equally essential. That
is why the system not only detects the leakage of gas but also produces an alarming
sound with the help of a buzzer and sends an alarming message to the user as well
as government authority, i.e. firehouse [2, 3].

2 Uses of LPF and Properties

According to reports of the Census of India in 2011, 28.5% of households in India
use the LPG gas for cooking fuel, heating appliances, etc., which is transferred to
their houses either by using the pressurized cylinders or pipes [1].

LPG is the main source for the combined heat as well as power technologies
which are known as combined heat power (CHP). The CHP is the method that uses
bot electric power and single heat source. Due to this, LPG gas is not only used for
households purposes but also for the decentralized generation of energy. LPG gas
has greater reliability, and also, it can be stored in different ways; as LPG is a fossil
fuel, and it could combine with other renewable power sources [1, 3].

The properties of LPG gas are shown in Table 1.

3 Methodology

The method of this system is divided into three steps which are shown in Fig. 1.
In the first phase, the gas which is leaking is sensed by the gas sensor calledMQ-6

sensor then the gaswhich is detected passes the signal to theArduinomicrocontroller.
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Fig. 1 Flow diagram

Then in the second phase, the signal which is received by the microcontroller
from the gas detector, the microcontroller passes the signal to other external devices
which are attached to it [3].

In the third step which is the last step, many tasks are performed such as buzzer
starts working which produces a beep sound to alarm people about leaking also the
warning message is sent to user’s mobile phone through SMS, the message was
displayed on the LCD screen [3, 4].

4 Component and Technology Used

4.1 Arduino Microcontroller

Arduino (see Fig. 2) is an open-source platform that has both software and hardware
property. It is a microcontroller-based circuit board that can be programmed, and it
also has ready-made software known asArduino IDEwhere IDE stands for integrated
development environment. Arduino is equipped with a variety of microprocessors
and controllers. The board is equipped with digital pins from (D0–D13) and analog
pins from (A0–A6). The board also has a feature of serial communication interfaces,
which includes Universal Serial Bus which is used for uploading programs from
computers. The programming which is used in Arduino microcontroller is C and
C++ [4].
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Fig. 2 Arduino Uno board

4.2 GSM Module

GSM module (see Fig. 3) is a device that is used to send an SMS to an individual’s
mobile phone. In this project, the GSM module is the main device which an issue
to sense the leakage of LPG gas. Whenever the gas which is leaking is detected by
the sensor, it sends a signal to the microcontroller connected to it and due to this one
of the tasks of sending a message is done. The requirement of a GSM module SIM
card number because to send an SMS to a particular number. The module works on
+12 V DC Supply. The message which is sent is saved in microcontroller memory
[5].

Fig. 3 GSM module
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Fig. 4 MQ-6 sensor

4.3 MQ-6 Sensor

MQ-6 Sensor (see Fig. 4) is the device that is to detect the leakage of gas within a
specific range. It is one of the important devices used in this project. It has a fast
reaction time and has a long-lifetime. MQ-6 is highly sensitive toward LPG gas. The
sensor can be operated at +5 V. The range at which it can detect the concentration
of gas is 200–1000 ppm [5].

4.4 LCD Display

Liquid crystal display (LCD) (see Fig. 5) is a flat display screen that is mostly used
in cameras, computers, watches, etc. Liquid crystal display consists of two sheets
which are made up of polarizing material which consists of a liquid crystal solution.
The device works when the current passes through liquid, and it causes crystals to
align and does not allow the light to pass through it. Each of the crystals present in

Fig. 5 LCD display (16 ×
2)
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Fig. 6 Piezo buzzer

LCD acts as a shutter, i.e. either they allowed the light to pass through it or blocks
them [5, 6].

4.5 Buzzer

Piezo buzzer (see Fig. 6) is a basic device that is used to generate a beep sound or
tone. Piezo buzzer uses piezo crystals which is a special material. Its main job is to
change the shape when the voltage is applied to it. When the crystals push against
diaphragm, it starts generating a pressure wave which human pick this up as a sound
[5, 6].

5 Working of Proposed Model

In the MQ-MQ-6 sensor, the most widely sensing material used is SnO2, a metal
oxide. When the metal oxide (SnO2) is heated up to a certain temperature, then the
potential is formed over the surface which prevents the flow of electrons. Current
flows through the SnO2 microcrystals, but the grain boundaries of the crystal absorb
the oxygen which results in the formation of potential, preventing the flow of free
charge carriers. All this operation takes place in the presence of deoxidizing gas
which also alters the surface density of the negatively charged oxygen resulting in
the fall of resistance of the sensor [7, 8].

Power supply (5V) is given to themicrocontroller which is the brain of the system.
This 5 V DC supply can be achieved using step-down transformer and rectification
circuit, which makes use of rectifiers and capacitors. GSM module along with other
components of the system like LCD display, gas sensor, buzzer, LEDs is connected
to the microcontroller. GSM is also fed from the power supply [7, 8].
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If any gas leakage occurs in the surrounding, the MQ-6 sensor’s output becomes
high and sends an electrical signal to the microcontroller, which then processes it and
turns on the red LED and the buzzer. LCD display also starts displaying the message
of “GAS LEAKING.” After certain seconds, an SMS is sent to the predefinedmobile
number having information “GAS LEAKING” which is done with the help of the
GSMModule [8]. The setup and the result of the project are shown in Figs. 7 and 8.

Fig. 7 Setup

Fig. 8 Result
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6 Conclusion

Many features can be added to this system, and it can be modified according to future
needs. The GSM module which is used in this system is to send a message to the
phone of a user when there is a leakage of gas in the house of the owner. Hence,
GSM module is an important part of the system. Another modification that we can
use is that we can add a circuit that turns off the main supply when the gas leakage
is sensed because switching on any electrical appliances at the time of gas leakage is
risky. Also, the gas regulator can be turned off. So, there is no further gas leakage. A
robotic system can also be utilized in place of human beings to control the hazardous
condition. So, this method will increase the reliability as well as the efficiency of the
overall system [9, 10].

In recent years, it had been seen that various deaths are being caused by the
explosion of gas cylinders due to leakage. So, keeping this in mind we propose an
Arduino-based system which helps us to detect the leakage of gas within the specific
range and sends an instant SMS to government authority on their mobile numbers.
The main motive of this project is to provide security in homes. Also, when gas
leakage occurs LED will turn into red color and the buzzer will also get on. This
system is very useful in giving a warning to the house owner about LPG leakage.
The advantage of this system is that it is user-friendly and made of low cost. Another
good point of using this system is when there is nobody in the house, it will alert the
owner by sending amessage through theGSMmodule. Thus, lower the probability of
accidents. Therefore, we can say that the proposed system is a very secure, reliable,
cost-effective, and user-friendly way to prevent domestic fire accidents [4].
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Design of Hybrid Fuzzy-PID Power
Management Unit for Control
of Battery–Supercapacitor HEV Using
Unified LA-92 Drive Cycle

Bibaswan Bose, Vijay Kumar Tayal, and Bedatri Moulik

Abstract In hybrid electric vehicles (HEV), the power management unit helps to
control the distribution of power between various power sources with the aim of
meeting a set of predefined objectives. Often, theminimization of difference between
power demand and supplied power is a prime objective. However, further challenges
need to be addressed are the selection of suitable set of rules and adapting them to
the vehicle drive cycle. In this paper, a battery–supercapacitor hybrid vehicle control
with two schemes, viz. fuzzy rule-based (FRB) and hybrid fuzzy-PID controllers are
proposed. The MATLAB simulation results indicate that the application of hybrid
fuzzy-PID control scheme results in meeting the power demand with slower rate of
discharge. This ensures improved efficacy of the proposed scheme.

Keywords Fuzzy rule-based (FRB) · Power management unit · CuK converter ·
Supercapacitor · PID control · Unified LA-92 · Hybrid electric vehicle (HEV) ·
Battery electric vehicle (BEV) · State of charge (SoC)

1 Introduction

The conventional vehicles run by fossil fuel are available since the year 1886. In
order to make the vehicles safer, faster and comfortable, the vehicle market has seen
numerous changes. However, pollution and greenhouse gasses emitted from these
vehicles due to fossil fuel have created serious health and environmental issues. This
is affecting sustainability of human life. The introduction of battery electric vehicles
(BEV) in the year 1996 has been seen as a solution for these rising concerns. Even
after 24 years and surpassing the sale of 5.3 million in 2018, consumers are still
doubtful to buy these vehicles due to their low range, low speed, and uncertainty in
availability of charging facilities. The hybrid electric vehicles (HEV) operating on
conventional fuel as well as battery are being preferred over BEV due to their longer
range, low rate of battery discharge, and improved drivability [1].
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The HEVs are of various types [2, 3] depending on the power sources being
used. The HEV can be classified on the basis of type of power train available into,
parallel hybrid, series hybrid, and power split hybrid [4, 5]. The power split hybrid
configuration has been considered as the most efficient as compared to other vehicle
configurations due to its longer range and higher speed. In order to make the elec-
tric vehicle architecture more reliable for the consumers, many research studies are
presented in the literature. The charge conservation techniques [6, 7] for an HEV
are helpful for a vehicle to drive for long ranges. Hui and Yunbo [8] study the simu-
lation of different power management strategies for plug-in hybrid electric vehicle
(PHEV) and [9] propose the use of rule-based algorithm for electric vehicles. The
conservation model of battery state of charge for HEV has been presented by [10]
using different power management strategies. The drive train efficiency has been
analyzed and compared by [11] for various control strategies and the use of fuzzy
logic controller for parallel-type HEV as proposed in [12, 13]. The advantages of
using fuzzy for a predictive energy management strategy are explained in [14, 15]
which uses fuzzy for uniaxial power train. The power management unit is one of the
most important components of the HEV as the power distribution from the source
to the vehicle motor is decided by this unit. The power control flow is to be checked
by the power management controller. Based on need and availability, the power
management strategies can be classified by various algorithms [16, 17]. In order to
control the power split in hybrid electric vehicle, this work provides a novel approach
toward the application of fuzzy rule-based power management unit. The advantages
of fuzzy control are: sturdiness to modeling errors and faulty measurement, tuning
of fuzzy rules with ease and the adaptive output with variations in operating condi-
tion. The input is fuzzified using fuzzy rules, and output is defuzzied to yield control
signals [18]. An intelligent situation awareness agent [19] has been introduced to
fuzzy formed torque distribution algorithm. This methodology requires classifica-
tion based on the type of the roads and behavior of the driver. Thus, learning vector
quantization [20] is being used to determine the drive conditions which ensuresmuch
better performance improvement [20].

The aim of this work is to minimize the power difference between the demanded
power and the supplied power. In order to make the system operability close to real-
time characteristics experienced by the vehicle during on-road operations, dynamic
models of system have been developed. In this paper, comprehensive mathematical
model of DC/DC converter has been derived [21] with battery [22, 23] and super-
capacitor [24] for the entire HEV powertrain. To minimize the difference between
power demand and supplied power by vehicle with least rate of discharge, a fuzzy
power management unit and a hybrid fuzzy-PID controller have been designed [25–
27]. The comparison of simulation results obtained with fuzzy power management
unit and the hybrid fuzzy-PID scheme shows that the hybrid fuzzy-PID controller
yields in far better charge sustainment and drivability characteristics [28]. This orga-
nization of paper is done as follows—Sect. 2 includes introduction to all the HEV
components followed by the fuzzy rules used in thework in Sect. 3. The system archi-
tecture, simulation results, and finally, the outcome of this work has been explained
in Sect. 4.
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2 Hybrid Electric Vehicle Components

The major components used in the modeling of hybrid electric vehicle (HEV) are
battery, supercapacitor, andDC-DCconverter. The dynamicmodeling helps to bridge
the gap between simulation model results and real-time performance.

2.1 Battery

The battery considered in this current work is a lithium–ion (Li-ion) battery. This
battery has higher voltage range, low self-discharge, and longer life cycle. The battery
equivalent circuit is shown in Fig. 1. The mathematical modeling of the battery is
done in two parts [23]. The first part includes the electrical modeling by considering
Thevenin’s equivalent circuit and its mathematical Eqs. (4) and (5).

V̇SOC = − Ibat
Ccap

(1)

.
.

Vts = − Ibat
Cts

− Vts

Rts ∗ Cts
(2)

.
.

Vtl = − Ibat
Ctl

− Vtl

Rtl ∗ Ctl
(3)

From Eqs. (1)–(3), one can get

ẋ =

⎡
⎢⎢⎣
0 0 0

0 −
(

1
Rts∗Cts

)
0

0 0 −
(

1
Rtl∗Ctl

)

⎤
⎥⎥⎦x −

⎡
⎢⎣

1
Ccap
1
Cts
1
Ctl

⎤
⎥⎦u (4)

Fig. 1 Battery equivalent
circuit
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where x =
⎡
⎣
VSOC

Vts

Vtl

⎤
⎦, u = Ibat.

From Eq. (2),

y = Vbat = g(VSOC) + Vts + Vtl − Rs ∗ Ibat (5)

The second part of the batterymodel has been derived by expressing the voltage in
terms of state of charge (SOC) and mathematically expressed by Eq. (6) as follows:

VOC(SOC) = (3.083) + (4.859 ∗ SOC) + (
18.21 ∗ SOC2

) + (
38.56 ∗ SOC3

)

− (
38.64 ∗ SOC4

) + (
14.58 ∗ SOC5

)
(6)

2.2 Supercapacitor

A supercapacitor is created by placing a dielectric separator between two parallel
plates. This makes the system more robust, increase power density and life of the
system. The supercapacitor is modeled in 2 parts. Equations (7) and (8) represent the
dynamic equation of the system, and Eq. (9) represents the relation between state of
charge of the system with respect to current [24].

DnX

DT n
= A ∗ X + B ∗ I (7)

y = C ∗ X + D ∗ I (8)

where

X =
⎡
⎣
U0

U1

U2

⎤
⎦, n =

⎡
⎣

α

β

γ

⎤
⎦, A =

⎡
⎢⎣
0
0
0

0
− 1

R1C1

0

0
0

− 1
R2C2

⎤
⎥⎦, B =

⎡
⎢⎣

1
C0
1
C1
1
C2

⎤
⎥⎦, C = [

1 1 1
]
,

D = RS, y = U0.

S(t) = S(0) − 1

Cn

t∫

0

I (t)dt (9)

where S(t) is the state of charge of supercapacitor as a function of time and Cn is the
rated capacitance of the supercapacitor. The supercapacitor modeling is done based
on Eqs. (7)–(9) in MATLAB/Simulink.
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Fig. 2 CuK converter

2.3 DC-DC Converter

In this work, CuK converter, a dual of buck–boost DC-DC converter is used. One of
the main assets of using the CuK converter is that it has continuous input and output
currents. The CuK converter circuit used for dynamic modeling is shown in Fig. 2.

In Mode 1 of operation, S1 switch is ON and S2 switch is OFF. Upon applying
of Kirchhoff law, Eq. (10) can be constructed.

X ′ =

⎡
⎢⎢⎣

(−R1/L1)

0
0
0

0
(−R2/L2)

(1/C1)

(1/C2)

0
(−1/L2)

0
0

0
(−1/L2)

0
0

⎤
⎥⎥⎦X +

⎡
⎢⎢⎣

1/L1

0
0
0

0
0
0

−1/C2

⎤
⎥⎥⎦U

(10)

Or the generalized expression can be written as

X ′ = A1X + BV (11)

where X =

⎡
⎢⎢⎣

I1
I2
UC1

UC2

⎤
⎥⎥⎦ and V =

[
Uin

Iout

]
.

In Mode 2 of operation, S1 switch is OFF and S2 switch is ON. Upon applying
of Kirchhoff law, Eq. (12) can be constructed.

X ′ =

⎡
⎢⎢⎣

(−R1/L1)

0
(1/C1)

0

0
(−R2/L2)

0
(1/C2)

(−1/L1)

0
0
0

0
(−1/L2)

0
0

⎤
⎥⎥⎦X +

⎡
⎢⎢⎣

1/L1

0
0
0

0
0
0

−1/C2

⎤
⎥⎥⎦V

(12)

Or the generalized expression can be written as
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X ′ = A2X + BV (13)

where X =

⎡
⎢⎢⎣

I1
I2
UC1

UC2

⎤
⎥⎥⎦ and V =

[
Uin

Iout

]
.

The nonlinearity is introduced in the system model. This can be obtained by
merging the two state-space equations, i.e., Eqs. (10) and (12).

ATot = A2 + D(A1 − A2) (14)

Here, the first matrix represents the ALinear and the later part represents the
ANon-linear [29, 30].

X ′ =

⎡
⎢⎢⎣

(−R1/L1)

0
(1/C1)

0

0
(−R2/L2)

0
(1/C2)

(−1/L1)

0
0
0

0
(−1/L2)

0
0

⎤
⎥⎥⎦X

+

⎡
⎢⎢⎣

0
0

(−D/C1)

0

0
0

(D/C1)

0

(D/L1)

(−1/L2)

0
0

0
0
0
0

⎤
⎥⎥⎦X +

⎡
⎢⎢⎣

1/L1

0
0
0

0
0
0

−1/C2

⎤
⎥⎥⎦u (15)

3 Fuzzy Rules Used and System Architecture

This section gives a brief overview of set of rules that have been used in the present
work. Figure 3 gives the various fuzzy rules where the power demanded by the
vehicle has been categorized into three parts, and the three fuzzy rules used and sets
have been expressed in Fig. 4:

• Low Power Motoring Mode: In this mode, all the demanded power is supplied
by the battery in a power range from 0 to 2000 W. The supercapacitor is kept off
during this time.

• High Power Motoring Mode: This mode ranges from 2000 W and above. Due to
the high robustness of supercapacitors, all the transients occurring over 2000 W
are taken up by the supercapacitor.

• Regenerative Braking Mode: During deceleration, there is a generation of power
which helps in charging the battery and supercapacitor.

The proposed system has been dynamically modeled in MATLAB/Simulink. The
battery and supercapacitor have been connected to a common bus bar through their
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Fig. 3 Fuzzy power management unit rules

Fig. 4 Fuzzy sets and rules considered

respective DC-DC converters. The converter charges the battery and supercapacitor
during regenerative braking. The power management unit gets the information about
power demand based on drive cycle. Thus, duty cycle of the converter is altered to
meet the power demand.

Figure 5 shows the combination of fuzzy rule-based algorithm with a PID
controller that has been connected in order to tune the current exiting from the
power management unit (Fig. 6). These values are tuned using PID tuning method
[31]. The aim of the use of PID is to tune the duty cycle of the converter that



58 B. Bose et al.

Fig. 5 Fuzzy rule-based system architecture

Fig. 6 System architecture with hybrid fuzzy-PID

will help to reduce power difference and reduce the rate of discharge of battery
and supercapacitor. Figure 7 shows the MATLAB/Simulink model of the complete

Fig. 7 Simulink model of system architecture
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Table 1 PID controller gains HEV configuration PID controller gains

Kp Ki Kd

Battery 1.1578 0.2634 2.1247

Supercapacitor 0.7532 0.0945 0.4756

system architecture. Table 1 shows the values of PID controller gains obtained from
equation 40 using PID tuner method.

In this paper, MATLAB simulation of a hybrid electric vehicle subjected to varied
drive cyclewith two control schemes, viz. FuzzyRuleBase (FRB) andHybrid Fuzzy-
PID, has been carried out. In order to make the proposed system to be more robust,
the dynamically modeled system is used. The fuzzy controller has been used in the
powermanagement unit to control the power split betweenbattery and supercapacitor.
Figure 8 displays the input current to the converter used to control the duty cycle,
for the operation of battery and supercapacitor. This has been observed that the
battery takes up only stable operating region and the supercapacitor will take up the
transients thus preventing excess load on the battery. From Fig. 9, it has been seen
that the variation of voltage with respect to time remains constant near to 90 V.

Magnified images of a short segment show that transients are produced due to
frequent switching of converters. Figure 10 shows power supplied and the power
demanded by the vehicle. It has been observed that the difference between the
demanded power and the supplied power is negligible. Figure 11 shows the compar-
ison of power difference for fuzzy rule-based (FRB) system and the fuzzy-PID
system. It can be interpreted that the power difference with fuzzy and hybrid fuzzy-
PID control scheme is 100 W and 10 W, respectively. Figures 12 and 13 show the
comparison of state of charge of the supercapacitor and battery. This shows that rate

Fig. 8 Output current from converter
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Fig. 9 Output voltage from converter

Fig. 10 Power demanded versus power supplied

of discharge with hybrid fuzzy-PID controller is also much slower as compared to
fuzzy rule-based (FRB) control scheme for both battery and supercapacitor.

4 Conclusion

This work presents the design of a hybrid electric vehicle (HEV) using architecture
of fuzzy rule-based power management system. The battery and supercapacitor are
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Fig. 11 Power difference

Fig. 12 SOC of supercapacitor comparison

working as power sources. The developed model is simulated inMATLAB/Simulink
environment. The primary aim of maintaining the bus voltage constant and the power
supply to meet the demand have been successfully attained. Further, the reduction of
power difference and state of discharge of battery and supercapacitor have been
successfully achieved by application of fuzzy rule base (FRB) and PID control
schemes. The hybrid fuzzy-PID controller yield in much better charge sustainment
and drivability characteristics. This ensures far more superior performance of the
proposed scheme.
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Fig. 13 SOC of battery comparison
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Event-Triggered Sliding Mode Controller
Design for Interconnected Power System

Aradhna Patel and Shubhi Purwar

Abstract The load frequency control problem is addressed in this paper and the
event-triggered sliding-mode control (SMC) technique is suggested in multi-area
interrelated power frameworks. To begin with, we have considered a three-power
area interconnected control system and developed the numerical model associated
with it. The recommended H∞ execution is utilized to quantify the sufficiency of
the diminishing of the adjusting unsettling influence. For each subsystem, an appro-
priate sliding surface is designed, and the intermittent controller is intended to ensure
that the subsequent subsystem state is asymptotically stable and reliable. The corre-
sponding adequate conditions are therefore obtained and the law is triggered by
movement events to confirm the accessibility of the sliding surface in a limited time.
In the final analysis, case studies and simulations are presented to help understand
the probability and feasibility of the event-initiated SMC scheme.

Keywords SMC · Load frequency control ·Multi-region power systems · ET-SMC

1 Introduction

Digitally controlled systems, easy maintenance, installation, and low cost work
together, resulting in increased attention in recent years [1, 2]. Due to collabora-
tion of communication with control systems, increase in jamming of signal and data
loss is observed, which may decrease system performance, increase oscillation, and
instability in system. Recently, the event techniques for the possibility of reducing
executive numbers administration tasks, while maintaining a promising performance
of the system, provoked wide spread concern. A strategic impulse caused by events
transmission of state signals only when the present trigger condition is satisfied (or
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violated, depending on the accepted logic). This technique basically reduces the
communication burden.

Consider the issue of energy supply and demand for the multi-zone power system,
load frequency control (LFC) to maintain frequency deviations to some extent, in
case of load fluctuations. It is achieved by controlling the reference load points of
the selected group of generators. Attention to LFC studies on the last decades is
significant, see, for example, there are various control schemes to accomplish the
preferred dynamic performance, such as PI and PID controllers are used in LFC for
multi-area power systems [3], the optimal control approach [4], reliable decentralized
theory of control [5], and adaptive control schemes [6]. In power systems, LFC is
efficiently used to preserve frequency and power in scheduled values with adjacent
regions.

On the other hand, SMC is considered as a powerful and reliable management
strategy [7–9]. Simply, SMC technique is issued to intend a switching surfaces, and
it forces the closed loop state trajectories of any system towards the sliding surface
in finite time. This technique is used in LFC for maintaining the stability limit of
frequency deviation and tie line power flow of multi-area power system.

As of late, the sliding mode load frequency controller (SMLFC) was utilized to
tackle power frameworks issues with uncertainty [10–16]. Utilizing the shaft task
procedure, in [14], they demonstrated a SMLFC where the parametric vulnerabil-
ities were considered under the connection that fulfilled the coordinating condi-
tion. Nonetheless, vulnerabilities in force frameworks were not generally fulfilled
by the coordinating condition. [11] proposed a discrete variable structure regulator
for the LFC of multi-zone interconnected force frameworks, where the framework
nonlinearities were remembered for the re-enactment considered. Be that as it may,
boundaries vulnerability because of variable activity point were not examined.

Note that the control of simulated continuous time systems. Finally, using a
computer to transfer the state of the system implements only in certain temporary
instances, and updating the information of the control inputs. Therefore, the sliding
mode (DSMC) discrete time control occurs and becomes a study subject. A new
technique for handling LFC multi-zone power systems is implemented in this paper,
i.e., event-activated sliding mode load frequency control (ETSMLFC). Compared
to periodic sampling, event-based sampling will save several parameters, such as
network energy, power usage, and NCS computational load controller [8, 17, 18].
An intelligent fuzzy coordination control is designed in [19], and unknown input
observer used in LFC problem is reported in [20].

This article suggests an event-driven SMC approach for the LFC issue in multi-
region energy control systems. In particular, based on the DSMC technique, the solu-
tion for the LFC issue is given by integrating time interval analysis approaches with
the event-triggered process. The associated appropriate states of the event-triggered
SMC shall be established to make it easier for each subsystem to be asymptotically
stable with the specified H∞ performance. The significant part of our work has been
outlined as follows:
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(1) A new SMC approach is being developed using the event-driven tech-
nique to confirm that the carefully collaborated dynamic framework has the
recommended energy-to-energy output.

(2) By addressing the sequential minimization issue with a typical MATLAB
toolbox, an event-triggered SMC algorithm is suggested for the LFC method.

(3) The effectiveness of the suggested ET-SMLFC is tested using MATLAB
simulation findings on a three-area power execution system.

2 Problem Formulation and Preliminaries

The LFC or AGC as an auxiliary assistance in the force framework has a significant
and essential job of keeping up the dependability at a suitable level. The LFC has
two principle control circles. Initial one is the essential speed control circle [21],
which controls the lead representative valve position as per recurrence deviation in
single-zone power framework. The auxiliary circle keeps up the harmony among
age and burden considering power misfortunes in an interconnected multi-region
power framework utilizing region control blunder (ACE). The enormous intercon-
nected force frameworks are normally deteriorated into control territories or zones
concurring to different models, for example, authoritative, hierarchical, special-
ized, recorded, topographical, and so on. These interconnected control territories
are alluded as multi-zone power frameworks. In multi-area interconnected executing
power system, each area has a single machine, and each machine designates power
system with a load frequency control circuit as shown. The power network whereas
being a complex nonlinear framework can be linearized for the examination on LFC
issue. The linearized model [22] of the ith area power framework is displayed in
Fig. 1. The dynamic model of the multi-zone power system is presented as follows:

Fig. 1 Block diagram of ETSMLFC for multi-region energy system
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where i = 1, . . . , N and N is number of areas.
The state space representation of above dynamics Eq. (1) to (6) can be written as:
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The dimensions of system matrices are Ai ∈ Rn×n , Bi ∈ Rn×m , Fi ∈ Rn×k ,
Ei j ∈ Rn×n , Pdi ∈ Rk×1.

According to the LFC system, nominal values must be stored for both the
frequency of the control zone and the power exchanged via the connection line.
SMLFC and switching surface for each region ensure the asymptotic stability of the
system as a whole and are developed on the basis of the following assumptions:

Assumption 1 Ai and Bi are fully controllable.

Assumption 2 The load disturbance is bounded, and meet ‖P‖d ≤ d, where d is a
known constant.

2.1 Design of Switching Surface

The SMC control hypothesis is one of the most impressive control procedures to
accomplish desired execution when managing uncertain frameworks. The details of
the control structure and the stability investigation are represented in the accompa-
nying subsections. The sampling duration is selected as T, the discrete time approx-
imation model of the framework (6) can be gained depending on the Runge–Kutta
fourth-order estimate [22].

The switching surface is designed as,

Si (t) = Ci xi (t) (8)

where Ci is the surface gain matrix. Its dimension is Ci ∈ �1×n . The gain of sliding
surface is calculated using pole placement methodology.

Where
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xi(t) State vector

xj(t) Neighbouring state vector of xi(t)

ui(t) Control vector

�Pdi (t) Load disturbance for the ith subsystem

� fi (t) Increment frequency deviation

�Pgi (t) Incremental changes in ith subsystem’s output

�Xgi (t) Incremental changes in ith governor value position

�Ei (t) Incremental changes in integral control

�∂i (t) Incremental changes in rotor angle deviation

TGi ith governor time constant

Tti ith turbine tune constant

Tpi ith subsystem model time constant

Kpi ith power system gain

Ri ith speed regulation coefficient

KEi ith integral control gain

KBi ith frequency bias factor

Ksi j ith reconnection gain between area i and j (i �= j)

The condition of inequality onlymeans that in all conditions, the space trajectories
of the device state reaches the sliding surface for a stated amount of time, without
any constraint to the trajectories of the scene’s motion.

Here, to develop a variable structure controller, we adopt the following constant
achievement rule:

usmc = −εsgn(S) (9)

where ε > 0, the constant ε specifies the movement speed of the system’s point of
motion to the switching surface S = 0, the corresponding SMC for ith the power
system is:

ui (t) = −(Ci Bi )
−1

⎛

⎜⎜⎜⎜⎜⎜⎝
Ci Ai xi (t) + εsgn(S) + Ci

∑

j ∈ N
j �= i

Ei j xi (t)

⎞

⎟⎟⎟⎟⎟⎟⎠
(10)

2.2 Lyapunov Stability

A Lyapunov function candidate has been taken as:
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V (t) = 1

2
sT (t)s(t) (11)

Taken derivative of Lyapunov function:

V̇ (t) = sT (t)ṡ(t)

= sT (t)(Ci ẋi (t))

= sT (t)

⎛

⎜⎜⎜⎜⎜⎜⎝
Ci Ai xi (t) + Ci Biui (t) +

∑

j ∈ N
j �= i

Ci Ei j xi (t) + Ci Fi�Pdi (t)

⎞

⎟⎟⎟⎟⎟⎟⎠

(12)

For stability, V̇ (t) ≤ 0. Then, we have chosen control for LFC problem that is
given below.

For equivalent control;

Ci Ai xi (t) + Ci Biui (t) +
∑

j ∈ N
j �= i

Ci Ei j xi (t) + Ci Fi�Pdi (t) = 0

ueq(t) = −(Ci Bi )
−1

⎛

⎜⎜⎜⎜⎜⎜⎝
Ci Ai xi (t) + Ci

∑

j ∈ N
j �= i

Ei j xi (t)

⎞

⎟⎟⎟⎟⎟⎟⎠

For bounded load disturbance ‖�Pdi (t)‖ ≤ γ

ui (t) = ueq(t) + usmc(t)

ui (t) = −(Ci Bi )
−1

⎛

⎜⎜⎜⎜⎜⎜⎝
Ci Ai xi (t) + Ci

∑

j ∈ N
j �= i

Ei j xi (t)

⎞

⎟⎟⎟⎟⎟⎟⎠
− εsgn(S)
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ui (t) = −(Ci Bi )
−1

⎛

⎜⎜⎜⎜⎜⎜⎝
Ci Ai xi (t) + εsgn(S) + Ci

∑

j ∈ N
j �= i

Ei j xi (t)

⎞

⎟⎟⎟⎟⎟⎟⎠
(13)

Using Lyapunov Stability, we have successfully developed control law ui (t) for
LFC system.

2.3 Event-Triggered LFC Design

The event-triggered scheme is integrated with control law to minimize the updating
of control law. The utilization of event trigger-based SMLFC in multi-area executing
power system reduces the load on communication channel. The developed ET-
SMLFC control law excluded the zeno behaviour. In this construction, we continu-
ously monitor the state xi (t). The dynamic model, according to the scheme initiated
by the event, is transmitted as:

ẋi (tr ) = Ai xi (t) + Biui (tr ) +
∑

j ∈ N
j �= i

Ei j xi (t) + Fi�Pdi (t) (14)

With initial condition of xi (t) = x0. The error presented in the LFC system due to
a control action triggered by the event is defined as exi (t). The error exi (t) is taken
as:

exi (t) = xi (tr ) − xi (t) (15)

Theorem 1 For system (6), with control law (10) and sequence of load frequency
control update step given by {tr }r∈Z≥0, the system will be in practical state if for
given α > 0,

‖Ci‖‖Ai‖‖exi‖ ≥ α for all {tr }r∈Z≥0 (16)

The state xi (t) will be updated and sent to SMC if the error fails to comply with
the following, with σ ∈ [0, 1) and alpha > 0.

‖Ci‖‖Ai‖‖exi‖ ≥ σα (17)

Equation (17) is called event triggering rule for multi-area power system. At t =
tr , the error reaches zero; however, it grows from zero till it is equal to σ×α

‖Ai‖‖Ci‖ as
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per. Then, the next triggering instant can be generated as,

tr+1 = inf{t : t 	 tr and ‖Ai‖‖Ci‖‖exi‖ ≥ σα} (18)

3 Simulation Result

The following simulations were done in MATLAB to validate the design of the
sliding mode dependent control for load frequency problems (SMLFC). As fluctu-
ations in the load of the power system cause changes in the operating point of the
governor, this results in uncertainties in the parameters of the power system. The
proposed controller is simulated against step load disturbance 0.06, −0.04 and −
0.05 pu applied in each area at t = 0 s. Due to continuous change in power demand,
the load uncertainty is continuously changing system frequency. Here, we develop
ET-SMLFC controller to stabilize the system frequency and improve the system reli-
ability of multi-region energy executing system. Three area power executing system
is considered for simulation study. The data for the three areas are as follows:

Simulation data is presented for Area 1:

A1 =

⎡

⎢⎢⎢⎢⎢⎣

−0.05 6 0 0 −0.955
0 −4.445 4.445 0 0

−11.574 0 −16.667 0 0
4 0 0 0 1.592

6.283 0 0 0 0

⎤

⎥⎥⎥⎥⎥⎦
F1 =

⎡

⎢⎢⎢⎢⎢⎣

−6
0
0
0
0

⎤

⎥⎥⎥⎥⎥⎦
B1 =

⎡

⎢⎢⎢⎢⎢⎣

0
0

16.667
0
0

⎤

⎥⎥⎥⎥⎥⎦

E13 =

⎡

⎢⎢⎢⎢⎢⎣

0 0 0 0 0.478
0 0 0 0 0
0 0 0 0 0
0 0 0 0 −0.796
0 0 0 0 0

⎤

⎥⎥⎥⎥⎥⎦
E12 =

⎡

⎢⎢⎢⎢⎢⎣

0 0 0 0 0.478
0 0 0 0 0
0 0 0 0 0
0 0 0 0 −0.796
0 0 0 0 0

⎤

⎥⎥⎥⎥⎥⎦

Simulation data is presented for Area 2:

A2 =

⎡

⎢⎢⎢⎢⎢⎣

−0.04 4.5 0 0 −0.716
0 −4.041 4.041 0 0

−11.431 0 −18.519 0 0
4 0 0 0 1.592

6.283 0 0 0 0

⎤

⎥⎥⎥⎥⎥⎦
F2 =

⎡

⎢⎢⎢⎢⎢⎣

−4.5
0
0
0
0

⎤

⎥⎥⎥⎥⎥⎦
B2 =

⎡

⎢⎢⎢⎢⎢⎣

0
0

18.519
0
0

⎤

⎥⎥⎥⎥⎥⎦
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E21 =

⎡

⎢⎢⎢⎢⎢⎣

0 0 0 0 0.358
0 0 0 0 0
0 0 0 0 0
0 0 0 0 −0.796
0 0 0 0 0

⎤

⎥⎥⎥⎥⎥⎦
E23 =

⎡

⎢⎢⎢⎢⎢⎣

0 0 0 0 0.358
0 0 0 0 0
0 0 0 0 0
0 0 0 0 −0.796
0 0 0 0 0

⎤

⎥⎥⎥⎥⎥⎦

Simulation data is presented for Area 3:

A3 =

⎡

⎢⎢⎢⎢⎢⎣

−0.05 5.75 0 0 −0.915
0 −3.809 3.809 0 0

−12.698 0 −19.047 0 0
4 0 0 0 1.592

6.283 0 0 0 0

⎤

⎥⎥⎥⎥⎥⎦
F3 =

⎡

⎢⎢⎢⎢⎢⎣

−5.75
0
0
0
0

⎤

⎥⎥⎥⎥⎥⎦
B3 =

⎡

⎢⎢⎢⎢⎢⎣

0
0

19.047
0
0

⎤

⎥⎥⎥⎥⎥⎦

E32 =

⎡

⎢⎢⎢⎢⎢⎣

0 0 0 0 0.458
0 0 0 0 0
0 0 0 0 0
0 0 0 0 −0.796
0 0 0 0 0

⎤

⎥⎥⎥⎥⎥⎦
E31 =

⎡

⎢⎢⎢⎢⎢⎣

0 0 0 0 0.458
0 0 0 0 0
0 0 0 0 0
0 0 0 0 −0.796
0 0 0 0 0

⎤

⎥⎥⎥⎥⎥⎦

The switching surfaces are chosen for all three area of power executing system.
Using the pole placement stability theory, the sliding surface gain is selected. The
sliding vector for all three areas is given below:

C1 = [3.6 8.2 5.5 2.7 6.1]; C2 = [9.2 2.5 7.1 1.8 11.9];
C3 = [3.1 6.6 1.2 8.3 12.6]; (19)

where Ci is the sliding surface gain.
In the case of the load aggravation applied, the frequency deviation in the three

region is given in Fig. 2a. The frequency deviation of the three regions is transient
and shifts under load disturbance towards steady state (zero) esteem. On comparable
lines, the error apparent from tie-line power deviations given by Fig. 2b. From this
figure it is evident, that all areas frequency deviation and tie line powers using ET-
SMCLFC approaches are settled to zero within 10 s. For all three regions, the area
control error (ACE) is shown in Fig. 2c. The ACE decreases continuously over time.
Control effort for all three-area executing power system are shown in Fig. 2d.

In addition, under the event triggered condition, Fig. 3a–c shows the release
instants and release intervals for the three-area method. It is obvious, from Table 1,
that ET-SMLFC control uses less sample for updating the control law as compare to
normal SMLFC.
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Fig. 2 a Frequency deviation, b tie line power deviation, c ACE response, d control effort

Fig. 3 Inter execution time, a for Area 1, b for Area 2, c for Area 3

Table 1 Evaluation of
ET-SMLFC and constant
sampling SMLFC for three
area power executing system

System parameters Total no. of sample for T = 0.01 s

Control effort for ET-SMLFC SMLFC

Area 1 1545 2001

Area 2 1365 2001

Area 3 1473 2001
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4 Conclusion

Based on the event-based SMC methodology, the LFC issue in multi-zone energy
systems is solved in this article. In particular, a new discrete sliding surface trig-
gered by the event function was proposed for each subsystem within the energy
of several device regions. The sliding mode regulator is intended to guarantee that
every subsystem in the multi-zone power framework is steady and impervious to
outer aggravations, including load varieties and recurrence varieties. Finally, with
the assistance of discrete and on-to-the-point models and reproductions viability and
adequacy of the proposed new plan techniques have been delineated.

Further improvement of the proposed algorithm can be achieved via additional
research in this area; for example, extending existing methods for controlling the
frequency of charging of power systems against a delayed entry cyber-attack and
monitoring the situation when certain components of the LFC system states are
unavailable.
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15. Vrdoljak K, Perić N, Petrović I (2010) Sliding mode based load-frequency control in power
systems. Electr Power Syst Res 80(5):514–527

16. Vrdoljak K, Tezak V, Peric N (2007) A sliding surface design for robust load-frequency control
in power systems. In: Proceedings of IEEE Lausanne power tech, July 2007, pp 279–284

17. Behera AK, Bandyopadhyay B (2015) Decentralized event-triggered sliding mode control. In:
2015 10th Asian control conference (ASCC), pp 1–5

18. Liu Y, Yang M (2015) The study of sliding mode load frequency control for single area time
delay power system. In: 27th Chinese control and decision conference (CCDC), pp 602–607

19. Oshnoei A, KheradmandiM,Muyeen SM (2020) Robust control scheme for distributed battery
energy storage systems in load frequency control. IEEE Trans Power Syst 35(6):4781–4791

20. Haes Alhelou H, Hamedani Golshan ME, Hatziargyriou ND (2020) Deterministic dynamic
state estimation-based optimal LFC for interconnected power systems using unknown input
observer. IEEE Trans Smart Grid 11(2):1582–1592

21. Kothari DP, Nagrath IJ (2011) Modern power system analysis, 4th edn. McGraw-Hill
22. Yang M, Yang F, Wang C (2013) Decentralized sliding mode load frequency control for multi-

area power systems. IEEE Trans Power Syst 4301−4309



PSO Tuned PID Controller for DCMotor
Speed Control

Aaditya Sharma, Veena Sharma, and O. P. Rahi

Abstract The purpose of this paper is to plan a PSO algorithm application to tune
the parameters of the PID regulator. This paper employs the model of a DC motor
as a plant. As the conventional tuning of PID regulator using Ziegler–Nichols (Z-N)
technique delivers a major overshoot, the present-day heuristics approach named
particle swarm optimization (PSO) has been utilized here to upgrade the proficiency
of old conventional technique. Four different performance indices (IAE, ISE, ITAE,
and ITSE) are used while comparing PSO-based PID and ZN-PID in this paper. The
results have shown the better performance of the PID tuning utilizing the PSO-based
optimization approach.

Keywords IAE · ISE · ITAE · ITSE · PID · PSO · Z-N
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ITAE Integral Time Absolute Error
ITSE Integral Time Square Error
J Moment of Inertia of Rotor
K Motor Torque Constant
Kt EMF Constant
Kw EMF Constant
Kp Proportional Gain
K i Integral Gain
Kd Derivative Gain
L Inductance
OF Objective Function
PID Proportional Integral Derivative
PSO Particle Swarm Optimization
PV Process Variable
r Input Signal
R Armature Resistance
T Torque
y Output Signal
Z-N Ziegler–Nichols

1 Introduction

Though the control theory has touched new heights, even today the most inescapable
form of feedback compensation comes from the PID controller. PID controllers have
become the backbone of the motion control system in the industry [1]. Self-adjusting
PID has transformed the shape of the industrial world and made it suitable for engi-
neers to bring the finest control of a plant. The output generated by the PID controller
is the aggregation of the outputs of proportional, integral, and derivative controllers.
As per the literature concerned, above 95% of industrial control is done by the PID
controllers. A PID regulator ceaselessly figures an error e(t) as the distinction amid
the process variable (PV) and set point (SP). PID’s accuracy and optimized automatic
control make it a problem solver. As it has all the necessary dynamics like reduced
rise time, steady-state error and improves the transient response which makes the
system stable. Ziegler–Nichols developed the first tuning rules with two methods
[2]. The first one is for an open-loop system, and the second one is for the closed-
loop system. The Z-N adjusting in feedback loop requires the critical gain and critical
period. In this technique, the controller is put on automatic mode while the integral
and derivative actions are shut off. The regulator gain is raised until an interruption
which causes continuous oscillations in the process variable. As the computational
approaches are modernized in recent times for the sake of desirable results in indus-
trial process control via tuning of the regulator’s optimization, algorithms came into
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role [3–8]. The principal proponents of the PSO algorithm were Kennedy and Eber-
hart in 1995 [9]. In order to get the finest results, different agents are employed. These
agents move in a group and every agent tries to provide the finest outcome. In PSO
individual particle’s latest location is decided by a velocity term which redirects the
attraction of global best and its own best throughout the history of the particle and
random coefficients.

2 Problem Formulation

The block diagram of a feedback control system of the closed-loop type is shown in
Fig. 1. PID regulator comprises of following gains (a) proportional, (b) integral, and
(c) derivative. The scheme of feedback type is reflected in Fig. 1 where reference
input, control error, and measured output are denoted as r, e, y correspondingly.

In this control scheme shown in Fig. 1, the target system (plant) is represented as
G(s) and regulator as C(s), which is specified by Eq. (1) as given below:

C(s) = Kp + Ki/s + Kds (1)

where Kp, K i, Kd are separately recognized as proportional, integral, and derivative
coefficients of the PID regulator that are heading for adjustment.

DC Motor Modeling

See Fig. 2.
System equations are represented as follows:
Torque equation:

T = K ∗ i (2)

Back EMF equation:

Fig. 1 Block diagram representation of a feedback control system [10]
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Fig. 2 Electrical equivalent circuit of DC motor [11]

eV = KW ∗ (
θ ′) (3)

Torque equation using Newton’s second law:

T = J ∗ (
θ ′′) + b ∗ (

θ ′) (4)

Terminal voltage equation using Kirchhoff’s voltage law:

V = L
di

dt
+ R ∗ I + KW ∗ (θ ′) (5)

Using Eqs. (2)–(5) in Laplace domain, we get

P(s) =
(
θ ′(s)

)

V (s)
= K

(Js + b)(Ls + R) + K ∗ Kw
(6)

Using the block diagram, the obtained transfer function between angular position
and voltage is given in Fig. 3:

G(s) = θ(s)

V (s)
= K

J Ls3 + (BL + J R)s2 + (BR + K ∗ Kw)s + K ∗ Kt
(7)

The physical parameters of the DC motor are given below:
J = 1 kg m2, B = 8 N m s, R = 1 �, L = 1 H, K = 1 N m/A, KW = 15 V/Rad/s

and Kt = 15 V/Rad.
On substituting the above parameters in Eq. (7), the transfer function model of

the DC motor is given by Eq. (8):



PSO Tuned PID Controller for DC Motor Speed Control 83

Fig. 3 Block diagram of DC motor [12]

G(s) = 1/
(
s3 + 9s2 + 23s + 15

)
(8)

Moreover, error-based performance index to design an optimum PID regulator is
being used in this work. Error-based performance criteria are utilized as ameasurable
tool to rate the functioningof thePID regulator systemwhichhas beendesigned in this
paper. Utilizing the instant strategy an ‘ideal framework’ can be frequently planned,
and a bunch of coefficients of PID regulator in the framework can be changed accord-
ingly to achieve the necessary conditions. Framework execution of PID regulator is
portrayed in ISE, IAE, ITAE, and ITSE. They are characterized as follows:

ISE =
∞∫

0

e2(t)dt (9)

IAE =
∞∫

0

|e(t)|dt (10)

ITAE =
∞∫

0

t |e(t)|dt (11)

ITSE =
∞∫

0

te2(t)dt (12)
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3 Solution Methodology

A. Two solution methodologies have been used in this research work. First one
is tuning of PID using conventional Ziegler–Nichols (ZN) technique, and the
second one is PID tuning using particle swarm optimization.

B. Z-N METHOD USED FOR TUNING OF PID REGULATOR

We have used the second technique of ZNMETHOD, i.e., tuning of PIDwith closed-
loop method. This approach demands that the critical gain and critical time to be
calculated. The derivative time constant (T d) is kept at zero while integral time
constant (T i) is retained at infinity. All this can be accomplished by altering the
regulator gain (Ku) until continuous oscillations are met by the system (Table 1).

C. PSO-BASED PID REGULATOR TUNING

The transformative computational procedure is the base of PSOoptimization. Collec-
tive ventures in a school of fish and group of birds were the reason and inspiration
which brought out a new technique of optimization, and the proponents of this tech-
nique were Kennedy and Eberhart in 1995. A very few numbers of parameters are
assigned to the PSO algorithm in contrast to other metaheuristic algorithms. Initial-
ization of a cluster of simulated birds is done with random locations Xi and velocities
Vi. Every bird in the swarm is scattered arbitrarily in the first stage throughout the
D dimensional search space. Every particle within the cluster starts adjusting its
velocity and location under the inspection of the objective function, companion’s
experiences and their own experiences. Every particle remembers its best position
attained by it along with the best global place attained by any other particle in the
swarm throughout the exploration of an optimal solution. X I = (xi1, xi2, …, xiD) is
the representation of the ith particle. Gbest denoted by symbol g is a representative
of the finest particle amid all particles in the population. PI = (pi1, pi2, …, piD) is
represented as pbest and V I = (vi1, vi2, …, viD) is represented as velocity of the
particle.

The particles are modified corresponding to the equations below:

Vid
n+1 = w ∗ Vid

n + c1 ∗ rand() ∗ (
pid

n−X id
n
) + c2 ∗ rand() ∗ (

pgd
n−X id

n
)
(13)

X id
n+1 = X id

n + Vid
n+1 (14)

In this, two positive acceleration coefficients c1 and c2 are used. A random number
between 0 and 1 is produced by rand () operator, and n represents iteration. The new

Table 1 Parameters used for
Ziegler–Nichols closed-loop
tuning [13]

Controller type KP Ti Td

P 0.5 Kcr ∞ 0

PI 0.45 Kcr 1/1.2 Pcr 0

PID 0.6 Kcr 0.5 Pcr 0.125 Pcr
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results of the speed and location in comparisonwith the earlier results from its own top
experience are evaluated by Eq. (7). According to Eq. (14), the particle moves toward
a novel location. Shi and Eberhart [14] proposed the concept of inertial weight which
was missing in the primary algorithm suggested by Kennedy and Eberhart. The work
reports that the global exploration is facilitated by large inertia weight factor while
local exploration is facilitated by a small weight factor. Moreover, particle swarm
optimization exploration potential can be enhanced for multi-dimensional issues by
regulating the weight of inertia which was proposed by various scientists. Later in
1999 Clerc [15] presented his own version of PSO which resulted in guaranteed
convergence of algorithm for inertial weight w = 0.729.

D. EXECUTION OF PSO TUNED PID CONTROLLER

The PSO-based technique has been used using MATLAB/Simulink model as shown
in Figs. 4 and 5.

Metaheuristic optimization can be implemented to alter PID regulator gains to
guarantee the performance of the regulator at minimal functioning states. In Eq. (8),
using the plant transfer functions Kp, K i, and Kd are altered using PSO in offline
mode. It primarily creates an initial horde of particles in a domain characterized by
a matrix. Every particle denotes a unique result for PID coefficients. The values of
these coefficients are varied on a scale between 0 and 100. As there are primarily
three coefficients, we have to solve for three-dimensional space with velocity and
position characterized by matrices of dimension 3× swarm size. For PSO algorithm,
these values such as swarm size of 40, acceleration coefficients c1 = c2 = 1.494,
and weight of inertia (w) which is reducing linearly from 0.9 to 0.4 as the number of
iterations reach its maximum value are referred from the existing literature [17].

Fig. 4 Simulink diagram of the PID-based control system [16]
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Fig. 5 Simulink diagram of four performance indices

4 Results and Discussion

Using the traditional Ziegler–Nichols (Z-N) technique, the step response of the
system creates large overshoot, instead superior performance is foundwith the execu-
tion of the PSO tuned PID controller. As compared to the Z-N technique, PSO has
less overshoot and less settling time. The PSO process is simulated for 50 iterations.
Collective step response is plotted for the Z-Nmethod and PSO tuned controller with
different performance index shown in Fig. 6. In Fig. 7 on applying step disturbance
signal on the transducer side, PSO tuned PID controller attenuates the disturbance
successfully and Z-N tuned PID controller takes more time to settle down.

Figure 8 denotes the plot between the fitness function value and the number of
iterations. This plot showshow thevalue of performance index converges tominimum
value with the increase in the number of iterations.

Relative outcomes for the PID regulators are shown beneath in Table 2 where the
performance of step response is measured centered on the peak value, overshoot,
settling time, rise time, and peak time.

Table 2 shows the relative effect in which step response parameters for different
tuning techniques are evaluated, and PSO shows a significant enhancement in the
values of overshoot values and settling time.

Table 3 exhibits the controller gains optimized for respective methods. For
different performance indices used in the PSO algorithm, PID regulators show
different optimized gains.

Table 3 exhibits the performance index used in the PSO algorithm and ZN
method. It shows those different optimized gains that lead to different step response
parameters.
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Fig. 6 Step response plot for Z-N and PSO tuned PID controller

Fig. 7 Step response plot for Z-N and PSO tuned PID controller when a disturbance is introduced
at the transducer side

5 Conclusion and Future Scope

As inferred from the results that PSO works well as compared to that of traditional
Ziegler–Nichols method by attenuating the disturbance produced at the transducer
side. PSO in comparison with Ziegler–Nichols method has less overshoot and less
settling time, and because of this, it becomes a more efficient computational method.
While a few parameters are to be adjusted in PSO, it has an edge over Ziegler–Nichols
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Fig. 8 Performance index
plot of PSO algorithm of
IAE type

Table 2 Parameters of step response for proportional integral derivative controllers

Technique used for tuning Peak Overshoot Peak time Rise time Settling time

ZN METHOD 1.5876 58.8061 1.9496 0.3319 4.6684

PSO_IAE 1.1267 12.6882 1.9949 0.4506 2.9590

PSO_ISE 1.0943 9.2795 2.0083 0.4696 2.3884

PSO_ITAE 1.0486 4.8792 2.0151 0.4949 2.2451

PSO_ITSE 1.0165 1.3478 3.2557 0.5905 2.0216

Table 3 Controller gains
optimized for respective
methods

Technique used for tuning Kp K i Kd

ZN METHOD 115.2 175.9 18.9

PSO_IAE 100.0 38.1933 19.8595

PSO_ISE 100.0 40.2469 22.6765

PSO_ITAE 100.0 34.0138 24.5222

PSO_ITSE 93.4686 34.5348 28.7630

method and successfully gives optimal solutions.Moreover, indistinguishable perfor-
mances are observed when PSO tuned PID regulators are optimized with various
error-based performance indices. In relation to future scope other metaheuristic opti-
mization techniques such as moth flame optimization (MFO) can be carried out for
tuning of PID regulator as it has achieved a faster rate of convergence and less peak
overshoot value. Here in this paper, third-order DCmotor is used as a plant; however,
higher-order DC motor model can also be considered for further research.
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A Real-Time Implementation
of Performance Monitoring in Solar
Photovoltaics Using Internet of Things

Dishore Shunmugham Vanaja and Albert Alexander Stonier

Abstract Themost feasible source of power output is fromsolar power-based photo-
voltaic systems. Due to the penetration of solar photovoltaic system, the demand in
electrical energy is satisfied. This paper explores to track solar photovoltaic systems
via the Internet of things (IoT) in real time. For monitoring the photovoltaic’s and
converting it to the AC to meet the need for AC load a positive output DC-to-DC
conversion with the ability to track maximum power is proposed. The ThinkSpeak
open-source IoT cloud platform is used to track the PV parameters such as voltage,
current, and temperature in real time. The device’s prototype and experimental setup
are also done with Arduino circuit, voltage, current, and sensors.

Keywords IoT ·MPPT · Photovoltaic · Power management · Real-time
monitoring

1 Introduction

Solar photovoltaic (SPV) systems are most popular since it is available abundantly
in nature, and during the conversion process, no harmful gasses are evolved. It has a
small influence on the environment. Furthermore, solar power is growing to a greater
extent in the production of energy in theworld. The goal is to provide useful energy by
using methods for photovoltaics by a photovoltaic structure, also called PV system.
It contains several components of solar panels, converters, inverters, batteries, and so
forth. Because it does not work with moving elements or environmental pollutants,
solar energy has been developed over the last few years. Photovoltaic systems have
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become a promising technology to produce energy in a manner that enables them
to be in niche markets. While the output of solar power is rising, its power is not
compelling. The identification of distributed generation in the global and regional
situation is extremely important to improve its efficiency [1].

Almost every month, a photovoltaic system can supply a certain quantity of elec-
tricity. However, due to their increased erection price and poor power these devices
have a significant drawback [2]. In addition, changes in the environment would be
affected, resulting in bad efficiency, variability in output, and a reduction of the photo-
voltaic system’s dependability [3]. The power production of photovoltaic panelsmust
be increased. Maximum powerpoint tracking is indeed a method for obtaining full
power under such circumstances from the photovoltaic panel. In this photovoltaic
panel, the voltage is at the peak and is referred to as maximum powerpoint limit. The
maximum possible power obtained from PV changes with the change in temperature
and radiation [4]. The authors in [5] implemented a fault diagnosis system for solar
photovoltaic system using IoT. The implementation of IoT determines the faults in
PV system and autocorrects itself from the data available in the cloud. In [6], the
authors have discussed the hot-spotting issue which could affect the efficiency of PV
module. Tests are conducted and compared with seven different progressive MPPT
techniques. Using beta methods, the tracking accuracy ranges from 92 to 94%. In
[7], the authors discussed a modified Perturb and Observe method. The maximum
power is predicted using intelligent control to ensure the result. The efficiency of the
system is obtained as 90%. A MPPT and limited power point tracking (LPPT) were
implemented for a grid-connected system in [8].

The authors in [9] proposed an adaptive P&O method. The working methodolo-
gies for the novel P&O method rely on the following three consecutive points of
action with power–voltage functionality. This approach gives a steady-state output
free of oscillation by reducing the current iteration by 90% of the previous one.
This approach benefits from low complexity and less numerical burden than other
approaches. In [10], the authors proposed a grid integrated system in which the PV
panels are interfaced with DC-DC boost converters. The structure is implemented
with P&O method since it has superior performance when compared with other
MPPT techniques. In [11], a solar updraft tower is proposed. The primary draw-
back of this system is its performance and cost. The authors in [12] proposed an
incremental–proportional–integral derivative (IPID) controller to track maximum
power. On comparing the suggested controller with P and O, the IPID performs
better. In [13], the authors proposed an MPPT method with geometric control. A
whale optimized differential evolution technique is introduced in [14]. This strategy
has a tolerable constant and complex output under rapidly changing irradiance and
calefaction levels. Moreover, in comparison the proposed method has supremacy
over standard methods. In [15], the authors proposed the overall distribution particle
swarm optimization (ODPSO) MPPT approach to enhance the certainty of MPPT.

Fuzzy logic-basedMPPTs are proposed in [16]. The working point changes are an
extensive assortment with the aid of surrounding environmental conditions. To boost
working point, the proposed MPPT multifunctional FL solution is simple, defini-
tive, and less convergence. With a nice process, fewer ripples and rapid dynamism,
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the suggested methodology completes the real power extraction and arrives on the
stationary stage within a minimum of time. The authors in [17] stated that the inter-
harmonics due to maximum power point monitoring, emissions occur on multilevel
inverter. The inter-harmonic emissionswould also increase as the sampling rate of the
MPPT increases. The inter-harmonics in the output current can be effectively mini-
mized by altering the MPPT measurement to select the moderate inspection value.
At the fast-sampling frequency, comparable efficiency is retained. For this process,
the single-phase grid was experimented. The authors in [18] proposed an improved
MPPT for PV applications. The authors in [19] presented a grid integrated system
using Harris hawks optimization. The effective implementation of P&O method
improves the system efficiency.

Latest methods of monitoring maximum power and increasing maximum power
through the converter, based on the comprehensive literature analysis cited above,
have the following disadvantages:

• Conventional methods are not applicable for high-rated applications.
• The device for remote control by standard approaches such as data logging is

complicated relative to the IoT.
• Poor scalability because of large variations found in the characteristics of solar

cells.

The authors in [20, 21] implemented the soft computing approach to extract
maximum power from solar PV system. Implementing the optimization techniques
improved the system efficiency. The primary objective of the proposed method is
to monitor the developed solar PV conversion system and observe its performance
from any location using IoT. The secondary objective is to implement positive output
cascaded step-up chopper to increase output power under any environmental condi-
tions by giving switching signals to theMPPTcontroller. Themanuscript is structured
as: Sect. 2 provides the drawbacks of the existing methods, Sect. 2 details the antic-
ipated system, Sect. 3 put forth the methodology of the proposed system, Sect. 4
mulls the hardware implementation, and lastly the article is concluded in Sect. 5.

2 Anticipated System

Themethod employs the controller to trail the highest power and then raise the system
power andmanage IoT parameters. The controller helps to track themaximum power
and makes the converter to operate at that point by giving converter pulses. The
suggested converter increases the output power and supplies DC input to the DC–AC
conversion.

The layers of Internet of things (IoT) are obtained from output by sensors to
capture different parameters intending perception, data dispensation to the network
forms the network layer, and finally, the display is captured in application layer.
The perception layer uses a large number of sensors to derive different parameters
from the solar PV system, which interacts with the Internet communication. This
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equipment allows users to remotely monitor through a cloud interface. Using the
current time data from the specifications the output of solar PV can be identified
right away. The solution suggested would boost solar photovoltaic performance. This
way the optimal and constant energy from the photovoltaic panels is collected. Apart
from being selective and receptive, the proposed solution is quick, fast, effective,
and consistent. The system works in different environmental circumstances and not
only in normal conditions.

There are a large number of renewable sources of energy available in India. The
PV of solar energy is also the best alternative for electricity. By carbon footprints,
it will comfort the buyer’s existing usage at the perfect rate. The foremost purpose
of the strategy provided is to evolve a maximum power consumption of the solar
photovoltaic energy, the real-timemonitoring mechanismwhich tracks, exposes, and
designs various grid arrangement requirements in different regions using an internet
connection (i.e., IoT). Sensors on both sides of the sensors attached to the Arduino
are solar PV-connected. Arduino Nano converts analogue signals into digital signals.
The digitals are transmitted to the ES P 8266, and the information are shown in the
application server.

Finally, the structure as an innovation (IoT) must be built into a distance or rustic
configuration to confirm the continuity and optimum potential of the solar photo-
voltaic accumulation. Viable sources of energy as production sources are needed
for grid-tied, solar-oriented Photovoltaic systems as a provider to achieve ecological
objectives. In comparison, nations such as the USA have maintained standards such
as the Clean Power Plan which decide that carbon dioxide emissions are declining.

3 Methodology

In preparation for remote control, especially used for safety, the approaching prac-
tice is to track the maximized power and scrutinize the output of the solar photo-
voltaic through an IoT-based web portal. Specifications such as current, voltage,
strength, and temperature are tested in the atmosphere using a variety of sensors.
The data was gathered and sent via a controller to a web server. Figure 1 displays
the machine functional diagram. Using MPPT controller, Perturb and Observe algo-
rithms constantly track the power from solar PV for the highest significance. Pulses
given to the suggested boost converter increase the DC voltage.

IoT panel etiquette design begins with the lowest insight panel, which involves
different types of sensors. The details of the collected parameters are eventually
entered into a forum where a smart phone application/web server may also be used,
which represents the final device framework represented as an application layer
(Layer 3). It is possible to save the data and monitor it each month.

The role of P&OAlgorithm is to increment or decrement the switching sequences
of the converter based on the operating point. Increase in DC voltage is put forth by
the suggested chopper circuit. The importance of inverter is to supply the AC loads
with the AC power. Viable use of electronic sensors senses the current, voltage and
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Fig. 1 Functional block diagram

power of the system in real time and processes the data to an application through the
Internet of things.

Solar photovoltaic arrays consume daylight to produce power. The photovoltaic
systems indicate the solar photovoltaic set of a photovoltaic structure which repro-
duces and generates power from solar. Each unit is defined under customary condi-
tions by its DC energy derived and typically limited by 100–365 W. Figure 2 shows
the configuration of the solar panel.

3.1 Positive Output Boost Converter

The suggested circuit of DC–DC converter is a two-stage boosting multi-circuit,
which allows the creation of increasing voltage with a simple structure in the
geometrical series. The circuit configuration is seen in Fig. 3.

ADC-ACconverter normally named as an inverter has the capability of converting
the direct current (DC) to alternating current (AC). The inductor ripple current iL2
is given in Eq. 1.

�iL2 = 3V1

L2
kT = V2 − 3V1

L2
(1− k)T (1)
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Fig. 2 Transformation of cell to a panel

Fig. 3 Positive output cascaded boost converter
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Vo is the output voltage and G is the transfer gain, respectively.
Mechanistically,

�iL1 = Vin

L1
kT IL1 =

(
2

1− k

)2

IO (5)

�iL2 = V1

L2
kT IL2 = 2IO

1− k
(6)

Current through the L1 is,

ξ1 = �iL1/2

IL1
= k(1− k)2T Vin

8L1 Io
= k(1− k)4

16

R

f L1
(7)

Current through the L2 is,

ξ2 = �iL2/2

IL2
= k(1− k)T V1

4L2 Io
= k(1− k)2

8

R

f L2
(8)

Usually ξ1 and ξ2 are small.
The ripple VO is given by,

�vO = �Q

C22
= IO(1− k)T

C22
= 1− k

f C22

VO

R
(9)

The variation ratio of VO is

ε = �vO/2

VO
= 1− k

2R f C22
(10)

4 Hardware Implementation

Figure 4 displays the full hardware implementation in real time. The photo-
voltaic module is coupled to voltage, current, and power measurement sensors and
theMPPT controller that controls the full power and transmits pulses to the converter.
The sensor possesses an input DC voltage in the range of 0–25 V. It has an 0.004849
V analogue resolution. The voltage indicator has theVCC that is the positive termina-
tion of the voltage that is to be measured. ACS712 is a linear current sensing system
based on Hall effect with voltage insulation.

Arduino Nano features the ATMEGA 328 microcontroller which comes with the
IDE platform, the A1–A7 analogue pins and the D2–D12 optical pins. The ESP8266
is the on-board Wi-Fi module connecting to the Internet through Arduino. This
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Fig. 4 Hardware implementation

small board will work with a Wi-Fi connection and two GPIO pins as a standalone
microcontroller. The Arduino Nano is supplied with the sensor output. Arduino is
fed to the ESP8266 output signal. The Arduino Nano is supplied with 5 V and the
ESP8266 with 3.5 V.

It retains the full power and also improves the power of the chopper circuit.
Online tracking increases the effectiveness of the solar panel and its output. The
average photovoltaic device monitoring IoT parameter outcome is shown in Table 1.
IoT controls the voltage, current, and power (results are shown in Fig. 5).

Table 1 Parameters and values of PV system monitoring

Parameters Value (bytes)

Total bytes uploaded to IED 1328.00

Total bytes downloaded from IED 3033.73

Total bytes upload + download from/to IED 4361.73

Upload speed to IED 3746.02 bytes/s

Download speed from IED from IED 7328.35 bytes/s

Data transfer speed (upload + download) from/to IED 11,230.93 bytes/s

Total execution of PV system monitoring-IoT to IED 1.04 ± 0.66 s

Total execution time of PV system monitoring-IoT to cloud database 8.71 ± 12.12 s

Total of all data acquisition program execution time 19.54 ± 18.00 s
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Fig. 5 Remote monitoring of real-time results in ThingSpeak IoT cloud

Victimizing advancedMPPT techniques could expand the study in the future. The
progress can also be made in converter controllers. The networked solar photovoltaic
systems can also be built with advanced technologies to develop a power delivery
system. Other systems are highly complex, cost-effective, and sizable relative to the
mostly based IoT system. A system for remote advance care of PV solar boards, such
as remote shutdown, would later be fused with this technique.

5 Conclusion

The integration of IoT for solar photovoltaic identification eliminates the drawbacks
and perks up the effectiveness of PV system. Thiswork suggested the use of a suitable
power converter with the controllers for the simple photovoltaic system connected
to the AC load. DC-DC converter, which was fed into AC load and MPPT interface,
and DC-AC converter. The outcome is replicated by MATLAB/Simulink, and the
results are acquired. The test is also performed on the hardware setup, and the results
are reviewed. In the future, sophisticated MPPT methods are used to expand the
function. The progress can also be made in converter controllers.
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One Hour Ahead Solar Irradiation
Forecast by Deep Learning Network
Using Meteorological Variables

Pardeep Singla, Manoj Duhan, and Sumit Saroha

Abstract With the exponential growth in electricity demand, a renewable energy
resource comes with the best alternate especially solar cells. The penetration of these
resources, interconnection with the grid, the accurate and precise forecasting of next
hour electricity generation is the most important factor to manage the grid. This
paper discusses the comparative study of two deep learning models: long short term
memory (LSTM) network and gated recurrent unit (GRU) network for the forecasting
of global solar irradiance (GHI). The meteorological parameters: wind direction,
dew point, pressure, temperature, solar zenith angle, relative humidity, wind speed
and precipitation are considered to train these deep learning networks. The study
used the clear sky index (CSI) calculation to stationarize the data. The models are
trained using the one year of hourly datasets, while the testing is performed for one
hour ahead monthly solar irradiation forecast. The experimental results of GRU and
LSTMnetworks are compared to the naïvemodel (benchmarkmodel) in terms of root
mean square error (RMSE), mean absolute percentage error (MAPE) and coefficient
of determination (R2). The result shows that the GRU network outperform LSTM
network andbenchmarkmodelwith annual averageRMSEof69.8117 (w/m2), annual
average MAPE of 71.777(w/m2) and R2 of 0.86.

Keywords Long short term memory · Gated recurrent unit · Deep learning · Solar
global horizontal irradiance · Solar forecasting · Clear sky Index

1 Introduction

Owing to the setting up of large numbers of new industrial and residential sectors,
electricity demand is rising day by day [1]. In 2019, Marsal-Pomianowska et al.
reported 40–50% electricity consumption only from the buildings which were only
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16% in 2013 [2]. However, the use of renewable energy sources will meet this rising
demand, which is becoming a promising solution to this issue [3]. In addition, solar
energy is one of the popular and eco-friendly solutions among all renewable sources
which generate electricity by converting solar radiations received from sun [4, 5].
Nowadays, the solar plants are used as a power generation source not only in stan-
dalone mode but also in grid interconnected mode [6]. In fact, the scale and numbers
of these solar plants are also growing at an exponential rate [7]. Despite this growth,
the uncertainty and randomness of power generation byPVpanels is still amajor chal-
lenge. Therefore, the forecasting of the next step electricity generation is necessary to
manage the grid planning, maintenance and operation in case of grid interconnected
plants [8]. A precise and accurate forecast of solar irradiation helps not only in grid
management but also prevents penalty.

Generally, there are two methods to forecast the solar GHI: direct and indirect
methods [9]. Direct methods are the methods which only consider the historical
variables as input features whereas the meteorological variables are considered in
indirect method of forecasting [3]. Numerous studies have been published in the
literature to forecast the solar GHI using artificial neural network (ANN), support
vector machine (SVM), regression method, etc. K. Mohammadi et al. developed a
forecasting model based on SVM. This study utilized the wavelet transform (WT)
decomposition to make the model hybrid and showed WT + SVM performed better
than single SVM [10]. Likewise, SVM along with k-means clustering was used by
theBae et al. This combination again outperforms to backpropagation neural network
(BPNN) [11]. In addition to this, wavelet combination with the neural network was
also performed by Sharma et al. [12]. The comparative study of regression-based
model and SVM was conducted by Sharika et al. in their study [13]. The ability
of deep learning to manage large data has made it popular in recent years in the
field of forecasting. But very few studies are available for forecasting solar GHI
using deep learning networks. Sharadga H. et al. predicted the PV power output
using the bidirectional long short term memory (Bi-LSTM) network [14]. Whereas
Srivastava S. et al. forecasted the solar GHI using the LSTM model [1]. In addition
to this, Gao M. et al. proposed the LSTM network to forecast the PV power of a
plant. However, for a smooth dataset, this study used the meteorological variables
as inputs, whereas the time series data has been considered for non-ideal weather
condition [3]. Moreover, solar GHI has also been forecasted by Aslam M et al. In
their paper, GRU deep learning network was used to forecast hourly solar GHI for
a year. The developed model was also compared with the benchmark model: SVM
feed-forward neural network (FFNN) [15].

Therefore, motivated from the power of deep learning, the paper developed
two deep learning networks to forecast one hour ahead solar GHI. The research
contributions to the paper are:

(i) A brief literature of the deep leaning for solar GHI forecast.
(ii) A theoretical overview of LSTM network and GRU network.
(iii) Calculation of CSI to stationarize the meteorological data.
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(iv) Simulation of naïve model (benchmark model), LSTM network and GRU
network for solar GHI forecast.

(v) Performance evaluation of developed model using RMSE, MAPE and R2.

The paper organization is as follows: Section 2 describes the theoretical back-
ground of LSTM and GRU deep learning techniques. Section 3 discusses the experi-
mental setup of this paper. This section discusses the data description along with the
developed forecasting model and error metrics. The result and analysis are provided
in Sect. 4. Finally, the study is concluded in Sect. 5.

2 Theoretical Background

This section provides the theoretical background of LSTM and GRU networks in
brief.

2.1 Long-Short Term Memory Network

Generally, the vanishing gradient problem is generated in the simple recurrent neural
network (RNN) due to its limited memory [16]. This problem is solved in case of
LSTM network. In LSTM, the memory blocks are presents instead of summation
unit like in RNN [1]. The gate ‘gi’ collects the previous time step output say ‘ht−1.’
However, the data in context of present time is also input to the gate of the cell. The
outputs of four gates are depicts as input ‘it,’ output ‘Ot,’ update ‘gi’ and forget ‘f t.’
The information passed to the cell is decided by the input gate as:

it = sigm(θ i xt + θhi ht−1) (1)

The amount of previous state information that has to pass is decided by forget
gate and expressed as:

ft = sigm(θ f xt + θh f ht−1) (2)

whereas the amount of information of internal state that has to pass is decided by
output gate.

Ot = sigm(θoxt + θhoht−1) (3)

So, the internal memory state ‘Ct’ will be updated as:

Ct = sigm( ft ∗ Ct−1 + it ∗ C̃t ) (4)
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C̃t = tanh(θ gxt + θhght−1) (5)

ht = tanh(Ct ) ∗ Ot (6)

2.2 Gated Recurrent Unit (GRU)

Similar to LSTM, the GRU has reset gate and update gate as a gating unit. The
purpose of gating unit is to modulate the information passage in the unit [17]. The
reset gate for a GRU cell is expressed as:

rt = sigm(θ r xt + θhr ht−1) (7)

Similarly, update gate,

zt = sigm(θ z xt + θhzht−1) (8)

The current hidden state of the cell can be finally expressed as (Fig. 1):

ht = (1 − Zt ) ∗ ht−1 + Zt ∗ h̃t ) (9)

h̃t = tanh(θhxt + (rt ∗ ht−1)θ
h) (10)

(a) LSTM architecture        (b) GRU architecture 

Fig. 1 a, b Architecture of LSTM and GRU
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3 Materials and Methodology

3.1 Data Description

In order to compare LSTMandGRUnetwork performance, the dataset of an ‘Ahmad-
abad, Gujarat’ has been considered. The location is a city of Gujarat state of India
located at latitude longitude of 23° 0.05′/72° 0.35′ having climatic condition of
extreme type. The entire year is divided into three different climatic seasons: summer,
winter andmonsoon [18]. The dataset for the studywas collected from the database of
National energy renewable laboratory on hourly basis. Eight differentmeteorological
variables have been collected as: wind direction, dew point, pressure, temperature,
solar zenith angle, relative humidity, wind speed and precipitation. The model was
trained using the data of one year and one step ahead forecasting is performed for
month basis.

3.2 Forecasting Process

Figure 2 represents the flow graph of process used to perform the forecasting using
the LSTM and GRU.

At stage-I, the meteorological data was collected for the targeted site. The data
collected is often in raw formaswell as somemissing and incorrect vales are included.
So, the data quality checkwas performed to remove the night hours as well asmissing
and false observations. The night hours were removed due to the non-availability of
GHI in the night. Once the quality of the data has been checked, the clear sky index
was calculated to make the data stationary. The clear sky index can be calculated as:

Kt = Y

YCS
(11)

Meteoro-
logical 
Data 

Data 
Quality 
Check  

Input  
Variables 
selection  

CSI  
Calcula-
tion   

Hyper 
Param-
eter 
Setting 

LSTM 
Network 

GRU 
Network  

RMSE  
OK?

Final 

Results 

No Yes

No

Fig. 2 Flow Process of forecasting using LSTM and GRU
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where, YCS = Eo exp
− τ

Sina(μ(t)) Sin(μ(t)).

where, Y is the solar irradiation, μ(t) is the height of panel in degree, Eo is the
extraterrestrial irradiation, and a is the fitting parameter.

However, the normalization techniques can be used in place of finding the clear
sky index. The correlation coefficient of each variable was performed in the next step
with the target variable. Thevariablewith a strong correlation has been selected,while
the weaker correlated variable has been removed. The next and important step is the
selection of the hyperparameters for deep learning networks. There is, however, no
particular rule provided in the literature for selecting these hyperparameters. For the
samemethod, only the error and trail methodmust be practiced. This study conducted
various experiments to select proper hypermeter. The hidden units were varied from
‘20–100’ with a learning rate of ‘0.2. 0.02, 0.002, 0.0007.’ But, hidden units of ‘70’
with ‘500’ epochs, performed best for both of the networks with an initial learning
rate of ‘0.02.’ The ‘Adam’ function was used as an optimizer as prescribed in the
literature also. The learning rate drop factor was ‘0.2’ with a drop period of ‘125.’
Both the models were trained with one year of meteorological data, while one step
ahead monthly GHI was forecasted. After completing the training and testing, the
error metrics were calculated. If the results are satisfactory then finalize the model
otherwise reselect the hyperparameters and repeat the process.

3.3 Evaluation Metrics

RMSE =
√
√
√
√

1

n

n
∑

i=1

(

GHIp,i − GHIa,i
)2

(12)

MAPE = 1

n

n
∑

i=1

∣
∣
∣
∣

GHIp,i − GHIa,i

GHIa,i

∣
∣
∣
∣

(13)

R2 = 1 − var(GHIa,i − GHIp,i )

var(GHIp,i )
(14)

where, ‘GHIp,I ’ is predicted/forecasted irradiation, and ‘GHIa,I ’ is real/actual
irradiation.

4 Results and Analysis

Table 1 presents the observations of RMSE (w/m2), MAPE (%) and R2 for the
benchmark model, LSTM and GRU network for different months, respectively.
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Table 1 Results for naïve, LSTM and GRU

Month RMSE (w/m2) MAPE (%) R2

Naïve LSTM GRU Naïve LSTM GRU Naïve LSTM GRU

1 145.98 42.27 42.29 37.09 5.89 6.05 0.52 0.95 0.95

2 160.61 51.71 51.66 33.84 6.10 5.73 0.50 0.94 0.94

3 157.30 35.27 34.59 25.43 3.88 3.59 0.52 0.97 0.97

4 146.43 28.77 52.95 20.77 3.09 5.71 0.53 0.98 0.96

5 144.82 44.50 42.06 21.07 5.39 4.80 0.53 0.95 0.96

6 145.12 86.90 63.68 22.29 10.75 8.62 0.48 0.78 0.80

7 150.54 123.14 121.98 28.69 24.13 23.17 0.56 0.68 0.70

8 169.30 155.66 158.83 30.74 27.10 27.32 0.43 0.54 0.54

9 149.01 151.88 126.64 29.23 35.88 29.97 0.62 0.65 0.70

10 149.02 65.75 73.23 28.63 8.52 11.64 0.52 0.89 0.89

11 135.18 39.30 39.87 33.97 6.88 7.11 0.54 0.96 0.96

12 134.01 38.13 37.89 31.99 4.56 4.47 0.54 0.96 0.96

Avg. 148.94 71.77 69.81 28.64 11.85 11.52 0.52 0.85 0.86

According to Table 1, the RMSE for GRU network is better than LSTM network
except for three months: April, august and October. The minimum RMSE obtained
fromGRU network is 34.59 (w/m2) in month ofMarch, whereas maximumRMSE is
158.83 (w/m2) in the month of September. On the other hand, the minimum RMSE
obtained from LSTM network is 28.77 (w/m2) in month of April, whereas it is at
maximum in the month of September with 155.66 (w/m2). In addition, the bench-
mark mode obtained minimum RMSE [134.01 (w/m2)] in month of December and
maximum RMSE [169 (w/m2)] in month of August. As far as MAPE is concern, the
minimumMAPE obtained from LSTM network is 3.09% inmonth of April, whereas
it is maximum in month of September with value of 35.88%. The GRU network
achieved the minimum MAPE in month of March with 3.59% and maximum in
month of September with value of 29.97%. Whereas the benchmark model obtained
minimumMAPE (20.77%) in month of April and maximumMAPE (37.09%) in the
month of January. However, the overall performance on the basis of annual average
RMSE and MAPE, GRU still a good choice over the LSTM for forecasting using
climatic variables. The higher RMSE and MAPE in the months June, July, August,
September and October are due to the presence of uncertainty in the data due to rainy
and cloudy days.

The accuracy parameter R2 statistics is also observed for these models to evaluate
the curve fitting progress of the model. From the results, it also shows that the
overall maximum R2 (0.86) is obtained by model GRU model, while the benchmark
model and LSTM network obtained R2 equal to 0.52 and 0.85, respectively. For more
analysis, Fig. 3a, b shows the actual GHI tracing by theGRUmodel for oneweek data
of ‘May’ and ’September’ month, respectively. The figure plot clearly shows that the
month ‘May’ have smooth data set which can be traced by LSTM and GRU properly.
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Fig. 3 a, b Performance of LSTM and GRU on one week of May and September

But the month ‘September’ has larger variations or randomness and the uncertainty
in the data which is not traced by LSTMmodel and GRUmodel properly. Only GRU
model traced this GHI much precisely than LSTM model. In addition, Fig. 4a, b
represents the annual GHI plot for LSTM model and GRU model, respectively.

Therefore, the GRU model achieved annual average RMSE of 69.8117 (w/m2),
whereas it was 148.94 (w/m2) and 71.7772 (w/m2) for benchmark model and LSTM
network, respectively.Moreover, theMAPEobtained fromGRU,LSTMnetwork and
benchmark model was 11.5205%, 11.8521% and 28.64%, respectively. In addition
to this, the LSTM, GRU and benchmark model obtained annual R2 is equal to 0.85,
0.86 and 0.52, respectively. Table 2 shows the comparative results of the performed
experiments with the other study also.

This study used the clear sky index as a calculation to make the data stationary
instead of simple normalization. The results mentioned in Table 2 show that both of
the networks performed well with the clear sky index calculation. Among both of
the networks, GRU is better in terms of RMSE from LSTM for meteorological data.
This study achieved RMSE of 69.8117 (w/m2) which was 122.45 (w/m2) in Ref. [17]
and 127.3 (w/m2) in Ref. [19].
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Fig. 4 a, b Performance of LSTM and GRU for annual dataset

Table 2 Comparative results
of the performed experiments
with the other study

Refs. Study area Model RMSE (w/m2)

[17] Denver, USA GRU +
weather
forecast

122.45

[19] Qingdao,
China

DFT +
PCA +
Elman

127.3

This Study Ahmadabad,
India

LSTM,
GRU

69.81

5 Conclusion

This paper studies the LSTM and GRU network using meteorological variables to
forecast the GHI for ‘Ahmadabad, Gujarat’ area. On the basis of the intensity of
their correlation with the target variable, the metrological variables are chosen. The
research used the clear sky index calculation to stationarize the data to enhance the
model’s efficiency. In the analysis, one step ahead monthly forecast was carried out
to compare the performance of LSTM and GRU network with benchmark model
using RMSE, MAPE and R2 statistics. The model configuration was selected from
the variations of different hyperparameters where an initial learning rate of 0.02 with
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70 hidden layers performed best. The GRU and LSTM network obtained 69.8117
(w/m2) and 71.777(w/m2) of RMSE, whereas 11.5205 and 11.8521% of MAPE.
Moreover, the LSTM and GRU network obtained R2 statistics equal to the 0.85 and
0.86, respectively. These comparative results show that the GRU network is better
than LSTM network by considering the meteorological variables as input features.
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Heat Transfer Analysis Through Ducts
of Different Geometries with Extended
Surfaces

M. Bardalai, B. K. Das, I. A. Chaudhury, S. Kumar, and P. P. Dutta

Abstract The present study discusses about heat transfer in fluids passing through
different ducts with rectangular and triangular extended surfaces. The entire analysis
in this work is performed with the help of ANSYS software. The ducts of three
types of geometries are considered for the heat transfer analysis namely rectangular,
triangular and circular. The parameters considered for the analysis are pressure drop
(�P), Nusselt number (Nu), heat transfer coefficient (h f ) and friction factor ( f ).
The results obtained from the computational analysis show that Nu in triangular duct
is highest, whilst fluid temperature is lowest because of higher rate of heat transfer.
Again, the total pressure and (Pt ) in triangular duct is higher in comparison with
rectangular and circular. Based on these observations, the triangular duct is chosen
for further analysis. Rectangular and triangular shaped fins are applied on the outer
surface of the triangular duct in order to investigate the rate of heat transfer in both
the cases. It is observed that using triangular fins, Nu and pressure are found to be
higher as compared to rectangular fins. The analysis shows that difference of Nu
between the ducts with and without the fins gradually increases with Re. Twelve
number of fins were tested and found that highest rate of heat transfer is achieved
by using only four number of fins in the given geometry. The efficiencies of the
triangular and rectangular fins were estimated as 80.65% and 58.38%, respectively.
Similarly, the effectiveness of the triangular and rectangular fins is found to be 1.186
and 1.054, respectively. From these results obtained in this analysis, triangular duct
with triangular fins are found to be best with respect to heat transfer, efficiency and
effectiveness.

Keywords Rectangular duct · Triangular duct · Circular duct · Nusselt number ·
Total pressure
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1 Introduction

Heat exchangers are the devices that can be used for various industrial and domestic
applications for exchanging thermal energy between two fluids. Ducts are the impor-
tant parts of heat exchangers through which fluids flow and heat transfer takes place.
In order to increase the rate of heat transfer fins are applied on the surface of the ducts.
Optimization of fin number helps in selecting an alternative way which is cost effec-
tive and efficient under the given conditions. Analysis of heat transfer and pressure
drop are two deciding factors while designing a heat exchanger. The dimension-
less numbers such as Reynold Number (Re), Prandtl Number (Pr), Nusselt number,
etc., are found to be frequently used in the analysis of heat transfer. These analyses
can be efficiently performed by commercial software based on Computational Fluid
Dynamics (CFD) such as ANSYS Fluent, COMSOL Multiphysics etc.

O’Brien et al. [1] carried out the study in order to estimate the forced convection
heat-transfer coefficients and friction factors for the flow through a corrugated duct.
The range of Re used in their study was considered from 1500 to 25000 and the Pr
ranged from 4 to 8. They found the improvement of heat transfer by a factor of 2.5
when compared with conventional parallel-plate channel. Olek et al. [2] studied the
conjugated transient heat transfer in pipe for fully developed flow. The study was
based on constant temperature and heat flux at the wall. This study revealed that the
degree of conjugation and viscous dissipation play significant role on the distribution
of temperature in the fluid. The analysis on entropy generation in fluid flow through
a circular duct was carried out by Dagtekin et al. [3]. They used number of different
shaped longitudinal fins in the study to investigate the effects. Chandratilleke et al. [4]
studied convective heat transfer in airflow through a duct with wall thermal radiation.
Their study included investigation of thermal instability and effects of wall thermal
radiation on the rate of overall heat transfer.

Yang et al. [5] performed the analysis of finned heat exchanger. The number of
fins optimization was done in this study along with the fluid flow. Sahu and Singh [6]
investigated heat transfer and flow due to natural convection in a heated triangular
cylinders of different sizes inside a square enclosure. The computation was carried
out with the help of Ansys fluent software. Another study of fluid flow was done by
Karupaaraj et al. [7] on artificially roughened flat surface using Ansys Fluent k-ε
model. Charles et al. [8] performed a comparative heat transfer study using different
types of fins. The results of the study revealed that heat transfer rate is the highest
in inverted trapezoidal fins as compared to trapezoidal and rectangular fins. Mira-
palli et al. [9] also investigated the effect of rectangular and triangular fins on the
periphery of the engine cylinder. The CFD study was done by Kumar et al. [10] to
analyse the rate of heat transfer in semi-circular rib-roughened equilateral triangular
duct. The analysis was performed with the help of Ansys Fluent. Shrirao et al. [11]
studied the air flow analysis in a duct with and without internal threads using Ansys
Fluent software. They compared the experimental results with the analytical calcu-
lations. Bhargava and Arya [12] developed a simplified MATLAB solution scheme
for heat transfer equations. This type of scheme can be used for heat transfer and
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fluid flow problems in different situations. Sharma et al. [13] studied an experimen-
tal investigation in rectangular duct with some pentagonal ribs. Their study showed
that pentagonal ribs can improve the heat transfer with minimum pressure drop. A
parametric study by using triangular fins was carried out by Yadav and Pandey [14]
to improve the heat transfer in forced convection. Gurumurthy et al. [15] performed
the CFD analysis to compare the heat transfer coefficient for circular and noncircular
duct. Their study concluded that elliptical cross section shows better heat transfer
coefficient than circular cross section.

Over these extensive literatures as stated above, it is found that the comparative
study of heat transfer in circular, rectangular and triangular duct with fin has not been
done so far. Therefore, the present study aims to carry out the heat transfer analysis
using rectangular, circular and triangular ducts. The study also covers the comparison
between triangular and rectangular fins and determination of optimumnumber of fins.

2 Experimental and Methodology

2.1 Problem Definition

The conjugate heat transfer analysis is carried out in circular, rectangular and trian-
gular ducts with fins using ANSYS software. In order to perform the analysis, the
necessary assumptions are taken as follows [9]:
The flow is laminar.
Inlet velocity of the fluid = 0.5m/s
Inlet temperature of fluid = 343K
Constant wall temperature = 300K.
Thermal conductivity of the tube material (aluminium), kt = 202.4W/m K
Thermal conductivity of the fluid (air), k f = 0.0242W/m K
Density of the fluid (air), ρ = 1.225kg/m3

Height of fins = 23mm
Gap between the fins = 2mm
Themodel of circular, triangular and rectangular ducts are shown in Fig. 1. The diam-
eter of the circular duct is 50mm side of the equilateral triangular duct is 68mm and
length and breadth of the rectangular duct are 45 and 40mm, respectively.

Fig. 1 Model of a circular, b triangular and c rectangular duct
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2.2 Methodology

2.2.1 Design Modeling

The geometry of the ducts were modeled in the Design Modeler of ANSYS Work-
bench. The required mesh generation was done with the help of ICEM CFD 16.0.

2.2.2 Mesh Independence Test

Mesh or grid independence study is performed to estimate the optimum number
of grids where the solutions are found to be relatively accurate with the expense
of minimum computational resources. Figure2a, b are showing the variation and
pressure and velocity with the mesh size. In both the cases, the variation is found to
be negligible after the mesh size of 2mm. Therefore, the mesh size of 2mm is taken
for the analysis.

2.2.3 Solution Scheme

For convergence of the results, Semi Implicit Method for Pressure Linked Equations
Consistent (SIMPLEC) for setting the correlation of pressure velocity coupling.
The constant wall temperature boundary condition is used by maintaining the wall
temperature at 323K.
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Fig. 2 a Pressure variation and b velocity variation with mesh size
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2.2.4 Mathematical Equations

The mathematical equations for compressible fluid used in the computation model
are continuity, momentum and energy equations as shown in Eqs. 1–3.

∂ρ

∂t
+ ∂

∂xi
(ρui ) = 0 (1)

∂

∂t

(
ρu j

) + ∂

∂xi

(
ρuiu j − Pi j

) = 0 (2)

∂E

∂t
+ ∂

∂xi

(
ui E − u j Pi j + qi

) = 0 (3)

where ρ is the density of fluid, u is the velocity, Pi j is the stress tensor, E is the
energy and q is the heat flux.
The efficiency of any fin is given by the Eq.4.

η = Qact

Qmax
(4)

Qmax = hA f (Tb − T∞) (5)

The Qact for rectangular fin can be expressed as Eq.6.

Qact = √
hpkAc(Tb − T∞)

sinh(ml) +
(

h

mk

)
cosh(ml)

cosh(ml) +
(

h

mk

)
sinh(ml)

(6)

where

m =
√

hp

kAc
(7)

P is perimeter of tip, h is heat transfer coefficient, A f is heat transfer area of fin and
A f is the cross sectional area of the fin.
The Qact of the triangular fin is represented by the Eq.8.

Qact = L
√
2hbkθ

I1(2B
√
l)

I0(2B
√
l)

(8)

B =
√
2lh

bk
(9)
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where L is length of the fin, l is height of the triangular fin, b is base of the fin, I0(x)
is the first kind Bessel function of zeroth order and I1(x) is the first kind Bessel
function of first order.
The effectiveness of the fins are calculated using the Eq.10.

ε = Qwith fin

Qwithout fin
(10)

3 Results and Discussion

3.1 Temperature Variation of Fluid

The contours obtained by computation in Ansys software are presented in Figs. 3, 4
and 5. In the contours, the red, orange, yellow, purple and blue colours are indicating
the highest to lowest temperature region, respectively. The temperature contours in
circular duct at inlet and outlet are shown by Fig. 3a, b, respectively. At the inlet, the
temperature of the fluid is higher, and therefore, the colour of the contour is seen to
be red. However, as the fluid moves from inlet to outlet of the duct, heat is transferred
to the wall and thus at the outlet, temperature has decreased from the centre to the
wall. This variation of temperature can be seen by the colours of the contour from
red (at centre) to blue (at the wall) through yellow, green, purple, etc. Similarly,
for triangular and rectangular ducts, the temperature variation at inlet and outlet are
shown by Figs. 4 and 5, respectively. The contours of temperature variation represent
the heat transfer from the fluid to the duct walls. The temperature variation along

(a) at inlet (b) at outlet

Fig. 3 Temperature contour in circular duct
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(a) at inlet (b) at outlet

Fig. 4 Temperature contour in triangular duct

(a) at inlet (b) at outlet

Fig. 5 Temperature contour in rectangular duct

the space of the ducts are shown in Fig. 6a. The figure reveals the highest amount of
temperature reduction (about 2.4%) in the triangular duct.

3.2 Pressure Variation

The total pressure of the fluid decreases as it passes through the ducts. The variation of
the pressure in the different ducts are seen in Fig. 6b. Although, the trends of variation
of pressure in all the ducts are identical, the total pressure in the triangular duct is
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Fig. 6 Temperature and pressure variation along the position of the ducts

found to be highest in all the positions. It has been observed that at the position of
0.5m, the pressure in triangular duct is about 3% higher as compared to the circular
duct.

3.3 Variation of Heat Transfer

The rate of convective heat transfer is characterized by the coefficient of convection
heat transfer and Nu. Figure7a shows that h f decreases with the distance of the duct
because the velocity of the fluid gradually reduces as it passes through the duct. It
is also seen that at all the points, h f of triangular and rectangular ducts are almost
identical and relatively higher (about 33%) than circular duct in the respective posi-
tions. The Nusselt number variation as seen in Fig. 7b is the agreement of the trends
observed in Fig. 7a. This trend is similar to the study performed by Chandratilleke et

Fig. 7 Heat transfer coefficient and Nu variation along the position of the duct



Heat Transfer Analysis Through Ducts of Different Geometries with Extended Surfaces 123

Fig. 8 Nusselt number variation along the position of the ducts

al. [4]. In triangular and rectangular ducts, the Nusselt number is about 50% higher
than circular duct at a given position. The mixing of fluids in triangular and rect-
angular ducts is higher and therefore, the heat transfer rate is relatively higher in
comparison with circular duct. Figure8 reveals that for all Re, the Nu of triangular
and rectangular ducts are higher than circular duct. However, Nu in triangular duct
is slightly higher than rectangular duct.

3.4 Analysis of Heat Transfer with Fins

3.4.1 Variation of Temperature

Triangular duct has shown themaximum heat transfer as compared to the rectangular
and circular ducts. Therefore, triangular duct has been selected to study the heat
transfer by introducing fins over it. Longitudinal rectangular and triangular fins are
attached on the triangular ducts as seen in Fig. 9a, b. The dimensions of rectangular
and triangular fins are 15mm × 5mm and 30mm × 30mm × 5mm, respectively.
Temperature contours of the triangular duct with fins are shown in Figs. 10 and 11.
At the inlet of the ducts, temperature of the air in the entire region is equal to the inlet
temperature of air and therefore, the entire region appears as red (Figs. 10a and 11a).
Two significant points can be observed from the contours seen in Figs. 10b and 11b.
Firstly, the blue coloured portions, i.e. low temperature regions are comparatively
larger than temperature contours of ducts without fins as seen in Figs. 4b and 5b.
This indicates that more heat has transfered from the fluid to the wall as compared
to without fin condition. Secondly, the hot core portion in Fig. 11b is smaller than
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(a) Rectangular fin (b) Triangular fin

Fig. 9 Rectangular and triangular fins on triangular duct

(a) at inlet (b) at outlet

Fig. 10 Temperature contour in triangular duct with rectangular fins

in Fig. 10b, which reveals that rate of heat transfer is higher when triangular fins are
used than rectangular fins.

3.4.2 Pressure and Heat Transfer Analysis

Total pressure variation in the triangular ducts with rectangular and triangular fins
are shown in Fig. 12. At the beginning, the pressure with triangular fins is higher than
rectangular fins and this difference gradually decreases to the outlet of the pipe. At
inlet, the pressure with triangular fins is about 20% higher than with rectangular fins
and becomes negligible near the outlet of the duct.

The rate of decreasing of Nusselt number in the ducts with both triangular and
rectangular fins are higher at the beginning and gradually decreases towards the end
of the duct as seen in Fig. 13a. Nusselt number in both the cases are almost identical,
however, at the beginning, it is slightly higher in case of triangular fins. The variation
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(a) at inlet (b) at outlet

Fig. 11 Temperature contour in triangular duct with triangular fins

Fig. 12 Pressure variation in the triangular duct with fins

of Nu in the triangular duct can be compared with results obtained by Talukdar and
Shah [16]. Similar to Nusselt number, h f is also found to be identical in both the
cases which gradually decreases with the positions (Fig. 13b). However, in case of
triangular fins, h f is slightly higher than rectangular fins. Since Nu varies with Re,
by increasing Re, Nu is found to be increased in the finned duct and at higher Re
(e.g., Re>25). The Nu in triangular duct with triangular fins is about 3% higher
than rectangular fins as shown in Fig. 14. Therefore, the triangular fins are relatively
beneficial as compared to rectangular fins.
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Fig. 13 Nu and coefficient of heat transfer along the positions of duct

Fig. 14 Nusselt number variation in finned ducts

3.5 Influence of Fin Number on Heat Transfer

Few number of fins were applied on the triangular duct in order to investigate the
heat transfer. It is found that, using four number of fins, the Nu is highest beyond
which it firstly decreases and then increases with a very small rate. Figure15 shows
that when the number of fin is 4, the highest Nu reaches the maximum value, i.e.
427.
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Fig. 15 Nusselt number
variation with number of fins

Table 1 Efficiency and
effectiveness of fin

Triangular
fin (%)

Rectangular
fin (%)

Efficiency (η) 80.65 58.38

Effectiveness (ε) 1.186 1.054

3.6 Efficiency and Effectiveness of Fins

Based on the geometry under consideration, the efficiency and effectiveness of both
rectangular and triangular fins were calculated using Eqs. 4–10. The results tabulated
in Table1 indicates that efficiency of triangular fin is about 22% higher than rect-
angular fin. On the other hand, effectiveness of both type of fins are almost same.
Because of the geometric profile, triangular fins require less volume and material for
similar heat transfer area as compared to the rectangular fins, and thus, they are more
efficient and economic.

4 Conclusions

Heat transfer analysis of air flowing through the rectangular, circular and triangular
ducts were carried out. The analysis shows that rate of heat transfer is highest in
triangular duct as compared to rectangular and circular duct. Therefore, two types
of fins such as rectangular and triangular fins were applied on the triangular duct
in order to observe the heat transfer. More heat transfer was found when triangular
fins are used in comparison with rectangular fins. The influence of number of fins on
heat transfer was studied. Based on the given geometry, maximum heat transfer was
found when four number of fins were used. Further, both efficiency and effectiveness
of triangular fins were found to be higher as compared to rectangular fins.
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Frequency Regulation of Interconnected
Power Generating System Using Ant
Colony Optimization Technique Tuned
PID Controller

V. Kumarakrishnan , G. Vijayakumar, D. Boopathi , K. Jagatheesan ,
S. Saravanan, and B. Anand

Abstract Ant colony optimization technique (ACO) is proposed for frequency regu-
lation of single area power generating network. The proposed system consists of
thermal power generating system with reheater, turbine, governor, hydrogen aqua
electrolyzer (HAE), and fuel cell (FC). Proportional–integral–derivative (PID) regu-
lator acts as an auxiliary regulator to maintain the frequency deviation during unex-
pected load demand. The proposed PID controller gain values are tuned by utilizing
ACO tuned PID regulator with ITAE objective function. To show the superiority
of the ACO technique and the performance, responses were equated with conven-
tional method PID controller’s results for the identical power network. The dynamic
performance of the suggested ACO-PID regulator gives improved response over
conventional PID in terms of quick settling time.

Keywords Ant colony optimization · Proportional–integral–derivative controller ·
Fuel cell · Hydrogen aqua electrolyzer · Frequency regulation

1 Introduction

The requirement of electrical power is always in the upward direction, because of
industrials and domestic development in the world. Balancing the power demand is
not an easy task in the power network. While the system size increases, complication
in the maintenance of power quality also raises. In order to maintain power quality,
load frequency control (LFC) scheme is employed.Many of the researchers are taken
these issues to solve by applying various optimization techniques and controller [1,
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2]. Sine cosine optimization (SCO) tuned PD-PID cascade controller implemented
for two-area thermal power plant with regenerated energy sources (RESs) and energy
storage system [3]. In [4], firefly algorithm (FA)-based PD-PID cascade controller
employed for interconnected power grid. Author in [5] moth flame-optimization
(MFO) optimized PI/PID/PIDD controller to multi-sources interconnected power
network.

ACO optimized PID regulator has been implemented by [6] for three-area thermal
power grid AGC, and in [7], the same controller is utilized for single-area nuclear
energy system; the authors [8, 9] are used ACO-PID for two-area thermal power
system. ANN tuned PID regulator implemented in [10] for thermal power plant
with distributed generation system. Quantum-inspired evolutionary algorithm tuned
PID regulator employed by [11], glow swarm optimization (GSO) technique-based
PI controller implemented in [12] AGC of thermal power unit. Firefly algorithm is
implanted [13] to harmonyPIDgain values for reheated thermal power network.Arti-
ficial bee colony (ABC) technique optimized PID was inspected multi-area thermal
units for LFC [14], and in [15], fuzzy gain scheduling controller is tuned by genetic
algorithm (GA) for AGC of grid-connected thermal power network.

Model predictive control (MPC) employed in hydro-thermal power system AGC
[16], tilt integral controller proposed in [17] for thermal, gas, and hydro intercon-
nected power grid. Hybrid fuzzy logic PID regulator is implemented in [18] for
thermal power network with GRC and boiler AGC, 2DoF-PID controller optimized
by TLBO designed in [19] for two-area non-reheated thermal power network, bat
algorithm (BAT) optimized PID controller implemented in [20] for thermal power
network. ACO technique is also utilized to solve various computational issues like
mobile edgedisplay [21, 22], traveling salesmanproblem [23], path planningproblem
[24], in [25] drilling of curved and tilt bones. Artificial bee colony technique imple-
mented for load balancing [26], and in [27], Hungarian method is involved for load
balancing issues, MPC used in [28] for power generation issues. Author in [29]
handled LFC of single-area multi-source power system consists of (thermal–hydro–
gas–nuclear)with PVby adopting PSO-PID as auxiliary controller. Author in [30, 31]
discussed many computational algorithms for various application. Literature review
gives more information about the LFC/AGC issues in power network related to the
thermal power plant (PP).Novelty of the researchwork ismost of the researchers used
thermal PP as one of the sources for the suggested power network, In this proposed
research work, thermal power plant separately investigated with small micro-grid
(HAE and FC).

Manuscript organization

Frequency regulation of the suggested power network is carryout with 6 separate
chapters. Section 1 provides detailed introduction about the need of frequency regu-
lation and literature review for the above-mentioned issues, and Sect. 2 gives the
modeling and mathematical expression of power network. Section 3 is about the
design stagey of suggested regulator, and Sect. 4, discusses the tuning methods to
obtain optimized controller parameters. Section 5 discusses the performance analysis
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Fig. 1 Model of proposed power system

of the proposed tuning method over conventional tuning method. Section 6 gives a
conclusion about the research work.

2 System Modeling

The proposed investigated thermal power system incorporatedwith distributed gener-
ation units such as (HAE and FC). Thermal power unit comprises of speed governor,
reheated turbine where Kr , KAE, KP, and KFC are the gain parameters and Tg, Tt ,
TAE, TFC, and TP are the time constants. Each area is controlled by separate auxiliary
controller. The mathematical model is shown in Fig. 1 [3]. Nominal parameters of
power system in the block diagram are reported in annexure 1.

3 Controller Design and Objective Function

PID controller involved in this research work for frequency regulation of power
network, because it is most common industrial controller. Its performances well for
various controlling and operating situations, efficient in all application and also easy
to implement and cost-efficient. PID is the compensation of three different controllers
[Integral (I), Proportional (P), and Derivative (D)]. Mathematical expression of PID
controller is given in Eq. 1. Structure of PID controller is given in Fig. 2 [26].

where KP, KI , KD are P, I, and D controller gain values, respectively.

u(t) = KPe(t) + KI

t∫
0
e(t)dt + KD

de(t)

dt
(1)
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Fig. 2 Structure of PID controller

Proper selection of the objective function is essential one to achieve expected
output response. Integral time absolute error (ITAE) is used to obtain optimal gain
values of controller in this research work. Mathematical expression of ITAE cost
function is given in Eq. 2 [6]. The selection of the cost function is the most important
task to obtain optimal gain parameters for the designed controller. In the literature
review, many of the researchers [3, 5–8, 10, 11, 14, 15, 17, 18, 20, 29] are used
ITAE cost function to get optimal controller gain parameters for various structures
of power plants, and also they achieve better result than other cost functions.

J = ITAE = tsim∫
0
t.|e(t)|dt (2)

4 Investigation of Power System

The proposed power network is investigated by considering PID controller as an
auxiliary controller. Controller gain values are tuned by two different tuningmethods
such as conventional method and ant colony optimization techniques. The details of
two techniques are given in the following sections.

4.1 Conventional Method-Based PID Controller

The conventional tuning method is the most classical method of tuning. It is a trial
and error pattern-based tuning method for PID regulator. The tuning procedure is as
follows. The performance indices curve for ITAE cost function is shown in Fig. 3.
The tuned gain values are reported in Table 1 [7].

Conventional method (trial and error) gain value tuning procedure:
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Fig. 3 Performance indices
curve of ITAE
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Table 1 Conventional PID controller gain values

Gain value/tuning method KP1 KI1 KD1 KP2 KI2 KD2

Conventional 4.1 0.77 0.12 4.1 0.77 0.12

Step 1 Tune KI by kept KP and KD is zero.
Step 2 Tune KP by fix optimal KI and kept KD is zero.
Step 3 Tune KD by fix optimal KI and KP.

4.2 ACO Technique-Based PID Controller

ACO was first implemented by Marco Dorigo in the 1990s. This process is applied
based on the foraging behavior of an ant for discovering a path in between their
colony and food source. It was originally used to address the well-known dilemma
of traveling salesmen. Later on, it is used to solve various difficult problems with
optimization. Functional flowchart is given in Fig. 4.

After completing the tuning process gain values were tuned by ACO technique
are reported in Table 2.

5 Result and Discussion

The Simulink model of the suggested network is simulated for 60 s time slot in
MATLAB2014a version platformby applying both conventional andACO technique
tuned gain values in PID controller with 1% SLP. Frequency deviation response
comparison of conventional and ACO-PID of area 1 and area 2 are shown in Figs. 5
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Fig. 4 ACO technique
flowchart

Table 2 ACO tuned PID controller gain values

Gain value/tuning method KP1 KI1 KD1 KP2 KI2 KD2

ACO 0.98 0.99 0.25 0.62 0.9 0.36
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Fig. 5 Frequency deviation comparison of area 1
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and 7, respectively, and area control error (ACE) of areas 1 and 2 is shown in Figs.
and 8, respectively.

The time domain parameters of del F in area 1 are reported in Table 3, with the
help of Fig. 5.

The time domain parameters of ACE in area 1 are reported in Table 4, from Fig. 6.
The time domain parameters of del F of area 2 are reported in Table 5, with the

help of Fig. 7.
The time domain parameters of ACE in area 2 are reported in Table 6, with the

help of Fig. 8
Tie line power flow of conventional, ACO tuned PID regulator performance

comparison is shown in Fig. 9., and, the time domain parameters of tie line power
flow are reported in Table 7.

Table 3 Time domain parameters of del F in area 1

Time domain parameters/tuning method TS (s) OS (Hz) US (Hz)

Conventional-PID 35 2.8 × 10–3 0.0162

ACO-PID 24 2 × 10–3 0.0215

Table 4 Time domain parameters of ACE in area 1

Time domain parameters/tuning method TS (s) OS (Hz) US (Hz)

Conventional PID 40.5 7.65 × 10–3 1.5 × 10–4

ACO-PID 26 0.0107 0.4 × 10–3
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Table 5 Time domain parameters of frequency deviation comparison of area 2

Time domain parameters/tuning method TS (s) OS (Hz) US (Hz)

Conventional PID 48 0.5 × 10–3 5.15 × 10–3

ACO-PID 30 0.3 × 10–3 9.8 × 10–3

Table 6 Time domain parameters of ACE in area 2

Time domain specific parameters/tuning method TS (s) OS (Hz) US (Hz)

Conventional PID 46 1 × 10–3 6 × 10–4

ACO-PID 28 1.8 × 10–3 8.5 × 10–4

A bar chart comparison of settling time in del F of two areas 1 and 2, and del Ptie
flow (between areas 1 and 2) is conformed to prove the superiority of the suggested
ACO optimized PID controller. The bar chart clearly shows that settling time of all
area is quick in ACO-PID. The bar chart comparison is shown in Fig. 10. Also, the
percentage of improvement of the proposed controller over conventional PID is given
in Table 8.

To find the reliability of the proposed controller performance, a robustness test is
carried out with 1, 2, and 5% SLP for the designed power network.

ACO-PID controller for the suggested power network is performed well at all
critical loading condition, and it is clearly evident by Figs. 11 and 12.
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Fig. 9 Tie line power flow comparison

Table 7 Time domain parameters of tie line power flow

Time domain parameters/tuning method TS (s) OS (Hz) US (Hz)

Conventional PID 58 3 × 10–5 1.4 × 10–3

ACO-PID 35 2 × 10–4 2.7 × 10–3
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Table 8 Percentage of improvement of ACO-PID over conventional PID

Percentage of improvement over conventional PID Settling time % of improvement (%)

del F of area 1 30 37.5

del F of area 2 28 39.1

del tie line power flow 35 39.6
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Fig. 11 Robust test performance of del F of area 1



Frequency Regulation of Interconnected Power … 139

0 10 20 30 40

-0.05

-0.04

-0.03

-0.02

-0.01

0.00

0.01

De
l F

2(
Hz

)

Time (S)

1% SLP
2% SLP
5% SLP

Fig. 12 Robust test performance of del F of area 2

6 Conclusion

Frequency regulation of the proposed (two areas interconnected) power network
is investigated by implementing ACO-based PID controller. Supremacy and the
improvement of the suggested regulator and tuning technique, performance response
was equated with conventional method tuned PID regulator for the identical power
network. At the result, ACO-PID shows its betterment in all the area’s frequency
and tie line power deviation over conventional method tuned controller. ACO-PID
regulator gives quick settling time in del F in area 1 and area 2 (24 and 30 s), and
del Ptie in between areas 1 and 2 (35 s).

Future research direction

The following points are related to the future research scope in this article:

• In this paper, reheated thermal power plant is used asmajor sources for the produc-
tion of electrical power, due to the pollution and shortage of fossil fuel renewable
energy sources may be incorporated to balance the load demand.

• PID controller is used as auxiliary controller to manage the power fluctuation; it
may be change by other controller.

• PSO technique is utilized to optimize the controller gain parameters in this article,
and the optimization technique may be changed in the future.
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Annexure 1

Pw = 2000 MW, f = 50 Hz, Tg1 = Tg2 = 0.03 s, Tt1 = Tt2 = 0.3 s, Kr1 = Kr2 =
0.5, KAE = 0.002, TAE = 0.5 s, KFC = 0.01, T r1 = T r2 = 10 s, TFC = 4 s, R1 = R2

= 4 p.u/MW, B1 = B2 = 0.425 p.u/MW, Kp1 = Kp2 = 120, T p1 = T p2 = 20 s.
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Duhem Hysteresis Modelling of Single
Axis Piezoelectric Actuation System

D. V. Sabarianand and P. Karthikeyan

Abstract In this paper, the control of PEA regarding hysteresis impact is introduced.
The hysteresis demonstrating of PEA utilizing Duhem model and Prandtl-Ishlinskii
model as rate independent or utilizing backlash-like operator. The exhibition of both
models is looked at and limit the nonlinearity utilizing the improved PID controller.
The non-linear control configuration is combined to minimize the hysteresis effect
of PEAs on the micropositioning systems.

Keywords Duhem hysteresis model · Backlash-like hysteresis model · Hysteresis
nonlinearity

1 Introduction

Piezoelectric actuators (PEA) offer the benefits of high inflexibility and quick reac-
tion. The utilizations of PEAs, for example, rapid AFM scanners [1], adaptive optics
[2, 3], machine tools [4], aviation parts, micromanipulators [5–9] and synchrotron
imaging systems [10]. Smart material actuators are typically used for smaller than
expected/nanopositioning structures. Amongst these materials, piezoelectric is far
the most notable due to their amazing objective, high return power, high response
speed and unprecedented capacity to weight extent [11].

The piezoelectricity phenomenon found in the nineteenth century is a shared
activity between mechanical power and electric field. In PEAs, the electric field that
is brought about by input voltage gives the actuator relocation in nanometer scales
with a high goal. Prior to applying a voltage to piezoelectric material heads, no
relocations are noticed on account of irregular direction of dipoles. Yet, from that
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point onwards, dipoles change their direction, and an anisotropic field is developed
that adjustments in material length [12].

The main trouble, whilst utilizing PEA is their non-direct elements, including
hysteresis, creep and straight vibrational elements [13]. This control conduct makes
the control task testing and could weaken the exhibition of the entire framework.
Vibration elements shows up close to the resounding recurrence of the framework.
This wonder, despite the fact that could upset the presentation is testing just in the
high frequencies and consequently isn’t considered in this investigation.

Creep is a non-straight conduct in PEA. In the event that a consistent voltage is
applied to a piezoelectric material, a large portion of the removal happens in the prin-
cipal milliseconds [14, 15]. Be that as it may, in the following minutes, the actuator
length keeps as creep testing in open-circle control positions. In this examination
creep isn’t worried, it goes about as position input. The fundamental focal point
of this investigation is on hysteresis which the main non-straight elements saw in
piezoelectric, ferroelectric and shape memory combination (SMA) materials [16–
21]. Yield of a hysteresis component in a specific moment of time, notwithstanding
framework input, is an element of framework state in the past moments. Applying a
sinusoidal contribution to a PEA, the yield position in rising and falling ways doesn’t
coordinate. The shape and size of hysteresis and recurrence of the info. The accom-
panying highlights should be considered to pick suitable actuator, for example, basic
plans of piezo actuators; Stiffness; Load Capacity and Force Generation; Protection
from Mechanical Damage; Power Requirements; Mounting Guidelines.

In everything, except the most elevated exactness mechanical positioners,
hysteresis negligibly affects situating precision and repeatability, and much of the
time, the impacts of backfire significantly outperform those of hysteresis. In any
case, PEAs, which depend on material strain to deliver movement, can encounter
hysteresis of 10 to 15 per cent of the directed development. Working piezo actuators
in a shut circle framework can decrease or wipe out hysteresis impacts [22].

2 Modelling of Piezoelectric Actuator

The mechanical device model of PEA seems in Fig. 1a, b. The numerical model
for a voltage governable PEA (PA) framework are often roughly delineated by the
differential condition [23].

mẍ + k f ẋ + kgx + ke(u(t)) = F (1)

where u(t) is that the time-varyingmotor terminal voltage, x(t) is that the position,Kf

is that the damping coefficient made by the motor Kg is that the mechanical stiffness,
Ke is that the input control coefficient, m is that the effective mass, and F is that
the system nonlinear disturbance.
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Maybe the most acknowledged disrupting impacts present in the components of
the PEA is the hysteresis wonder. The hysteresis, all around, deters high-precision
development, and hysteresis assessment is in this way a crucial development towards
the affirmation of first-class PEA structures. As explained in [24], the hysteresis is
a rubbing like a wonder. The hysteresis is an erosion-like marvel. In [25], a spring
coupled to an unadulterated Coulomb grating component is utilized to demonstrate
the piezo drive with hysteresis. In [26], the Maxwell slip model is employed to
deal with physical phenomenon. In any case, these current composing use the static
pounding like physical phenomenon models that get merely a small amount of
the physical phenomenon hysteresis models. This is the explanation [23] introduced
a dynamical model for hysteresis, which is depicted by

ż = α ẋ − β|ẋ |z − γ ẋ |z| (2)

In this model, the hysteretic relationship between a state variable z and exci-
tation x is given within the nonlinear mechanical wave assessment. The cut-off α

controls the re-establishing power ampleness, and β and γ management the state
of the physical phenomenon circle, notwithstanding, the dynamical model in [23] is
clear. In [15], an all the in addition unsupportive dynamical granulating model from
a frictional power was introduced. The model contains a state variable tending to
the common redirection of versatile strands that are a depiction of the geography of
the showing up at surfaces. The ensuingmodel shows by a protracted shot the larger a
part of the acknowledged contact immediate, like physical phenomenon pounding
slack, unsteady split away powers, and stick–slip advancement. It is sufficiently
thorough to get dynamical hysteresis impacts. The dynamical model of the system
is given under as

F = α0z + α1 ż + α2 ẋ (3)

with

ż = ẋ − |ẋ |
h(ẋ)

z,

h(ẋ) = Fc + (Fs − Fc)e−(x/x0)2

α0

where Fc, Fs, ẋs, σ 0, σ 1 and σ 2 are positive constants that are typically unknown.
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3 System Identification and Modelling

The PEA is considered as the mass-spring-damper system as shown in Fig. 1a and
forces acting on a PEA is shown in Fig. 1b. The dynamics of PEAs demonstrates the
behaviour of a distributed parameter system.

In practical, the principal recurrence of the reference signal is kept beneath the
main reverberation recurrence of the PEA,with the goal that themechanical reverber-
ation over the primary reverberation recurrence of the stage can be disregarded.Along
these lines, the dispersed boundaries nature of the PEA can be securely dismissed
and the PEA model can be decreased to lumped boundaries framework particularly
when PEAs are coordinated with flexure stage [27–29].

This part models the elements of the PEA when input voltage V a is applied to it
and the comparing yield of the framework is dislodging x of the example.When all is
said in done, a second-request direct model has been used for portraying the elements
of the PEAs. To a first estimation, PEA can be considered as a spring-mass-damper
system as appeared in Fig. 1a. The whole mass of the PEA has lumped into one
mass Ma, Ba and ka individually model the primary damping and flexible conduct
of PZT actuators. As indicated by Newton’s subsequent law, the amount of power
Fi following up on the PZT actuator should be equivalent to the result of mass and
speeding up for example.

∑
i
Fi = Ma Ẍ (4)

As shown in Fig. 1b, there are four forces acting on the PZT actuator Fd, Fs and
Fa. The damping force Fd can be assumed to be proportional to the velocity of the
actuator.

Fd = −Ba ẋ (5)

Fig. 1 a PEA as mass-spring-damper system and b forces acting on a PEA
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The force Fs exerted by the spring is proportional to the displacement of the PZT
actuator.

Fs = −Kax (6)

And as above mentioned, the induced or blocking force Fa is proportional to the
applied voltage V a volts.

Fa = Ndk ′
aVa = KAVA (7)

According to Newton’s law, the equation of the force can be written as

3∑

1

F = Ma ẍ = Fs + Fd + Fa (8)

The relationship between applied voltage and resultant displacement of the sample
is the second order differential equation of the PEA is given as

Ma ẍ + ca ẋ + kax = kAVA (9)

X (s)

Fa(s)
= 1

MaS2 + Bas + ka
(10)

whereFa represents the force generated by the PZT actuator and x is the displacement
of the stage/sample, V a is the applied voltage, ẋ, ẍ are the first and second derivative
of the x with respect to time (velocity and acceleration, respectively). Considering
the single axis PEA as mass-spring-damper system. The nonlinear response of the
PEA the hysteresis nonlinearity is modelled using backlash-like model and Duhem
differential equation based model were discussing in the following chapters.

4 Hysteresis Modelling of Piezoelectric Actuators

4.1 Backlash-Like Hysteresis Model

The backlash-like model is based on the simplified Duhem model [30], which was
also called SSSL model [31]. The backlash-like model is based on the differential
equation is described as

dw

dt
= α

∣∣∣∣
dv

dt

∣∣∣∣|cv − w| + B1
dv

dt
(11)
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Fig. 2 Hysteresis response
of PEA using backlash
operator

where α, c and B1 are constant, satisfying c > B1. Following the derivation in [32],
the solution of the model (11) is explicitly expressed as

w(t) = cv(t) + d(v(t)) (12)

with

d(v(t)) := [w0 − cv0]e−α(v−v0)sgn(v̇)

+ e−αvsgn(v̇)

v∫

v0

[B1 − c]eαζvsgn(v̇)dζ (13)

for steady,were and are the underlying condition, and sgn is the notable Sign capacity.
The advantage for picking the backlash-like model is that the hysteresis nonlinearity
is communicated as a straight capacity of the info signal in addition to a limited
aggravation. Accordingly, the traditional strong control approaches can be used to
manage the hysteresis without building the opposite of the hysteresis [33, 34]. The
model of hysteresis using Backlash operator as shown in Fig. 2.

From graph, Fig. 2 shows the output of the PEA using Prandtl-Ishlinskii hysteresis
model it results as the rate independent hysteresis or backlash operator based
hysteresis of the PEAs.

4.2 Duhem Hysteresis Model

Duhem has an unequivocal differential articulation, through changing the boundary
α, coefficients of f and g of Duhem model; diverse hysteresis qualities could be
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reflected; whilst recognizing the boundaries of the Duhem model precisely. The
summed up Duhem model is the key for displaying hysteresis of PEAs [19]. The
constituent equations of Duhem model are given by

ẋ(t) = f [x(t), u(t)]g[u̇(t)], x(0) = x0, t ≥ 0

y(t) = h[x(t), u(t)] (14)

where x is that the state, x0 is that the initial state, u and y area unit, respectively, the
input and out-put of the physical phenomenon, f , g and t are continuous functions.
The parameters of the Duhem model are given as follows.

f [x(t), u(t) =
[
−γ x(t) + dφ[u(t)]

du(t)
, γ x(t) + dφ[u(t)]

du(t)

]
;

g[u̇(t)] = [u̇+(t), u̇−(t)]T
y(t) = x(t) + μu(t) + h0[u(t)];

where u̇+(t)
�=max{0, u̇} and u̇−(t)

�=max{0, u̇}. These parameters defines the shape
of the hysteresis with respect to the input and output of the PEAs.

In order to describe the PEA, chosen the same functions f (v) and g(v) as those in
[35].

f (v) =

⎧
⎪⎨

⎪⎩

a.vs for x > vs

a.v for |v| ≤ vs

−a.vs for v < −vs

(15)

and

f (v) =

⎧
⎪⎨

⎪⎩

0 for x > vs

b for |v| ≤ vs

0 for v < −vs

(16)

The yield changes its attributes when the information alters its course. Utilizing
this model, rate-ward and rate autonomous hysteresis can be demonstrated. Each
consistent u gives balance. The rate-subordinate implies that the hysteresismap relies
upon the pace of the information and shape-subordinate implies that the hysteresis
map relies upon the state of the information [36, 37].

From the graph, Fig. 3 results the input and output of the PEA. It depends on the
memory of the history state. In order to determine the output of the system, both the
input signal and the history state of the system should be considered.
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Fig. 3 Hysteresis response
with respect to input and
output of the PZT actuator

5 Control Algorithm

5.1 PID Controller

The PID controller is most common control algorithm using for the tracking perfor-
mance of the piezoelectric actuators. The constituent equation of PID controller is
given by

u(t) = Kpe(t) + Ki

∫
e(t)dt + Kd

de

dt
(17)

where u(t) is the PID control variable, Kp is the proportional gain, e(t) is the error
value, Ki is the integral gain, de is the change in error value, and dt is the change in
time as shown in Fig. 4.

After controller implementation the nonlinear characteristic of model hysteresis
can be minimized as shown in Fig. 5.

Fig. 4 PID controller with piezoelectric actuators
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Fig. 5 Input voltage versus
displacement

6 Error Analysis

The regulator plan relations, which depends on an exhibition file that thinks about
the whole shut circle reaction, are created. Three execution lists will be viewed as,
for example,

Integral of the absolute value of the error (IAE)

IAE =
∞∫

0

|e(t)|dt (18)

where the error signal e(t) is the difference between the set point and the assessment.
Notice that for the PID controller, where offset, the crucial given by Equation doesn’t
consolidate. In these cases, one can use a changed integrand, which replaces the
slip-up by y(∞) − y(t), since this term approaches zero as t goes to infinity.

Integral of squared error (ISE)

ISE =
∞∫

0

[e(t)]2dt (19)

Integral of time-weighted absolute error (ITAE)
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Fig. 6 Tracking error of
piezoelectric actuator

ITAE =
∞∫

0

t |e(t)|dt (20)

The ISE will rebuff the response that has colossal mix-ups, which generally
speaking occur close to the beginning of a response because the bungle is squared.
The ITAE will rebuff a response which has confused that persist with a long time.
The IAE will treat all botches in a uniform manner; subsequently, it allows a greater
deviation than ISE. When in doubt, ITAE is the supported essential slip-up standard
since it achieves the most conservative controller settings. These relations rely upon
the chief solicitation notwithstanding time-concedemodel, for instance, Eq. (20), and
the ideal PID controller. Note that the ideal controller settings are different depending
upon whether step responses to load or set point are considered. For load changes,
the store and systemmove limits are relied upon to be unclear [37] as shown in Fig. 6.

7 Conclusion

The single axis PEAwith its nonlinear characteristics of hysteresis is modelled using
two different mathematical model such as Duhem and backlash-like. The hysteresis
nonlinear characteristics is minimized using PID controller algorithm and tracking
error of piezoelectric actuator were analyzed. The future work is to implement the
modelled control strategy in real-time application.
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Attitude and Vibration Control of a Solar
Paneled Satellite Using Quantitative
Feedback Theory Based Robust
Controller

Aritra Sinha, Sandipan Prasad Chakravarty, Pratik Dutta, and Prasanta Roy

Abstract In this paper, a quantitative feedback theory based robust controller is
proposed to control the vibration and attitude of a solar paneled satellite. The pro-
posed controller provides reduced sensitivity, robust stability, robust tracking with
respect to parametric uncertainty. A two-degrees-of-freedom (2-DOF) single input
multiple output control structure consisting of a feedback controller and a pre-filter
is used to control the system. The controller provides the required sensitivity, stabil-
ity, disturbance rejection and partial tracking. The pre-filter is responsible to meet
up the residual part of tracking specifications explicitly. Lastly, effectiveness of the
controller is validated by time domain response in Simulink environment.

Keywords Quantitative feedback theory · Robust control · Single input Multiple
output System (SIMO) · Satellite control · 2-DOF

1 Introduction

With a rapid progress in space technology, satellites are considered as an essen-
tial application due to it’s wide range of applicability in telecommunication, data
transmission, spatial observations, navigation, earth monitoring and so on. Accurate
coordinate orientation and high-precision control in angular velocity is required to
stabilize and orient the satellite in desired spatial direction to carry out the objec-
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tives under different functional conditions. Along with this, most of the high and
medium attitudes satellites are carrying solar panels. The solar panels with it’s large
co-axial length creating a considerable vibrating zone at the time of orbital motion
or maneuver of satellite. Combination of this solar panels with rigid satellite body is
responsible for coupled dynamics of center body during it’s re-orientation time.With
this amount of complexity, high attitude, speed, disturbance torques due to inertia
or deformation, instantaneous position changing action make a huge impact on the
uncertainty of the system model. This huge uncertainty in system model parameters
represent itself as an ideal problem to imply robust control theory to perform several
control tasks simultaneously.

1.1 A Brief Introduction to QFT

Horowitz [1] first proposed a frequency domain approach as a continuation of the pio-
neering work done by H. W. Bode. It was further upgraded to today’s form known
as Quantitative Feedback Theory (QFT) during the last few decades [2, 3]. Here,
frequency response of an open-loop system is represented in Nichol’s Chart for
achieving several performance norms simultaneously notwithstanding of paramet-
ric unpredictability. Now to achieve closed loop specifications, they are mapped
into appropriate bounds on a nominal open loop transfer function. It is followed by
reshaping of those to find out the optimum position of nominal open loop transfer
function as per design objectives. Diminution of the expense of feedback is a major
advantage of QFT as it furnish a equitable trade-off betwixt the doable performance
and the loop gain (expense of feedback) in pre-defined frequency range [4]. Thus,
QFT can incorporate a control scheme to stabilize the satellite in it’s respective orbit
with the orientation in any spatial direction irrespective of disturbances and different
mode of vibrations.

1.2 Primary Objectives

• To design a QFT based robust 2-DOF control architecture to regulate the angular
motion of satellite.

• To perform stability, sensitivity and tracking specification simultaneously in
defined frequency range.

• To attenuate the solar panel vibration with the same controller as SIMO model.
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1.3 Literature Survey

A short literature study is discussed here to point out some major reported works on
application of different control propositions in satellites. A variable structure model
reference control with simplified flexible satellite structure first developed by Zeng et
al. [5]. Feedback linearization with observer based estimation method was employed
for model uncertain parameters in same control structure like previous one by Singh
et al. [6]. Application of same control structure with assumed modes method based
discretized plant model was carried out by Hu et al. [7]. Sliding mode control model
for flexible satellite without considering any torsional disturbance was developed
by Bang et al.[8]. Adaptive sliding mode controller with piezoelectric actuator was
used to attenuate the vibration with attitude control simultaneously in [9]. Azadi et
al. [10] applied same control mechanism on Lagrange-Rayleigh-Ritz theorem based
discretized flexible plant model. L1 adaptive controller with feedback linearization
was employed in same structure like [6] in [11]. Assumed mode technique based
discretized satellite plant has controlled with a nonlinear PD controller in [12]. Two
parallel PID controller was employed to control vibration and attitude separately
with finite time element based discrete plant model in [13]. An adaptive prediction
based back-stepping controller was developed for satellite vibration control by Huo
et al. [14]. Event triggered strategy based distributed adaptive flexible satellite con-
trol topology was proposed in [15]. A linear time varying model predictive control
algorithm for flexible satellite attitude control has proposed in [16]. Fractional order
PD sliding mode controller with it’s integer order counter part has developed for
a nonlinear flexible satellite model by Chakrabarty et al. [17]. A constrained mag-
netic linear quadratic regulator based control scheme has developed by converting
time-variant representation of satellite system to a time in-variant structure in [18].

2 Design of the QFT Based Controller

2.1 Mathematical Modelling

Aerodynamics, gravitational and propulsive forces as well as different angular
motions play the most influential role on performance of attitude control system
of satellite having solar panels. A typical single input multiple output closed loop
2-DOF control architecture along with corresponding model description is proposed
here in Fig. 1 to control the angular motion of central body (θC(t)) and deformation
of solar panel (yP(t)) at the time of rotation.

The parameters description of satellite system model are given below.

• JC , the moment of inertia (kg m2) of satellite central body.
• TM , torque (Nm) about the axis of rotation.
• M , mass (kg) of the solar panel consider as point mass at the end of each panel.
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Fig. 1 aModel of satellite with solar panels. b 2-DOF feedback single inputmultiple output control
structure for satellite with solar panels

• LP , length (m) of each solar panel from satellite central body.
• KP , solar panel stiffness coefficient (N/m).
• JT = JC + 2ML2

P , total moment of inertia (kg m2) of the system.
• BP , solar panel damping coefficient (Ns/m).
• t , time in second (s).

The controllable parameters (θC(t)) and solar panel deformation (yP(t)) can be con-
sidered as generalized coordinates of total system body. As per the model define in
[19], we have derived the state space representation of the system.

Ẋ = AX + BU

Y = CX

where,

A =

⎡
⎢⎢⎢⎣

0 2LP BP
JT

0 2LP KP
JT

0
−BP(JC+2ML2

P)
MJC

0
−KP(JC+2ML2

P)
MJC

1 0 0 0
0 1 0 0

⎤
⎥⎥⎥⎦ ; B =

⎡
⎢⎢⎣

1
J0

0
−LP
J0

0
0 0
0 0

⎤
⎥⎥⎦ ;

C =
[
0 0 1 0
0 0 0 1

]

X =

⎡
⎢⎢⎣

θ̇C
ẏP
θC
yP

⎤
⎥⎥⎦ ;U =

[
TM

0

]
&Y =

[
θC
yP

]

(1)

Then, we have established the relation between Y and U as,

Y (s) = P(s)U (s)
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Table 1 Parameter change range of transfer function p11(s) and p21(s)

Parameters Varying range Grid point

JC 432–720 72

BP 0.24–0.48 3

where,

P(s) = C(s I − A)−1B =
[
p11(s) p12(s)
p21(s) p22(s)

]
(2)

The transfer function p11(s) represents the relation between rotational torque and
angular velocity of the satellite body.

θC (s)
TM (s) = p11(s) =

(
1
JC

)
(s2+(BP/M)s+(KP/M))

s2(s2+(BP JT /(MJC ))s+(KP JT /(MJC )))
(3)

Similarly p21(s), the relation between deviation of solar panel yP and rotational
torque of the system can be defined as;

yP (s)
TM (s) = p21(s) =

(
1
JC

)
(−LP )

(s2+(BP JT /(MJC ))s+(KP JT /(MJC )))
(4)

and remaining p12(s) = p22(s) = 0.
Basically among these total six parameters ofEqs. 3 and4, JC and BP play themost

influential role regarding aerodynamic complexity due to any type of disturbances.
So we consider those parameters within interval type of plant uncertainty defined
in Table 1. Rest of the parameters have been defined as per [19]. As a result, the
modified form of those transfer functions becomes look like;

θC (s)
TM (s) = p11(s) =

(
1
JC

)
(s2+(BP/20)s+16)

s2(s2+(BP (JC+160)/(20JC ))s+(16(JC+160)/JC ))
(5)

yP (s)
TM (s) = p21(s) =

(
1
JC

)
−2

(s2+(BP (JC+160)/(20JC ))s+(16(JC+160)/JC ))
(6)

2.2 Performance Criteria

Performance descriptions are defined for the SIMO controlled plant regarding sta-
bility, input, output and external disturbance, as well as tracking considering G(s)
as controller and F(s) as pre-filter, respectively.

1. Stability Specification:

∣∣∣∣
p11(s)G(s)

1 + p11(s)G(s)

∣∣∣∣ ≤ 2, ∀ ω ∈ [0.03 5] (rad/s) (7)
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2. Input Disturbance Rejection Specification:

∣∣∣∣
p11(s)

1 + p11(s)G(s)

∣∣∣∣ ≤ s

s + 0.5
, ∀ ω ∈ [0.03 0.1] (rad/s) (8)

3. Output Disturbance Rejection Specification:

∣∣∣∣
1

1 + p11(s)G(s)

∣∣∣∣ ≤ s

s + 0.5
, ∀ ω ∈ [1 15] (rad/s) (9)

4. External Disturbance (over yP(s) through p21(s)G(s)) Rejection Specification:

∣∣∣∣
p21(s)G(s)

1 + p11(s)G(s)

∣∣∣∣ ≤ 0.20, ∀ ω ∈ [1 5] (rad/s) (10)

5. Reference Tracking Specification:

δl(s) <

∣∣∣∣
F(s)p11(s)G(s)

1 + p11(s)G(s)

∣∣∣∣ ≤ δu(s), ∀ ω ∈ [0.01 0.1] (rad/s)

where [20]

δl(s) = 0.0169

s2 + 0.26 s + 0.0169
, δu(s) = 10 s + 1

39 s2 + 10 s + 1
(11)

The QFT based SIMO controller with 2-DOF architecture is designed in the next
two subsections for the uncertain plant described in (5), (6) to meet up the objectives
defined in (7)–(11).

2.3 Controller Design

The selection of nominal plant as well as calculation of plant templates on the basis
of design requirements, transient specification should be within closest proximity, in
our desired frequency points. We can observe from 5 that system oscillates forever
with initial zero damping due to double integrator in the transfer function. Also, it
is notable from Fig. 2 that there is a tremendous resonance zone around ω = 4.5 to
ω = 5 rad/s for both p11(s) and p21(s) respectively. It can be varied with the para-
metric uncertainty of transfer function and turned the system into verge of instability.
Basically this resonance zone restrict the bandwidth of control structure. With all of
these considerations, 108th plant has been chosen as nominal plant define in (12),
(13) among total 216 plants that generated as per parametric uncertainty of Table 1.
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Fig. 2 a Bode diagram of p11(s) for all possible scenario, b bode diagram of p21(s) for all possible
scenario

p11,n(s) = s2 + 0.024 s + 16

555.7 s4 + 17.18 s3 + 11450 s2
(12)

p21,n(s) = −2

555.7 s2 + 17.18 s + 11450
(13)

The plant templates are formed by plotting the open loop magnitude-phase of all
the possible plants as per uncertainty in Nichol’s chart for required frequency range.
It is followed by plotting of different controllable closed loop gain specifications
for nominal plant by moving corresponding templates along the periphery of those
specifications. These plots are popularly known as different type of bounds like sta-
bility bounds, disturbance bound, robust tracking bounds in QFT. All the bounds are
then grouped together to find out common accessible zone for respective frequency.
After that all the Nichol’s plot of compensated plant are reshaped to lie in the region
defined by those convergence bounds to meet all the closed loop specifications for
respective frequency. It is called loop-shaping process of the controller. Themodified
controller transfer function is given below (14):

G(s) = 250(s + 0.1)
(
s2 + 0.6552 s + 21.9

)
(s + 1)(s + 4.68)2

(14)

2.4 Design of Pre-filter

In 2-DOF control architecture, controller holds the responsibility of stability, sensi-
tivity, output or external disturbances rejection explicitly. Pre-filter plays the role to
improve the plant performance by keeping the magnitude of closed loop frequency
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Fig. 3 a Plant templates of p11(s). b Stability bounds, c input disturbance rejection bounds, d
output disturbance rejection bounds, e external disturbance rejection bounds, f tracking bounds, g
controller loop shaping, h frequency response of pre-filter compensated system
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response within the specified limit defined by robust tracking specification. The pre-
filter transfer function (15) is synthesized as per [21] to meet up the requirements
defined in Fig. 3f. The frequency response (magnitude) of closed loop control system
with compensated pre-filter is shown in Fig. 3h.

F(s) = 0.445(s + 0.2975)

(s + 0.1325)
(15)

3 Result Analysis and Discussion

The performance of single input multiple output controlled plant has been verified
through numerical computation in MATLAB Simulink environment. Plant p11(s)
is subjected to a variable step input at t = 1 s and t = 150 s along with a step
type disturbance at t = 85 s and t = 245 s, respectively. The nominal plant response
alongwith other selected plantswithin uncertainty of p11(s) are shown in Fig. 4a. The
plants are settled before 30 s and 170 s, respectively, with negligible overshoot. The
effect of disturbance is nullified within next 30 s for both of the cases. It indicates
that proposed 2-DOF controller along with pre-filter can be given a satisfactory
performance in terms of robustness, set point tracking, disturbance rejection with
acceptable transients for plant p11(s) irrespective of plant uncertainty.

In addition, the same controller also plays a magnificent role to reduce the oscil-
lation of solar panel plant model (p21(s)) under different circumstances. Here, we
provide a unitary step disturbance input in p11(s)G(s) closed loop block just after
the p11(s) at t = 85 s. The disturbance that make the entry at the output of the p11(s)
plant, travels through out the control loop before going to the open loop plant of
p21(s). This is referred as external disturbance for p21(s) as per (10). Fig. 4b clearly
indicates that the oscillations of solar panel significantly reduced to near about zero
irrespective of external disturbance due to that controller G(s).

Fig. 4 a Plant p11(s) output response with disturbance rejection, b solar panel oscillations yP (t)
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4 Conclusion and Future Scope

Here, a Quantitative Feedback Theory (QFT) based 2-DOF control architecture is
used for controlling the attitude and vibration of a satellite mounted with solar panel.
The aerodynamic complexity of the system are dealt quite satisfactorily regarding
multiple performance criterion consequently irrespective of model uncertainty and
structure complexity of the system. The effectuate of 2-DOF proposed control archi-
tecture is validated through numerical simulation.

However, the quantification of robustness in case of unstructured uncertainty as
well as incorporation of model following adaptive pre-filter may be considered as
future scope of this work.
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Mathematical Model of the Disease
Psoriasis: An Optimal Control-Based
Approach

Ramashis Banerjee and Raj Kumar Biswas

Abstract In this article, mathematical model of Psoriasis is used and its control has
been shown. The diseases, which are called autoimmune is generally occurred when
there is an existence of non-uniform immune response of the human body in contra-
dictionwith the substances aswell as the tissues generally presents in the humanbody.
The disease Psoriasis is classified as an autoimmune chronic skin disease which is
modified by theT-Cells arbitrated hyper-proliferation of the epidermalKeratinocytes.
The important role is played by Dendritic as well as CD8+ T-Cells for the occurrence
of Psoriasis. The mathematical model of Psoriasis, which is used here consisting of
T-Cells, Dendritic Cells, CD8+ T-Cells and Keratinocyte cell populations and frac-
tional differential equation (FDE) has been introduced in the mathematical model
to analyse and observe the effects of memory in the biological system. After using
fractional differential equation (FDE) in themathematical model, it is tried to explore
thememory effects which are associated with the biological system and the non-local
behaviour of fractional derivative helps to find the position of Keratinocyte cell. So,
it can be said that the dynamics of the disease Psoriasis may be predicted in a better
way by using fractional differential equation (FDE) rather than its ordinary differen-
tial equation (ODE) counterpart. At last, drug has been introduced in the system by
formulating fractional optimal control problem (FOCP) and it is seen that the disease
Psoriasis has been controlled as drug effect restricts the interaction between T-Cells
and Keratinocytes, which has been seen clearly in the numerical simulation.

Keywords Psoriasis · pMHC · Fractional differential equation (FDE) · Memory ·
Non-local · Fractional optimal control problem (FOCP)

1 Introduction

It is seen that in human body the immune system plays an important as well as
imperative responsibility for the spread and progression of Psoriasis. For spreading
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the disease T-Cells as well as Keratinocytes accomplish a crucial and pathogenic
role. Dendritic Cells (DCs) are also responsible for performing a crucial function
in the matter of Psoriatic pathogenesis. It supports when it is able to attend anti-
gens by complex II molecules of principal major histo compatibility (pMHC). The
concentration of T-Cells and Dendritic Cells are enlarged and they are observed in
the dermal phase as well as epidermal phase of Psoriatic lesions [1–5]. CD8+ T-Cell
and its population is considered as an inducers for the progression and the spread of
Psoriasis. TNF-α as inflammatory Cytokines has a major pathogenic task in Psori-
asis [6, 7]. Immune T-Cells, which are the cause of an uneven proliferation for the
matter of few false signalling. Due to the method of the stimulation as well as the
mutual accumulation of T-Cells, TNF-α and IFN-γ are free to go. At the same time
the method of proliferation of Keratinocyte cell is inspired in the region of epidermal
layer. The crucial and important thickening of the epidermal level is observed due to
Psoriatic plaques.

The concept of fractional calculus came into picture three hundred years agowhen
the question was raised by Leibniz in 1695 [8]. Fractional differential equation is
treated as an alternative to nonlinear differential equations [9]. On the other hand
FDEs are also help to implement the effect of memory, which is a hereditary char-
acteristic and presents in most of the biological systems. The mostly used fractional
derivatives like Caputo and Riemann–Liouville derivatives signifies the memory
effect lies between a derivative of integer order and a power of time [10, 11]. The
main concept lies in biological systems as fractals that they are directly related to
fractional differential equations (FDEs) [12, 13]. It is seen that any cytobiological
system has the ability to show the memory effects so they are best expressed by
means of FDEs.

Here in this article the disease Psoriasis has been studied deeply to understand
the cyto biological aspects. The mathematical model of the disease Psoriasis was
developed first by Roy and Bhadra [13]. After their formulation other researchers
came up with the mathematical model of the disease Psoriasis and analysed it [14–
18]. But it is observed in literature that in large number of cases, the system under
study has been modelled through ordinary differential equation (ODE). Roy et al.,
showed the inclusion of FDEs in the mathematical model of the disease Psoriasis
for the first time [19, 20]. Here in this article fractional optimal control problem has
been formulated for the treatment of the disease Psoriasis. Here a set of FDEs are
extensively used to explore and investigate the dynamics of the disease Psoriasis in
presence of CD4+ T-Cells as well as CD8+ T-Cells. In [18] a mathematical model
has been formulated after considering the effect of memory which generally presents
in a biological system like the disease Psoriasis, it is seen that if Keratinocytes is
produced in an excess amount then it helps to restrict the casual effects of the disease
psoriasis. This whole process of restricting the disease effects can be well equipped
with the help of optimal control strategy through the inclusion of optimal drug in the
mathematical modelling of the disease psoriasis, modelled by using FDEs.

The remaining of the article is arranged as mentioned. In Sect. 2, different defini-
tions of fractional derivatives have been discussed. In Sect. 3, mathematical model
of the disease psoriasis has been described. In Sect. 4, fractional optimal control
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problem (FOCP) has been formulated to show the drug effect on the disease. In fifth
Sect. 5, simulation results have been shown and the article ends with the conclusion
which is described in Sect. 6.

2 Different Definitions of Fractional Derivative

Here different definitions of fractional derivative is mentioned which will be used
to model the dynamics of the disease psoriasis. Caputo and Riemann–Liouville
derivatives are mentioned here [21]. Here left and right-sided derivatives are also
mentioned.

Left-sided Caputo’s derivative is written as

C
a D

α
t f (t) = 1

�(n − α)

t∫

a

f (n)(s)

(t − s)α−n+1
ds (1)

Right-sided Caputo’s derivative is written as

C
t D

α
b f (t) = (−1)n

�(n − α)

b∫

t

f (n)(s)

(t − s)α−n+1
ds (2)

where the order of the derivative is α and the condition n − 1 < α < n follows, here
n is an integer and � is called the gamma function.

Left-sided Riemann–Liouville derivative is written as

RL
a Dα

t f (t) = 1

�(n − α)

dn

dtn

t∫

a

f (s)

(t − s)α−n+1
ds (3)

Right-sided Riemann–Liouville is written as

RL
t Dα

b f (t) = (−1)n

�(n − α)

dn

dtn

b∫

t

f (s)

(t − s)α−n+1
ds (4)

where the order of the derivative is α and the condition n − 1 < α < n follows, here
n is an integer, � is called the gamma function and a > 0, b > 0 are the constants.
Throughout the article C

0 D
α
t is used to signify left-sided Caputo’s derivative operator.
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3 Mathematical Model

In this present work, a fractional order mathematical model of the disease psoriasis is
usedwhichwas formulated byRoy andBhadra [13]. Themodel consists of four popu-
lations namely CD4+ T-cells, Dendritic Cell (DC), CD8+ T-cells and Keratinocytes.
It is seen from the research that the T-Cells and the DCs are originated from bone
marrow or thymus of human body. The rate of accumulation of both the cells in the
area of closeness of the proper domain is a and b. The whole process of Psoriatic
pathogenesis comes to an end through the phase of sensitization, silent phase and
effector phase. During the phase of sensitization, DCs which are not developed are
able to take antigen and transfer it to the area of secondary lymphatic organs in pres-
ence of cytokines. Next DCs helps to trigger the growth of T-cells which involve in
skin infiltrating T-Cells and relocate into the tissues [22]. It is seen that that the small
fraction of T-Cells and DCs which have already involved on the process of triggering
will not be available in the future process of triggering [17]. It is seen that T-Cells as
well as DCs are not similar types of immune cells and their features are not similar
in the immune system of human. So, their triggering rates rate also different. The
rate of triggering of Keratinocytes by the T-cells because of mediation of Cytokines
by T-cells is denoted by γ1 and rate of growth of Keratinocytes is denoted by γ2. It
is seen that when DCs reach matured stage then it will become lymph node. It is
seen that the matured DCs are able to connect with CD8+ T-cells at a rate of qn in
the location of lymph node where q is the T-Cells Receptor (TCR) based on mean
peptide and n is denoted to specify the average number of pMHC complexes present
per DC. Due to which DC population is reduced on the other hand CD8+ population
is enhanced. The rate at which T-cells and DCs are removed is assumed as μ and μ′.
The method of proliferation of CD8+ T-cell is triggered by similar antigen which
helps to represent DCs at a rate of r . The interaction between both the cells are done
at a rate θ . As a result the population of CD8+ T-cell is decreased and population
of Keratinocyte cell is increased for contributing in this interaction as it has been
observed that the population of Keratinocyte cell is formed after the interaction of
above mentioned two cells at a rate of θ1. The CD8+ T-cells and Keratinocyte cells
are decayed at a rate of ξ and λ, respectively.

In last few years researchers started to focus to model a system using FDEs [11–
13]. As FDEs are different from its integer order counterpart for their non-local
behaviour and the power of describing memory which are the part of biological
systems. Based on the assumptions the mathematical model of the disease psoriasis
has been developed [13].

C
0 D

α
t P = a − δPQ − γ1PS − μP,

C
0 D

α
t Q = b − βPQ − qnQR − μ′Q,

C
0 D

α
t R = rqnQR − θQR − ξ R,

C
0 D

α
t S = (δ + β)PQ + γ2PS + θ1QR − λS, (5)
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where the initial conditions are denoted by.
P(0) = P0,Q(0) = Q0, R(0) = R0,S(0) = S0.

and C
0 D

α
t signifies left-sided Caputo’s derivative operator. All the parameters, which

are used in the mathematical model of the disease psoriasis are positive.

Parameters, which are used in the mathematical modelling of the disease psoriasis
with their values are given below.

Parameters Values (per day)

a 10 (mm−3)

b 15 (mm−3)

δ 0.02 (mm−3)

β 0.068 (mm−3)

γ1 0.0004 (mm−3)

γ2 0.0002 (mm−3)

r 0.7

q 0.002

n 9

θ 0.0008 (mm−3)

θ1 0.0006 (mm−3)

μ 0.08

μ′ 0.003

ξ 0.09

λ 0.6

Parameters Values (per day)

A 0.00011

B 0.002

4 Formulation of Fractional Optimal Control Problem

Here in this section fractional optimal control problem has been formulated for the
treatment of the disease psoriasis. Formulation of fractional optimal control means
the inclusion of u(t) in the system of equations of the disease psoriasis. Control u(t)
signifies the effect of drug for the treatment of the disease psoriasis. The application
of drug on the disease psoriasis helps to reduce the population of Keratinocyte by
reducing the interaction between CD4+ T-cells and Keratinocytes. After including
optimal control in fractional order modelling of the disease psoriasis the system of
equations become as mentioned below.

C
0 D

α
t P = a − δPQ − (1 − u(t))γ1PS − μP,
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C
0 D

α
t Q = b − βPQ − qnQR − μ′Q,

C
0 D

α
t R = rqnQR − θQR − ξ R,

C
0 D

α
t S = (δ + β)PQ + (1 − u(t))γ2PS + θ1QR − λS, (6)

where the initial conditions are denoted by
P(0) = P0,Q(0) = Q0, R(0) = R0,S(0) = S0.

and C
0 D

α
t signifies left-sided Caputo’s derivative operator. The system of equations

can be written in matrix form as

C
0 D

α
t X = f (X (t), u(t)), (7)

where X is a vector and it is represented by X = [
P Q R S

]T
for minimizing the

population of Keratinocyte the cost function with the weights A and B is defined as

J (u) =
t f∫

t0

(
Au2 + BS2

)
dt (8)

subject to the dynamics of the fractional order system given by (6).
The actual aim is to find the optimal control u∗(t) that will be able to minimize

the cost function J (u). Here u(t) signifies the effect of drug on the fractional order
system described by (6) and the control is bounded between 0 and 1 [23].

For the formulation of fractional optimal control problem (FOCP) of the fractional
order system described by (6), the Euler–Lagrange optimal conditions need to be
understood. In [24], Agrawal showed a formulation of FOCP and the derivation of
the optimality conditions. Formulation of the problem is mentioned below in steps.

The fractional order system including the control is given by

C
0 D

α
t x = f (x, u, t), x(0) = x0 (9)

In this equation, state vector is denoted by x and control is denoted by u and time
is denoted by t . So, the cost function is defined as

J (u) =
t∫

0

g(x, u, t)dt (10)

The aim is to find the optimal control u∗(t) byminimizing the above cost function,
subject to the dynamics of the system given by (9).

The state vector of the system is written as
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C
0 D

α
t x = f (x, u, t), x(0) = x0 (11)

where u is the control vector, the co-state vector p of the system can be written as

C
t D

α
t f p = ∂g

∂x
+ p

∂ f

∂x
, p(t f ) = 0. (12)

The function which signifies optimal control u∗(t) is able to satisfy the equation
given below

∂g

∂u∗ + p
∂ f

∂u∗ = 0. (13)

The conditions of optimality (11)–(13) given by Euler–Lagrange are required for
formulating FOCP. Another approach of formulating the FOCP using Hamiltonian
function and the Hamiltonian function is defined as

H(x, u, p, t) = g(x, u, t) + pT f (x, u, t). (14)

The state vector of the system can be obtained from the Hamiltonian function as

C
0 D

α
t x(t) = ∂H(t, x(t), u(t), p(t))

∂p
(15)

The co-state vector can be obtained as

C
t D

α
t f p(t) = −∂H(t, x(t), u(t), p(t))

∂x
(16)

The optimal control can be obtained from the equation given below

∂H(t, x(t), u(t), p(t))

∂u
= 0 (17)

And the transversality condition is

p(t f ) = 0 (18)

After using these equations, the co-state equations are written below as

C
t D

α
t f p1 = −p1[δQ + (1 − u(t))γ1S + μ] − p2βQ

+ p4(δ + β)Q + p4(1 − u(t))γ2S,

C
t D

α
t f p2 = −p1δP − p2(βP + qnR + μ′)

− p3(θR + rqnR) + p4[(β + δ)P + θ1R],
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C
t D

α
t f p3 = −p2qnQ − p3(θQ + ξ − rqnQ) + p4θ1Q,

C
t D

α
t f p4 = −p1(1 − u(t))γ1P − p4(λ − (1 − u(t))γ2P) + 2BS (19)

The transversality condition is given as

pi (t f ) = 0, i = 1, 2, 3, 4. (20)

The expression for optimal control function is obtained from the Eqs. (12) and
(16) as

u∗(t) = PS(p4γ2 − p2γ1)

2A
(21)

After considering the boundedness of optimal control, the optimal control function
is written as

u∗(t) = min

{
max

{
PS(p4γ2 − p2γ1)

2A
, 0

}
, 1

}
(22)

When u∗(t) is used instead of u(t) in Eq. (6), then Eqs. (6) and (19) are able to
represent a FOCP. The system of optimality helps to constitute a two-point boundary
value problem (TPBVP) which includes a set of FDEs.

5 Simulation and Result

Here in this section the numerical simulation of the FOCP has been shown after
the FOCP is formulated from Euler–Lagrange optimality conditions. The parameter
values used in the simulation has been assumed after studying the literature. There are
several numerical as well as analytical methods present to approximate the solution
of FDEs. In this article, FOCP has been solved such a way that the state equations
have been solved in forward iteration and the co-state equations have been solved
in backward iteration. After approximation of all the FDEs the simulation has been
carried out through MATLAB platform.

For approximating the nonlinear FDEs.Grunwald–Letnikovmethod is usedwhich
is found in [25].

The numerical approximation formula for αth derivative at the point kh in the
sense of Grunwald–Letnikov is written as

(k− Lm
h )GL D

α
tk
f (t) ≈ 1

hα

k∑
j=0

(−1) j
(

α

j

)
f (tk− j ) (23)
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In this equation, Lm signifies the length of the memory and tk = kh,(k = 1, 2, ...)
h signifies the step of time–space of iteration and the binomial coefficients are signi-

fied by (−1) j
(

α

j

)
. Generally, the binomial coefficients are denoted by cα

j ( j =
0, 1, 2, ...) and found by the calculation given below as

cα
0 = 1,

cα
j =

(
1 − 1+α

j

)
cα
j−1

(24)

Consider a nonlinear FDE with initial condition has taken in terms of Grunwald–
Letnikov sense and written as

(
GL D

α
a+ f

)
(t) = g( f (t), t) (25)

This equation can be numerically approximated as

f (tk) = g( f (tk), tk)h
α −

k∑
j=1

cα
j f (tk− j ) (26)

The simulation has been carried out for the values of α lies between 0.7 and 1.
It is observed in Fig. 1, the behavioural pattern of the population of T-Cells,

Dendritic Cells, CD8+ T-Cells and Keratinocytes for different values of α, where
C
0 D

α
t signifies the left-sided Caputo fractional derivative, which is included in the

mathematical model of the disease Psoriasis. The values of α has been reduced
gradually such as 1, 0.9, 0.8 and 0.7 to observe the behaviour of the system. It has
been observed in the case of integer order system (i.e. α = 1) that the population
of T-Cell enhances gradually for the sake of its production, which is constant but it

Fig. 1 Population density of T-cell, Dendritic Cell, CD8+ T-cell and Keratinocytes for different
values of alpha
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has also been seen that when the value of α starts to reduce to 0.8, the population of
T-Cell has been reduced accordingly and at the same time it is able to reach more
quickly to the stable situation. But when α starts to reduce to 0.7, then the population
takes more time to reach its position which is stable. It has also been observed that
the population of Dendritic Cells is inversely proportional to α. They are able to
enhance correspondingly as the values of α are reduced. Population of Dendritic
Cells moves so fast to stable position when the value of α = 0.8 rather than 1 and
0.7. The population of CD8+ T-Cell as well as Keratinocyte also move to the stable
position when the value of α = 0.8.

It is observed in Fig. 2, (i.e. u(t)) is showed which signifies the effect of drug
as optimal control. It has been observed that for the values of α = 0.8, less drug is
required as compared to the case when the value of α = 1. It signifies when FOCP
is used instead of OCP, amount of drug required is less for controlling the disease
Psoriasis that has been studied under the perceptive of mathematical modelling to
control its spread.

It has been observed that a model made of ODE which is able to describe an
instantaneous process. The notion which is used to represent the instant is dependent
on the time scale which has been considered, on the other hand it has been seen that
FDE has the ability to represent the fading of memory which is largely dependent
on the range of. It has also been observed that such memories have the ability to
describe the present events with the collective information from the earlier events.
In the present study, FDEs have been used to show the impact of memory which
presents in most of the cell biological system. It has been seen that the model which
has been represented here using FDEs are the modified form of ODE model but
the effect of memory is characterized by the parameter of the model. It has been
seen that the system which has been represented by FDE has the ability to gain the
position of stability faster than its ODE model counterpart. Here the presence of
memory (α) plays a very crucial role to understand the effect of memory presents in
a cell biological system. The system is very sensitive to its parameters. It has been
observed that when the value of is reduced, then the system becomes more stable.
This article is all about the cell biological system which is having memory effect

Fig. 2 Effect of drug with time for different values of alpha
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and the disease Psoriasis is considered and it has been shown that the population of
Keratinocyte will be decreased after considering the value of 0.8 through the effect
of optimal drug dosing.

6 Conclusions

In this present work, the outcome is able to reveal that the memory effect of the cell is
capable of maintaining the overall stability of the whole cell biological system for a
long period of time. Thus it can be said that the activation of an intermediate memory
is more beneficial for regularizing the excess production of Keratinocyte quickly. So,
after regulating the memory of the cell, the cell biological system can be explored
more accurately. At the same time if the control therapeutic approach is introduced
with the help of optimal drug into the disease Psoriasis modelled as fractional order
system, the population of Keratinocyte can be reduced more effectively. Hence, it
can be said that FODE model helps in our understanding of the nature of the disease
Psoriasis more effectively rather than its ODE counterparts, which is also unable to
signify the effect of memory.
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Fault Detection in Floating PV System
Using DC Leakage Current

G. Srinivasa Murthy and Suryanarayana Gangolu

Abstract The usage of non-conventional energy sources are rapidly increasing due
to the shortage of conventional sources in which, the solar based energy has huge
demand among the non-conventional energy sources since it is cost-effective and
availability is high. Further, in recent trends of solar technology, the floating PV
systems which are placed on the water bodies by means of a floating mechanism in
which, the power is transferred from the panels to the inverter which is located at
the banks of the power house by using DC cables. The problem here is that, the DC
leakage current in the cables flows through its insulating material through ground,
and this is often known as DC leakage. The faults in the DC side as well as AC
side of the system may affect the DC leakage values. If these Leakage currents are
unnoticed then they may flow to the equipment like metallic structures, inverter and
may damage them in long term. The proposed algorithm utilizes these leakages to
find the faults in the system to prevent the equipment damage.

Keywords Floating PV panels · DC leakages · Trojan horse

1 Introduction

The solar energy is the most demanding energy resource due to it’s availability and
other factors like cost, maintenance, etc. To push it’s boundaries to further levels,
there have been developments like Roof top PV, Building Integrated PV, Floating
PhotoVoltaics (FPV), etc. Here, it is focused on the floating PV which are mounted
on the water bodies using floating mechanisms to save the land and utilise the solar
irradiance falling on the water bodies like Ponds, Lakes, other artificial water bodies
(man made) like Dams, etc. Since, there are a lot of advantages in using this FPV
system in power generation. Due to the presence of water below the PV panels, the
panel temperaturewill stay low and this effect can lead to increase in PV efficiency by
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Fig. 1 FPV system with various advantages and disadvantages

15% annually [1, 2]. But due to the presence of the leakage currents in PV systems,
i.e., the DC cable may exhibit some leakage currents during the power transfer from
PV modules to the inverter.

In most of the cases, these leakage currents are very less and can be in some
cases found negligible. But in ground mounted PV, the capacitive leakage currents
have major effect on the system and in Floating PV, the length of the DC cables
are more than the normal ground mounted or roof top mounted PV systems since
the inverter and PV modules are kept far apart from each other (Inverter is kept at
shore of the water bodies), therefore, there may be some effect of leakage currents
on the Floating PV systems also. The leakage currents due to capacitors can be
neglected in the Floating PV system because of galvanic isolation. It is also seen that
the FPV system is connected to the grid, the power from grid may have effect on the
FPV system during faults occurred in the grid system, since we preferred the grid
connected system due to it’s certain advantages compared to the Stand-alone FPV
system [3]. The cables used must be mechanically fit, robust and able to withstand
temperature changes of the water and also should be able to maintain the maximum
power of the system [4]. As mentioned in [5], the author used a technique where
the unattented DC leakages are treated as Trojan horse and used this in different
modelling techniques to find the excess leakage currents, if these are not solved or
not found during the fault conditions, there may be further damage to the inverter [6]
and other structure of the PV system due to the imbalance caused by the faults (such
as leakage currents) in the DC side of the system [7]. In general, the PV systems are
in-built with the protection devices which detect and clears the grounding faults, such
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devices are called as Ground Fault Detection and Interrupt (GFDI) device [8]. In [9],
it is mentioned that the faults in PV system may effect the PV power generation by
nearly 18.9%. During faults in AC side of the system, the transition of currents may
cause imbalance in the input (neutral wire) and output current (three phase wires)
of the inverter. Therefore, the formed imbalance will indicate the presence of faults
within the inverter as well as any ground faults (i.e., leakage currents) occurring in
the DC side of the system [4].

The general diagram depicting fault, advantages and disadvantages for this FPV
system [10] is shown in Fig. 1.

The PV modules in the simulink model is designed with Perturb and Observe
MPPT technique used with Boost converter to extract maximum power from the
FPV modules [11].

The inverter is designed as a three phase full bridge grid connected inverter. The
gate pulses for the inverter are generated using PWM generator, for which voltage
control mode is used. In this mode, different transformations are performed to the
voltages, i.e., in voltage and current transformation block, the three phase voltages
and currents are converted to dq0 form by using abc to alpha-beta and alpha-beta
to dq0 transformations. A PI controller is used in current controller block. To get
frequency from alpha-beta of voltage, a PLL block is used. From frequency and dq0
values from current controller block, three phase voltage reference is found in inverse
transformation block. The gate signals for the inverter block are generated using the
three phase voltage references in PWM generator block.

The main an objective of this paper is to find and clear the fault in the system
using the DC leakage in the cables. However, according to [12], we cannot detect
every type of fault in the PV system due to change in the fault impedance.

The remaining of the paper contains following sections

∗ DC Leakages in PV system
∗ Methodology of proposed scheme
∗ Flowchart of proposed scheme
∗ Setting of threshold limit
∗ Simulation results and Discussion
∗ Conclusion
∗ References.

2 DC Leakage Current in PV System

The leakage current in floating PV is defined as the flow of currents in non-ideal
materials of PVmodules, cables, other supporting structures. If the distance between
FPV modules and inverter increases, the leakage current will be more and it may
effect on the operation of the system. In Figs. 2 and 3 [7], the flow of leakage current
is shown with two different cases. In Fig. 2, the leakage current is passing through
the inverter via the ground. In Fig. 3, the leakage current is flows from the cable
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Fig. 2 DC leakage current through inverter

Fig. 3 DC leakage current through metallic pipes

to the inverter via metallic pipelines which results corrosion of the metallic pipes.
Hence, in this paper, the new methodology is proposed based on the calculation of
leakage current in the cable.

3 Methodology of Proposed Scheme

3.1 Normal Operating Condition

Table 1 shows all the necessary components in Figs. 4 and 5.
Figure 4 shows the FPV system in normal operating mode connected to the grid

via dc-dc boost converter, DC cables and inverter. Here, by measuring the input and
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Fig. 4 Grid connected floating PV source

Table 1 Nomenclature and their description

Parameters Description

VFPV Voltage from FPV modules

L

D Boost converter components

S

Cables DC cables from FPV to inverter

Ia, Ib Input and output currents of cables

Inverter 3-phase full bridge inverter

A Bus bar

If Fault at GRID

GRID AC grid connected system

output currents of the cable, the absolute value of difference of the both end currents
is calculated under the healthy and faulty conditions. By using the mean/average
value of the difference, a threshold value is set and compared with the value of every
cycle.

D = Ia − Ib (1)

Dabs = |D| (2)

Mean =
∑N

n=1 Dabsn

N
= M (3)

D is the difference between the cable input current Ia and output current Ib. Dabs is
the absolute value of the difference found in Eq. 1. N is the number of samples per
cycle. From Eq. 3, we checkM (Mean) value with threshold value for each cycle to
find the abnormality in the system.
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Fig. 5 Grid connected
floating PV source during
fault at grid/bus bar
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3.2 During Fault Condition

Figure 5 depicts the system with fault (LG, LLG, LLLG) in the AC side/Grid
system, the current difference calculated at the DC cables will intend to change.
Depending on the type of the fault the difference may vary since the circulating
currents from faults may affect the system [5], for every fault and fault impedances
the differencesmay not be equal to each other. Further, due to the faults in the grid/bus
bar the entire system may get affected since the PV is connected in series with the
grid [13].

4 Flowchart

1. The start of the algorithm.
2. Extract the input and output currents of DC cables.
3. Compute the Difference between the input and output currents.
4. Compute the absolute value of the Difference.
5. Calculate the mean of the Difference.
6. Further, the mean is compared with threshold value to find the fault as shown in

Fig. 6.

5 Setting of Threshold Limit

In normal operating condition of the system, themean/average value of the difference
between input and output current of the DC cable is computed and found 16.789mA,
in addition this threshold value is compared with the mean of difference between
input and output currents fromDC cable for every cycle. Therefore, with this inmind,
the above value is considered as the threshold value (16.789mA) for achieving better
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START

Extract I/p, O/p currents from DC cable

Computation of Difference between I/p, O/p currents

Compute absolute value of the Difference

Calculation of mean of the Difference, M

if M<Set value

Trip signal

YES

NO

Fig. 6 Flowchart depicting proposed scheme

results from the logic. Further, different type of faults are introduced into the system
at different cycle durations, for every condition the said threshold value is works
perfectly (Here each cycle comprises 200 samples).

6 Simulation Results

The proposed scheme is simulated on a grid connected Floating PV system as in
Fig. 5 and is modeled MATLAB/SIMULINK. In this 1Soltech 1STH-215-P module
composed of 40 parallel strings with 10 series connected modules per string, the
modules were introducedwith an illumination of 1000W/m2 PV capacity, the system
has open-circuit voltage of 36.3 V and short-circuit current of 7.84 A at 25 ◦C panel
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Fig. 7 Simulink model for validation of proposed system

temperature. Here, it is assumed that the Inverter is placed at a distance of 1 km (at
the banks of the water body) and the DC cable resistance is considered 340 MΩ

per km. The AC grid is modelled with 25 kV, 50 Hz, system. Figure 7 shows the
SIMULINK model for verification of proposed scheme.

It is observed that for different fault conditions, theDC leakage at cables is varying
differently. The change observed for faults in grid is that the leakage currents are
reducing in the cables orwe can say that during faults the leakage currents are flowing
from cables through the ground to the electrical devices(like inverter, other metallic
structures) as shown in Figs. 2 and 3 [7].

Figures 8, 9 and 10 shows the DC leakage wave forms of LG, LLG and LLLG
faults occurred in grid with fault at 0.1 s (6th cycle) and fault clearing at 0.15 s. The
related data are shown in below.

When LG fault (with a fault resistance of 70 Ω) occurs in the system as shown
in Fig. 8, there will be increase in leakage current flow to the ground, i.e., the value
at which they tend to cross the threshold value is observed to be 16.784 mA at 6th
cycle, which is close to the threshold value. After fault clearance they quickly reach
to the normal condition.

During LLG fault (with a fault resistance of 25 Ω) as shown Fig. 9, at 6th cycle
the value of the leakage current is found to be 15.923 mA. Even after the clearance
of the fault, the leakage current value reaches normal condition slowly, while staying
in the relay operating region.

When LLLG fault (with a fault resistance of 18Ω) take place as shown in Fig. 10,
the value for which the relay sends signal is measured to be 14.883 mA at 6th cycle.
As seen during LLG fault, the same phenomenon is observed in this case, i.e., the
value of leakage current stays for awhile even after the fault removal from the system.

The reason for continuous flow of the leakage current even after the fault is cleared
is due to the DC link voltage, i.e., whenever there is a fault in the grid, the dc-link
voltage increases in the following order: LL fault, LLG fault, and three phase fault.
After the fault clearance it decreases in reverse order. However, there is an exception
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Fig. 8 Leakage current waveform for LG fault

Fig. 9 Leakage current waveform for LLG fault

Table 2 Values of fault resistance Rf, mean M for different type of faults occurred in grid

Type of fault Rf Ω Mean M (mA)

Unsymmetric LG 70 16.784

LLG 25 15.923

Symmetric LLLG 18 14.883

for LG fault since the increase in dc link voltage is less (5–8V) and after fault removal
it goes back to its original value in less duration (0.05 s) [14].



188 G. Srinivasa Murthy and S. Gangolu

Fig. 10 Leakage current waveform for LLLG fault

Table 3 System parameters and their values

System parameters Description

DC cable resistance 340 MΩ/km

Grid voltage 25 kV

Input voltage 250–350 V

Output voltage 600 V

Rated power 100 kW

Switching frequency 5 kHz

Table 2 shows different faults and values at which trip signal is issued to the
protection devices. Where M is the mean Leakage current value at which the trip
signal is given to the protection devices.

7 Conclusions

From the above results, we can observe that when fault is at AC side, as the fault
resistance is increasing in different fault conditions, the mean of the difference (input
current—output current of the cables for every 200 samples) is also increases. From
the graphs, compared toLLGandLLLG faults, duringLG fault, the trip signal is close
to the threshold value, in other words LLG and LLLG faults effect the DC leakages
in cables more than the single line to ground fault. Based on the fault occurrence in
AC side, the proposed logic works perfectly. Whereas the drawback is that when the
fault is in DC side this logic will not work perfectly since the measuring devices at
the both ends of the cable will measure the high fault currents flowing through them
instead of leakage currents in the cables.
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The necessary parameter values (both system and boost converter) are mentioned
in Table 3. The cable length is taken as 1 km.
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Effect of Temperature and Substrate
Biasing of Titanium Thin Film
on Normal and Patterned Silicon Wafer

B. Rajagobalan and G. Meenakshi

Abstract Magnetron sputtering can be the most powerful and quick way to extend
multiple films. Changes can be made to operating parameters such as the substrate’s
pressure and temperature, physical characteristics, and film morphology. The ripple-
patterned base changed the evolution of the models as well, and this can be seen
through the numerous films that appeared in that case. Changing the orientation of
the substrate radically increases the frequency distribution causes the re-refining of
the films. Also, concerning this, we have done a research with the deposition of a
very thin titanium film on usual wafers in the annealing temperature and on substrate
distortion.

Keywords DC magnetron sputtering · X-ray diffraction · Scanning electron
microscopy

1 Introduction

Titanium, also known as the “SpaceMetal Era,” is a chemical elementwith the atomic
number 22. In addition to [as previously mentioned], it has a silver color. This metal,
named for theGreekmythological Titans, was found to be very strong and possessing
magical powers. Ti is the ninth-following mentioned above, of alum, and after that,
iron and magnesium, it is the fourth most common element on the Earth. In almost
every form of life and the world’s water, the oxygen is present. Until the late 1930s,
pure titanium was not manufactured in a commercial process due to its great affinity
for oxygen and nitrogen. In the early 1980s, Sponge titanium production already
exceeded 100,000 tons per year and was still steadily growing.

The weight power ratio of titanium is the higher. The strength is as heavy as steel,
but 45% lighter. The costs in stainless steel have been 1.3 times the price. Themodule

B. Rajagobalan (B)
Department of Physics (S&H), IFET College of Engineering, Villupuram, Tamil Nadu, India

G. Meenakshi
Department of Physics, Kanchi Mamunivar Centre for P.G. Studies, Puducherry, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
S. Suhag et al. (eds.), Control and Measurement Applications for Smart Grid,
Lecture Notes in Electrical Engineering 822,
https://doi.org/10.1007/978-981-16-7664-2_16

191

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-7664-2_16&domain=pdf
https://doi.org/10.1007/978-981-16-7664-2_16


192 B. Rajagobalan and G. Meenakshi

Fig. 1 BCC

Fig. 2 HCP

of steel is 55%. In most settings, including the human body, titanium is extremely
corrosion-resistant, even higher than that of stainless steel. Titanium has two simple
crystal structures [1] (Figs. 1 and 2).

1.1 Thin Film

Thin films vary on their thickness from solid materials. For the sake of simplicity,
“a thin film” is an atomic layer of material, or a single-layer of material with an
approximate thickness of one to five micrometers can be used. It is divided into two
types, namely thin and thick films.

A thin film represents a type of small dimension material produced through the
random nucleation and growth processes of atomically/ionically/molecular species
on a substrate, which are individually condensed/reacted.

Narayandass et al. [2] found that titanium (Ti) thin films with different cathode
strength have been deposited with DC magnetron sputtering under conventional
conditions. Ahmed et al. [3] showed that the titanium nitride (TiN) film deposi-
tion on the substrate of Si (100) using DC magnetron sputter technique has been
documented. Chawla et al. [4] displayed that titanium (Ti) thin films deposited in
glass substrate were characterized by XRD, SEM, and AFM in magnetron under
various deposition parameters. On silicon surfaces Xe+ bombardment, there are
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very few studies published, but the magnetron sputtering of Ar+ was less. Ponon
et al. [5] studied the material and electrical properties of reactively sputtered TiNx
following post-deposition annealing in an oxygen-free environment. As the nitrogen
flow rate increased during deposition, the as-deposited TiNx resistivity decreased.
Wang [6] suggested that Al and F co-doped ZnO thin films were deposited on glass
substrates at room temperature, 100, and 200 °C via radio frequencymagnetron sput-
tering using a 1.5 weight percent ZnF2 and 1 weight percent Al2O3 co-doped ZnO
target. Iqbal and Mohd-Yasin [7] determined that the film’s specific crystal orienta-
tions are determined by the ions’ landing kinetic energies and the adatoms’ surface
mobility. Arunachalam et al. [8] investigated that TiO2 Thin Zn-doped films have
been deposited by spray pyrolysis onto glass substrates. The uncontaminated TiO2

and doped films were polycrystal-like in nature with a tetragonal structure, which
was oriented preferentially along the (101) plane.

Ohtsuka et al. [9] studied the impact of surface morphology, crystalline quality,
and residual stress sputtering pressure on aluminum nitride (AlN) films deposited
with pulsed reacting DC at 823 K has been investigated on high quality c-plane
nitride sapphire substrates AlN thin layers. Wang et al. [10] demonstrated that using
DC-sputtering with the Al target, c-axis oriented aluminum nitride (AlN) films were
successfully deposited on glass substrateswithout the use of buffer layers.We investi-
gated the crystalline quality, deposition rate, surface morphology, and residual stress
of AlN films grown with various sputtering parameters.

According to Jiao et al. [11], their research employs two distinct approaches for
studying aluminum nitride (AlN) thin films via radiofrequency magnetron sputtering
in a water-cooled environment. After depositing Si onto the AlN films, this (or
another suitable substrate), the first goal is to explore how different types of Si
substrate interact with the film properties. The second part of the experiment will be
to determine the influence of RF power and N2 flow on AlN thin-sput sputtered-on-
SiO2. It varies with flow rate between N2 and Ar for expanded AlN, but the crystal
peak is formed at a maximum flow rate. How the deposition rate and structural
properties of AlN thin films are influenced by the substrate temperature, such as
preferred c-axis and surface structure, were evaluated by Jin et al.

Moreira et al. [12] investigated the effects ofAlN thin films formed viaDC reactive
magnetron sputtering with a range of sputtering forces and N2 concentrations. To
explore the influence of these parameters on structural andmorphological properties,
itwas necessary to study the effects. and themost promisingDCmagnetron sputtering
method is based on gasechanic aluminum deposition which is based on the use of
N2 and is suggested by them as being the most practical to use as reactive for films
is a DCM, this being said (50%). Following air oxidation, AlN films were mainly
formed by the AlN after a surface was exposed to the air, with a layer of a less-
coherent AlON thinning out on top. A more complete study has now been conducted
by Chiu et al. [13] on the case of the AlN thin film deposition on Pt electrodes using
RF sputtering, in which many in-depth measurements have been performed. While
all of these parameters significantly influenced the crystal orientation and texture of
the AlN films, they also had an effect on the strength, flow rate, N2 concentration, and
target distance. Venkataraj et al. [14] reported on the use of reactive DC magnetron
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sputtering to deposit aluminumnitride films onglass, Si (100), and graphite substrates
at varying nitrogen flow rates but maintaining the same overall strain (0.8 Pa). Unlike
oxide sputtering, the Al target does not exhibit significant hysteresis, as determined
by quartz crystal microbalance studies. Duquenne et al. [15] demonstrated the use of
reactivemagnetron sputtering to fabricate aluminumnitride films.Magnetic structure
has a significant impact on film production and origination selection. Two distinct
processes can be identified based on the magnetic structure. Second, when the AlN
films are scanned with a balanced magnetron, they exhibit a low tensile residual
tension, a small grain size, and an oxygen content of approximately 5%. Second,
without the need for substrate heating, AlN films with larger grain sizes in the 80–
100 nm range, a higher density, and a low oxygen content of less than 0.5% are
produced using an unbalanced magnetron.

Andreas et al. [16] determined that the scattering and diffraction of ion beams in
crystalline silicon indicates the presence of multiple ion species. When compared
with Ar+ ion, the dimensions of samples of different parameters like wave periods,
unstructured layer thickness, and altitude of the amplitude was improved. In this
respect, we agreed to research the effect of annealing temperature and substrate
biasing of the titanium thin film deposited on silicon wafers in normal and ripple-
patterned substrate.

2 Experimental Procedure

Nowadays, for thin-film repositories on metals, ceramics, and polymers, magnetrons
are commonly used. Sputtering themagnetron is one of the easiest options to generate
the requisite material for a fast thin film. Different types of magnetrons are available,
depending on the requirement. The present study is aimed at studying the planar
magnetron sputtering system. Profiling, pressure, and other plasma conditions of the
magnetron depend on the magnetron output. The majority of large coaters currently
use sputter deposition planar magnetrons. The planar magnetron current–voltage
properties are found to obey the relation

I = kvn (1)

where k denotes constant and n denotes exponential range between 3 and 15 [17,
18]. It is clear that the magnetic field (B) profile is an integral part of the planar
magnetrons’ output.

2.1 Normal Substrate

The samples are synthesized externally in a commercial way. Preparation of the
standard substrate clean and unscraper normal silicon (substrate), quantity-2, was
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Fig. 3 Target Ti (titanium)

held on the sample holder of the DC planar sputter in a shutter closed on top of the
sample stick. By locking the face lid using screws to prevent any kind of leakage,
the system was locked. With the aid of vacuum pumps, vacuum was created inside
the chamber, and water was also used to provide cooling for pumps. Our samples
can be oiled if cooling is not given, and the entire device is impaired. With the aid
of gauges attached to the device, the pressure was tested. Argon gas was injected
inside the chamber after 2–3 h of arrival with appropriate pressure, i.e., exceeding a
pressure of 5–6 × 10−5 mbar, and the flow was tested with the intake valve before
the pressure fluctuations came to an end, and it is getting persistent at 3× 10−3 mbar.
Following pressuremaintenance, theDCpower has been turned on by steadily raising
the voltage from 500 to 550 V, in which purple argon gas plasma can be visualized
from the glass chamber window.

The sputtering process of the negative target, i.e., titanium, commences deposition
as soon as plasma is produced. Shutter over the holder of the sample was exposed to
the silicon substrate, and time was noticed by stop watching for exposure to plasma
sputtering. The goal atoms thrown on a substrate (silicon) by the argon ions sputter
and form an atomic layer of titanium. After 14 min, the DC supply was stopped, so
that when thick titanium films were created, the sputtering process stopped, if more
were deposited. The system facial lid was opened after 1 h of a vacuum explosion,
and thin films were deposited on the sample of silicone using the tweezers from the
holder without scratching the surface and packaged into a suitable plastic container
and marked off.

The characterization of silicon samples can be done. The normal silicon substrate
is thus made. Fundamental parameters used for the magnetron sputtering process
were as follows; base pressure is 5.7×10−5 mbar, operated pressure is 3×10−3 mbar,
voltage is 550 V, current is 0.90 A, and time of deposition is 14 min (Figs. 3 and 4).

2.2 Ripple Patterned Substrate

Thepreparation of a ripple-patterned substrate is describedbelow.These ions produce
regular-periodic ripples with a source energy of 67° below the surface conductive
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Fig. 4 Si (silicon) substrate

anode are formed at a 500 eV (100 eV) source voltage on a Kaufman-type surface
area substrate. The original root mean square is less than 0.1 nm beneath the surface.
During the exposure to the sample is maintained at a constant temperature of 15 °C
and under working pressure of 2 × 10 to 4 bar. Then after the film was created,
the nanoparticles were deposited, they were used for post-exposure maintenance.
AFM non-contact for ripple patterned surface topography modules has been mainly
characterized for performance. Its Plasmon resonance has been observed in reflecting
spectroscopy and SEM-characterized nanoparticles.

Si (001) was grown using an in-depth explanation of the technique native-oxide-
covered rippled nanostructures in the Helmholtz-Zentrum Dresden-Rossendorf [1].
Concisely, the Si (001) nanoscale substrate was irradiated at room temperature at
a beam of 500 eV Arians aligned with an azimuth angle of 67°, at a nano-scale of
nano-scale period between ~20 and ~50 nm, and an amplitude of ~0.8 to ~1.5 nm,
determined by AFM; The range of fluences from ion was ~1016 cm-2 to ~1019 cm-2.
The error in the frequency of the AFM images was measured at ∓15% of the energy
spectral density. The as prepared patterned substrate is shown below with the same
basic parameters as shown in the above method. Two paths, one parallel and one
perpendicular, are selected for the ripple patterned substrate (Figs. 5 and 6).

3 Characterization

The following are explained and recorded in the following steps. A titanium film
prepared on silicon wafer in the standard and ripple pattern substrate.

3.1 XRD Analysis

Powder diffraction is a science of crystallographic, crystallite (grain size) and choice
polycrystalline or solid powder samples (XRD). The schematic diagram of powder
diffraction is shown in Fig. 7. Powder diffraction is used in a widespread way by
contrasting diffraction data with an ICDD database to classify unknown substances.
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Fig. 5 Cross-sectional TEM
image of rippled Si (001)

Fig. 6 Prepared ripple
patterned image

Fig. 7 Schematic diagram of powder diffraction
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It can also be employed to classify heterogeneous solid mixtures in order to
assess the relative abundance and structural information on unknown materials in
combination with grid refining methods such as Rietveld refining [19].

3.2 Scanning Electron Microscopy

Scanning electron microscopy (SEM) involves scanning the surface areas with a
pulsed electron beam in r-direction and performing high-energy sample staining
with a continuous-stripping, interrupted electrons in a raster pattern. Electrons come
into contactwith the sample generators, containing information about the topography,
composition, and other properties, such as electrical conductivity (Fig. 8).

In contrast with the perpendicular direction and normal substrate, the crystallite
size increases significantly in the parallel direction.

From these two contrasts, we can conclude that the ripple-patterned substrate
displays anisotropy as a result of the normal ripple templates in the substrate. SEM
analysis shows also that the deposited titanium thin film is condensed in a typical
substrate, while the very simple columnar growth structure is observed in ripple-
patterned substrate (Fig. 9).

Inorganic plastic films (that is, films not formed on polymers such as plastics
or metals) contrast with polymeric ones (plastic- and metal-based films). From the
information on Table 1 and visual appearance information, it can be concluded that
strain is released in annealing. Crystallite reduction pressure is decreasedwhen stress
is released. This helps increase the mobility of the film’s adatoms on the substrate
by increasing the substrate temperature.

Fig. 8 Schematic diagram
of scanning electron
microscope
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Fig. 9 Analysis of SEM in
normal and ripple pattern
substrate

Table 1 Parameters versus
slope

Parameters Slope (η)

Annealing—500 °C 1.8437

Annealing—300 °C 1.5787

−200 V biasing −7.1464

−50 V biasing 0.7060

Finally, the film made on a typical substrate is compared to a film with different
voltages. From Table 1, the strain is compressed at −200 V, resulting in crystallite
size reduction, and the bias at −50 V has lower impact on the strain. The strain is
released as the substrate is heated. We may assume, therefore, that the bias of the
substrate helps improve the film quality.

4 Results and Discussion

4.1 X-Ray Diffraction Analysis

The pattern of X-ray diffraction of titanium thin films grown on different substrates
is discussed below.

4.1.1 Effect of Annealing Temperature on XRD Spectra of Ti Film

XRDspectra of the titaniumfilmgrown at room temperature and at different substrate
temperatures like 300 and 500 °C is shown in Fig. 10a, b. The observed peaks with
its corresponding <hkl> values are compared with the normal substrate shown in
Fig. 10b.

The peaks are indicated by the JCPDS (ICDs#44-1294) standard software, which
confirms the titanium presence. As indicated in the following data, titanium films
(100), (002), (101), and (103) were observed to show preferred diffuse scattering
properties, which makes (110) rare titaniummore readily apparent at 45° and intense
peaks unlikely candidates for interpretation. Along with titanium peaks, planes of
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Fig. 10 a, b Intensity versus 2θ graphs of Ti films annealed at 300 and 500 °C temperatures

Silicon oxide peak (434) is also observed. One can clearly see the normal substrate
without annealed gives high intensity peak around (100) plane. However, the original
(100) subsidies and (101) appear as the desired orientation when the substrates are
renewed with some temperature. The peak shift due to the rise in the temperature of
the substrate increases orientation.

Even if we compare the graph, the peaks (101) and (110) observed at 500 °C
give better intensity than at 300 °C. This is because the higher substrate temperature
could facilitate the enhanced mobility of adatoms in the film surface and favored the
formation of orientation of grains. The slope shown in Table 1 also clearly tells us that
the normal substrate without annealed gives negative slope, whereas the substrate
with annealed gives positive slope, meaning that the strain is released as the substrate
is heated. Thus substrate temperature plays a key role in strain development. Thus,
we analyzed all our XRD data files using the origin graph and smoothed it. The
range is shown after smoothing in Fig. 10a, b. So, in the rest of the discussion, we
just showed smooth spectrums.

4.1.2 Effect of Substrate Biasing on XRD Spectra of Ti Film

The observed XRD spectra of the films prepared at a biased substrate of −50 and
−200 V with their corresponding <hkl> values are shown in Fig. 11a, b. XRD
spectra of normal substrate without biasing are shown in Fig. 11b. The ions which
are deposited by an elevated by a negative substrate bias and/energy provide a great
momentum to the atoms enough to improve crystallinity and support the growth of
thin-film growth both carry momentum and position anions. Strictly so, eliminating
all prejudices results in a better video image. Electric potential between the partial
layer and substrate, both produced by accelerating charges, results in expansions.
Bombarding the target creates a compact film and pushes molecules away from the
film that are not well connected. This can also be seen from Table 1 that the slope
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Fig. 11 a, b Intensity versus 2θ graphs of Ti film prepared at a substrate biasing of −50 and −
200 V

Table 2 Parameters versus
crystallite size

Parameters Crystallite size (nm)

Annealing—500 °C 24

Annealing—300 °C 30

−200 V biasing 8

−50 V biasing 25

has higher value with less substrate bias and vice versa. This clearly tells us lower
strain will have less crystallite size and higher strain will have more crystallite size.

In Table 2, the crystallite size of the deposited Ti thin film is shown in the range
8–25 nm, and thus the synthesized Titanium (Ti) thin film is nanostructured.

Looking at the graph, we conclude that the ripple substrate patterns are isotropic
because they have constant template ripple spacing. Normal growth also reveals the
abundance of the titanium thin film and the simple columnar structure, while the
columnar growth is decreasing.

A comparison was made between the film synthesis growth method on a normal
substrate and an annealed substrate. When the substrate is under strain, the normal
strain and annealed, they determine that they are entirely separate from each other.
The adatoms are effectively raised in temperature, and this allows for a broader
separation on the film surface.

Table 2 shows that the crystallite size is negatively affected at −200 V, and the
amorphous is also at −50 V, so we can assume that the substrate is neutral at this
voltage. Based on the assumptions on the substrate bias, we can understand that film
quality is enhanced by the formation of orientation of grains.
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4.2 XRD Spectra of Titanium Nitride

The XRD data values were taken from thesis “Nanostructured TitaniumNitride Thin
Film Deposition by Cylindrical Magnetron Sputtering” by Prerna Sharma at FCIPT,
Institute for Plasma Research, Gandhinagar. With the help of these XRD values, I
have calculated strain and crystallite size.

4.2.1 XRD Spectra of TiN for Various Pressures

The same set of experiments was performed to deposit titanium nitride on normal
sample under various pressures. As mentioned earlier to find the crystallite size and
slope, we have to analyze the XRD spectrum. After analyzing the spectra the final
form of the graph is Fig. 12a, b.

Tables 3 and 4 show the deposited TiN thin film for different pressure in normal
substrate, and so, TiN thin, synthesized film, with a nanostructure, shows the XRD
analysis. The crystallite size ranges from 38 to 120 nm.
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Fig. 12 a Strain versus pressure values. b Crystallite size versus pressure values

Table 3 Pressure versus
crystallite size

Pressure values (sccm) Crystallite size (nm)

0 57

0.5 60

1 62

1.5 38

2 120

2.5 38

3 38
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Table 4 Pressure versus
slope

Pressure values (sccm) Slope (η)

0 11.7425

0.5 −0.5086

1 0.2699

1.5 −0.9159

2 5.1959

2.5 1.3264

3 1.1786

Table 3 and the graph indicate that the strain is decreased with increase in crys-
tallite size. This is because the rate of formation of TiN depends on the amount of Ti
atom being sputtered from the target and the rate at which they get nitride by reacting
with nitrogen. Thickness of the film is decreasing with increase in nitrogen flow.

4.2.2 XRD Spectra of TiN for Different Biasing Voltages

The same set of experiments was performed to deposit titanium nitride on normal
sample under different voltages. The final form of the analyzed XRD graph is shown
in Fig. 13a, b.

The deposited TiN thin film on normal substrate for various biasing voltages
is shown in Tables 5 and 6, respectively. Therefore, the synthesized TiN thin film
displays the nanostructure in the range of 27–44 nm, represented by XRD analysis.

Deposition of pure titanium on normal silicon on biasing the substrate has effect
from lower voltage to higher voltage. That is, the substrate biased at lower voltage
has less strain and vice versa.
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Table 5 Table showing
biasing voltage versus
crystallite size

Biasing voltage (V) Crystallite size (nm)

0 44

20 36

40 27

60 32

80 30

Table 6 Biasing voltage
versus slope

Biasing voltage (V) Slope (η)

0 −0.1641

20 −1.9385

40 −1.4135

60 −1.6436

80 −1.9288

In case of deposition of titaniumnitride on the same sample have no effect, itmeans
that the strain is compressed and the crystallite size become less as we increase the
biasing voltage from 0 to 80 V.

The reason may be the nitrogen content in the film. Higher substrate bias values
contribute to coarse grains and cell dislocation limits and thus less coating hard-
ness. For better coating properties, an optimal value of substrate distortion is there-
fore needed. Thickness of the thin film is decreasing at higher substrate bias values
which can be attributed to re-sputtering mechanism of the growing film. The crys-
tallite dimensions and strain are shown for different parameters in Tables 5 and 6,
respectively.

4.3 Scanning Electron Microscopy Analysis

Figure 14a, b shows titanium (Ti) surface morphology studies on the SEM silicon
(Si) substrate (LEO—430VP) for various parameters.

Surface morphology analysis of the silicon substrate with SEM shows that the
film has inhomogenic growth, as shown in Fig. 14a. The growth is approximately
350 nm in size. It looks as though the surface of the specimen is thick and very silver.
The picture shown nearby shows the growth of the film clearly.

In contrast with ripple patterned substrate, the growth of a regular substrate is
achieved. We can clearly see that in normal substrates growth is greater than any
other substrate.

Figure 14b shows the SEM growth of titanium (Ti) on silicon (Si) in normal
substrate at 300 °C. The size of the range lays around 300 nm. When compared to
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Fig. 14 a SEM image growth—normal substrate. b SEM image growth at 300 °C. c SEM image
growth at −200 V
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normal substrate, the thickness of the film is decreased, but the quality of the film is
increased as we heat the substrate.

Figure 14c shows the SEM growth of Ti on Si biased at −200 V. The size of the
range lies in the range of around 300 nm. If we look into the strain measurement,
the strain is compressed with less crystallite size when compared to normal substrate
without biasing.

5 Conclusion

To study the physical aspects of plasma coated material is an excellent research work
which has been carried out by scientist for the past 50 years. The earlier scientists
who were working in this field faced an exceedingly difficult problem. The paths
followed were torturous indeed the amount of effort expended by generation of
brilliant scientist was considerable. Because of these scientist’ efforts, one could
able to continue the experimental study in the field. Hence, the author got interest in
this field, did research work and got fruitful results with necessary support.

The most effective and rapid way to grow different films is through magnetron
sputtering. There is a possibility to adjust operating parameters such as pressure and
temperature of the sheet, and physical characteristics of the film. Patterns in substrate
often change the growth of films as seen. The substrate’s major bias contributes
to the film being re-sputtered. Thinner film in a certain parameter was therefore
observed. Crystallographic orientation is enhanced by annealing the substrate. In the
XRD-spectrum, this film was seen.

Ripple patterned substrate strain can be calculated for annealed film growth There
are ways to bias the filmmeasurement on the ripple-patterned substrate. It is possible
to obtain a cross-section from the film grown on ripple-patterned-developed plastic of
the high-atomica microtome. X-Ray diffraction spectrum measurements in various
azimuthal angles in order to learn about thefilm-patterned-substrate anisotropy strain.
The presence of ripple patterned substrate has to be checked after the removal of
conduction of atomic force microscopy on the ripple patterned substrate.
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tial in Malaysia to reaffirm the electricity consumption measurement is accurate and
does not lead to any kind of inaccuracy in themeasured electricity consumption.With
that, looking at the smart electric meter advancement, consumers should be happy
that their residential is equipped with such a great technology, but some have shown
unhappiness due to increase in their actual monthly measured electricity consump-
tion. Many consumers complained that there was an increment in their electricity
billing after the conventional electric meter replacements. Hence, the consumers
lodged reports to the authority which encouraged the energy provider to investigate
on the raised issue. An investigation report was presented, and the report explains that
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Keywords Smart electric meter · Internet of Things meter application · Internet of
Things electricity consumption

1 Introduction

This paper describes about the proposed Internet of things-based electric moni-
toring system for smart electric meter application which is a supporting device that
provides information that can be checked with the actual monthly electricity bill that
is provided by the respective energy provider. This system is proposed as currently
smart electric meters are being progressively installed at individual residential in
Malaysia to reaffirm the electricity consumption measurement is accurate and does
not lead to any kind of inaccuracy in the measured electricity consumption. With
that, looking at the smart electric meter advancement, consumers should be happy
that their residential is equipped with such a great technology, but some have shown
unhappiness due to increase in their actual monthly measured electricity consump-
tion. Many consumers complained that there was an increment in their electricity
billing after the conventional electric meter replacements. Hence, the consumers
lodged reports to the authority which encouraged the energy provider to investigate
on the raised issue. An investigation report was presented, and the report explains that
the installed smart electric meters have no faulty and inaccuracy in performing the
electricity consumption reading, but it sparks the unhappiness among the consumers.
Looking into this aspect and to allow the consumers to self-monitor their electricity
consumption, an Internet of things-based electric monitoring system for smart elec-
tric meter application is proposed. This system is developed to real-timemeasure and
monitor the electricity consumption aswell as to provide a secondary consumed elec-
tricity information check with the actual monthly power usage bill from the energy
provider.

2 Literature Review

Implementation and installation of Internet of things smart electric meter has become
the focus and received attention over the years [1]. The installation of the Internet of
things smart electric meter into houses has drastically increased due to the urbaniza-
tion as well as to improve the sustainability, man power effectiveness, smart gover-
nance [2], and quality of data reading as well as measurement [3]. Research on
Internet of things developed and implementation of smart electric meters such as
[4–8] have been developed and implemented widely which especially tackles the
user concern, reduces the human error, and provides effective energy consump-
tion monitoring. Looking at the advantages of developing and implementation of
Internet of things smart electric meters, the presented research does not mention the
implementation of these smart electric meters from the user’s perspective especially



IoT-Based Electric Monitoring System … 211

providing the quality of read consumed electricity data. Hence, the proposed Internet
of things-based electric monitoring system for smart electric meter application has
been developed and implemented into local houses to look into issues such as [9,
10]. The issues that were raised by the consumers when the smart electric meters
were installed were the electricity billing cost started to increase, and this gave the
negative impression about the benefits of installing the smart electric meters into
houses. Therefore, in the following section, the development and implementation
of the proposed Internet of things-based electric monitoring system for smart elec-
tric meter application is developed to be used as secondary device to measure and
record the consumed electricity which later can be used to validate the actual received
electricity bill from the electricity provider.

3 Methodology

This paper describes the method to monitor the electric consumption registered by
AMR enabled energy meter in real-time using SCT-013-000 YHDC 100 A non-
invasive alternating current (AC) sensor split core type current transformer (CT). This
type of sensing current method using the principle of converting the primary current
measured to secondary current according to turn ratio. As electric meters are owned
by the utility/energy provider company which prohibited from any modification or
tampered. This type of CT sensor is used to build-up with primary winding, magnetic
core and secondary winding which allow to sense various range of current pass
through the hole of current sensor to compute the electrical consumption. Moreover,
the computed consumed electricity data is uploaded via internet onMySQL database
as the cloud storage to store information according to date and time, current, power
and house id.

3.1 Overview of Proposed Project

Figure 1 shows the proposed IoT based electric monitoring system for smart electric
meter application for smart electric meter that is developed using power electronic
devices. This can be categorized into three (3) partswhich ismeasurement unit known
as the smart electric meter, processing unit and management unit.

Themeasurement part is designed to obtain the analog data from the power supply
line of smart electric meter. The front-end power measurement system processes the
data by read input and calculate the pulse receive from the smart electric meter. A
management data at the back-end known as storage system is used to record and
stored the data output of consumed electricity into the cloud storage from front-end
power measurement system. The recorded data is transferred wirelessly from the
integrated microcontroller. The website application which is known as dashboard is
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Fig. 1 Overview of proposed Internet of Things based monitoring system for smart meter
application for smart electric meters

developed in order to allow the consumers or users to access the information on the
consumed electricity and billing information.

3.2 Energy Measurement

In this project, the current sensor is used to measure and sense the current flow from
installed smart electric meters. This type of sensor known as split core current trans-
former which responding to the magnetic field around a current carrying conductor.
A signal sensor circuit is build-up to design the circuit element such as burden resistor
and capacitor to carry the output signal of current transformer (CT). Since micro-
controller un-build with General Purpose Input–Output (GPIO) analog input pin, the
output of signal circuit is fed to an Analog to Digital Conversion (ADC) module.
Then, analog current signal from the power supply is convert to digital form by
integration of ADC as shown in Fig. 2.

Fig. 2 Energy measurement system
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3.3 Power Measurement and Recording System

Anembedded code in Python Programmingwhich iswritten to conductmeasurement
at the front-end is upload into Raspberry Pi Zero Wireless (RPW0). The process of
measurement is shown in the flow chart shown in Fig. 3. Data signal is processed
after is received from the ADC module which convert signal from analog to digital
input. Firstly, RPW0 collects the input signal from ADC module once it is powered
up. Data signal is converted into higher resolution of using the 16-bit conversion.
The formula to gain power consumption in kWh is then implemented. Data input is
display on LCDDisplay that include current and power consumption for every usage.
After that data input is recorded into google sheet as a backup data recorded if the
connection to database is failed or unstable. The data is updated every 1 s according
to interval setting on RPW0. The explained work and operation occur completely in
the RPW0, respectively.

Fig. 3 Flow chart of
front-end power
measurement
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Theflowchart of back-end stored system is shown inFig. 4which consist of several
parts which is front-end system, database and website application as dashboard.
Every part mainly records the data input and send through the connection via the
database. Firstly, the data input from the front-end measurement system is send and
stored into database simultaneously. The provided input data is insert to database at
every 1 s which the RPW0 sends the data to a simple PHP script. This script connects
to the MySQL database and stores the received data in the database.

Meanwhile, the database will insert the input data into the website in real-time
and update the data at every 1 s. The website will show all the data input from the
database in every update. Lastly, the current and power data are recorded into history
website for consumers or users view.

Fig. 4 Flow chart of
back-end stored system
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Fig. 5 Constructed IoT based monitoring system for smart meter application

4 Result and Discussion

4.1 Hardware Implementation

Figure 5 shows the completely constructed IoT based electric monitoring system for
smart electric meter application. The proposed system shows the accuracy of the
collected data at the LCD display. As the data collect, the current and power display
show in two decimal places to give an accurate reading measurement of the system
proposed. Reading data from the system to keep updating at every 1 s as this to allow
the system to provide a real-time data of the measurement. The obtained result from
the front-end system is uploaded into the back-end system in the database to store
the read data and present the data at the website according to real-time data.

4.2 Website

Though the readings transfer from the RPW0 including current (A) and power (kWh)
can be displayed in tabular form in the browser, for having a better view of the pattern
of power consumption. Initially, the measurement of reading data from the front-end
system is stored in the MySQL database server via internet. This communication
establishes through sending the data to a simple PHP script. This script connects to
the MySQL database and stores the data in the database. RPW0 upload the power
consumption in unit of kWh into MySQL database every seconds. The latest data in
the database is calledwhenever the user open thewebsite. As the result, the latest data
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is shown in website in real-time according to collecting data of MySQL database.
The real-time data from raspberry pi is shown through website referring to Fig. 6.
The current and power in kW/h will keep updating if there is an increasing of power
consumption in every usage.

The reading data stored inMySQLdatabase can be shown inwebsitewhich known
as data logging. Figure 7 shows the data logging from MySQL database. This page
available for the user to set the start date and end date to shows the information

Fig. 6 Real-time current and power details

Fig. 7 Real-time smart energy meter data logging
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Fig. 8 Real-time billing details

of measuring current and power in kWh from MySQL database. Hence, data of
current and power will show accurately according to period time selected by user
from database.

Figure 8 shows the billing details which can be set according to user demand
using date in calendar. It will show the total power in kWh and billing payment must
be paid. For example, the set date is start on January 01, 2020 and end on January
31, 2020. The total of power consumption is 514 kWh and total bills is RM 187.42
according to the period set by user.
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Numerical Approximation
of Performance of Pneumatic Artificial
Muscles with Change in Altitude

Bitopan Das, Polash Pratim Dutta, and Partha Pratim Dutta

Abstract Pneumatic artificial muscles have gained popularity because of their
lightweight nature, high force to weight ratio and several other advantages. As a
result, they have seen applications in robotics, prosthetics and morphing aircrafts.
However, the performance of PAMs are dependent on the operating pressure and
muscle contraction. Prosthetic and robotic muscles using PAMs which are intended
for use in different environment conditions like high altitudes might see a variation
in their performance. This paper aims to understand the effects of the altitude of
operation on the pulling force exerted by pneumatic artificial muscles. A numerical
approximation of the static characteristics of PAMs with respect to altitude is done
using software tools and the variations of force with changes in altitude are plotted
and analysed.

Keywords Pneumatic artificial muscles · McKibben muscles · Altitude

1 Introduction

1.1 Pneumatic Artificial Muscles

Pneumatic artificial muscles (PAMs) are a relatively new type of actuators. PAMs
have gained interest in the recent times primarily because of the fact that they are light
weight, have a high force to weight ratio and are flexible. McKibben muscles which
are the most widely used PAMswere invented in the 1950s by a physicist, McKibben
[1]. But at that time, they did not appeal as serious contenders in the search for new
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actuationmethods asmaterial technology put limitations on their performance. In the
1980s, the Bridgestone Companymade the Rubbertuator, aMcKibbenmuscle which
was intended for use in painting applications. Since then, researchers have started
considering PAMs as a capable new actuation method. These lightweight actuators
have found applications in robotics, prosthetics and industrial applications [2, 3].
Recently, they have also garnered interest for potential use in morphing aircrafts
[4–7].

A lot of PAMactuated robots andprosthetics are beingproposed for use in different
environments owing to several advantages other than its lightweight nature like ease
of control and operation, moderate actuation pressure ranges, high tolerance against
misalignment and impulse loading [2]. Also, PAMs have low impacts on the environ-
ment and are virtually hazard-free [5, 8, 9]. However, PAMs are very much pressure
sensitive and the environment, especially the altitude may impact the performance
of PAMs which in turn could affect the output otherwise desired. This would partic-
ularly be an issue if rescue and surveillance robots using PAM actuators [10] and
people using PAM actuated prosthetics have to operate or commute through a range
of altitudes. Works focusing on this aspect of altitude effects on PAM performance
have not been done in literature yet. This paper aims to understand the variation in the
performance of PAMs with changes in altitude by using a static model. A numerical
approximation is performed on PAMs manufactured by FESTO which is the most
recommended PAM manufacturer in the market [11].

1.2 Static Modelling of McKibben Muscles

McKibben muscles consist of an elastic bladder and a non-extensible braided shell
which is sealed at both ends with an air fitting on one end to allow for pressurization
of the muscle through inflation. When the muscle is inflated, the elastic bladder,
which is typically latex, expands, pushing against the walls of the outer shell. In an
unloaded state, as the bladder gets inflated, the volume of themuscle starts increasing
and then stops at a certain point because of the non-extensible nature of the shell:
this is the maximum volume of the muscle. The increase in the volume results in its
length to decrease, effectively providing a contraction similar to biological muscles
while the tensile force of the braided shell leads to the pulling force on the other end
[12]. Much like biological muscles, PAMs exhibit non-linear behaviour [13]. The
non-linear behaviour in PAMs is due to the compressibility of air and the properties
of materials used [14, 15].

Chou and Hannaford [16] showed that the relation between tension, length and
pressure can be produced by following a virtual work method. The work input upon
inflation of the muscle can be expressed as the pressure applied which changes the
volume of the PAM, i.e.

dWin = (P − P0)dV
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Fig. 1 Geometry of
McKibben muscles. θ is the
braid angle with n turns of
the thread; the total thread
length is b. The triangle
shows the correlation
between braid angle θ,
diameter D, number of turns
of the thread n and total
thread length b

= P ′dV (1)

Here, P0 is the ambient pressure, P is the absolute internal pressure, dV is the
change in volume and P

′
is P − P0, i.e. the pressure differential. This work is

equivalent to the work done by the muscle in pulling a load with force F through a
distance dl [8]. Therefore,

P ′dV = −F · dl (2a)

F = −P ′dV/dl (2b)

Assuming that the muscle is cylindrical initially, it can be shown that

F = (
2 · π · r · l · P ′) · dr/dL−(

π · r2 · P ′) (3)

where (2·π ·r·l·P
′
)·dr/dl is the radial component of the force and (π ·r2·P

′
) is the axial

component of the force (Fig. 1).
The initial radius, initial braid angle and the initial (resting) length of the PAM

are r0, α0 and l0, respectively. When inflated, there occurs reorientation of the braid
angle. From Fig. 1, it can be seen that l/l0 = cosα/cosα0 and r/r0 = sinα/sinα0. A
correlation can be established between r and l as

r = r0 ·
√
1 − cos2 α

sin α0
= r0 ·

√

1 −
(
cosα · l

l0

)2

sin α0
(4)

Using the force equation (Eq. 3) and the expression from dr
dl , F can be expressed

as

F = π · r20 · P ′ ·
(

3

tan2 α0
· l

2

l20
− 1

sin2 α0

)
(5a)
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If we take a = 3
tan2 α0

, b = 1
sin2 α0

and k = l0−l
l0

, F can be expressed as a function of

P
′
and k as [17]

F
(
P ′, k

) = (
π · r20

) · P ′ · (
a · (1−k)2−b

)
(5b)

Equation 5b assumes that the maximum contraction is same for different values of
pressure, but this assumption does not yield results in accordancewith experimentally
obtained results [18]. A correction function ε(P

′
) is therefore added to adjust to the

correlation between P
′
and k. Although this modified equation works well for larger

values of pressures, there are disparities seen between theoretical and model forces
at lower pressures. For this reason, a function μ(k) is added which is correlated with
k [19]. The final modified equation for force then becomes

F
(
P ′, k

) = μ(k) · (π · r20 ) · P ′ ·
(
a · (

1−ε(P ′)k
)2−b

)
(5c)

where

μ(k) = ak · e−k·ck − bk (6)

ε(p) = aε · e−p − bε (7)

This model has been worked on and perfected by numerous previous works.

2 Numerical Approximation of Force Characteristics
with Respect to Change in Altitude

Using Eq. 5c, the variation of force with the change in pressure can be calculated.
For this, ak , bk , ck , aε and bε need to be found. The static characteristics of models
of PAMs manufactured by the company FESTO, which is the most trusted PAM
manufacturer in the market, are used. By using the least square curve fitting method
in MATLAB, ak , bk , ck , aε and bε for each of the muscles are calculated [20, 21]. A
flowchart of the procedure is given below:

A look at the variation of force with contraction for the static characteristics of
the FESTO muscles shows that for all the DMSP models starting from the DMSP-
10 series, the maximum operating contraction is about 25% [11]. The maximum
operating pressure for the DMSP-10-100N is 8 bar, whereas for the DMSP-20-
200N and DMSP-40-400N, it is 6 bar. Within the permissible operating range, the
maximum force which occurs at 0% contraction for each muscle is about 630 N for
the DMSP-10-100N, 1500 N for the DMSP-20-200N and 6000 N for the DMSP-40-
400N. As suggested in the operating instructions, the maximum pressure values for
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Fig. 2 Flowchart of the
procedure

each muscle will be considered for the static modelling as deviations from ambient
conditions can then be made up for.

Now, the changes in the force of the muscles with the change in altitude have
to be calculated. With an increase in altitude the ambient pressure decreases. The
maximum contraction for the muscles is 25% in each case for safe and efficient
operation of the muscles. The value of the initial diameter (r0) is 10 mm for DMSP-
10-100N and DMSP-10-250N; 20 mm for DMSP-20-200N and DMSP-20-400N;
40 mm for DMSP-40-200N and DMSP-40-400N. The initial braid angle (α0) is
36.67° for each muscle.

To find the coefficients ak , bk , ck , aε and bε in each case, the least square curve
fitting method in MATLAB is used [19]. The least squares method is a procedure for
approximating a curve with the best fit for a given set of data points which is done
by minimizing the square of the residuals.

The values of a and b for each muscle are 5.4 and 2.8, respectively. Using the plot
function in MATLAB, the changes in force with altitude for each of the PAMs are
plotted.
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3 Results

For the initial static modelling, data at the maximum permissible operating pressure
are used to reduce deviations. The range of altitude taken for each muscle is from 0
to 5000 m.

In the DMSP-10-100N, the force is the highest at the surface at 630 N which
drops in a non-linear way with increasing altitude. At about 1750 m, the value of the
force drops to half of that on the surface (Fig. 3).

In the DMSP-10-250N, the maximum value of the force is 480 N which is at the
surface and then drops until it becomes zero beyond 4000 m (Fig. 4).

In the DMSP-20-200N, the force is maximum at zero altitude which is about
1500 N and then it drops in a non-linear way; reaching half its maximum value at
2220 m (Fig. 5).

The DMSP-20-400N, like all the previous PAMs has a maximum value of the
force at the surface which undergoes a non-linear drop in value (Fig. 6).

In theDMSP-40-200N, the peak force is at the surfacewith the value being 5200N
after which it drops (Fig. 7).

In the DMSP-40-400N too, the peak force is at the surface which is about 6000 N;
which at 5000 m drops to about 1000 N (Fig. 8).

Fig. 3 Plot of force versus altitude for DMSP-10-100N
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Fig. 4 Plot of force versus altitude for DMSP-10-250N

Fig. 5 Plot of force versus altitude for DMSP-20-200N
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Fig. 6 Plot of force versus altitude for DMSP-20-400N

Fig. 7 Plot of force versus altitude for DMSP-40-200N



Numerical Approximation of Performance of Pneumatic … 227

Fig. 8 Plot of force versus altitude for DMSP-40-400N

4 Conclusion

From the plots of force versus altitude for each of the muscles: DMSP-10-100N,
DMSP-10-250N, DMSP-20-200N, DMSP-20-400N, DMSP-40-200N and DMSP-
40-400N, it can be seen that the pulling force exerted by these muscles are at their
maximum at the surface, i.e. at zero altitude. As the altitude increases, the force
decreases. This is the effect of the overall drop in the atmospheric pressure with
increase in altitude.

The numerical approximation of the force dependence of the FESTO McKibben
muscles on altitude shows that the atmospheric pressure drops with an increase in
altitude and as can be seen from Eq. 1, P0 decreases when P

′
decreases. This study is

a static analysis and the results show that with increasing altitude, the force exerted by
a PAMwill drop in a non-linearmanner. This implies that PAMs used as actuators in a
device will exert less force than intended at higher altitudes. This could lead to a loss
of desirable control over such devices. For the force to be kept constant as desired,
P

′
needs to be maintained at a constant value. Since P0 cannot be manipulated, the

absolute internal pressure has to be adjusted to keep P
′
constant, i.e. the pneumatic

power source has to provide the extra pressure required to keep P
′
at a constant value.
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Variable Selection Technique for Solar
Global Irradiance Prediction

Isha Arora, Tarlochan Kaur, and Jaimala Gambhir

Abstract Sun’s energy is variable and intermittent by nature and has straight influ-
ence on output yielded by photo voltaic (PV) systems. Solar global irradiance predic-
tion is crucial for conducting various research projects in emerging field of renewable
energy sources (RESs). Selecting the most significant input variables that influence
the solar irradiance prediction is important as it can reduce computational time and
burden, enhance the prediction accuracy, increase the convergence speed and simplify
the structure of the model. This work has been aimed at finding input variables that
affect the prediction of solar global irradiance the most based on backward elimi-
nation technique integrated with Pearson correlation coefficient approach. 14 input
variables—3 geographical variables, 9 meteorological and 2 calendar variables have
been considered for the analysis. Feed forward neural network (FFD) technique has
been trained on 25 different climatic regions of India and has been used to predict irra-
diance for Chandigarh, India. The proposed approach has yielded that surface pres-
sure (SP), wind speed (WS), year (Y) are the most insignificant variables, whereas
Clearness Index (CI), maximum temperature (MaT) are most influential ones.

Keywords Error · Meteorological parameters · Prediction · Solar irradiance

1 Introduction

The conventional fossil fuels have been utilized over many decades to meet world-
wide energy demand and are swiftly depleting due to ever growing need of electric
energy for domestic, industrial and commercial needs [1]. For commercialization,
urbanization, economic development and improving living standard of any nation,
energy is quite crucial component. The shift towards RESs has been witnessed in
recent years as fossils are not only on the edge of exhaustion but are also a major
contribution towards environmental pollution, global warming and dangerous green-
house gases emissions [2]. Government policies, subsidies, advancement in RES
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technology and efficiency and need of sustainable future have also promoted to the
shift towards RESs and development of various research activities in the field of
renewable technologies [3].

Renewable energy is the energy extracted from naturally existing sources that can
be replenished such as solar energy, wind energy, tidal energy, biomass energy and
geothermal energy. Prime advantage of RES are no carbon emissions, no associated
fuel cost, hence, resulting in substantial fuel costs.

Solar insolation received at the Earth’s upper atmosphere is around 174,000 TW.
The amount of Sun’s energy received by Earth’s surface each hour is ample to satisfy
electricity requirements of the entire population over complete year [4].

India comes off to be a tropical nation with more than 300 sunny days per year,
has massive solar energy prospect, as it lies north to the Equator, between 8° 4′ and
37° 6′ N latitude and 68° 7′ and 98° 5′ E longitude. With its population growing
swiftly, there exists huge need of energy to meet the load demand. As of November
2020, 38% of India’s installed electrical power generation capacity 136 GW out of
373 GW, is met by RESs [5]. About 5000 trillion kWh per year energy is incident
over India’s surface with major areas receiving 4–7 kWh/m2-day, and can reach up
to 7.5 kWh/m2-day, in northern parts in the month of May [6, 7]. Solar-installed
capacity of India has reached 35,739 MW as of June 2020 as quoted in “Solar power
in India” [8].

PV system is one of the rapidly emerging clean and green energy producing
substitutes. PV system is devoid of any moving parts; therefore, they need less of
maintenance and provide long period service. They are simpler in construction, can
workwell as standalone or islanded systems. PV systems can generate power ranging
from the levels of micro to mega [9].

Solar radiation intensity is dependent on climatic attributes (local meteorological
conditions, clouds, humidity and precipitation), and location specific conditions, has
inherent variability and volatility and seasonal changes in energy generation. The
performance of panels depends significantly on climatic conditions, optimal and
geometric properties, time of use, geographical location, orientation, tilt angle etc.
So, there are numerous issues that affect the power output available from panels.

There exist various difficulties in integration of RES with grid. Due to the inter-
mittent and uncertain character of the resource, it becomes difficult to strike the
balance between generated PV power and the load demand. Solar power prediction
is described as more economically efficient and more reliable way out for managing
renewable and distributed energy resources [10, 11].

Poor prediction of solar power output can be worrisome and a setback for large
scalePVplant ownerswhen takingpart in power tradingmarkets can also lead tofiscal
penalties and hence, more grid integration costs and poor economic decisions due to
forecasting errors [12]. So, it is vital to have forecasting models with reasonably high
accuracy over differing time horizons to decrease uncertainty in renewable energy
and to improve economical profits.

Weather parameters such as temperature, solar irradiance greatly affect the power
produced by PV panels. The amount of solar radiation striking the Earth’s surface
can be measured by installing various devices such as pyrheliometer, pyranometer,
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photoelectric sunshine recorder and quantum sensors. with the data logging system.
It is not possible to employ these measuring devices at every site, at residential or
small-scaled commercial consumers because of various economic restraints, and/or
technical factors (maintenance and calibration of device being the crucial ones), that
gives rise to inconvenience in solar radiation data accessibility for major section of
the world. Forecasting of solar radiation intensity in remote, distant and alienated
areas has been regarded as tedious task due to no meteorological stations installed
in these regions. Solar radiation prediction has garnered interest lately due to its
utilization in various RESs integrated researches and applications [13, 14].

The first step of forecasting PV power is to find out amount of solar irradiance on
the surface of Earth. Nonlinear relation can be developed between PV power output
and solar irradiance.

Recent methodologies in field of prediction includes application of artificial
learning algorithms which can be employed on vastly varying time horizons that
comprises of artificial neural network (ANN), fuzzy model, support vector regres-
sion (SVR), decision trees, etc. [15]. A convolutional NN model has been used to
forecast 5–20 min ahead irradiance from total-sky images and RMSE results have
been compared with the persistence model, and former has been observed as better
performing for short-termprediction [16]. Fuzzy–NN integratedmodel has been used
to predict hourly and day-to-day solar irradiance. Sky and temperature parameters
have been allocated as divergent fuzzy sets based on fuzzy rules [17].

SVR approach is developed to predict daily and monthly solar power across six
regions of Bangladesh. Sunshine duration, Earth temperature, wind speed, humidity,
precipitation, atmospheric pressure, tilt angle and elevation have been taken as input
attributes. Radial basis function (RBF) kernel used for model validation results in
lower levels of MSE [18]. Various parameters such as geographical information that
play a significant part in solar power production can also be included.

Yadav et al. have appliedWaikato Environment for KnowledgeAnalysis (WEKA)
software to determine most influential factors for solar radiation prediction. Temper-
ature, maximum temperature, minimum temperature, altitude and sunshine duration
are considered as most influential factors in prediction [19].

The variability in weather forecasting in analyzed for solar PV generation fore-
telling. Sensitivity test is conducted to determine most effective weather parameter.
Results depict that relative humidity plays most impactful role in foretelling [20].

Prediction and estimation of solar global irradiance based on various machine
learning (ML) techniques require various parameters—geographical parameters such
as longitude and latitude meteorological parameters likewise temperature, sunshine
hours, clearness index, precipitation etc., and calendar variable-month of the year
etc. Data acquisition is huge investment incurring typical and tedious task espe-
ciallywith regard tometeorological parameters [21]. So, determiningmost influential
parameters for prediction becomes quite significant.
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2 Artificial Neural Network (ANN) Prediction

ANN—a parallel information processing technique based on biological neural
networks, neuron/node being the basic building block, where training of numerous
input patterns is carried out to approximate the output. They can predict output
with significant levels of accuracy, handle nonlinear relations between input and
output very well, can solve multivariate problems, controls enormous amount of
data patterns parallelly and efficiently and are effectively good at generalization
[22]. They are constituted of layers: input, hidden and output, and are connected via
weighted links that are utilized to transmit the information signals.

2.1 Multilayer Feed Forward Network (FFD)

FFD networks are oftenly used ANN structure in realistic applications. Numerous
layers of neurons are attached in forward direction and information signals transmit
from input layer towards output layer. FFD structure is free of any feedback connec-
tions or loops. It undertakes supervised learning and is employed to predict output
based on historical input database [23].

Activation Function

Transfer function or activation function is used to compute output of a specific layer
from its net input. In this work, bipolar sigmoidal transfer function (TANSIG) has
been employed.

TANSIG—continuous differential function that maps the value lying in −1 to +
1 is expressed as

f (net) = 2

1 + e−2∗net − 1 (1)

Here, net represents additive value attained after multiplication of input patterns
with their corresponding weights, and f (net) represents transfer function.

Levenberg Marquardt (LM) Learning Algorithm

LM or damped least squares method has been employed in this work to conduct
NN learning process. It is a robust technique with quick and stable convergence that
works towards reducing loss function often expressed as sum of squared errors.

Weights of the network are revised after each epoch. The output is then compared
with target value, and error is then calculated based on a defined error function. Error
signal is then propagated backwards to amend the weights for upcoming iteration,
aimed at reducing the error function. The process goes on until terminal condition
or least error condition is attained [24].
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2.2 Decimal Normalization

Apt processing of database is crucial for better prediction accuracy. Data normaliza-
tion is the process of transforming database from one domain to other; it makes para-
metric values dimensionless, making it simpler to handle, consuming lesser training
time. ANNs are sensitized to data normalization [25]. Here, decimal normalization
technique has been utilized to normalize database as it has been contemplated that
it results in better accuracy in comparison to Min–max and Z-score normalization
techniques [26]. It normalizes the data in the range of [0, 1], shifting decimal point of
a parametric value depending onmaximal absolute value of that particular parameter,
expressed as

Zt = Zi,t

10n
(2)

Here n is the smallest integer such that (Max |Zt
′|) < 1.

3 Backward Elimination Method and Pearson Correlation
Coefficient Method

Variable selection is the process of removing irrelevant or less significant features
from data which do not contribute towards output variable prediction, resulting in
higher accuracy model. Less significant or irrelevant input features can affect the
performance of model in a negative manner. Variable selection reduces model over-
fitting, decreases computational time and training time, and enhances accuracy of
the model.

It is usually a two-step process—applying apt method for computing signifi-
cance, estimating the cost function that is loss function (prediction error) in this
case. Following technique has been used to perform variable selection.

Pearson Correlation Coefficient

Pearson Correlation Coefficient is powerful means to depict the relation between
2 variables. Its value (r) ranges from −1 to +1, and it measures linear correlation
between the variables. It calculates the degree of change in one variable as a result
of other, assuming Gaussian distribution of data [27].

r value approaching 1 depicts a strong positive relation between 2 variables, r
value closer to −1 means negative relation between 2 variables, that is, if value of 1
variable rises, that of other will fall. r > 0, infers 2 variables have a direct relation,
on the other hand, r < 0 denotes an inverse relation between 2 variables. Value of
r closer to 0 means random or no relation between 2 variables. Here, it has been
used to compute the degree of relation between different input variables and solar
irradiance.
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rx,y =
∑n

i=1 (xi − x)(yi − y)
√∑n

i=1 (xi − x)2
√∑n

i=1 (yi − y)2
(3)

where x is the mean of X, and y is the mean of Y.

Backward Elimination Method

Technique used above gives the significance of various input features with solar
irradiance. But, how many features of all are requisite for predicting the irradiance
still remains a question. So, to answer this, a method termed as backward elimination
has been used here.

In this technique, the prediction procedure begins with using all input features
and computing error statistics. The most insignificant variable is eliminated at every
step from input dataset, prediction is executed and error is computed. If a variable
is crucial to target variable prediction, error value will significantly rise. Process is
repeated to remove the input variables that are least important to carry out prediction,
until termination condition is reached. The prime objective of developing a prediction
model is to attain higher levels of accuracy. So, beyond that step, all input features
remaining in the model are considered as requisite for predicting the target variable
[28].

Figure 1 shows the flowchart of backward elimination method employed
integrated with R-value statistical variable selection technique.

4 Simulation and Result

4.1 Region Under Consideration

Solar irradiance striking horizontal surface for Chandigarh city with geographical
coordinates as 30.74° N, 76.79° E at 321 m above sea level situated in India has
been predicted. It is identified as humid subtropical climatic region with monthly
averaged temperature ranging from10.84 to 33.79 °C.Chandigarh has extensive solar
potential which can be procured via different solar technologies efficiently. Hence,
high accuracy solar irradiance prediction is quite worthwhile as well as important
for numerous research projects and realistic installations.

Two-year database has been extracted from different public websites to conduct
training of predictionmodel for 25 different regions all over India, with vastly varying
climatic conditions. The climatic database for these areas have been extracted from
NationalAeronautics andSpaceAdministration (NASA) [29, 30]. The input database
has been normalized using decimal normalization technique. Following variables
have been considered as input neurons -
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Fig. 1 Process flowchart for
backward elimination
variable selection
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Geographical parameters—latitude of the region (°), longitude of the region (°),
altitude of the region (m), monthly averaged meteorological parameters—tempera-
ture (°C), minimum temperature (°C), maximum temperature (°C), relative humidity
(%), wind speed (m/s), sunshine hours (minutes), clearness index, surface pressure
(kPa), precipitation (mm/day) of the region and calendar variables—month of the
year and year for prediction analysis of irradiance (kWh/m2/day). Models have been
employed to foretell solar irradiance based on previous two-year satellite database
and performance has been evaluated for Chandigarh city. All model simulations have
been conducted in Jupyter Notebook environment.

For ANN prediction model, input layer has been composed of 14 neural units,
and there is one neuron in the output layer that is irradiance. Predicted values have
been compared with actual values to validate the accuracy of the prediction model.

4.2 Performance Evaluative Measures

Performance of solar irradiance prediction model have been computed in terms of
mean squared error (MSE), mean absolute percentage error (MAPE), mean absolute
error (MAE) and root mean square error (RMSE).

Mean Absolute Error (MAE)—It computes the mean of absolute prediction errors
[31].

MAE = 1

n

n∑

i=1

∣
∣yi,a − yi,p

∣
∣ (4)

Mean Squared Error (MSE)—It computes the squared difference between
predicted output and target output.

MSE = 1

n

n∑

i=1

(yi,a − yi,p)
2 (5)

Mean Absolute Percentage Error (MAPE)—It computes the absolute difference
between predicted and target output I percentage format.

MAPE = 1

n

n∑

i=1

∣
∣
∣
∣
yi,a − yi,p

yi,a

∣
∣
∣
∣ ∗ 100 (6)

Root Mean Square Error (RMSE)—It calculates the standard deviation of
prediction errors.
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RMSE =
√
√
√
√1

n

n∑

i=1

(yi,a − yi,p)2 (7)

where yi,a, yi,p represent actual target and predicted output values for ith pattern, i
= 1, …, N stands for pattern count, N depicts total number of input patterns. Error
values given in the results are pertaining to the original database, after normalized
data have been scaled back using inverse of normalization technique.

4.3 Results

Input variables features considered for testing their significance with GHI using
Pearson Correlation Coefficient method are three geographical parameters—lati-
tude (Lat), longitude (Long), altitude (Alt), 9meteorological variables—precipitation
(P), surface pressure (SP), average temperature (T), maximum temperature (MaT),
minimum temperature (MiT), relative humidity (RH), wind speed (WS), clearness
index (CI) and sunshine hours (SH); two calendar variables—month (M) and year
(Y).

On conducting the study using Eq. (3), correlation coefficient of clearness index,
maximum temperature has the largest value that infers that large value of these
variables will yield larger irradiance values. Variable such as latitude (Lat), longitude
(Long), altitude (Alt), precipitation (P), surface pressure (SP), month (M), relative
humidity (RH), year (Y) have negative r-values with irradiance, that is, increase in
value of any of these or all variables would result in falling of irradiance value. Order
of correlation is—CI,MaT, T, SH,MiT,M, RH, P, Long, Lat, Alt,WS, Y, SP. Figure 2
shows the R-values as attained for different input variables.

Fig. 2 R-value as attained for input variables
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Structure learning has been performed on ANN–FFD network to find out number
of hidden layers and number of hidden neurons that yield least error metrics. On
performing training process, minimal error has been attained with FFD structure as
14–5–5–1, that is, two hidden layers and five neurons in each hidden layer. So, error
results pertaining to only this FFD topology has been reported in this paper.

Further, backward elimination process has been used and followed as per the
process flowchart depicted in Fig. 1 to find out what number of variables are requisite
for irradiance prediction.

It has been observed that beyond case tenth as shown in Table 1, that is, after
input variables: surface pressure, year, wind speed, altitude, latitude, longitude,
precipitation and relative humidity are eliminated step-by-step, prediction error
(MSE, MAE, RMSE and MAPE) begins to rise. So, it has been found out that
month, sunshine hours, Clearness Index, minimum temperature, average tempera-
ture andmaximum temperature aremost significant input variables requisite for solar
irradiance prediction.

The effect of backward elimination technique integrated with Pearson Correlation
Coefficient approach can be very well observed from Figs. 3, 4, 5 and 6 that on
eliminating the insignificant variables, overall prediction error reduces. Accuracy
enhancement has been attained as 15.34, 8.77, 7.97, 8.1% improvement in terms of
MSE, MAPE, RMSE and MAE, when only significant variables are used to when
all variables have been used as input to prediction model. So, eliminating variables
not only reduces computational effort and time, it enhances model accuracy as well.

Table 1 MSE attained on backward elimination application

S. No. Case under consideration No. of input variables MSE

1 All input variables considered 14 variables 0.0782

2 Surface pressure variable eliminated (SP) 13 variables 0.0711

3 Year variable eliminated (Y) 12 variables 0.0708

4 Wind speed variable eliminated (WS) 11 variables 0.0706

5 Altitude variable eliminated (Alt) 10 variables 0.068

6 Latitude variable eliminated (Lat) 9 variables 0.0673

7 Longitude variable eliminated (Long) 8 variables 0.0672

8 Precipitation variable eliminated (P) 7 variables 0.0666

9 Relative humidity variable eliminated (RH) 6 variables 0.0662

10 Month variable eliminated (M) 5 variables 0.08325

11 Minimum temperature variable eliminated (MiT) 4 variables 0.08623

12 Sunshine hours variable eliminated (SH) 3 variables 0.2586

13 Temperature variable eliminated (T) 2 variables 0.4039

14 Maximum temperature variable eliminated (MaT) 1 variable 0.6319
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Fig. 3 Change in MSE with elimination of input variables

Fig. 4 Pattern of MAPE (%) with elimination of input variables

Fig. 5 Effect of variable elimination on RMSE
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Fig. 6 Effect of variable elimination on MAE

5 Conclusion

In this work, most significant variables for solar global irradiance prediction has
been found out. Irradiance has been predicted for Chandigarh using database of 25
different regions of India with divergent climatic conditions. Backward elimination
with Pearson Correlation Coefficient technique has been used for variable selection
and artificial neural network (multilayer feed forward) model for conducting predic-
tion. At each step, input variable with least significance and least contribution to
solar irradiance prediction is eliminated. Accuracy enhancement has been observed
as there has been reduction in MSE, MAPE, RMSE andMAE by 15.34%, 8.77, 7.97
and 8.1%.

So, this work shows that backward elimination along with Pearson Correlation
Coefficient can be used to find the most significant variables and eliminate the least
significant ones with reduction in computational burden and time, and enhancement
in prediction accuracy.

References

1. Zhen Z, Liu J, Zhang Z et al (2020) Deep learning based surface irradiance mapping model for
solar PV power forecasting using sky image. IEEE Trans Ind Appl 56(4):3385–3396

2. Sumithira TR, Kumar AN (2012) Prediction of monthly global solar radiation using adaptive
neuro fuzzy inference system (ANFIS) technique over the state of Tamil Nadu (India): a
comparative study. Appl Sol Energy 48:140–145

3. RizwanM, JamilM, Kirmani S, Kothari DP (2014) Fuzzy logic based modeling and estimation
of global solar energy using meteorological parameters. Energy

4. Moosa A, Shabir H, Ali H, Darwade R, Gite B (2018) Predicting solar radiation using machine
learning. In: Proceedings of the second international conference on intelligent computing and
control systems, pp 1693–1699

5. Renewable energy in India. Wikipedia. https://en.wikipedia.org/wiki/Renewable_energy_in_
India. Accessed 30 Dec 2020

https://en.wikipedia.org/wiki/Renewable_energy_in_India


Variable Selection Technique for Solar Global Irradiance … 241

6. Jamil B, Siddiqui AT, Akhtar N (2016) Estimation of solar radiation and optimum tilt angles
for south-facing surfaces in humid subtropical climatic region of India. Eng Sci Technol Int J
19(4):1826–1835

7. Arora I, Gambhir J, Kaur T (2020)Decimal normalisation based artificial neural networkmodel
for daily averaged all sky solar irradiance prediction. In: ICIIIE conference proceedings

8. Solar power in India. Wikipedia. https://en.wikipedia.org/wiki/Solar_power_in_India.
Accessed 30 Dec 2020

9. Hosenuzzaman M, Rahim NA, Selvaraj J, Hasanuzzaman M (2014) Factors affecting the PV
based power generation. In: CEAT IEEE conference proceedings

10. Sanders S, Barrick C,Maier F, Rasheed K (2017) Solar radiation prediction improvement using
weather forecasts. In: 16th IEEE international conference onmachine learning and applications,
pp 499–504

11. ShihabudheenKV, Pillai GN (2018)Wind speed and solar irradiance prediction using advanced
neuro-fuzzy inference system. In: 2018 international joint conference on neural networks

12. Aggarwal SK, Saini LM (2014) Solar energy prediction using linear and non-linear regular-
ization models: a study on AMS (American Meteorological Society) 2013–14 Solar Energy
Prediction Contest. Energy 78:247–256

13. Islam SN, Baig Z, Zeadally S (2019) Physical layer security for the smart grid: vulnerabilities,
threats, and countermeasures. IEEE Trans Ind Inf 15(12):6522–6530

14. Arora I, Gambhir J, Kaur T (2020) Solar irradiance forecasting using decision tree and
ensemble models. In: 2020 second international conference on inventive research in computing
applications (ICIRCA), India, pp 675–681

15. Jufri FH, Oh S, Jung J (2018) Day-ahead system marginal price forecasting using artificial
neural network and similar-days information. J Electr Eng Technol 14(2):561–568

16. Kaur T, Kumar S, Kaur R, Gera A (2018) ANN based global solar radiation prediction: a case
study. Kaav Int J Sci Eng Technol 5(4):54–63

17. Muhammad A, Lee JM, Hong SW et al (2019) Deep learning application in power system
with a case study on solar irradiance forecasting. In: IEEE 2019 international conference on
artificial intelligence in information and communication (ICAIIC), pp 275–279

18. Howlader M, Howlader M, Khan SA, Nur U, Amin A (2017) GIS-based solar irradiation
forecasting using support vector regression and investigations of technical constraints for PV
deployment in Bangladesh. In: ICAEE IEEE, pp 675–680

19. Yadav AK, Malik H, Chandel SS (2014) Selection of most relevant input parameters using
WEKA for artificial neural network based solar radiation prediction models. Renew Sustain
Energy Rev 509–519

20. Sangrody H, Sarailoo M, Zhou N, Tran N, Motalleb M, Foruzan E (2017) Weather forecasting
error in solar energy forecasting. IET Renew Power Gener 11(10):1274–1280

21. Kumar S, Kaur T (2020) Efficient solar radiation estimation using cohesive artificial neural
network technique with optimal synaptic weights. Proc Inst Mech Eng Part A J Power Energy
234(6):862–873

22. Arora I, Gambhir J, Kaur T (2019) Monthly averaged all sky solar irradiance prediction using
artificial neural networks for Chandigarh region. In: National systems conference on innovative
and emerging trends in engineering systems. Springer Nature

23. Laopaiboon T, OngsakulW, Panyainkaew P, Sasidharan N (2018) Hour-ahead solar forecasting
program using back propagation artificial neural network. In: International conference and
utility exhibition on green energy for sustainable development (ICUE)

24. Yu H, Wilamowski BM (2011) Levenberg-Marquardt training. In: Industrial electronics
handbook, volume 5—intelligent systems. CRC Press, pp 12-1–12-15

25. Roy S, Sharma P, Nath K et al (2018) Pre-processing: a data preparation step. In: Encyclopedia
of bioinformatics and computational biology, vol 1. Elsevier, Oxford, pp 463–471

26. Arora I, Gambhir J, Kaur T (2020) Data normalisation-based solar irradiance forecasting using
artificial neural networks. Arab J Sci Eng

27. Shi X, Huang Q, Li J, Lei X (2018) Study on short-term predictions about photovoltaic output
power from plants lacking in solar radiation data. In: 11th IEEE international conference on
intelligent computation technology and automation, pp 75–78

https://en.wikipedia.org/wiki/Solar_power_in_India


242 I. Arora et al.

28. Wang X (2018) A new variable selection method for soft sensor based on deep learning. In:
2018 5th IEEE international conference on cloud computing and intelligence systems (CCIS),
China, pp 674–678

29. http://www.timeanddate.com/
30. https://power.larc.nasa.gov/data-access-viewer/
31. Suresh V, Janik P, Rezmer J, Leonowicz Z (2020) Forecasting solar PV output using

convolutional neural networks with a sliding window algorithm. Energies 13:723

http://www.timeanddate.com/
https://power.larc.nasa.gov/data-access-viewer/


ZigBee-Based Health Monitoring System

G. Rajesh Gowd and M. P. R. Prasad

Abstract In the present COVID-19 situation, remote monitoring of a patient is
preferred over contact monitoring, here Using ZigBee we can achieve it. Covid
patient’s oxygen levels are deteriorating suddenly so need to setup an alarming system
for low-blood oxygen levels (hypoxemia). By monitoring the heartbeat of patients
with certain pre-medical conditions, we can save them from sudden heart attacks.
This paper describes the working of a wireless-based health monitoring system that
monitors parameters like SpO2 (oxygen saturation in the blood), heart rate of a
human with the help of Max30100 integrated pulse oximetry and heart-rate monitor
sensor. Most of the systems that are used nowadays work in offline mode (storing
data and sending it later), but this system is designed for real-time monitoring of
a patient. A lot of conventional systems use wired communication technology but
here the data is transmitted wirelessly from one system to another through twoXbees
(Co-ordinator Xbee and Router Xbee). Abnormalities in the patient can bemonitored
and indications can be sent to medical officials/doctors. The implementation can be
achieved by using an Arduino Uno Microcontroller and ZigBee.

Keywords Arduino UNO ·Max30100 · Zigbee · Health monitoring

1 Introduction

Health plays an important role in everyone’s life, so we need to take care of one’s
health condition by employing regular monitoring systems. Always monitoring
patients by humans is impossible and with regular health monitoring systems, the
patient is restricted to a bed with many wires and equipment. So the solution lies in
the utilization of better monitoring systems with less complexity and more accuracy.
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Nowadays,wireless sensor networks (WSN)play an important role in the research,
technological community leading to the development of different sensing systems.
Most of the research is mainly focused on improving the quality of human life
by designing and fabricating well-equipped integrated sensor modules, which are
very accurate in measuring health parameters that are useful in the identification of
symptoms of a particular disease.

In this paper, a prototype of a wireless ZigBee-based health monitoring system is
implemented that can measure health parameters like SpO2, BPM. We can also
measure blood glucose and temperature using different sensors like continuous
glucose monitor (CGM) and LM35 (range: −55 °C to 150 °C), respectively. These
parameters are remotely monitored from a different location and send to doctors in
some other location. If these parameters are abnormal doctors will give suggestions
or treatment based on the situation. This type of contactless monitoring is useful in
Monitoring Covid-19 patients.

Heart rate is defined as how many times the heart contracts and relaxes in a unit
time (generally 1 min). Heart rate varies from person to person and for different age
groups. Normal heart rate for an adult—60–100 beats per minute (bpm). Children:
80–120 bpm. Like heart rate, the temperature of a body also differs fromone person to
other. Average body temperature for Adults ranges from 97 to 99 °F (36.1–37.2 °C).
Babies and children range from 97.9 to 99 °F (36.6–37.2 °C). For old age people
(age above 65), it is lower than 98.6 °F (36.2 °C). A normal oxygen level in the lungs
for a healthy person range between 80 and 100 mm of mercury (mm Hg). Saturation
oxygen level in the blood (SpO2) for a normal healthy person is ranges 95–100%
[1]. A Max30100 is a sensor used to measure health parameters like SpO2 and heart
rate measurement.

Examples of Zigbee-based applications in renewable energy systems are smart
grid electricity systems, the smart grid allows two-way communication to sense
demand of electricity correspondingly generation happened, when we are using
renewable energy sometimes generation may not meet demand in those cases works
with the normal electricity grid.

2 Zigbee Specification

Generally, many wireless technologies such as Wi-Fi, Bluetooth, LoRaWAN are
used for medical data transmission. Based on characteristics such as data rate, range,
and power consumption particular application has to be decided. In designing a
system, above-mentioned characteristics are considered. ZigBee is more suitable in
comparison with others due to the following features [2]:

• ZigBee consumes less power.
• The range is very large (300 ft to 40 miles) which is an essential feature so that

patients can be monitored within hospitals or clinics or somewhere outside the
buildings like ambulance services.
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• ZigBee has a low data rate (250 kbps) but is quite sufficient for measuring and
sensing important signs.

• ZigBee costs less.

3 Review of Earlier Technique

Wired patient monitoring systems are huge in size, and are not easily portable.
Emerging wireless technologies likeWi-Fi, Bluetooth, LoRaWAN, and ZigBee have
advantages like low power consumption and mobility, wearable sensors, so these
wireless technologies are used in sophisticated and future healthmonitoring systems.
Nowadays, there are many wireless health gadgets available in markets based on
Bluetooth like the apple watch.

Johan presented [3, 4] that by using a non-contact capacitive-based electrode,
respiration rate (RR) and electrocardiogram (ECG) are measured and are trans-
mitted through Bluetooth v4.0 or BLE wireless communication method. Gazell is
the protocol built on BLE which is used communication between the two devices.
ECG and RR are measured and are transmitted in a burst to save power in continuous
transmission. After processing data through filters, ECG data observed clearly. By
using burst transfer needed large bandwidth and Bluetooth consumes more power
compared to ZigBee.

With the advantages of ZigBee over Bluetooth and Wifi as listed in Table 1. And
ZigBee specifications mentioned above, the proposed system is based on ZigBee
technology. This system mainly focuses on solving the drawbacks of the above
existing systems in a way that it overcomes the power consumption, range, real-time
monitoring issues.

Table 1 Comparison between current wireless standards [5]

Parameter Standard

Wi-Fi Bluetooth ZigBee

Bandwidth Up to 54 Mbps 1 Mbps 250 kbps

IEEE spec IEEE 802.11b IEEE 802.15.1 IEEE 802.15.4

Range 100 m 10 m 300 ft to 40 miles

Power consumption 400+ mA TX 40 mA TX, standby
0.2 mA

30 mA TX, standby
3 µA

Best for High data rate Interoperability, cable
replacement

Long battery life,
low cost

Applications High-data rate
networking, file
transfers

Wireless USB, headsets,
handsets

Remote control
battery-operated
products
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4 System Architecture

The functional block diagram of a transmitter and receiving section is as shown in
Figs. 1 and 2. The transmitter is the starting point of the device where information
regarding the health parameters are taken with the help of the MAX30100 sensor
module. Sensed values are fed to Arduino UNO as input and are transmitted through
the ZigBee module.

Before usage of thesemodules in transmission and receiving sections, transmitting
ZigBee and receiving ZigBee has to be configured as Router and co-ordinator by
using XCTU software. The information in the transmitting section is reached to the
receiving section with the help of these configurations of Xbees. After receiving this
vital information, the Arduino has to display it in LCD or Serial monitor of Arduino
and an indication of seriousness in a patient is indicated by a buzzer [2].

Fig. 1 Block diagram of transmitter section

Fig. 2 Block diagram of receiver section
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Fig. 3 MAX30100

4.1 Hardware Details

4.1.1 MAX30100

The MAX30100 (Fig. 3) is a heart rate monitoring sensor with integrated pulse
oximetry. It consists of a photodetector, optimized optics, two LEDs, high-
performance analog signal processing to detect heart-rate signals, level of oxygen in
the blood (SpO2). The MAX30100 operates between power supplies 1.8–3.3 V.

4.1.2 ZigBee

XBee XB24CZ7WIT-004 module (Fig. 4) is from Digi. Series 2 which improves the
data protocol and power output. Thesemodules allow simple reliable communication
between computers, microcontrollers, systems having a serial port. Series 2 modules
support the creation of complex mesh networks based on the XBee ZB ZigBee mesh
firmware and also supports point to point and multi-point networks are also pin

Fig. 4 Xbee
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Fig. 5 Arduino UNO

configuration of Series 1 and 2 XBee modules are the same but, Series 1 modules
cannot communicate with Series 2 modules [6].

4.1.3 Arduino UNO

TheArduinoUno (Fig. 5) is an open-sourcemicrocontroller. The board has 14 digital
I/O pins (6 of which are PWM outputs), 6 analog I/O pins, and is programmable
with the Arduino Integrated Development Environment (IDE), via a USB A to B
cable. By a 9-V external battery or by USB cable it can be powered. While the Uno
communicates using the original STK500 protocol [6].

4.1.4 LCD Display

Since the display has 16 Columns and 2 Rows it is named as 16 × 2 LCD (Fig. 6)
There are many combinations like 16 × 1, 8 × 1, 8 × 2, 10 × 2 etc. are available.
So, it has a total of 32 characters (16 × 2 = 32), and each character is made of 5 ×
8 Pixel Dots [5].
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Fig. 6 LCD display

4.2 Software Details

4.2.1 XCTU Software

XCTU is a Test Utility and Configuration Software. It is a free multi-platform appli-
cation designed to enable developers and researchers to interact and configure with
Xbee RF modules through a simple GUI. Through this, it easy to configure, set-up,
and test Zigbee/XBee RF modules [7].

Steps to configure ZigBee/Xbee:

• Add a radio module manually, Open the XCTU software and then click on the
search on the top.

• Select the port where the radio module is connected, Leave the port parameters
to default (Data bit-8, Baud rate-9600, stop bit-1, Parity-None).

• Upgrade the latest firmware.
• Configure Xbee modules as COORDINATOR and ROUTER.

Figure 7 shows after configuration of the transmitter as co-ordinator and receiver
as a router using XTCU software, using configuration setting as shown in Table 2.
Communicating packets from the transmitter (Blue) to receiver (red).

4.2.2 Arduino IDE

The Arduino Integrated Development Environment (IDE) is developed with the help
of functions of C and C++. It is a cross-platform application (for Linux, Windows,
Mac OS). By using this IDE, we can write and upload the programs/code to Arduino
compatible boards to work as per our requirement.
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Fig. 7 Co-ordinator and router configuration

Table 2 Configuration settings of co-ordinator and router

Coordinator Router

Pan ID 1234 (any hex value from 0 to
FFFF)

1234 (same as coordinator)

DL (destination address) FFFF (to operate the radio in the
broadcast mode)

0000

Node identifier (NI) Coordinator Router

CE coordinator Enable Disable

JV channel verification Disable Enable

AP API enable Transparent mode Transparent mode

4.3 System Installation/Modules Interfacing

The proposed system works based on the Zigbee communication protocol used for
the transmission of medical data from one place to another place. Here transmitter
consists of sensors, the Arduino UNO microcontroller, and the Zigbee RF module
and the receiver end consists of Zigbee, Arduino UNO, and LCD. Health parameters
are sensedwith aMax30100 sensor and are transmitted through Co-ordinator (Trans-
mitter) Zigbee and are received by a router (receiver) Zigbee and values are displayed
on 16 × 2 display. Figures 8 and 9 show the circuit diagram of the transmitter and
receiver section.

Connections of MAX30100 sensor with Arduino UNO as follows:

Vin pin of Max30100 with output 3.3 V of Arduino UNO
Gnd to Gnd
SDA of MAX30100 to SCL of Arduino UNO
SCL of MAX30100 to SDA of Arduino UNO.
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Fig. 8 Transmitter circuit diagram

Fig. 9 Receiver circuit diagram

Connections of LCD with of ARDUINO UNO as follows:

VSS of LCD to ground of ARDUINO UNO
VDD or VCC to +5 V power of ARDUINO UNO
VEE to ground of ARDUINO UNO (gives maximum contrast)
RS (Register Selection) to PIN0 of ARDUINO UNO
RW (Read/Write) to ground LCD in read mode)
E (Enable) to PIN1 of ARDUINO UNO
D4 to PIN8 of ARDUINO UNO
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D5 to PIN9 of ARDUINO UNO
D6 to PIN10 of ARDUINO UNO
D7 to PIN11 of ARDUINO UNO.

Connections of ZigBee with Arduino UNO as follows:

VCC of ZigBee is connected to 3.3 V of Arduino
GND of ZigBee is connected to the GND of Arduino
Transmitter and receiver pin of ZigBee are connected to the receiver and

transmitter pin of Arduino, respectively.

5 Setup and Results

Information about health parameters like heart rate, SpO2 from a patient sensed by
using MAX30100, and by using Arduino IDE we have to write and dump a code on
to microcontroller to collect sensed data and transmit it to the serial port of ZigBee
Module. At the receiver, the microcontroller collects the receiving data from the
serial port of ZigBee and displays those values on LCD.

Figure 10 shows transmitter and Fig. 11 shows receiver and sampled medical
parameters of a person is measured from one location and transferred to another
location through ZigBee and displayed on the LCD at receiver end as shown in
Fig. 11.

Fig. 10 Transmitter
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Fig. 11 Receiver

6 Conclusion

In this paper, a power-efficient, low-cost, and long-range wireless ZigBee-based
health monitoring system is implemented that measured the health parameters like
SpO2, BPM from a patient in one place and transmitted to another place via Zigbee
modules and displayed in LCD. Wireless transmission of health parameters from
patients to doctors is made simple, easier, and faster with ZigBee communication
and an Arduino Uno Microcontroller with very less circuitry. It is useful for a wide
range of people with heart-related problems and warns them and informs personal
doctor, and also family in advance about the dangerous health situation ahead to give
them immediate medical assistance.

7 Applications and Future Scope

ZigBee communication can be extended with the use of IoTs, used in different appli-
cations like home automation, in detecting hazardous gases in mines, low-power
digital radios, telecommunication applications, radiation monitoring at nuclear facil-
ities, wireless remote sensing applications during natural calamities like floods to
monitor the flow of water in dams, in agriculture to measure soil details remotely,
etc.
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Nowadays, Governments mainly focused on resolutions in the health care system,
planning to implement cloud-based health records to track every citizen’s health so
that in an emergency, doctors can easily track patient’s records which will help in the
fast delivery of medical assistance without delay. Updating these records can be done
through either medical staff during patient’s health check-ups or can be done through
continuousmonitoring equipment of patients and updating these sensedmedical data
through web/app services and by using Artificial intelligence, we can diagnose treat
and predict results based on trends in data of a patient.
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Time Series Forecasting for Electricity
Consumption Using ML and DL
Algorithms

Neeraj Kumar, Sumit Mishra, Tanmay Baweja, Ashutosh Dubey,
and Abhishek Dhiman

Abstract As the world exhausts its non-renewable energy reservoirs, building
predictive models for household energy consumption becomes important a fortiori.
In this study, we examine how XGBOOST, LSTM, and CNN perform on big data
trends in a time series forecasting. The data used incorporates 2,075,259 measure-
ments that were gathered from a residence situated in Sceaux, which is 7 km from
Paris, France. The performance has been calculated on the parameters of mean abso-
lute error (MAE) and root mean square error (RMSE). The period of data taken for
analysis is from December 2006 to November 2010, which sums up for 47 months.
The dataset provides a measurement of power consumption in a single household
with one minute of the sampling rate. Exploratory data analysis and statistical tests
were performed to produce stationarity of the time series data. Predictions are made
by identifying previously captured data and further processing null values, which
could be used to forecast future circumstances. This can further be used to calculate
the active power consumption of a household.

Keywords Time series forecasting · XGBOOST · LSTM · CNN · Standard
scalar · Matplotlib

1 Introduction

Perturbs in available resources and the continuous catastrophic collapse of nature
have raised alarms and gained worldwide attention. Almost every state and national
energy regulating body in their cumulative data has reflected an increase in consump-
tion of energy, in both commercial and residential sectors [1]. This has led to an imbal-
ance between resources and consumption and excessive load demands on random
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Fig. 1 Annual change in energy consumption in France (2006–10) [2]

occasions. Also, in France, the annual change in energy consumption is not persis-
tent as shown in Fig. 1. This trend makes it evident that there is an incidental rise in
demand.

Therefore, it becomes a topic of national importance to predict energy consump-
tions, with, of course, different sectors segregated and measured separately. This is
achievable with a concrete structure of advanced control strategies. Availability of
existing information surely helps to build edificemanagement to take required actions
on limiting consumption and reducing peak loads [3]. One of themost preferred tech-
niques to improve energy efficiency is to apply machine learning. With the help of
artificial intelligence and training models, predicting future analysis of any param-
eter becomes easy. The same has been proved effective with energy consumption
measurements based on past incidents and data available associated with historic
events.

Themajor challenge this sector faces is unorganized variations. A power system is
only good for as long as its inputs are organized [4]. Therefore, it becomes important
to carefully understand and predict short patterns over a significantly large period.
With higher accuracy in predicting these patterns, the overall efficiency of the energy
sector of a nation or state can be increased.

The only solution to overcome these issues and produce a highly efficient struc-
ture is to accurately forecast the energy consumption of individual households.
Although DNN, ANN, and various other methods have already been implemented,
the efficiency was not very fascinating. Therefore, our research focus, out of multiple
machine learning models, is on XGBOOST, LSTM, and CNN.
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2 Project Overview

2.1 Electricity Dataset Description

Dataset is from the UCI Machine Learning Repository and is contributed by George
Hebrail for study purposes. The name of the dataset is Individual Household Electric
Power Consumption data. It has been recorded for over 47 months, from December
2006 to November 2010. This data reflects electricity consumption readings that
have been recorded every minute in every house situated at a target location, Sceaux
7 km away from Paris, France. The dataset has 2,075,259 measurements of various
electrical quantities, including 3 sub-metering values as well. This archive also has
1.2518% null values. A null value is indicated by a missing value between the two
adjacent semicolon separators.

The data used in the time series analysis should be in the same units as changing
the units will result in the wrong trends capturing and overall doom of the model.
For example, if the model is used to forecast the reactive power in kilowatt and in the
past data the reactive power is in watt. This condition will lead to the overall failure
of the model. The trends can be secular positive trends and negative secular trends.
This variation in the data may vary from data to data as well. So, the analysis should
be done carefully.

2.2 Time Series Analysis

The time series analysis approach is an approach to forecast future data according to
the past and the present data. The time series have different patterns and trends which
are cyclic, seasonal, and random. The time series can be inefficient when there is a
random trend in the dataset as the machine learning model will not be able to catch
the trend. The seasonal trend is the trend that occurs after a particular interval [5].
The cyclic trend is also like the seasonal trend but the period can be whatever insists
of the season.

Time series analysis can be used to forecast the sales which can be very useful
for the business perspective as different approaches and decisions should be made
to accomplish the best result. The time series is different from machine learning in a
direct sense as the time series analysis approach is used to forecast but not to predict.
The terms forecast and prediction might be the same in English, but they are no same
from the analytics perspective.

Time series data possesses an ordering of a natural temporal. This capabilitymakes
it different from cross-sectional studies. This makes time series analysis distinct from
cross-sectional studieswith absolute nil natural ordering of the parameters (e.g., wage
layout of people with concerning the educational qualification, where these data can
be put in any hierarchy) [6]. Time series analysis, at the same time, is different from
spatial data analysis. In that, observations have a link with the geographical locations
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(e.g., defining the price of a house based on location and its intrinsic characteristics).
In a time, series, a stochastic model would normally reflect an observation more
closely in time than observations further apart. Also, the natural one-way ordering
of time is used in time series models so that values for a particular interval period
will be reflected as deriving when compared to the past values instead of the future
values.

Time series analysis has been studied by a wide number of people and a host of
research has already been done. It can be divided into two types, univariate models
and a multivariate model [7]. An assumption is usually made while applying time
series techniques is that the data remains stationary. This ensures that parameters like
mean, autocorrelation, and variance stay stationary throughout the analysis. Various
techniques are available for time series modelling.

Time series is steadily used to deal with real-valued discrete numeric data, contin-
uous, or even symbolic observations. Time series provides the agility to be plotted
using run charts. Time series has a host of uses ranging from finances, statistics,
forecasting, weather predictions, control engineering, communications, recognition
of patterns, early warning of earthquakes, cosmology, signal processing, etc. Time
series has a significant value inmachine learning and data science involving temporal
observations.

2.3 Feature Engineering

The process of extracting features out of primary data using data mining procedures
is termed feature engineering. To improve the overall performance of features of
data, featuring engineering is used. Feature engineering comes under the ambit of
machine learning [8]. All dependent units in the data on which the modelling is to
be conducted share property or an attribute. Any property can be a feature unless it
is irrelevant to the model.

The aim of this feature could easily be understood with the help of a real-life
problem. This feature may come in handy while solving a problem. To achieve
influencing results for the predictive models, features play a vital role. It is a widely
accepted fact about feature engineering that it has a vital role to play as part of Kaggle
competitions and specifically in deciding machine learning projects’ fate.

Certain features are engineered based on the date and time features; the features
engineered are:

(1) Day of the week—Which is the day of the week ranging from 1 to 7.
(2) The month of the year—Which is the month of the year ranging from 1 to 12.
(3) Leap year—This feature tells if the year is a leap year or not, 0 if the year is

not a leap year, and 1 if the year is a leap year.
(4) A quarter of the year—It talks about which quarter of the year is considered,

ranges from 1 to 4.
(5) Week of the Year—It is the week number of the year ranging from 1 to 52.
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2.4 Preprocessing

The dataset contains 2,075,259 measurements and eight different features named
Global Active Power, Global Reactive Power, Voltage, Global Intensity, Energy Sub-
Metering No. 1, Energy Sub-Metering No. 2, Energy Sub-Metering No. 3, Date, and
Time. All these features are explained in the Data Description Section [9].

The dataset consists of some null values but these null values are in the form of
strings like “?” and empty strings. So, these values are firstly replaced and changed
to NumPy “NaN” for further preprocessing. The dataset contains around 25,979 Null
values in each of the columns. Around 1.251% of the data was null. To fill the null
values, Pandas Interpolation is used with the method of “slinear.”

The dataset has date and time but in the string format but for the further feature
engineering part, date and time need to be in the Datetime64 format, so the date
and time were changed to this format. Our target variable was the active energy
consumption which was not given in the dataset and has to be calculated; hence,
a target variable is made named “Active energy” which has to be predicted further
shape, and analysis of the features are given in the exploratory data analysis part.
The formula used for the calculation of the active energy consumption is:

Active Energy = (global_active_power ∗ 1000/60 − sub_metering_1

− sub_metering_2 − sub_metering_3)

Normalization is a rescaling of the data from the original range so that all values
are within the new range of 0 and 1 [1]. The normalization of the initial features
which are given in the dataset are done so now the features lie between 0 and 1.
Normalization is done using theMin-Max Scaler of the Pandas Library. Every single
piece of data is then sorted according to the date and time they were recorded.

The dataset is then divided into training and testing. The data from 2006 to 2009
are used for training purpose, and the data from 2010 is used for the testing purposes.
The 1,600,236 data points are present in the training set which is about 77.11% of
the data, and there are about 475,023 data points in the testing set which is about
22.89% of the data.

2.5 Exploratory Data Analysis

The bar graph depicts the distribution of the dataset among the years. It can be
inferred that the data is evenly distributed every year except 2006, where it has a
minimum number of data points (Fig. 2).

This line plot shows the active energy utilized at an interval of 1 min in watt-
hour. The confidence interval here is 97%. We can see that the data is seasonal.
The seasonality is regular. There is a seasonal trough around July and August, and
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Fig. 2 Distribution of data over the years

the seasonal peaks are at the starting of the year around January and February. The
maximum active energy consumption given is 124.83 Wh [3] (Fig. 3).

The Global Active Power and Global Reactive power line plot is given; here, we
can see the seasonality in the global active power with not much trend over the year.
The global reactive power does not show any seasonality, and the trend over the year
is constant. Both global active power and global reactive power are used to calculate
the active power consumption [4]. The confidence interval taken for the plotting is
95% for both the quantity (Fig. 4).

Fig. 3 Active energy consumption
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Fig. 4 Global active and reactive power

These line plots show the Energy Sub-Metering numbers 1, 2, and 3 [5]. We can
see that the maximum power for Energy Sub-Metering No. 1 and 2 is 88 and 80 Wh,
but for the Energy Sub-Metering No. 3, the maximum power is 33 Wh. We can see
that the Energy Sub-Metering has some seasonality where we can see the trough and
peaks as we saw in the active power consumption [6]. The confidence interval used
here is 95% (Fig. 5).

This line plot shows the moving average, i.e., rolling mean and rolling standard
deviation. In statistics, a running or rolling average is a term used for the calculative
analysis of data points by building a streak ofmean on complete data that is available.
This can also be referred to as the moving mean [7]. This means it is an example
of a finite impulse response filter. Multiple variations incorporate either simple,
cumulative, or weighted forms. The prominent aim of using these averages is to omit
fluctuations that occur for a short period and smoothens them [8]. It further outlines
a better picture of long-term trends. The parameters of the mean are set according
to the threshold between the short and long term, depending on the operation [9]
(Fig. 6).

3 Methodology

Themajor challenge the energy sector faces is the unorganized variations in consump-
tion and supply. A power system is only good for as long as its inputs are organized.
Therefore, it becomes important to carefully understand and predict short patterns
over a significantly large period. With higher accuracy in predicting these patterns,
the overall efficiency of the energy sector of a nation or state can be increased [10].
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Fig. 5 Energy sub-metering 1, 2, 3

Fig. 6 Rolling mean and rolling standard deviation
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The only solution to overcome these issues and produce a highly efficient structure
is to accurately forecast the energy consumption of individual households.

One such way is to implement machine learning, train models artificially based
on the data available, and predict future trends [11]. The domain of machine learning
provides the capability of teaching machines to achieve operations where tasks seem
far-fetched. Based on viable answers already available, the future course of the study
can be decided. The computer is trained in such a way that it improves its algorithms
to act upon future courses in search of potential answers [12].

The machine learning domain provides a significantly good number of optimiza-
tions as well. Multiple problems can be curated as a reduction of loss function on
examples of a training dataset. The differences between the model prediction while
training and the actual case can be reflected with the help of loss functions [13].

Creation of a dedicated model based on training data available and further
optimizations and additional operations to predict or forecast future outcomes are
involved in machine learning modelling. There are different types of models based
on the uses and efficacy yield in the machine learning domain [14]. Out of multiple
models and methods, we chose to stick to the one which has the best efficiency out of
the many available. Therefore, we conducted a comparison by training models using
three differentmodes, namely convolutional neural network (CNN), extremegradient
boost (XGBOOST), and long short-term memory (LSTM). Our major focus would
be to pick the most efficient model and train our final model on that [15] (Fig. 7).

4 Modelling

4.1 LSTM

Long short-term memory networks also famously known as the LSTMs are an
advanced version of the recurrent neural networks as they are proficient enough
to learn long-term dependencies. Hochreiter and Schmidhuber invented this archi-
tecture in 1997, and it was further polished by many people in the following work.
This architecture performed extremely well on a variety of problems, and that is why
they are now widely used. LSTMs are specially designed to eliminate the long-term
dependency issue. Their common trait is to remember information for long periods,
in which they are quite efficient. A recurrent neural network involves the repetition
of neural network modules. For a typical RNN, this repeating module comprises a
very simple structure, such as a single layer.

The flow of information in an RNN is regulated with the help of gates. These gates
help the network in remembering the essential information and thus leaving the unim-
portant information aside. So, this allows the network to keep the crucial information
through long chains of sequences which aid in making predictions (Fig. 8).



264 N. Kumar et al.

Fig. 7 Methodology

Fig. 8 LSTM architecture [16]
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4.2 CNN

A convolutional neural network also known as CNN is an advanced algorithm in
the field of deep learning. It is specifically used for imagery analysis. It extracts the
critical features from an input image by appointing importance by weights and biases
relative to the distinctive objects found in an image. This makes the preprocessing of
an image way smoother than the earlier manual feature engineering process as CNN
learns them automatically.

Multilayer perceptron consists of fully connected dense layers that means that
each neuron of the presentation layer is connected to every other neuron of its next
layer. This tends to make the network over fit and so they require regularization.
Now, CNN can be called this regularized version of an artificial neural network.
They incorporate the use of hierarchical patterns that the input data offers and create
more complicated patterns using these simple and smaller patterns. This makes a
CNN less complex than an ANN and requires lesser computation power than an
artificial neural network. In particular, unlike a regular neural network, the layers of
a ConvNet have neurons arranged in three dimensions: width, height, depth.

The input shape of the tensor that is given to a CNN is (number of images) ×
(image height) × (image width) × (image depth). But after passing it through a
convolutional layer, the image becomes abstracted to a featuremap, with a new shape
as (number of images)× (feature map height)× (feature map width)× (feature map
channels).

4.3 XGBoost

XGBoost is an open-sourced gradient boosting framework available for C++, Java,
Python, R, Julia, Perl, and Scala. All operating systems such as Linux, Windows,
and macOS can be used for working on XGBoost. From the project description, it
intends to produce a “Scalable, Portable and Distributed Gradient Boosting (GBM,
GBRT, and GBDT) Library.” The distributed processing frameworks such as Apache
Hadoop, Apache Spark, and Apache Flink as well as a single system can run it easily.

Recently, XGBoost has earned a lot of popularity and became the choice of algo-
rithm for many winning teams of machine learning competitions. It is an optimized
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gradient boosting machine learning library. The API is available in many other
languages whereas the algorithm itself was originally implemented in C++. The
algorithm offers parallelization within a single tree. Some of the advantages of using
XGBoost are:

1. High speed and excellent performance are showcased by it.
2. Complete utilization of the processing power of modern multicore computers

is done.
3. Large datasets can be easily trained with the help of XGBoost.
4. Its performance is consistently better among other single algorithm methods.

5 Results

We utilized the DATASET for complete work shown in this paper. This is a publicly
available dataset at the UCI machine learning repository. Results of various machine
learning as well as deep learning algorithms were recorded. The training was mainly
conducted on three algorithms, namely CNN, LSTM, and XGBoost. The graphs are
plotted to compare the performance, i.e., the predictionwith the actual data. Figures 9,
10, and 11 showcases the results attained by all three algorithms. A total of three
metrics were considered for the assessment of the performance of these models.
These metrics are RMSE, MSE, and MAE. These results are given in Table 1. The
best performing model is the XGBoost among the three with a very good overall
result. The feature importance plot for XG boost is also plotted to see the importance
of the feature as XGBoost was the best performing model.

We made use of root mean square error (RMSE) as a parameter to evaluate the
methods. Fromour results, we can conclude that XGBoost received the lowest RMSE
value and thus performed the best among all three algorithms.

Fig. 9 XGB result (testing and predictions)
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Fig. 10 CNN result (testing and predictions)

Fig. 11 LSTM result (testing and predictions)

Table 1 Comparison of
results

MODEL RMSE MSE MAE

XGBOOST 0.227 0.051 0.072

LSTM 0.698 0.350 0.405

CNN 0.436 0.333 0.396

6 Conclusion

In the paper, we did the exploratory data analysis to gain insights about the data,
and preprocessing is done as explained. Feature engineering is also enhancing the
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performance of the model as the features are equally important. From our observa-
tions, we found that XGBOOST outperforms both LSTM and CNN models for time
series forecastingwith an RMSE of 0.227. XGBoost is amachine learning algorithm,
but in this forecasting of electricity consumption, it overtook the performance of the
neural networks.

Although, it is valuable to note that this was before any meticulous hyperparam-
eter tuning, and there lies always room for improvement in building deep learning
techniques viable.

7 Future Scope

Implementation of AI is everywhere nowadays in every possible domain. AI in elec-
trical engineering is majorly used for forecasting. Forecasting electricity consump-
tion in an area is a very important application of AI that gives the transportation and
distribution of electricity a certain edge. In forecasting, majorly machine learning
algorithms topple the deep learning algorithms inmany instances like this one, where
the machine learning algorithm is performing much better than the deep learning
algorithms. For future scope, new machine learning and deep learning algorithms
can be implementedwith different hyperparameters. Hyperparameter tuning can also
be done. The implementation of big data can play a very big role in this as the data
collected over the years is very large and cannot be saved only as a comma-separated
file. Different big data algorithms can be implemented, and forecasting can be done
in a proper format with streaming data as well.
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A Comparison of Different
Methodologies for Short Term Load
Forecasting

Neeraj Kumar, Apoorva Jain, Shalini Sati, Kushagra Kapoor,
and Pratham Garg

Abstract Load request determining has been a genuine test for power framework
planning for various degrees of energy areas. Different computational insight strate-
gies and techniques have been utilized in the power market for momentary burden
anticipating, thinking about the sort of information and other expected elements. This
work presents a logical, specialized reasonings behind transient burden expecting
techniques in the energy field. Significant advantages and downsides of these strate-
gies are examined to speak to the proficiency of each approach in different conditions.
At last, utilizing long short-termmemory network (LSTM), recurrent neural network
(RNN) and feed forward neural network (FFNN), short-term load forecasting have
been performed.

Keywords Short-term load forecasting · Deep learning · Time-series

1 Introduction

Short-term load forecasting (STLF) is an essential piece of the resource arranging
area. Planning of period’s loadmarket requires request booking with different energy
areas, to be specific of the load consumed and needed, age, transmission, and circula-
tion. STLFhelps energy framework administratorswith a different dynamic approach
in load management, including flexibly arranging, framework security, dispatching
machines, request side administration etc. While STLF is exceptionally fundamental
for the time-ahead loadmultidivisional activity, mistaken interest estimatingwill cost
the utility a huge monetary weight.

As of late, progressions in various regions of environmentally friendly power,Data
and Correspondence Innovation (ICT) empowered more proficient load consuming,
compelling following of force use and age at each part of the system.The coordination
between forecasting framework and sustainable power lattice by utilizing ICT could
accomplish compelling utilization of principle matrix, produce lesser bills both for
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specialist corporate sector as well as public and private sector units. Likewise, the
worldwide carbon yield can be decreased fundamentally.

Practically all areas require electrical ability to meet their work prerequisites
in either structure. Contrasting the information increment of force request every
year, one can see that the chart is remarkable. Considering the way that petroleum
derivatives (which are a significant wellspring of force creation) will run out in the
not-so-distant future, research on elective fuel sources has started.

Even though the sun based, wind and atomic energies appear to be encouraging,
they are right now incapable to meet the present and anticipated demand of load. To
satisfy the necessary electrical need across the heap, a great deal of examination is
being done, referencing one of it. Load prediction is a viable technique for under-
standing the demand before the day with fulfilling precision. There are three unique
sorts of dividing them based upon their use: Momentary figure which is worried
about forecasting the interest from not many hours to days. Medium figure which is
tied in with foreseeing the interest from not many weeks to months. Long values of
figures which is tied in with foreseeing the load from not many months to years.

Here, the emphasis is on a particular type of load forecasting: short-term
forecasting, which is about predicting the demand from a few hours to days.

Different methodologies can be used to perform load forecasting. The determina-
tion of various strategies can be utilized to perform load determining. The assurance
of a determining strategy depends on different components including the pertinence
and accessibility of past information and figures, the estimate esteems, the degree
of exactness for climate information conditions, required forecast precision, and
considerably more. As needs be, choosing the best technique at first relies upon the
time and estimation of the skyline of the expectation.

The organization of this paper is as follows. In Sect. 2, various researchers’
work on various time-series problems have been discussed, with more emphasis
on STLF. Section 3 describes the methodology used here. In Sect. 4, results have
been discussed, while also discussing the possible future works. In Sect. 5, this paper
has been concluded.

2 Related Work Done

Load forecasting holds an extraordinary saving capability for electric utility enter-
prises since it decides its principal type of revenue, especially on researchers. Exact
load estimating encourages the electric utility to settle on unit responsibility choices,
decrease turning hold limit and timely unit upkeep plan appropriately. It is in this
manner fundamental that the power producing associations sought to have earlier
information on future interest with incredible exactness of values of load. Some
information including calculations assume the more relatable load value to foresee
the heap forecasting [1]. STLF is especially basic for the time-ahead activity, off
base interest estimating will cost the utility a huge monetary weight [2]. Since the
ANN was starting in that time, to eliminate the reluctance among the contemporary
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specialists Henrique Steinhart Hipper has given an audit and assessment on neural
networks in STLF [3]. Regression is a technique for displaying an objective worth
dependent on autonomous indicators. It is generally utilized for anticipating and
discovering circumstances and logical results connection between various factors.
Relapse methods generally vary dependent on the quantity of autonomous factors
and the sort of connection between the free and ward factors. Straightforward LR
and multiple LR actualizes a relapse examination between the free factors (x1, x2
… xn) and subordinate variable (y). Moghram et al. have investigated about MLR to
figure 24 h load utilization dependent on temperature and wind speed for winter and
summer [4]. Strategies and methods are significant with regards to exact assessment.
In any case, restricted writing is accessible for STLF systems. Most overviews in
the writing are given to the examination of various STLF strategies [4–7]. A study
introduced by Soares et al. uncovers the conceivable outcomes of the viable group
ML calculations in taking care of relapse issues [8].

3 Methodology

In this research, three different methodologies are compared.

3.1 Recurrent Neural Networks

Recurrent neural networks, (Fig. 1) otherwise called RNNs, are a class of neural
organizations that permit past yields to be utilized as information sources while
having hidden states. They are as follows:

For each time-step, the activation and the output are expressed as follows:

a〈t〉 = g1(Waa a〈t−1〉 + Wax x 〈t〉 + ba (1)

Fig. 1 Recurrent neural
network architecture
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y〈t〉 = g2
(
Wya a〈t〉 + by

)
(2)

whereWax,Waa,Wya, ba, by are coefficients that are shared temporally and g1, g2
activation functions (Fig. 3).

3.2 Long Short-Term Memory Network

Long short-term memory networks—typically called “LSTMs”—are an extraordi-
nary sort of RNN, fit for learning long haul conditions. They function admirably on
a vast assortment of issues and are currently broadly utilized.

LSTMs are expressly intended to keep away from the drawn-out reliance issue.
Recalling data for extensive periods is essentially their default conduct, not something
they struggle to learn.

The neural network architecture of the proposed long short-term memory model
has been discussed here. The model comprises of three types of layers named as the
inner layer which takes the input, then LSTM layer and the final outer dense layer
that gives us the output. Input layer is used to create sequential data for LSTM layer.
Each sequence is the number of time-steps.A vector is denoted by andmeteorological
parameters, namely Temp, RH, SR, and WS. These sequences are then fed to the
LSTM layer. Each LSTM layer consists of several storage memory blocks (Fig. 3).
These blocks carrymemory cellswhich are interconnected alongwith amultiplicative
unit which is known as gates. Amemory cell keeps the temporary part of the network
and gates are considered to balance the information A LSTM cell has three gates—
which are one which gives the input, other provides the output and last is forget gate.
The flow of entering information in memory is done by the input gate, while output
gate takes care of the output flow of cell activation in rest all part of a network. The
forget gate introduces a disadvantage [8] of LSTM models by avoiding them from
taking continuous input which are not divided into subsequence (Fig. 2).

3.3 Feed Forward Neural Network

A feed forward neural network (FFNN) is themost basic neural network architecture.
It is essentially a stack of rudimentary neuron layers, with different activation func-
tions for each other neuron. Each neuron is connected to a neuron in the next layer,
and that connection has a numeric value, called weight. The activation function is an
essential part of a neural network, as it introduces non-linearity. An FFNN without
an activation function is similar to linear regression. This neural network learns the
parameter values, i.e. weights and biases with each forward and backward propaga-
tion. Here, hyperparameter tuning has been performed as well, where an optimum
combination of learning rate and momentum has been used to get the best results
(Fig. 3).
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Fig. 2 Long short-term
memory network
architecture

Fig. 3 Feed forward neural
network single layer network

Y i =
i=n, j=h∑

i=1, j=1

(Xi)(Wi j) (3)

Yo = f (Y i) (4)

Here, Xi is the input feature,Wij are the weights, and f is the activation function.

4 Results and Discussion

FFNN model had a mean squared loss of 0.0208. LSTM model had a mean squared
loss of 0.0072 and performed the best out of all the models. The mean squared error
of the RNN model was 0.0175.

Figures 5, 6, and 7 illustrate the performance of the models by comparing the
predicted and the actual values by each of these models.
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5 Conclusion

In this paper, we have presented a system which can propose a specific solution for
load forecasting. To prove the reliability of the system we have tested the system
with real world data sets. We have conducted several experiments to evaluate the
performance of three algorithms, i.e. recurrent neural network (RNN), long short-
termmemory network (LSTM), feed forward neural network (FFNN) and concluded
the experiment with a comparison of actual and predicted data.

After training the above threemodels on the dataset, it can be observed that LSTM
performs the best out of them, followed by RNN and FFNN. To compare the three
models and analyzing their performance, see Figs. 4, 5, 6, 7 and Table 1.

Fig. 4 Comparison of
RMSE of the models used
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Fig. 5 Comparison of actual and predicted by RNN
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Fig. 6 Comparison of actual and predicted by LSTM

Fig. 7 Comparison of actual and predicted by FFNN

Table 1 Evaluating each
model by RMSE and MAPE
metrics

Model RMSE MAPE

LSTM 81.32 2.63

RNN 98.61 2.82

FFNN 176.91 5.96
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Design and Development of Phase Lock
Loop (PLL) Premised
Islanding Investigative Techniques

Mohan P. Thakre and Nishant P. Matale

Abstract The day-to-day use of distributed generation (DG) in the electrical grid
is now significantly increased owing to its advantages. As infiltration of distributed
sources increases within the electricity grid, there are many multiple difficulties
with the grid interface which need to be acknowledged. The established network is
comprised of central power generators; while the next power systemwill involve that
several distributed energy resources (DERs). Utility operators regulated a centrally
controlled power generation system, but several DERs would not be regulated by
utility operators. Intelligent control strategies should be used by DG for highly reli-
able and ideal grid functionality. This article addresses an insight into the issues
of an anti-islanding grid interface, together with the different approaches to island
identification. The ability to detect within the non-detection zone (NDZ) along with
financial impact are major determinants for the interpretation of each technique.
Two new cases with the interpretation which occur throughout the electrical power
system (EPS) are also the impact of various means in parallel and NDZ as well as
the likelihood of a false trip precipitated by a load step has been presented in this
article.

Keywords Islanding detection · Grid synchronization · Grid-connected inverter ·
PLL

1 Introduction

Nowadays, the use of DERs in EPS is rising due to the higher cost of conventional
energy sources and the environmentally friendly nature of renewable energy sources
(RES). There are several RESs, a few of which have been mentioned in this: solar,
wind, biomass, geothermal [1, 2]. The DERs are capable of supplying power to the
EPS. Power electronics is indeed the functionality between the DER and EPS [3,
4]. This same inverter uses to still be switched off when the voltage or frequency
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Fig. 1 EPS with circuit
breakers and DGs

DG

DG

DG

Loads

AC Source

exceeds the specified values and therefore is capable of detectingwhen the centralized
generator is not attached [5, 6]. Disassociation for service purposes or sometimes
attributable to human error and any circuit breaker on EPS trips as shown in Fig. 1
are all the reasons for islanding. The IEEE std 1547 claims that DERs should be
disconnected within 2 s whenever the island occurs [7]. There are many reasons for
the disconnection of DERs from the EPS, such as to avoid the electrical grid from
reconnecting with the DERs out of phase creating a huge voltage increase which
damages the loads and is also harmful to the line operator [8–10].

Throughout the coming years, DER operations can be switched to properly
controlled island mode. Due to the higher use of DG, massive issues arise, such
as how to successfully move from centrally controlled power generation toward
several different DERs. The requirement is presented in this article where even the
EPS has been separated and the island has been established. Different methods of
island identification have been used in literature including variations in voltage,
impedance, and frequency along with injecting harmonics, reactive power, jump in
frequency, and SCADA [4, 11–13]. Utilizing output change, the position of the smart
grid is evaluated by passive methods [12]. Active models were developed to predict
the status of the grid connection. Both methods have been implemented in a hybrid
approach. Various strengths and limitations have been linked to each method. This
same assessment of each method has been conducted based on three factors: NDZ,
price, and quality of power. Two further factors are suggested in this paper, such
as that the anti-islanding technique should not cause false trips due to switching on
or off local loads and should be capable of detecting different methods throughout
parallel within the NDZ. This article shows that such circumstances must be taken
into consideration when designing the detection of islanding. Simulation has been
performed employing three techniques and testing has been executed on a prototype
DC-DC converter linked to the inverter as seen inside Fig. 2. A grid is formed by
using a 120 V rms channel.
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Fig. 2 Prototype circuits
used for the experiments

A commercial unit has been used to perform a particular measure. The relevant
information on the patent shall be used for the simulation and testing of this method
[14]. The NDZ has been the first case to pose the technique to be undetectable. In
this situation, the load present in the island matches the generated power, implying
that the current from the EPS has been zero. The parallel inverter case might be the
next condition wherein multiple methods have been used on the same island [15].
The market has different DERs because they will have patented their anti-islanding
technique. The last situation is that the anti-islanding technique must not cause a
false trip during the loading step from local loads. The voltage changes on point of
common coupling (PCC) due to local load switching on and off. The phase shift
in the current is caused by the inductors and capacitors of a load switching on or
off, and the DER control loops would then display a step response. Owing to these
considerations, the DERs should also not unacceptably turn off.

2 Passive Methods

The frequency and voltage limits specified by the IEEE standard 1547 shown in
Fig. 3 are used by the passive method for detecting the island. For inverter operating
voltage range is between 88 and 110% of the nominal voltage at PCC. The frequency
range for the operating inverter is 59.3–60.5 Hz. The conditions which do not follow
IEEE 1547 must disconnect within the clearing times shown in Fig. 3.

The NDZ is testing conditions in this method. The condition in which the current
from the electric grid to the local loads goes is small and the generation from the
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Fig. 3 Voltage and frequency limits specified in IEEE Std. 1547

Fig. 4 Islanding test
experimental setup

InverterVload

IloadIgrid

Current 
Measure Points

+

_

DGs match the local loads is known as NDZ. Figure 4 shows the test setup. The zero
value of the current Igrid indicates that the active power of the resistive load matches
with the inverter active power. The testing of the same method is done within NDZ
shown in Fig. 5. There is no change in voltage and frequency during the island. As
the limits specified by the IEEE std. 1547 are not fulfilled by this method it does not
suitable for the application.

3 Active Methods

The PLL is used by active methods to detect an island. A disturbance is injected by
active methods to determine the status of the grid connection.
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Fig. 5 Passive method in NDZ

3.1 PLL

The PLL is used as the foundation for detecting the island condition in this paper. The
synchronization of an oscillating waveform with a measured waveform is the prin-
ciple of PLL. The PLL generates an oscillating waveform. The components of PLL
are a voltage-controlled oscillator (VCO), an integrator, and a phase detector (PD).
Figure 6 shows the simplified structure of PLL. Equation (1) gives the magnitude of
grid voltage. The signal at V e is equal to the measured waveform (V grid) multiplied
by the PLL output (Vf ) shown in Eq. (1). Where the angle of V grid and Vf is denoted
by θ1, θ2.

Ve=VgridV f = − cos(θ1) sin(θ2) = 1

2
[sin(θ1 + θ2) + sin(θ1 − θ2)] (1)

If θ2 = θ1 + φ then Eq. (1) can be rewritten as Eq. (2),

Ve = 1

2
[sin(2θ1 + φ) + sin(φ)] (2)

Fig. 6 Phase lock loop

+

+
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The design of a low pass filter (LPF) is done in such a manner so that it will
significantly attenuate the second harmonic signal in the above equation so only sin
(φ) is left which at small values of φ is equivalent to φ. The φ denotes the difference
between two θ terms and having Kp as gain which is included to expected angular
frequency (ω0), is given by Eq. (3).

∫
ω0dt =ω0t = θ0 (3)

3.2 Method Based on Jump in Frequency

The extra frequency is added to the PLL in the frequency jump method shown in
Fig. 7. In this paper, 10 Hz is used as an additional frequency. The PSIM has been
used for simulation purposes to verify the detection capability of this technique.

The output voltage, as well as grid current, has been seen in Figs. 8 and 9, before
and after an island condition, respectively. The simulation is within the NDZ as the

Fig. 7 Frequency jump
method

+

+ +

Fig. 8 Vo with Igrid before
island
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Fig. 9 Vo with Igrid later to
the island

Fig. 10 Vo with Igrid before islanding

grid current reaches zero as shown in Fig. 11. The jump in frequency is 67 Hz after
the island is formed and then the frequency reaches 70 Hz. So, this method can be
observed in NDZ. The experimental results are shown in Figs. 10 and 11.

3.3 Method Based on Harmonic Injection

About the existing theta value, the harmonic injection method disrupts the sine wave
PLL. Equation (4) gives a new PLL output (Vf ). Due to the small value of K, cos
and sin term reach unity and K, respectively, converting this method equivalent to an
injection of 2nd harmonics.

V f = sin(θ0 + K sin θ0) = sin θ0 cos(K sin θ0) + cos θ0 sin(K sin θ0) (4)
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Fig. 11 Vo with Igrid later to islanding

Fig. 12 Harmonic injection
PLL

Fig. 13 Simulation results
of the method based on
harmonic injection

Figure 12 shows this new PLL method. Figure 13 shows simulation results. Due
to continuous injection of harmonics by inverter current which results in degradation
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Fig. 14 Harmonic injection before islanding

Fig. 15 Harmonic injection later to islanding



288 M. P. Thakre and N. P. Matale

in power quality. Figures 14 and 15 shows the experimental results verifying that for
single inverter case harmonics is detectable.

3.4 A Method Based on Enphase

The patent is used as the investigation of the anti-islanding technique in commercial
inverters. The phase shift islanding detection technique has been used in the Enphase
micro-inverter. Figure 16 demonstrates the Enphase technique. This method does not
use change in voltage for identification of islanding condition rather it uses the change
in PLL error from the grid connection under the islanding condition. When the value
of PLL output and signal which is measured is equal then the error value becomes
zero.

Figure 17 shows the simulation of the grid-connected case in the Enphase tech-
nique. The Enphase error will increase equally whenever the phase shift has been
started and falls later to the phase shift. Figure 18 demonstrates the significance after
islanding; the error signal decreases but unable to rise to overvalue in steady-state.

Later to islanding, the Enphase method at zero-crossing will be switched off. The
verification is performed by doing the same experiment several times for the case
of a single inverter as shown in Fig. 19. The phase shift injection is a sign for the
detection of the insular condition suggested in the patent. Figure 19 shows that a
phase shift occurs later to the island, which causes 57.8 Hz frequency at peak. These
results indicate that the Enphase methods also recognize a phase shift which results
in inverter turn off next to zero crossings. The capacitor or inductor of high value is
used for further investigation. The output capacitor of the Enphase technique tends
to cause a phase shift.

Fig. 16 Enphase method
PLL
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Fig. 17 Simulation results of Enphase method before the island

Fig. 18 Simulation results of Enphase method later to the island
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Fig. 19 Experimental results of Enphase method

4 Parallel Condition in Multiple Methods

The frequency jump techniques, as well as the harmonic injection method, have
been evaluated in parallel at the same power level and different power levels shown
in Fig. 20.

Fig. 20 Test setup for
parallel inverters with
various identification
techniques of islanding
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Fig. 21 A method based on
frequency jump and
harmonic injection at various
power levels in parallel

4.1 Method Based on Frequency Jump and Harmonic
Injection at Various Power Levels in Parallel

In this case, the power level is lower in the frequency jump method compared to
the harmonic injection method. Figure 21 demonstrates that the jump in frequency
technique having a peak of 11 A whereas the harmonic injection method does have a
peak of 34 A. To identify an island, the output voltage also is not sufficiently signif-
icantly impacted by the frequency jump technique. In this situation, the harmonic
injection method will be disconnected before the frequency jump technique could
be detected.

4.2 Method Based on Frequency Jump and Harmonic
Injection at Same Power Levels in Parallel

In parallel conditions of two approaches at the same power level, the output voltage
will have considerably less visible variation at the time of the island scenario that is
shown in Fig. 22. That further implies that this phase implies a low enough threshold
for disconnection throughout this condition. False island identification could cause
other EPS happenings when this method does have a low threshold. Current distur-
bance has an effect on voltage, which would be measured by islanding detection
systems. If the current is lower, the impact on voltage would be in the NDZ of
multiple units throughout parallel.
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Fig. 22 Parallel condition of
two methods at the same
power

4.3 Parallel Operation of Enphase Technique and Passive
Technique

Simulation shall be performed for parallel operation of the Enphase technique and
the passive technique shown in Fig. 23. Realize that the error signal fluctuated till
0.49. The whole technique needs an accurateness of around 0.02.

Fig. 23 Parallel operation of
the Enphase technique and
the passive technique
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Fig. 24 Enphase and passive method in parallel

Using error signal for identification of an island that results in better power quality
without influencing the voltage. Precise measurements are required in this technique.
Figure 24 shows that the Enphase method will remain allied in a parallel case.

5 Load Step

A load step has been set up where the output of the Enphase is parallel to the load
of 300 � (160 W) and the EPS. The EPS link comes from a 208 V rms outlet that is
connected to a 208 V rms to a 240 V rms transformer. The switch is connected to the 6
� (9.6 kW) resistor. Figure 25 shows the schematic of the load step test.

Due to the load step, more current will flow from the EPS resulting in a high
voltage drop over the line impedance. As a result an inverter voltage drop to 91–93%
of the nominal voltage shown in Fig. 26. The inverter remains on according to IEEE
1547 Std. as this voltage is above the lower voltage. As the voltage drops further,
there may be a disconnection of circuit breakers on the electrical grid resulting in a
blackout. The frequency monitoring in PLL has been significantly impacted by the
load step. The 14� loadwhich is parallel to the 7� load can be seen in Fig. 27.Owing
to this change in load, high variation is taking place in PLL. Frequency monitoring



294 M. P. Thakre and N. P. Matale

Fig. 25 Test setup of load
step
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Fig. 26 Load step results

might be taken out of range although there is no island where PLL frequency has
been used. The current phase change with a 500 µF capacitor load seen in Fig. 28.

6 Method Based on Communication in Power Lines

Detection of islanding has been done by the use of power line communications. The
biggest issue associated with this system has been the power lines behaving similar
to the inductor and the capacitor that filters the communication signal. Temperature,
cable size, the length between transmitting and receiving lines, aswell as other factors
influenced the value of inductance and capacitance of the line.
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Fig. 27 PLL results for load step

Fig. 28 Change in current phase at load step

7 Supervisory Control and Data Acquisition (SCADA)

More monitoring and information exchange facilities have been needed to enhance
reliability and to monitor DERs in the future. High investment is required for the
security and installation of communication facilities. There is a chance of loss of
communication. The islanding detection techniques discussed throughout this article
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would still be crucial in event of failure of interaction between both the DERs and
the utility operator.

8 Conclusion

Alternative techniques of identifying islanding and conditions are discussed in this
paper. In which passive techniques are not applicable for NDZ. The active techniques
are appropriate for NDZ. Power quality has been degraded throughout the case of a
harmonic injection method. In the parallel case of multiple methodologies, when the
output current is far less in one method than the other, it will not be detected. The
whole situation requires a high inverter sensitivity. The island has been identified by
the Enphase technique and will be switched off in the next zero crossings. Owing to
its ability, it enhances the effectiveness of the power and unnecessary tripping would
be an issue on the other side. The Enphase system is especially sensitive to transient
outputs. These are validated by switching large loads connected to an electrical grid.

If islanding detection techniques are made more sensitive, there will be a problem
of unnecessary tripping, however, if such methodologies are made less sensitive, the
islandwill not be detected in parallel inverter cases. In these circumstances, therefore,
an appropriate balance must be maintained. A very low transmission frequency has
been needed for power line communications to avoid long-distance signal filtration
by transmission lines. There is a noise issue in the communication signal at lower
frequencies. Because as frequency is low, the transmission of data is also affected,
attempting tomake this technique uneconomic. In regards, the SCADAmethodology
requires inverter-based techniques in the case of communication loss.
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Genetic Algorithm Based Sliding Mode
Controller for Underactuated 2-DoF
Gyroscope
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Abstract This paper proposes two sliding mode controllers (SMC) for trajectory
tracking of the inner and outer gimbal of a highly coupled double-gimbal underac-
tuated control moment gyroscope. First, the dynamics of the underactuated 2-DoF
Gyroscope have been derived using the Euler-Lagrange equation then independent
nonlinear control laws are derived for actuated inner gimbal and unactuated outer
gimbal. Thereafter, conventional switching law combined with an adaptive distur-
bance estimation term is obtained in the sense of Lyapunov for bounded disturbance
rejection. In this document, to deal with the highly coupled interaction between the
unactauted outer gimbal and the rotating disc optimally, controller parameters are
optimized using genetic algorithm for the operating condition. Lyapunov stability
criteria with Barbashin-Krasvoskii theorem has been used to prove the asymptotic
stability of the closed loop system. Numerical simulations are carried out to validate
the proposed genetic algorithm based nonlinear control law for trajectory tracking
of both the gimbals. The proposed controller nullified the effect of bounded input
disturbance and parametric uncertainties considered and achieved the tracking task
effectively.
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1 Introduction

The dynamics of the control moment gyroscope (CMG) have been considered as
one of the most interesting problems of mechanics [1]. A CMG has a rotating disc
mounted inside gimbalswhich are actuated and tilt its angularmomentum.Gyroscope
is widely used as an actuator to control orientation in sea, air and space vehicles,
such as attitude control of miniaturized spacecraft [2], the stability of posture of a
small inverted pendulum robot [3], as an indirect actuator for the rotational torque
generation [4], scanning and tracking in combat vehicles [5], actuation of dual-arm
space robots and several more [6] (Fig. 1).

In this document, an underactuated Gyroscope is considered to increase the toler-
ance if an actuator fails and tomanage space and weight constraints in small systems.
Trajectory tracking of unactuated outer gimbal with a constant angular speed of the
disc and bounding actuated inner gimbal near the origin is proposed in [7, 8] using
feedback linearization, and neural-network and regressor-based adaptive controller
and in [9] using adaptive radial basis function neural network-based controller. Wide
trajectory tracking task of two outermost unactuated gimbals utilizing torques of
the disc and actuated inner gimbal is achieved using sliding mode controller in
[10], using feedback linearization in [11] and using passivity-based controller in
[12]. Decoupling control of inner and outer gimbal has been proposed in [13] for a
double-gimbaled variable speed CMG but the system considered was fully actuated.

To the best of the authors’ knowledge, trajectory tracking of unactuated outer
gimbal and actuated inner gimbal has not received attention for the underactuated
gyroscope. This paper deals with the design of independent nonlinear control laws
for trajectory tracking of unactuated outer gimbal using actuator of the disc and
actuated inner gimbal. The system considered is underactuated multi-input multi-
output (MIMO) hence, two subsystems namely inner and outer gimbal is formed
leaving internal dynamics in the form of disc subsystem to be dealt with separately.
The design of a robust control law using the sliding mode approach is quite mature
and hence, it has been used to derive control laws for each subsystem separately and

Fig. 1 Gyroscope
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conventional switching law is combined with a disturbance estimation term which
estimates bounded disturbances online.

Due to coupling present in the outer gimbal and the rotating disc, the control
law designed for the outer gimbal to track the desired trajectory affects the angular
velocity of the disc in the transient phase of control. To deal with this it is intuitive that
optimizing controller parameters using some optimization algorithmwill accomplish
the task of tracking without affecting the internal dynamics much. Optimization of
sliding mode controller using genetic algorithm is well covered in [14–17]. Hence,
genetic algorithm has been used to optimize the controller parameters of the control
law for the outer gimbal subsystem considering upper bound of input disturbance
and worst case in uncertainty of system parameters. Global asymptotic stability of
the two subsystems is proved using the Barbashin-Krasvoskii theorem [18], whereas
the internal dynamics are proved to be bounded for bounded reference tracking.

The remaining portion of the paper is organized as follows. The problem statement
is formulated inSect. 2, the control laws are derived andoptimization of its parameters
is done in Sect. 3, and the system stability is proved in Sect. 4. Section5 covers the
numerical simulations and observations and the conclusion is given in Sect. 6 which
is followed by the references.

2 Problem Formulation

2.1 Dynamic Model

The dynamics of the 2-DoF underactuated gyroscope are derived using Euler-
Lagrange’s equation [19] as below [1]

α̈ = − C

J (β)

(
β̇ cosβ (γ̇ + α̇ sin β)

) − J ′(β)

J (β)
α̇β̇ − sin β

J (β)
τ (1)

β̈ = C

H

(
α̇γ̇ cosβ + α̇2 sin β cosβ

) + J ′(β)

2H
α̇2 + 1

H
τ1 (2)

γ̈ = C

J (β)
β̇ sin β cosβ (γ̇ + α̇ sin β)

+ J ′(β)

J (β)
α̇β̇ sin β − α̇β̇ cosβ +

(
sin2 β

J (β)
+ 1

C

)
τ (3)

where,
J (β) = A2 + (A1 + A) cos2 β + C1 sin

2 β (4)

H = B1 + B (5)
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A2, A1, A are the moment of inertia of outer gimbal, inner gimbal and disc about
x-axis, respectively, B1, B are the moment of inertia of inner gimbal and disc about
y-axis, respectively, and C1, C denotes the moment of inertia of inner gimbal and
disc about z-axis, respectively [1]. α, β, γ denotes the angular position of the outer
gimbal, inner gimbal and disc about x-axis, y-axis and z-axis, respectively. τ and
τ1 are actuating torques at the disc and the inner gimbal, respectively, to achieve
underactuation torque at outer gimbal τ2 = 0.

2.2 Control Problem

It is desired to derive two control laws τ1 and τ such that the angular position of the
inner gimbal β tracks the desired trajectory βd and the angular position of the outer
gimbal α tracks αd , respectively, whilst keeping angular velocity of the disc bounded
around the operating point.

Tracking errors are defined as below

e1 = β − βd (6)

e2 = α − αd (7)

and control laws are to be derived so that e1(t), ė1(t), e2(t) and ė2(t) are globally
asymptotically stable which can be written analytically as
e1(t) → 0, ė1(t) → 0, e2(t) → 0 and ė2(t) → 0 when t → ∞.

3 Control Law Design

Design of robust nonlinear control law based on sliding mode control is proposed to
accomplish the control objective stated in the document in the presence of uncertainty
in input and model parameters. There are two modes in sliding mode control namely,
reaching mode and sliding mode. The sliding surface should be designed carefully
since phase trajectories follow the dynamics of the sliding surface in the second
mode, i.e. sliding mode [20].

Todesign the sliding surface, order of the systemshould be knownwhich is relative
degree of the output with respect to the input of the system. It can be concluded
from (1) and (2) that relative degree is two since inputs are appearing explicitly and
maximum second derivative of the output is in the equations.
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3.1 Generalized Sliding Mode Controller

First, a generalized control law will be derived for a second order system then it will
be used to derive controller for the subsystems.

Let a second order system be :

ẍ = ( f (x, ẋ) + � f ) + (g(x, ẋ) + �g)(u + ud) (8)

where � f and �g denotes parametric uncertainties and ud is input disturbance. The
system can be rewritten in terms of lumped disturbance ‘d’ as

ẍ = f (x, ẋ) + g(x, ẋ)u + d (9)

The sliding surface is chosen as below

s = ẋ + cx (10)

where c is a positive constant and can be chosen as per the required dynamics of the
sliding surface. The constant plus proportional rate reaching law [20] given below
will be utilized to derive the control law

ṡ = −Qsgn(s) − Ks (11)

ẍ + cẋ = −Qsgn(s) − Ks

f (x, ẋ) + g(x, ẋ)u + cẋ = −Qsgn(s) − Ks

u = − 1

g(x, ẋ)
( f (x, ẋ) + cẋ + Qsgn(s) + Ks) (12)

control law (12) will accomplish the desired control objective but it should be taken
care that the operating region is chosen in a way to avoid singularity problem due to
g(x, ẋ). Also, to terminate the effect of uncertainties on the performance Q should
be chosen in the sense of Lyapunov but that requires knowledge of upper bound of
uncertainty.Upper bound of systemuncertainty due to variations inmodel parameters
changes with different operating conditions so to avoid efforts in estimating upper
bound adaptive estimation of lumped disturbance is found effective [14].

For the lumped disturbance given in (9), d̂ estimates and estimation error is defined
as

d̃ = d − d̂ (13)
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Updating (12) with estimation term gives updated control law as below

u = − 1

g(x, ẋ)
( f (x, ẋ) + cẋ + Qsgn(s) + Ks + d̂) (14)

Adaption law [21] mentioned below and control law (14) achieves our control objec-
tive by choosing Q, K and γ appropriately.

˙̂d = γ s (15)

3.2 Sliding Mode Controller for Outer and Inner Gimbal

Rewriting (1) and (2) in the form of (9) as below

α̈ = f1(ψ, ψ̇) + g1(ψ, ψ̇)τ + d1 (16)

β̈ = f2(ψ, ψ̇) + g2(ψ, ψ̇)τ1 + d2 (17)

where ψ = [α β γ ], d1 and d2 accounts for the input disturbance and parametric
uncertainties for the inner and outer gimbal systems, respectively. Defining slid-
ing surfaces for the inner gimbal and the outer gimbal in terms of tracking errors
mentioned in (6) and (7)

s1 = ė1 + c1e1 (18)

s2 = ė2 + c2e2 (19)

Using (11), (14), (15), (16) and (17) control laws τ1 and τ and adaption laws are as
follows

τ1 = − 1

g2(ψ, ψ̇)
(−β̈d + f2(ψ, ψ̇) + c1ė1 + Q1sgn(s1) + K1s1 + d̂1) (20)

τ = − 1

g1(ψ, ψ̇)
(−α̈d + f1(ψ, ψ̇) + c2ė2 + Q2sgn(s2) + K2s2 + d̂2) (21)

˙̂d1 = γ1s1 (22)

˙̂d2 = γ2s2 (23)

Adaption laws (22), (23) and control laws (20), (21) are able to accomplish the control
objective while nullifying the effect of disturbance on the performance by choosing
suitable controller parameters.
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Parameters Q1, K1 and γ1 can be tuned independently without affecting the per-
formance of other subsystems much but tuning Q2, K2 and γ2 to make the transient
response of the outer gimbal subsystem faster affects the angular velocity of the
disc adversely because of underactuation and high coupling so, these parameters are
required to be tuned optimally.

3.3 Optimization Using Genetic Algorithm

Genetic Algorithm is a population-based probabilistic search and optimization tech-
nique, which works based on the mechanisms of natural genetics and natural evalu-
ation. The algorithm begins with a set of solutions, which is denoted as population,
is initialized then genetic material of two or more solutions is combined to gener-
ate a diverse set of next solutions [22]. Based on fitness evaluation, next generation
population is generated and the cycle repeats itself until the convergence criteria are
achieved (Fig. 2).

In this document, real value encoding has been used to represent an individual
that does not require any intermediate encoding and decoding steps [23] and the
population is created randomly with a uniform distribution.

Fitness function or the function to be optimized is

J = 5|γ̇ − γ̇ d | + 1

2

t∫

0

(e22 + τ 2)dt (24)

which is a shifted sphere function [24]. Selection scheme used to generate next
generation is tournament selectionwhich exhibits moderate population diversity and
high selection pressure [23]. Scattered crossover operator is used which combines
genetic material of two or more solutions and gaussian mutation technique is used
to explore other solutions. Algorithm termination depends on either the maximum
number of generations reached or the highest ranking solution fitness is reached.

Fig. 2 Basic algorithm cycle
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The maximum number of generations has been taken equal to 25 and population size
equals to 20.

Since the function to be optimized is a unimodal shifted sphere function of dimen-
sion two [24], the operators and functions used would be able to find global optima
effectively.

4 Stability Analysis

Assumption 1 It is assumed that the desired trajectory αd , βd their first derivative
α̇d , β̇d second derivative α̈d , β̈d are available and bounded.

Assumption 2 d̄1 and d̄2 are the known upper bound for d1 and d2.

Theorem 1 Let x = 0 be an equilibrium point for ẋ = f (x). Let V : Rn → R be a
continuously differentiable function such that

V (0) = 0 and V (x) > 0, ∀ x �= 0 (25)

||x || → ∞ =⇒ V (x) → ∞ (26)

V̇ (x) < 0, ∀ x �= 0 (27)

then x = 0 is globally asymptotically stable [18].

4.1 For Inner and Outer Gimbal

First, stability of the generalized system (9) will be analyzed then it will be used to
get the conditions on the controller parameters for stability analysis of the inner and
the outer gimbal subsystems.
Choosing Lyapunov candidate in terms of sliding surface (10) and estimation error
(15)

V = 1

2
s2 + 1

2γ
d̃2 (28)

If (28) satisfies (25), (26) and (27) then it can be inferred that s = 0 and d̃ = 0 are
globally asymptotically stable. The Lyapunov candidate chosen satisfies (25) and
(26) next, conditions will be established such that it satisfies (27)
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V̇ = sṡ + 1

γ
d̃ ˙̃d

V̇ = s(ẍ + cẋ) − 1

γ
d̃ ˙̂d

V̇ = s( f (x, ẋ) + g(x, ẋ)u + d + cẋ) − 1

γ
d̃γ s

V̇ = s(−Qsgn(s) − Ks + d − d̂) − d̃s

V̇ = −Q||s||1 − Ks2

Similarly choosing Lyapunov candidates for the inner and outer gimbals.

V1 = 1

2
s21 + 1

2γ1
d̃1

2
(29)

V2 = 1

2
s22 + 1

2γ2
d̃2

2
(30)

V̇1 = −Q1||s1||1 − K1s
2
1 (31)

V̇2 = −Q2||s2||1 − K2s
2
2 (32)

For Q1 > 0, Q2 > 0, K1 > 0 and K2 > 0 (29) and (30) satisfies all the three condi-
tions (25), (26) and (27) inferring both the sliding surfaces and estimation errors are
globally asymptotically stable also on tracing sliding surfaces it can be concluded
that e1(t), ė1(t), e2(t) and ė2(t) are globally asymptotically stable.

4.2 Disc Subsystem

Stability analysis of the disc rotating at the desired angular velocity will be studied
considering the angular position of the outer gimbal is tracking the desired trajectory
αd and the inner gimbal is tracking the desired trajectory βd .

Dynamics of the disc given in (3) can be rewritten as below using (21)

γ̈ + β̇d cot βd γ̇ = − J ′(βd)

C sin βd
α̇d β̇d − 2α̇d β̇d cosβd

+ (sin βd + J (βd)

C sin βd
)(d̂2 − α̈d) (33)

Variable of interest, i.e. angular velocity of the disc γ̇ can be computed by trans-
forming (33) into a linear differential equation which can be solved but to avoid
complex derivation, numerical simulation has been used to analyze the behaviour of
the internal dynamics on changing the range of variables on which it is dependent.
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Fig. 3 Angular velocity of the disc on varying a αd , b βd

αd is varied from 10◦ sinwt to 70◦ sinwt , whilst βd is varied from 40◦ + 0◦ sinwt
to 40◦ + 20◦ sinwt .

From Fig. 3 it can be concluded that the internal dynamics is bounded for bounded
reference trajectory but inner gimbal can be tracked for smaller range and that too
away from origin because of singularity present in (1).

5 Simulation Results

To validate the proposed control strategy for trajectory tracking of both the gimbals
numerical simulations are done and presented in this section. Reference trajectory
to be tracked is taken as:

αd = 25◦ sin 2π f1t,

βd = 40◦ + 5◦ sin 2π f1t,where f1 = 0.05Hz.

γ̇ d = 40 rad/s

Initial conditions are taken asβ(0) = 40◦, γ̇ (0) = 40 rad/s andα(0) = −100◦. Initial
condition of α is so taken to address the coupling effect, whilst driving the β and γ̇

to initial conditions.
Profile of input disturbances is given in Fig. 5b and parametric uncertainty is taken

as±20% for all model parameterswhich changes randomly online in the given range.
Controller parameters for the outer gimbal subsystem are found out using genetic
algorithmwith the operators and parameters mentioned in Sect. 3.3, whilst controller
parameters of the inner gimbal subsystem are decided by trial and error process.

To reduce the chattering effect tanh has been used instead of sgn [25]. From
Fig. 4 it can be said that the proposed controller has been able to reject the input and
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Fig. 4 Angular position of a outer gimbal, b inner gimbal
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Fig. 5 a Angular velocity of disc, b input disturbances
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Fig. 6 Control input for a outer gimbal, b inner gimbal

parametric uncertainties and can follow the desired trajectory globally asymptotically
and Fig. 5a shows that the angular velocity of the disc is bounded. Control inputs and
sliding surfaces have been shown in Figs. 6 and 7, respectively (Tables 1 and 2).
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Fig. 7 Sliding surface for a outer gimbal, b inner gimbal

Table 1 Moment of inertia of quanser gyroscope

Subsystem of
gyroscope

Moment of inertia (in kg m2) about

x-axis y-axis z-axis

Red gimbal 0.00762058 0.02879104 0.02344554

Blue gimbal 0.00388552 0.00744682 0.00555680

Flywheel disc 0.00284584 0.00563843 0.00284582

Table 2 Controller parameters

Sliding surface constants c1 = 4, c2 = 1.38

Other parameters

For inner gimbal K1 = 4, Q1 = 150, γ1 = 150

For outer gimbal K2 = 9.39, Q2 = 4.83, γ2 = 8.80

6 Conclusion

In this work, robust nonlinear control laws have been designed for underactuated
2-DoF Gyroscope system to achieve MIMO tracking task, whilst keeping angular
velocity of the disc bounded. The proposed control laws do not require the infor-
mation of the upper bound of the input and parametric uncertainties. The controller
parameters have been tuned via genetic algorithm to dealwith the interaction between
the unactuated state and the internal dynamics. The numerical simulations validate
that the proposed control laws are effective in trajectory tracking, terminated the
uncertainties, and optimization of controller parameters via genetic algorithm has
been found effective in bounding the internal dynamics within the desired range.
This work can be extended for tracking of the inner gimbal around origin, whilst
avoiding the singularity problem.
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Higher Order Sliding Mode Controller
Design for 2-DoF Torsion System with
Genetic Algorithm Based Tuning

Priyam Rai and Bhanu Pratap

Abstract This paper presents the design of a robust controller for stabilization of the
2-DoF torsion system, which is an underactuated system, characterized by a higher
number of degrees of freedom than the number of actuators. The output of the given
servo dynamical system with two flexible torsional couplings should be positioned
properly with minimum vibrations and response time. The control scheme presented
here, to achieve the control requirement, is higher order sliding mode control with
genetic algorithm tuning based on the hierarchical slidingmode. This control scheme
provides robustness to matched disturbances, a finite time convergence like its con-
ventional counterpart, along with the ability to overcome the problem of chattering.
In addition, the choice of the hierarchical sliding mode has the added benefit of
having a simpler subsystem-wise sliding mode design, which makes it more conve-
nient to apply to the underactuated system. Genetic algorithm is applied to optimize
the controller parameters. The study of the performance of the proposed scheme is
based on bounded matched disturbance, randomly varying viscous damping coeffi-
cient, parameter uncertainties, and varying frictional force. MATLAB simulations
have been carried out to verify the above proposition.

Keywords Higher order sliding mode control · Hierarchical sliding mode ·
Genetic algorithm · Torsion system · Matched uncertainties
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1 Introduction

Physical-world control applications of torsional dynamics are well represented by
the 2-DoF torsion system. It is an underactuated system that represents the effect of
a flexible coupling among the actuator and load encountered in complex processes
in industries. Numerous control methodologies that have been applied to the torsion
system for the control of vibration are detailed in the literature. Fuchs et al. presented
a novel high-accuracy numerical integration based state feedback method for control
of multi-torsion chain in 2013 in [1]. A linear quadratic regulator based on the
algebraic Riccati equation with the Lagrange multiplier method has been applied on
the 2-DoF torsion system in [2]. A 2-DoF fractional order PID is employed to control
the angular position of the 1-DoF torsion system in [3]. A dynamical sliding-mode
control is used to drive the rotary velocities of drill string components to a constant
positive value in a conventional vertical oil well drill string, which is represented by
a discontinuous lumped parameter torsional model having four degrees of freedom
in [4].

Variable structure control with slidingmode control(SMC) is a powerful nonlinear
feedback control technique. The innate stability and robustness of this technique,
because of the complete rejection of disturbances and insensitivity of parameter
variations, during the sliding mode, is the result of the discontinuous nature of its
fast switching control action. Although it might be sensitive to them during the
reaching mode [5]. These properties of SMC along with finite-time convergence
are offset by chattering, caused mainly by unmodelled cascade dynamics, which
can cause extensive damage to the actuator [6]. Higher-order SMC was introduced
in the Ph.D. dissertation of Arie Levant [7]. Since then various works have been
published on higher-order SMC(HOSMC). Integral sliding based HOSMC has been
presented for uncertain nonlinear systems in [8]. An HOSMC algorithm is proposed
for hovercraft vessel control in [9] demonstrates the advantage of the strategy. A
robust and adaptive controller based on the HOSMC approach has been investigated
in [10] for the air feed nonlinear system with bounded uncertainty.

The torsion system which is being dealt with in this paper represents an underac-
tuated system. The relative degree of this system with respect to the output function
is greater than one. Therefore, the derivation of the equivalent control by using the
conventional method becomes cumbersome and unmanageable. Hierarchical SMC
can be applied to counter such a problem. In this paper, the hierarchical slidingmode-
based HOSMC is developed for the 2-DOF torsion system, which consists of three
subsystems. Therefore, three individual sliding surfaces are defined for each subsys-
tem and then they are integrated for the entire system as shown in [11]. The stability
analysis of the system is carried out using Lyapunov and Barbalat’s theorem [12].

Further, for setting the numerical values of the aforementioned controller Genetic
Algorithm based tuning is employed in this paper. GA-based optimization has been
employed in various papers. Some of the recent papers are [13–16]. The introduction
to GAs, starting with basic concepts like evolutionary operators and continuing with
an overview of strategies for tuning and controlling parameters is discussed in books
[17, 18].
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According to the literature survey undertaken by the authors, this approach has
not received any attention in regards to the 2-DoF torsion system discussed in this
paper. Further matched disturbances and parametric uncertainties are considered for
testing the validity of the proposed controller for the given system.

The rest of the paper is divided into six sections. The control problem is devised in
Sect. 2, further, the aforementioned controller is designed inSect. 3. Section4 consists
ofGA-based tuning of controller parameters andSect. 5 contains the stability analysis
of the proposed controller. The simulation results are presented in Sect. 6, with the
conclusion in Sect. 7. The references are mentioned at the end of the paper.

2 Problem Formulation and Prelimnaries

2.1 System Modelling

The torsion system comprises a chain of electrical andmechanical subsystems. Equa-
tions of motion derived below constitute the dynamical behaviour of the system.
Figure1 represents the 2-DOF torsion system.

As demonstrated below, the torsion assembly consists of a torsional spring ele-
ments with stiffness ksi , and moment of inertia Ji where i = 1, 2, 3. A servo drive
produces a torsional torque, τ , which acts as input for the torsion system. This torque
is controlled by input voltage V given to the servo drive. This is described by the set
of equations given below.

J1θ̈1 = rkm
V − rkm θ̇1

Rm
− τ (1)

where; motor resistance, Rm = 2.6�, motor gyrator constant, Km = 0.00767 Nm
A−1 and transmission ratio, r = 70. When conservation of angular momentum is
applied on the assembly of torsion elements, the following equation is obtained:

Fig. 1 Rotary 2-DOF torsion system
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Ji θ̈i =ks(i−1)[θ(i−1) − θi ] + B(i−1)[θ̇(i−1) − θ̇i ]
+ ksi [θ(i+1) − θi ] + Bi [θ̇(i+1) − θ̇i ]

(2)

The following system equations are obtained using Eqs. (1) and (2):

θ̈1 = 1

J1

[
ks1(θ2 − θ1) + B1(θ̇2 − θ̇1) + V

kmr

Rm
− θ̇1

k2mr
2

Rm

]
(3)

θ̈2 =ks1
J2

[θ1 − θ2] + ks2
J2

[θ3 − θ2] + B1

J2
[θ̇1 − θ̇2] + B2

J2
[θ̇3 − θ̇2] (4)

θ̈3 = ks2
J3

[θ2 − θ3] + B2

J3
[θ̇2 − θ̇3] (5)

2.2 State Space Model

The following state space model is obtained from the system Eqs. (3), (4) and (5)
(Table 1):

ẋ = Ax + Bu (6)

u = V (7)

x = [
θ1 θ2 θ3 θ̇1 θ̇2 θ̇3

]T
(8)

A =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
a b 0 c d 0
e f g h i j
0 k l 0 m n

⎤
⎥⎥⎥⎥⎥⎥⎦

(9)

B = [
0 0 0 o 0 0

]T
(10)

The angular position of the third torsional disc θ3 is taken as the output:

y = Cx (11)

C = [
0 0 1 0 0 0

]
(12)
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Table 1 Moment of inertia (MI) (×10−4 kg m2), Torsional stiffness (TS) (Nm/rad) and torsional
damping (TD) (×10−3 N ms−1)

MI J1 J2 J3 TS ks1 ks2 TD B1 B2

Value 19.261 3.2281 3.2281 Value 1.4927 1.3639 Value 8.2 7.8

where;

a = −ks1
J1

; b = ks1
J1

; c = −km2ks12 + B1Rm

J1Rm
; d = B1

J1
; e = ks1

J2
;

f = −ks1 + ks2
J2

; g = ks2
J2

; h = B1

J2
; i = − B1 + B2

J2
; j = B2

J2
;

k = ks2
J3

; l = −ks2
J3

;m = B2

J3
; n = − B2

J3
; o = kmr

J1Rm

2.3 Desired Control Requirement

The 2-DoF torsion system discussed here finds application in systems like powertrain
of wind-mills, oil drills, robotics, etc. The system consists of three modules, the
servo drive and two torsion modules. The above-mentioned applications require the
positioning of the final output which is the position variable of the second torsion
module, θ3 at the desired position with minimum vibration and response time. Since
the problem considered here is a regulation problem, the goal of the designed control
is to reduce the error to zero asymptotically. Analytically, θ3 and θ̇3 should tend to
zero.

3 Higher Order Sliding Mode Control Derivation

Let the SISO dynamical system given by Eqs. 3, 4 and 5 be represented by following
set of equations which are affine in control variable:

ẋ(t) = A(x, t) + B(x, t)u(t); y(t) = s(x, t) (13)

where, the state vector and the input control are described by x ∈ R
n and u ∈ R,

respectively. The sliding variable s: Rn × R → R is a sufficiently smooth output-
feedback function.
It is assumed that the relative degree ‘r’ of the system represented by (13) with
respect to output function ‘s’ is well defined, uniform and time-invariant.
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For HOSMC let the sliding surface be defined as:

s(i) = di y

dt i
(14)

The control purpose is to satisfy the constraint described by s(x, t) = 0 in minimum
possible time by discontinuous feedback control. The rth order sliding mode for
the system given in Eq. (13) with the given discontinuous feedback can be defined
in following manner: on the condition that s, ṡ, . . . , s(r − 1) are not discontinu-
ous functions, and the set Sr = {x |s(0)(x, t) = s(1)(x, t) = · · · = s(r−1)(x, t) = 0},
called “rth-order sliding set”, is not empty and an integral set in the Filippov sense,
the motion on Sr is called “r th-order sliding mode" with reference to the sliding
surface s.
The given system consists of various subsystems. Due to this physical structure, the
hierarchical structure of SMC is defined. The sliding surface of each subsystem is
defined separately and then layered together till all the subsystems are included.
Defining the sliding surfaces of each subsystem using the equation (14):

s1 = θ1(t) (15)

s2 = θ2(t) (16)

s3 = θ3(t) (17)

The combined sliding surface of the complete system is obtained as below:

s(t) = ε1θ1(t) + ε2θ2(t) + ε3θ3(t) (18)

Thereafter,
ṡ(t) = ε1θ̇1(t) + ε2θ̇2(t) + ε3θ̇3(t) (19)

s̈(t) = (ε1a + ε2e)θ1(t) + (ε1b + ε2 f + ε3k)θ2(t) + (ε2g + ε3l)θ3(t)

+ (ε1c + ε2h)θ̇1(t) + (ε1d + ε2i + ε3m)θ̇2(t) + (ε2 j + ε3n)θ̇3(t)

+ ε1lou(t)

(20)

From the Eq. (20), the relative degree of the 2-DoF torsion system concerning the
output function given by (18) is obtained to be 2. Therefore, third-order SMC needs
to be designed for chattering elimination.
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HSMC- 19 1
s

Matched Disturbances

System - 3,4,5r = 0 U̇ U y

−

ym Higher-order HSMC

GA tuned parameters

Fig. 2 Block diagram of the proposed controller

...
s (t) ={a(ε1c + ε2h) + e(ε1d + ε2i + ε3m)}θ1(t)

+ {b(ε1c + ε2h) + f (ε1d + ε2i + ε3m) + k(ε2 j + ε3n)}θ2(t)
+ {g(ε1d + ε2i + ε3m) + l(ε2 j + ε3n)}θ3(t)
+ {(ε1a + ε2e) + c(ε1c + ε2h) + h(ε1d + ε2i + ε3m)}θ̇1(t)
+ {(ε1b + ε2 f + ε3k) + d(ε1c + ε2h) + i(ε1d + ε2i + ε3m)

+ m(ε2 j + ε3n)}θ̇2(t)
+ {(ε2g + ε3l) + j (ε1d + ε2i + ε3m) + n(ε2 j + ε3n)}θ̇3(t)
+ (ε1c + ε2h)ou(t) + ε1ou̇(t)

(21)

where u̇(t) = v(t) is the fictitious control designed in discontinuous mode, such that
the stabilization to the equilibrium occurs with a finite time convergence (Fig. 2).

v(t) = − {1/(ε1o)} × [{a(ε1c + ε2h) + e(ε1d + ε2i + ε3m)}θ1(t)
+ {b(ε1c + ε2h) + f (ε1d + ε2i + ε3m) + k(ε2 j + ε3n)}θ2(t)
+ {g(ε1d + ε2i + ε3m) + l(ε2 j + ε3n)}θ3(t)
+ {(ε1a + ε2e) + c(ε1c + ε2h) + h(ε1d + ε2i + ε3m)}θ̇1(t)
+ {(ε1b + ε2 f + ε3k) + d(ε1c + ε2h) + i(ε1d + ε2i + ε3m)

+ m(ε2 j + ε3n)}θ̇2(t)
+ {(ε2g + ε3l) + j (ε1d + ε2i + ε3m) + n(ε2 j + ε3n)}θ̇3(t)
+ (ε1c + ε2h)ou(t) + k1s(t) + k2ṡ(t) + k3s̈(t) + k4sign(

...
s (t))]

(22)

u(t) =
∫

v(t)dt (23)
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(a) Controller parameters distribution
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Fig. 3 aController parameters distribution, b sorted cost distribution obtained fromfitness function

4 Genetic Algorithm Based Tuning of Controller
Parameters

In this paper, three of the controller parameters, which provide for a guaranteed
convergence to the equilibrium are tuned using the above mentioned algorithm. The
parameters to be tuned are k1, k2 and k3, as observed from Eq. (22).

For achieving this goal, the following GA parameters are defined as: number of
generations: 50; population size: 50; number of elite children: 0.05 × population
size; cross over fraction: 0.8; number of sites of crossover: random; mutation: gaus-
sian mutation.
Fitness function is taken as:

J =
√∫ t

0
(xT x − xd T xd)dt (24)

After the algorithm runs for the given number of generations, the following distri-
bution of the three parameters is obtained, as shown in Fig. 3a. Similarly, the sorted
cost distribution across the generations is shown in Fig. 3b.

5 Stability Analysis

Let s̈(t) = ψ(t)
For the stability analysis, the candidate Lyapunov function is chosen as:

V (t) = ψ2

2
(25)
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Differentiating (25) with respect to time t, we obtain following equation:

V̇ (t) = ψψ̇ (26)

From Eqs. (21) and (22), ψ̇(t) can be written as:

ψ̇ = −kψ − η|ψ | (27)

Substituting (27) into the Eq. (26), following is obtained:

V̇i = ψψ̇ (28)

= ψ(−kψ − ηsgnψ) (29)

= −kψ2 − η|ψ | (30)

Calculating the energy of the fuction by integrating Eq. (30) on both sides, following
is obtained:

∫ t

0
V̇ dτ =

t∫
0

(−kψ2 − η|ψ |)dτ (31)

V (t) − V (0) = −
t∫

0

(kψ2 + η|ψ |)dτ (32)

V (0) = V (t) +
t∫

0

(kψ2 + η|ψ |)dτ (33)

≥
t∫

0

(kψ2 + η|ψ |)dτ (34)

Applying limit to the integrated term in above equation:

lim
t→∞

t∫
0

(kψ2 + η|ψ |)dτ ≤ V (0) < ∞ (35)

Barbalat’s lemma states that, supposing f (t)εC1(a∞) and limx→∞ f (t) = α where,
α < ∞. If ḟ (t) is uniformly continuous, then limx→∞ ḟ (t) = 0.
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According to Barbalat’s lemma:

lim
t→∞(kψ2 + η|ψ |) = 0 (36)

According to (36) limt→∞ ψ = 0, which implies that the sliding layer is asymptoti-
cally stable.

6 Simulation Results

The performance of the proposed control law is compared with the conventional
PID controller, whose parameters are tuned using the GA algorithm. The accuracy,
efficiency and robustness of the controllers are compared after plotting their responses
for various cases discussed below:
Matched disturbance:

z = .0002 × rand(1, 1) ∗ sin(0.5) (37)

Viscous friction uncertainty:

B ′ = B × (1 + rand(1, 1)) (38)

Moment of inertia uncertainty:

J ′ = J (1 ± 20%) (39)

HOSMC parameters found by trial and error are ε1 = 1, ε2 = 1, ε3 = 1 and
k4 = 300. HOSMC parameters obtained using GA are k1 = 150, k2 = 85 and
k3 = 23.

PID controller structure used:

C(s) = Kp

(
1 + 1

Ti s
+ Tds

0.001s + 1

)
(40)

PID controller parameters obtained using GA are Kp = 0.8906, Ti = 59.5 and
Td = 0.0992.

The following instances are defined for the analysis of proposed controller per-
formance:
Instance 1: only the condition (37) is considered.
Instance 2: the conditions (37) and (38) are considered.
Instance 3: the conditions (37), (38) and (39) are considered.
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The three instances are represented by the following legends in the plots:
Instance 1:
Instance 2:
Instance 3:
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Fig. 4 a Angular response (θ3) of PID, b angular velocity (θ̇3) PID
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Fig. 5 a Control input in PID, b angular response (θ3) of HOHSMC
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Fig. 7 Sliding surface in
HOHSMC
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The state responses of the proposed controller and the GA tuned PID controller
can be seen in Figs. 4a and 5b. Since it is a regulation problem, the state of the
system is assumed to be an error. It is observed that the states asymptotically die
down to zero. It is also seen that some minute disturbances are observed because of
the Gaussian matched disturbances and parametric uncertainties, but the response is
chattering free because of now continuous control obtained by applying higher-order
SMC (Figs. 6 and 7).

7 Conclusion

An effort has been made in this paper to enhance the performance of the 2-DoF tor-
sion system in the presence of various disturbances and uncertainties. The HOSMC
based on hierarchical sliding mode is put forward for obtaining the desired control
design. The parameters of the proposed controller are tuned using the Genetic Algo-
rithm scheme. Lyapunov theory and Barbalat’s theorem are used for establishing
the stability of the proposed controller. The 2-DoF torsion system is stabilized with
the aforementioned controller and the plots obtained are compared with the plots
obtained with the GA tuned PID controller. Gaussian matched disturbance, ran-
domly changing viscous damping coefficient, parameter uncertainties, and varying
frictional forces are employed to convey the robustness of the proposed controller. It
is found that the proposed controller could robustly stabilize the 2-DoF system. One
of the future scopes of the paper is the introduction of Kalman Filter in the control
loop so that the effect of measurement noise and parametric uncertainties can be
reduced on the output.
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Drowsiness Detection System in Real
Time

Sheersh Kaushik, Purnima Gupta, Vineet Kumar Singh, Sonal Maan,
and Saquib Faraz

Abstract The paper presents the study of the project on which we are working,
to enhance the safety measures of the drivers. It will detect the drowsiness of the
driver and will ensure their safety. As we know many drivers lose their lives every
year due to tragic road accidents and the main reason behind that is the fatigue or the
sleepiness of the drivers. The conventional methods that are used to detect the fatigue
of the driver are the behavioural features while others need extravagant devices. For
that reason, we developed a drowsiness detection system in real time. This system
analyses the facial features and detects the drowsiness of the driver in real time by
using an image processing technique CONVOLUTIONAL NEURAL NETWORK
(CNN). In this eye aspect ratio and closure ratio is computed to detect the fatigue of
the driver. PYTHON is used to test the intended approach competence.

Keywords Drowsy · CNN · Image processing · OpenCV · Safety

1 Introduction

In this project, we used both the hardware and software to create a system that will
take care of driver’s safety as one of the major causes behind the road accidents
is driver’s drowsiness. Studies have stated that majority of accidents occur due to
driver’s fatigue. The most important challenge is to map out a system that detects
driver’s drowsiness. Many heavy vehicles such as loaded trucks are mostly driven at
night and the drivers of such vehicles who drive continuously for long times becomes
more prone to these kinds of situations.

Themethods that are used to identify driver’s fatigue aremostly behavioural-based
vehicle-based and psychological-based. The behavioural pattern includes yawning,
closure and blinking of eyes etc. The psychological methods that are used are heart-
beat, pulse rate etc. The vehicle-based methods include steering movements, accel-
erator patterns and acceleration. In this report, we will study the proposed approach

S. Kaushik (B) · P. Gupta · V. K. Singh · S. Maan · S. Faraz
ADGITM GGSIPU, New Delhi, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
S. Suhag et al. (eds.), Control and Measurement Applications for Smart Grid,
Lecture Notes in Electrical Engineering 822,
https://doi.org/10.1007/978-981-16-7664-2_26

327

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-7664-2_26&domain=pdf
https://doi.org/10.1007/978-981-16-7664-2_26


328 S. Kaushik et al.

Fig. 1 Proposed module prototype

to identify driver’s fatigue. The system is installed in driver’s vehicle. The process
starts when the image is taken as input from the camera. Then the images are fed to
the CNN classifier which will speculate the condition of the eyes according to the
score that whether the eyes are open or closed [1].

This project is made at an affordable price range without compromising its effi-
ciency. The leading characteristics of our project are its compact size and low
economic nature. This project is made under a budget of INR 1000. The main
components that we used in this project are camera sensor, mount, thin electronic
wires alongwith the microprocessor. As it is very compact in nature it can be used in
any vehicle and also due to its lower economic value most of the people could reap
benefits from it (Fig. 1).

2 Literature Survey

A survey that is done by CENTRAL ROAD REASEARCH INSTITUTE (CRRI) on
Agra—Lucknow expressway which is 300 km long states that the fatigued drivers
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who doze off while driving are accountable for about 40% of the total road accidents
[2].

The study related to heavy eyed drivers shows that in our country 3 life taking
accidents occurs every minute, i.e. 3 people lose their lives every minute due to
these fatal road accidents. The study has also emphasized the need for educating
the highway auto-mobilists about the significance of taking proper sleep and regular
breaks in between driving for safety purposes (Fig. 2).

In accordance with the road safety experts a person should not drive continuously
for more than 3 h without taking a break of 15–30 min. To make sure that the driver
stays alert he should not drive for more than 8 h in a day. According to the statistics
that are revealed by Nitin Gadkari (Road Transport and Highway Minister) 147,913
people lost their lives in 2017 in road accidents having UP shows up the highest no.
of deaths 20,124.

Approximately 4.5 lakh fatal road accidents take place in India every year. 70.7%
of the fatal road accidents happens in 4 or more than 4-wheeled vehicles. 40% of
these are due to drowsiness of the driver, which counts of 1.35 lakh deaths. Our
system is capable of reducing this sadly high number of deaths [4] (Table 1).

Figure 3 shows that as the number of sleeping hours reduces, the chances of fatal
accidents increases swiftly. It shows that when the number of sleeping hours is less
than 4, at that time the vehicle is more prone to crash, while on the contrary when
number of sleeping hours is more than 6 the vehicle is less prone to crash. It shows
that being drowsy plays a crucial role when it comes to road accidents [5].

Fig. 2 Road accident statistics [3]
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Table 1 Number of road accidents in top 15 states and their respective percentage shares in total
accidents during 2017 and 2018

S. No State 2018 2017 Increase/decrease over
2017

No. of
accidents

% share
in total

No. of
accidents

% share
in total

In numbers % age terms

1 Tamil Nadu 63,920 13.7 65.562 14.1 − 1642 2.6

2 Madhya
Pradesh

51,397 11.0 53,399 11.5 − 2002 3.9

3 Uttar Pradesh 42,560 9.1 38,783 8.3 3777 − 8.9

4 Karnataka 41,707 8.9 42,542 9.2 − 835 2.0

5 Kerala 40,181 8.6 38,470 8.3 1711 − 4.3

6 Maharashtra 35,717 7.6 35,853 7.7 − 136 0.4

7 Andhra
Pradesh

24,475 5.2 25,727 5.5 − 1252 5.1

8 Telangana 22,230 4.8 22,484 4.8 − 254 1.1

9 Rajasthan 21,743 4.7 22,112 4.8 − 369 1.7

10 Gujarat 18,769 4.0 19,081 4.1 − 312 1.7

11 Chhattisgarh 13,864 3.0 13,563 2.9 301 − 2.2

12 West Bengal 12,705 2.7 11,631 2.5 1074 − 8.5

13 Haryana 11,262 2.4 11,258 2.4 4 0.0

14 Odisha 11,238 2.4 10,855 2.3 383 − 3.4

15 Bihar 9600 2.1 8855 1.9 745 − 7.8

Total 15
states

421,368 90.2 420,175 90.4 1193 − 0.3

Total all
India

467,044 464,910

3 CNN Feature Detection

This system is built using a specific type of semantic network CONVOLUTIONAL
NEURAL NETWORK (CNN) which is used for image processing.

CNN comprises of 3 layers, i.e. the input, output and hidden layer. The hidden
layer possesses numerous layers. A complex operation is performed on these layers
employing a filter that carries out 2D matrix multiplication on the layers and filter
[6].

Our algorithm works as follows.

• The first step is to take the images as input using device’s webcam. To gain access
to the webcam an unbounded loop is made that will capture each frame.

• The image is then converted to grayscale as the algorithm which we are using,
i.e. the OpenCV algorithm takes only grey images as input. Then the detection is
performed.
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Fig. 3 Statistics of impact
of sleep on crash risk [5]

• The approach that is used to detect the faces and is used to detect the eyes. Now
we need to take only the eyes data from the captured image. This can be done by
extracting the outer limit box of the eye, then we can take the eye image from the
frame.

• The image data of the eye is contained by L_eye. The data is received by CNN
classifier which predicts if the eyes are open or closed. Similarly, we will extract
the data of right eye using R_eye.

• Here, we are using CNN classifier which predicts the status of the eye. As our
model demands correct dimension to start with, firstly the colour images are
converted to grayscale.

• Images are resized into 24 * 24 pixels. Our model predicts each eye. If the value
of lpred[0] = 1, it represents that the eyes are open but if the value of lpred[0] =
0, then it represents that the eyes are closed.

• Here, the value of score will be determining for how long the eyes have been
closed by the driver. So, if eyes are closed, the score will keep on increasing and
if eyes are open the score will decrease. Result will be displayed on the screen
which display status of the person in real time.

• A threshold value will be defined for the score which will predict if the eyes are
open or closed. For example, if we have set the threshold value to 15 and if the
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score becomes greater than 15 that will indicate that the person’s eyes are closed
for a longer period of time. And hence the alarm will start beeping.

4 Experimental results and analysis

As discussed earlier, the system created is used to detect facial expressions of the
driver and thus stating the driver’s condition whether he/she is drowsy or not. For
this experiment camera and speaker raspberry pi modules were used connected to a
screen for visuals [6] (Fig. 4).

In this picture, as we can see that the eyes of the operator are open, camera is still
detecting but there will be no indication of the driver being drowsy (Fig. 5).

Fig. 4 Image when eyes are
detected open

Fig. 5 Image when eyes are
closed
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Fig. 6 Alarming image
when driver detected
sleeping

In this picture, as we can see that the eyes are closed, camera is still detecting but
in first 5 s there will be no light, no sound beep as we have set the threshold value to
5 s (Fig. 6).

In this picture, the eyes of driver are closed for more than 5 s and score exceeded
the threshold value signifying that the driver is drowsy, hence we can see the red light
which indicates the driver being drowsy and we can hear a beep sound as well along
with the red light. Here, red light indicates that the indicating light of the vehicle has
been turned on and beep sound indicates that the music system inside the vehicle has
also been turned on.

5 Conclusion

In thiswork, we have proposed a system thatmonitors and detects the loss of attention
of drivers of vehicles in real time. The face of the driver has been detected by capturing
facial landmarks and warning is given to the driver by the system to avoid real time
crashes. The proposed approach uses the aspect ratio and closure ratio of eyes with
adaptive thresholding to detect the drowsiness of the driver in real time.
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An Improved Stabilization Criteria
for Linear Systems with Time-Varying
Delay Using a New Lyapunov–Krasovskii
Functional

K. C. Rajendra Prasad, N. K. Arun, and M. Venkatesh

Abstract This study aims to design an improved stabilization controller for linear
systemswith time-varying delay. First, a proper augmentedLKFhas been constructed
and then a tighter bound of the quadratic integral function in the LKF deriva-
tive is established by applying Wirtinger-based integral inequality (WBII) and
extended reciprocally convex matrix inequality (RCMI). Congruence transforma-
tion has been performed to obtain the negative-definite condition for LKF deriva-
tive such that the closed-loop system becomes asymptotically stable in the sense
of Lyapunov. Maximum permissible delay upper bound (MPDUB) and the corre-
sponding control effort is computed using linearmatrix inequality (LMI) convex opti-
mization approach. A numerical example has been solved to verify the effectiveness
of the proposed method using LMI control toolbox of MATLAB.

Keywords Time-varying delay · Stabilization control · Lyapunov–Krasovskii
functional · Extended reciprocally convex matrix inequality · Linear matrix
inequality

1 Introduction

Time-delay occurs in most of the practical systems such as power system, process
control, cyber-physical systems, biological systems. Generally, networked control
systems have time-varying delays due to the need of open communication chan-
nels between interconnected dynamical systems. Typical examples of such cases
include networked load frequency control problem in deregulated power system [1],
networked state feedback control of a DC servo position system [2], etc.
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Time-delay system (TDS) belongs to a class of infinite-dimensional systems and
the presence of time-delay may lead to inappropriate oscillations, degradation in
performance of the system, etc. [3]. Delay–dependent stability conditions of TDS
depend on the maximum delay margin. A large number of literatures have been
published to reduce the gap between estimated and accurate delay value using
Lyapunov–Krasovskii functional (LKF) approachwhose feasibility is validated using
linear matrix inequality (LMI) description technique.

In LKF approach, the first step is to select an appropriate LKF candidate. There
are many techniques available in the literatures to construct a suitable LKF such as
augmented, multiple-integral terms and delay-fractioning approach [4]. The second
step is to estimate the quadratic integral function of LKF derivative using an efficient
integral inequality approach. In this approach, quadratic integral function is first
estimated by using Jensen [5], auxiliary-function [6] or Wirtinger-based integral
inequality (WBII) [7] and then the reciprocally related quadratic term is estimated
by using reciprocally convex matrix inequality (RCMI) [8], extended RCMI [9] or
generalized RCMI [10]. The third step is to acquire the negative-definite condition
of LKF derivative and it is generally guaranteed by the first two steps. However, for
LKFderivativewith second-order polynomial, the convexity or concavity is unknown
and for such cases several techniques are available to acquire the negative-definite
condition [11, 12].

In [13], by combining augmented LKF andWBII delay-dependent stability condi-
tions for linear TDS is obtained. Though WBII is tighter than Jensen inequality its
effectiveness can only be guaranteed by choosing an appropriateLKF,which is shown
in [14]. A double integralWBII using single integralWBII has been proposed in [15].
Also, recently using double integral Jensen inequality, a double integral WBII has
been obtained in [16]. In [17], an improved stability criterion is obtained for linear
TDS by constructing an appropriate LKF and its derivative is estimated byWBII and
extended RCMI. In [18], WBII has been used to construct a LKF for sampled-data
systems.

When the TDS is unstable under open-loop condition, a stabilization controller is
used to stabilize the closed-loop system in the sense of Lyapunov. In [19], a static state
feedback controller for linear TDS is designed using a simple LKF and congruence
transformation is done to obtainLMI conditions by invoking Finsler’s lemma. In [20],
for stabilization of uncertain linear systems with time-varying delay, a static state
feedback controller is designed using augmented LKF and its derivative is tightly
bounded by WBII and RCMI. In [21], an improved stability and stabilization result
is obtained for Takaki-Sugeno fuzzy systems with time-varying delays by combining
WBII and extended RCMI via delay-product-type functional approach.

This paper focuses on designing a delay-dependent static state feedback controller
for linear systems with interval time-varying delay using a new LKF. First, an appro-
priate augmented LKF is constructed and then, a tighter bound of quadratic inte-
gral term in the LKF derivative is established using WBII and extended RCMI,
which reduces the control effort with largermaximumpermissible delay upper bound
(MPDUB). The controller gain is found by performing congruence transformation
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and the controller design parameters with constraints are formulated in LMI frame-
work.Anumerical example has been solved to validate the superiority of the proposed
delay-dependent stabilization criterion over the existing results.

Notations: �n represents the n-dimensional Euclidean space; X > 0 represents
the positive-definite symmetric matrix; X < 0 represents the negative-definite
symmetric matrix; I represents an identity matrix of appropriate dimension; 0 repre-
sents a zero matrix of appropriate dimension; AT represents the transpose of matrix
A; A−1 represents the inverse of matrix A;Sym{X} = X+XT ; col{x1, x2, . . . , xn} =[
xT1 , xT2 , . . . , xTn

]T
;diag{.} represents a block-diagonal matrix; (∗) represents the

symmetric elements in a symmetricmatrix; andα(t) is represented asα for simplicity.

2 Problem Formulation and Preliminaries

2.1 Problem Formulation

Consider a class of linear time-varying delay system described by the following
functional differential equation as shown below

ẋ(t) = Ax(t) + Adx(t − d(t)) + Bu(t), ∀t ≥ 0,

y(t) = Cx(t) + Cdx(t − d(t)), ∀t ≥ 0,

x(t) = φ(t), ∀t ∈ [−h2, 0], (1)

where x(t) ∈ �n is the state vector, u(t) ∈ �m is the control input vector, y(t) ∈ �p is
the output vector, A, Ad , B,C andCd are known real constantmatrices of appropriate
dimensions. φ(t) is a continuous-time differentiable vector-valued initial function
defined on [−h2, 0] and d(t) is an interval time-varying state delay which satisfies
the below given conditions

0 ≤ h1 ≤ d(t) ≤ h2 < ∞, μ1 ≤ ḋ(t) ≤ μ2, (2)

where h1 and h2 are known positive real values, which represents the lower and upper
bounds of d(t), respectively, and μ1 and μ2 are known positive real values, which
represents the minimum and maximum value of ḋ(t), respectively.

For the TDS (1) with conditions satisfying (2), a static state feedback controller
has to be designed as shown below

u(t) = Kx(t), K ∈ �m×n, (3)

such that the closed-loop system
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ẋ(t) = (A + BK )x(t) + Adx(t − d(t)), ∀t ≥ 0. (4)

is asymptotically stable.
The following assumptions are made while deriving the delay-dependent stabi-

lization controller (i) (A + Ad , B) is stabilizable and (ii) (A,C) is detectable.

2.2 Preliminaries

The integral inequalities [7, 9, 20] are recalled to derive stabilization criterion for
given system (1).

Lemma 1 For a given n × n real matrix Y > 0, two scalars m1 and m2 with
m2 > m1, and a continuously differentiable vector function z: [m1,m2] → �n, the
below given quadratic integral inequality holds.

m2∫

m1

żT (u)Y ż(u)du ≥ 1

m2 − m1

(z(m2) − z(m1))
T Y (z(m2) − z(m1))

+ 3

m2 − m1
�T Y�, (5)

where � = z(m2) + z(m1) − 2
m2−m1

∫ m2

m1
z(u)du.

Lemma 2 For a real constant α ∈ (0, 1), matrices Y1 > 0 and Y2 > 0, and any
matrices S1 and S2, the below given inequality holds

[ 1
α
Y1 0

(∗) 1
1−α

Y2

]
≥
[
Y1 + (1 − α)M1 (1 − α)S1 + αS2

(∗) Y2 + αM2

]
, (6)

where M1 = Y1 − S2Y
−1
2 ST2 and M2 = Y2 − ST1 Y

−1
1 S1.

Lemma 3 For any given matrix X and Y = Y T > 0 of appropriate dimensions, the
below given inequality holds.

XT Y−1X ≥ X + XT − Y. (7)

The inequality (7) is obtained from (Y − X)T Y−1(Y − X) ≥ 0.
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3 Main Results

In this section, a stabilization controller is designed using an appropriate LKF.

Theorem 1 For known positive constants h1, h2 and delay-derivative satisfying the
condition (2), the TDS (1) is asymptotically stable by using the static state feedback
controller (3), if there exist a 3n × 3n matrix P̄ > 0, n × n matrices Q̄i > 0,
i = 1, 2, 3, 4, n × n matrices R̄ j > 0, j = 1, 2, a n × n matrix U > 0, a m × n
any matrix V and 2n × 2n any matrices S̄1, S̄2 such that the following LMIs hold:

⎡
⎢⎢⎢⎣

�1,[h1,μ1] − ET
1 R̄
∧

1E1 − ϒ1 h1Y T
1 hDY T

1 ET
2 S̄2

(∗) R̄1 − 2U 0 0
(∗) (∗) R̄2 − 2U 0

(∗) (∗) (∗) −R̄
∧

2

⎤
⎥⎥⎥⎦ < 0, (8)

⎡
⎢⎢⎢⎣

�1,[h1,μ2] − ET
1 R̄
∧

1E1 − ϒ1 h1Y T
1 hDY T

1 ET
2 S̄2

(∗) R̄1 − 2U 0 0
(∗) (∗) R̄2 − 2U 0

(∗) (∗) (∗) −R̄
∧

2

⎤
⎥⎥⎥⎦ < 0, (9)

⎡
⎢⎢⎢⎣

�1,[h2,μ1] − ET
1 R̄
∧

1E1 − ϒ2 h1Y T
1 hDY T

1 ET
3 S̄

T
1

(∗) R̄1 − 2U 0 0
(∗) (∗) R̄2 − 2U 0

(∗) (∗) (∗) −R̄
∧

2

⎤
⎥⎥⎥⎦ < 0, (10)

⎡
⎢⎢⎢⎣

�1,[h2,μ2] − ET
1 R̄
∧

1E1 − ϒ2 h1Y T
1 hDY T

1 ET
3 S̄

T
1

(∗) R̄1 − 2U 0 0
(∗) (∗) R̄2 − 2U 0

(∗) (∗) (∗) −R̄
∧

2

⎤
⎥⎥⎥⎦ < 0, (11)

where

�1,[d(t),ḋ(t)] = Sym
{
Y T
1 e1 + �T

1 P�2
} + Q̄

∧

, hD = h2 − h1,

Y1 = [
AU + BV 0 AdU 0 0 0 0

]
,

R̄
∧

i = diag
{
R̄i , 3R̄i

}
, i = 1, 2

�1 = col{h1e5, (d(t) − h1)e6, (h2 − d(t))e7},
�2 = col

{
e1 − e2, e2 − (

1 − ḋ(t)
)
e3,

(
1 − ḋ(t)

)
e3 − e4

}
,

E j = col
{
e j − e j+1, e j + e j+1 − 2e j+4

}
, j = 1, 2, 3;

Q̄
∧

= diag
{
Q̄1 + Q̄2 + Q̄3,−Q̄2 + Q̄4,−

(
1 − ḋ(t)

)(
Q̄1 + Q̄4

)
,−Q̄3, 0, 0, 0

}
,
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ϒ1 =
[
E2

E3

]T[
2R̄
∧

2 S̄1

(∗) R̄
∧

2

][
E2

E3

]
, ϒ2 =

[
E2

E3

]T[
R̄
∧

2 S̄2

(∗) 2R̄
∧

2

][
E2

E3

]
,

e j = [
0n×( j−1)n , I, 0n×(7− j)n

]
, j = 1, 2, . . . , 7, and K = VU−1

Proof Let the LKF be

V (t) = xT (t)P11x(t) + x̃ T (t)Px̃(t)

+ t∫
t−d(t)

xT (s)Q1x(s)ds + t∫
t−h1

xT (s)Q2x(s)ds

+ t∫
t−h2

xT (s)Q3x(s)ds + t−h1∫
t−d(t)

xT (s)Q4x(s)ds

+ h1
t∫

t−h1

t∫
θ

ẋ T (s)R1 ẋ(s)dsdθ

+ hD

t−h1∫
t−h2

t∫
θ

ẋ T (s)R2 ẋ(s)dsdθ, (12)

where x̃(t) = col
{∫ t

t−h1
x(s)ds,

∫ t−h1
t−d(t) x(s)ds,

∫ t−d(t)
t−h2

x(s)ds
}
, hD = h2 − h1, and

P11, P, Q1, Q2, Q3, Q4, R1, R2 are unknown weighted matrices which is real and
symmetric.

The derivative of (12) becomes

V̇ (t) = ẋ T (t)P11x(t) + xT (t)P11 ẋ(t)

+ x̃ T (t)P ˙̃x (t) + ˙̃xT (t)Px̃(t) + xT (t)Q1x(t)

− (
1 − ḋ(t)

)
xT (t − d(t))Q1x(t − d(t))

+ xT (t)Q2x(t) − xT (t − h1)Q2x(t − h1) + xT (t)Q3x(t)

− xT (t − h2)Q3x(t − h2) + xT (t − h1)Q4x(t − h1)

− (
1 − ḋ(t)

)
xT (t − d(t))Q4x(t − d(t))

+ h21 ẋ
T (t)R1 ẋ(t) − h1

t∫
t−h1

ẋ T (s)R1 ẋ(s)ds

+ h2Dẋ
T (t)R2 ẋ(t) − hD

t−h1∫
t−h2

ẋ T (s)R2 ẋ(s)ds. (13)

By replacing ẋ(t) and x̃(t) from (1) and (12), respectively, then with �1, �2, e1
defined in Theorem 1 and also by defining
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ξ(t) = col

⎧
⎪⎪⎨
⎪⎪⎩

⎡
⎢⎢⎣

x(t)
x(t − h1)
x(t − d(t))
x(t − h2)

⎤
⎥⎥⎦ ,

⎡
⎢⎢⎢⎢⎢⎢⎣

1
h1

t∫
t−h1

x(s)ds

1
d(t)−h1

t−h1∫
t−d(t)

x(s)ds

1
h2−d(t)

t−d(t)∫
t−h2

x(s)ds

⎤
⎥⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

,

Q̂1 = diag(Q1, 0,−
(
1 − ḋ(t))Q1, 0, 0, 0, 0

)
,

Q̂2 = diag(Q2,−Q2, 0, 0, 0, 0, 0),

Q̂3 = diag(Q3, 0, 0,−Q3, 0, 0, 0),

Q̂4 = diag
(
0, Q4,−(1 − ḋ(t))Q4, 0, 0, 0, 0

)
,

es = [
A + BK 0 Ad 0 0 0 0

]
, (13) can be written as

V̇ (t) = ξ T (t)
(

1,[d(t),ḋ(t)] + h21e

T
s R1es + h2De

T
s R2es

)
ξ(t)

− h1
t∫

t−h1
ẋ T (s)R1 ẋ(s)ds − hD

t−h1∫
t−h2

ẋ T (s)R2 ẋ(s)ds, (14)

where 
1,[d(t),ḋ(t)] = Sym{eTs P11e1 +�T
1 P�2}+ Q̂ and Q̂ = Q̂1 + Q̂2 + Q̂3 + Q̂4.

With E1 defined in Theorem 1 and also by defining R̂1 = diag{R1, 3R1}, second
term of (14) using WBII (5) can be written as

−h1
t∫

t−h1
ẋ T (s)R1 ẋ(s)ds ≤ −ξ T (t)ET

1 R̂1E1ξ(t). (15)

With E2 and E3 defined in Theorem 1 and also by defining R̂2 = diag{R2, 3R2},
third term of (14) using WBII (5) can be written as

− hD

t−h1∫
t−h2

ẋ T (s)R2 ẋ(s)ds ≤ − hD

h2 − d(t)
ξ T (t)ET

3 R̂2E3ξ(t)

− hD

d(t) − h1
ξ T (t)ET

2 R̂2E2ξ(t). (16)

By defining d(t) = (1 − α)h1+αh2, d(t)−h1 = αhD, h2−d(t) = (1 − α)hD

where α ∈ (0, 1) and using extended RCMI (6), (16) can be written for any two
matrices S1 and S2 as

− ξ T (t)

[
E2

E3

]T[ hD
d(t)−h1

R̂2 0

(∗) hD
h2−d(t) R̂2

][
E2

E3

]
ξ(t)

≤ −ξ T (t)
2,[d(t)]ξ(t), (17)
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where


2,[d(t)] =
[
E2

E3

]T

⎡
⎣ R̂2 + h2−d(t)

hD

(
R̂2 − S2 R̂

−1
2 ST2

)
h2−d(t)

hD
S1 + d(t)−h1

hD
S2

(∗) R̂2 + d(t)−h1
hD

(
R̂2 − ST1 R̂

−1
2 S1

)
⎤
⎦

[
E2

E3

]

Using (15) and (17), (14) can be written as

V̇ (t) ≤ ξ T (t)(

1,[d(t),ḋ(t)] − ET

1 R̂1E1 − 
2,[d(t)] + h21e
T
s R1es + h2De

T
s R2es

)
ξ(t). (18)

Define
3,[d(t),ḋ(t)] = 
1,[d(t),ḋ(t)]−ET
1 R̂1E1−
2,[d(t)]+h21e

T
s R1es+h2De

T
s R2es,

and using Schur complement 
3,[d(t),ḋ(t)] is equivalent to LMIs (19)–(22) as follows

⎡
⎢⎢⎣


1,[h1,μ1] − ET
1 R̂1E1 − 
4 h1eTs R1 hDeTs R2 ET

2 S2
(∗) −R1 0 0
(∗) (∗) −R2 0
(∗) (∗) (∗) −R̂2

⎤
⎥⎥⎦ < 0, (19)

⎡
⎢⎢⎣


1,[h1,μ2] − ET
1 R̂1E1 − 
4 h1eTs R1 hDeTs R2 ET

2 S2
(∗) −R1 0 0
(∗) (∗) −R2 0
(∗) (∗) (∗) −R̂2

⎤
⎥⎥⎦ < 0, (20)

⎡
⎢⎢⎣


1,[h2,μ1] − ET
1 R̂1E1 − 
5 h1eTs R1 hDeTs R2 ET

3 S
T
1

(∗) −R1 0 0
(∗) (∗) −R2 0
(∗) (∗) (∗) −R̂2

⎤
⎥⎥⎦ < 0, (21)

⎡
⎢⎢⎣


1,[h2,μ2] − ET
1 R̂1E1 − 
5 h1eTs R1 hDeTs R2 ET

3 S
T
1

(∗) −R1 0 0
(∗) (∗) −R2 0
(∗) (∗) (∗) −R̂2

⎤
⎥⎥⎦ < 0, (22)

where 
4 =
[
E2

E3

]T[
2R̂2 S1
(∗) R̂2

][
E2

E3

]
, 
5 =

[
E2

E3

]T[
R̂2 S2
(∗) 2R̂2

][
E2

E3

]
.
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Pre- and post-multiplying Eqs. (19)–(22) with diag
(
Ū , R−1

1 , R−1
2 , Ū1

)
, where

Ū = diag(U,U,U,U,U,U,U ), U = P−1
11 and Ū1 = diag(U,U ), and by

substituting Q̄i = UQiU, i = 1, 2, 3, 4; P̄ = Ū2PŪ2, R̄1 = UR1U, R̄2 =
UR2U, S̄1 = Ū1S1Ū1 and S̄2 = Ū1S2Ū1 where Ū2 = diag(U,U,U ), we get the
LMIs with inverse terms in (2, 2) and (3, 3) blocks. By invoking lemma (7) in these
two blocks of obtained LMIs, we get LMIs (8)–(11). This concludes the proof.

Remark 1 Theorem 1 leads to reduced conservatism than [20] due to (i) two
additional states

∫ t−h1
t−d(t) x(s)ds,

∫ t−d(t)
t−h2

x(s)ds are augmented in x̃(t) of LKF (12)
compared to [20] and (ii) in the LKF derivative a tighter bound of the quadratic
integral term hD

∫ t−h1
t−h2

ẋ T (s)R2 ẋ(s)ds is established using WBII and extended
RCMI.

4 A Numerical Example

In this section, the proposed stabilization criterion is validated using a numerical
example.

Example 1 Consider a linear time-varying delay system (23) described as follows.

A =
[
0 0
0 1

]
, Ad =

[−1 −1
0 −0.9

]
, B =

[
0
1

]
(23)

Tables 1 and 2 give the numerical results obtained for system (23). From Tables 1
and 2, the following observations are made (i) MPDUB h2 is larger in Theorem 1
compared to [19, 20] which results in reduced conservatism, (ii) control effort, which

Table 1 MPDUB h2,
controller gain K and control
effort for h1 = 0.5, μ1 = 0,
μ2 = 0.5

Method h2 K Control effort

[19] 0.967
[
−0.5290 −2.7166

]
7.6598

[20] 1.535
[
−0.2172 −2.0351

]
4.1888

Theorem 1 1.798
[
−0.0513 −1.4228

]
2.0270

Table 2 MPDUB h2 ,

controller gain K and control
effort for h1 = 0.5,
μ1 = 0,μ2 = 0.9

Method h2 K Control effort

[19] 0.776
[
−0.2628 −2.4470

]
6.0569

[20] 1.476
[
−0.1930 −1.8068

]
3.3018

Theorem 1 1.781
[
−0.0573 −1.4149

]
2.0052
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Fig. 1 State trajectories

Fig. 2 Control input

is calculated as themaximumeigenvalue of KT K , is reduced in Theorem1 compared
to [19, 20] and (iii) MPDUB h2 decreases with increase in the maximum value of
delay-derivative for the same delay lower bound h1.

Also, the state trajectories and the corresponding control input has been plotted
as shown in Figs. 1 and 2 with h1 = 0.5, h2 = 1.798, μ1 = 0, μ2 = 0.5, x(t) =
φ(t) = [4,−1]T , ∀t ∈ [−h2, 0],d(t) = 1 + 0.798|sin(0.6265t)|μ1 = 0 and
K = [−0.0513 −1.4228

]
. It is clear from Fig. 1 that the closed-loop system state

trajectories are asymptotically converging to the origin.

5 Conclusions

An improved delay-dependent stabilization controller is designed by using a new
LKF. From the numerical results it is verified that the proposed stabilization controller
is less conservative and also control effort has been reduced with the compared
techniques. Practical control problems can be solved using the proposed work by



An Improved Stabilization Criteria for Linear Systems … 345

considering unmeasurable states, parametric uncertainties and external disturbances
in the system. Further development in stabilization of practical systems using the
proposed method will be performed in the future.
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Load Frequency Control of Multi-area
Thermal Power System Using Grey Wolf
Optimization

Narender Saini and Jyoti Ohri

Abstract Load frequency control (LFC) immensely plays a serious role in supplying
quality power in an interconnected power system. So in this regard, for better control
of frequency in a multi-area power system, an effort has been made by designing
a proportional-integral-derivative (PID) controller using the grey wolf optimization
(GWO) algorithm. The controller is designed for a two area power system consisting
of non-reheated turbineswith the generation rate constraint (GRC) effect. TheGWO-
based PID controller gives superior performance in improving the system’s parame-
terswhilst comparingwith the results of other optimization techniques such as genetic
algorithm (GA), Firefly algorithm (FA), conventional Ziegler Nichols (ZN), teaching
learning-based optimization (TLBO) and bacteria foraging optimization algorithm
(BFOA) for the same integrated power system. From the simulation results, it can
be seen that the GWO approach’s performance provides better dynamic responses
in steady-state error, settling time and integral time absolute error (ITAE).

Keywords Load frequency control (LFC) · PID controller · Grey wolf
optimization (GWO) · Frequency deviation

1 Introduction

The power system is one of the vast networks with several integrated systems. An
integrated electrical power station aims to generate, transport and distribute elec-
trical energy at the desired system’s frequency (50 Hz in India) and voltage. Power
system control theory reveals that generated real power and reactive power control
the system’s frequency and terminal voltage. The mismatch between load demand
and generated power leads to disturbing the power system stability. This deviates
the frequency from the desired value. The LFC or automatic generation control
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(AGC)’s primary purpose is to retain a zero frequency deviations by maintaining
proper symmetry between the power generated and power required by regulating
two control loops. The speed governor acts as a primary control and the conven-
tional PID, integral (I), and the proportional plus integral (PI) controllers are gener-
ally employed as secondary/supplementary control in the AGC to reduce the system
frequency variations. Tuning or selection of gains of controller is uphill task as the
functioning of controller largely depends on the gains. Metaheuristic optimization
techniques like bat algorithm (BA) [1], FA [2], GA [3], GWO [4], artificial bee colony
(ABC) optimization [5], ZN technique [6], fuzzy logic [7], etc., are employed in the
literature for the optimal selection of gains or controller.. Because of simplicity and
local optima avoidance of the metaheuristic techniques, these algorithms are mostly
used by the researchers.

Literature survey reveals that various researchers have successfully designed
numerous control approaches over the past decade for the LFC problem. The first
modern optimal control concept was presented by Elgerd and Fosha [8] for AGC of
multi-area power system. Kothari et al. [9] introduced the frequency control of two
area single unit thermal power station consisting of reheat turbine and GRC by using
the classical controllers. To reduce the frequency error in two area integrated thermal
power system, Çam and Kocaarslan [7] designed a fuzzy gain scheduled PI (FGPI)
controller. Wang et al. [10] presented AGC of a single area thermal power system
considering GRC effect. Demirören and Zeynelgil [3] tried to optimize integral gains
by GA for a modified three-area single unit interconnected power system. Padhan
and Majhi [11] presented the PID controller for the LFC of the single and multi-area
power system. By expanding the transfer function of controller with the Laurent
series, author finds out the optimal control parameters. According to Gozde and
Taplamacioglu [12], the PI controller optimized by the use of craziness-based particle
swarm optimization (CRAZYPSO) improves the system’s performance. Das et al.
[1] designed a proportional-derivative–PID (PD–PID) cascade controller by using
BA optimization approach for LFC of an interconnected power system. According to
Ismayil et al. [13], GA optimized fractional order PID (FOPID) controller provides
better performances compared with integer-order control. Sharma et al. [14] had
shown the effectiveness of solar thermal power plant (STPP) in AGC of a multi-
area system provided with reheated turbine and GRC. Out of the three areas, one
area is considered a STPP. PID, integral and PI controller performance are measured
in the system. TLBO technique is applied by R. Sahu et al. for the LFC of multi-
area power system [5]. Jagatheesan et al. [2] presented five areas reheated thermal
power station with PID as a secondary controller. The PID gain values are optimized
with nature bio-inspired FA. The multi-objective optimization problem (MOP) was
proposed by Daneshfar and Bervani, and GA is used to design and analyze a well-
tuned PI controllers in three-area single unit system. The proposed control method
was implemented in the three-area system, so that the LFC issue can be resolved
[15]. The method of ABC optimization was used by Gozde et al. [16] to evaluate the
efficiency of AGC of the two area power station.

From the above discussion, it is clear that the most frequent controller used by
the researchers is the PID controller to control the error and improve the system’s
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performance. The only difficult task is to determine optimal gain values. So gain value
selection is considered an optimization problem, and optimization techniques are
employed to determine optimal gain. The present study aimed to reduce the frequency
deviations of the tested system and find out the gain values by using the GWO
algorithm. The effectiveness of GWO is recognized by contrasting the responses
with other metaheuristic and non-metaheuristic optimization approaches described
in literature for the same system. The organization of this paper is as follows, Sect. 2
represents the modelling of the tested system. In Sect. 3, brief information about
GWO algorithm is given. Simulation results obtained by GWO are provided in next
Section, and lastly, in Sect. 5, the conclusion of this paper is given.

2 Power System Model

As shown in Fig. 1, the current work considers a two area single unit thermal power
system model provided with non-reheated turbine and GRC effect. The literature
survey reveals that the structure is commonly used for the design and testing of
AGC. Symbols used in this system are defined as below.

B1 and B2 frequency bias parameters of area-1 and area-2.
T 12 synchronizing coefficient.
R1 and R2 speed regulation parameters (p.u.).
T t1 and T t2 time constants of non-reheat turbine (s).
ACE1 and ACE2 area control errors.
�PD1 and �PD2 change in load demand.
�Ptie incremental tie-line power change (p.u.).

Fig. 1 Two area thermal power system model with non-reheat turbine and GRC
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Table 1 Parameters value for
test system

TT1 = 0.3 s TT2 = 0.3 s

R1 = 2.4 p.u R2 = 2.4 p.u

KP1 = 120 KP2 = 120

a12 = − 1 T12 = 0.545

TG1 = 0.08 s TG2 = 0.08 s

TP1 = 20 s TP2 = 20 s

B1 = 0.425 p.u B2 = 0.425 p.u

T g1 and T g2 speed governor time constants (s).
Kp1 and Kp2 power system gain.
u1 and u2 control inputs derived from the control outputs.
TP1 and TP2 power system time constants (s).
�f 1 and �f 2 change in system frequency (Hz).

The control input u1 and u2 are given as follow;

u1 = Kp1

(
ACE1 + 1

sTi1
ACE1 + sTd1ACE1

)
(1)

u2 = Kp2

(
ACE2 + 1

sTi2
ACE2 + sTd2ACE2

)
(2)

The parameters values for test system [5] are stated in Table 1.
The ACE signal is comprised of the incremental tie-line power change and the

associated control area frequency error and is given by

ACE1 = B1� f1 + Ptie1 (3)

ACE2 = B2� f2 + Ptie2 (4)

A PID controller which is utilized as secondary source aims to reduce the tie-
line power variations/imbalances and frequency error to zero in no time after the
unexpected change in load demand. Moreover, its optimal parameters values are
determined with GWO approach. Whenever any sudden load change interrupted the
controlled areas, the controller movement is called by the required ACE in each area
such that ACE can be set back to zero. Designing of good controllers primarily based
totally on a suitable choice of the objective function. Integral absolute error (IAE),
integral squared error (ISE), ITAE and integral time multiplied squared error (ITSE)
are performance criterion commonly employed in the control design. ITAE objective
function is selected in this work [5]. The expression for the ITAE incorporating the
frequency change and tie-line power change is given as below.
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Obj. = ITAE =
tsim∫
0

(|� fi | + |�Ptie−i−k |) · tdt (5)

where

tsim is the simulation time.
�Ptie−i−k is change in the tie-line power connecting ith and kth area.
�f i is change in frequency in ith area.

3 Grey Wolf Optimization

GWO [4] is a metaheuristic approach that shows the leadership order and hunting
behaviour of greywolves in nature planned byMirjalili et al. [4]. They are considered
top predators, meaning they are at the food chain’s top level. Grey wolves generally
wish to survive in groups (packs). On average, each pack contains 6–14 members.
Every member of the group has a strict social leading hierarchy. The social order
includes four levels of wolves. Alpha (α) is the first level. They are the head of the
pack and responsible for making all the decisions. The next level is known as beta
(β). They are the subordinate wolves. The next level is delta (δ), and they have to
follow α and β, but they control the omega. Omega (ω) is the fourth or the lowest
level. They have to follow the alpha, beta and delta [4]. The hunting process by the
grey wolf is tracking the target, chasing and approaching it, and finally, encircle and
harassed it until prey stops moving then attacks towards the target. α, β and δ guess
the location of the target, and then the remaining wolves renovate their place with
respect to the positions of the finest search agents.

3.1 Mathematical Model of GWO Algorithm

The fittest solution in theGWO is considered the alpha; the next twomost appropriate
solutions are, respectively, called beta and delta, and the remaining solutions are
named as omega.Hunting is generally guided by theα,β and δ in theGWOalgorithm.
These three are followed by the ω. For the period of the hunting, wolves encircle the
target. The mathematical equations for encircling behaviour are

D(t)
j =

∣∣∣Ci .P
∗(t)
i j − P (t)

i j

∣∣∣ (6)

P (t+1)
i j = P∗(t)

i j − Ai .D
(t)
j (7)
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where
i = 1, 2, 3, 4, 5 … Np and j = 1, 2, 3, 4 … N.

t is current iteration.
Ai andCi are the coefficient vectors.
P∗
i j is the finest result obtained so far.

Vectors Ai and vector Ci are considered as follow

Ai = 2a.ri − a (8)

Ci = 2.ri (9)

where

r is the random vectors in [0,1].

The β and δ wolves might occasionally take part in hunting. α, β and δ have a
more robust knowledge of the prey’s location [4]. The top first three solutions, such
as alpha, beta and delta, have saved, and the further agents have to renovate their
place as per the location of the finest search agents;

Dt
α j = ∣∣C1 · Pt

α j − Pt
i j

∣∣ (10)

Pt
1 j = Pt

∝ j − A1D
t
∝ j (11)

Dt
β j = ∣∣C1 · Pt

β j − Pt
i j

∣∣ (12)

Pt
2 j = Pt

β j − A2D
t
β j (13)

Dt
δ j = ∣∣C1 · Pt

δ j − Pt
i j

∣∣ (14)

Pt
3 j = Pt

δ j − A3D
t
δ j (15)

Pi j
t+1 = Pt

1 j + Pt
2 j + Pt

3 j

3
(16)

When the movement of the target has stopped, the grey wolves attack it and
terminate the search. When the magnitude of A is less than 1, wolves hit the target,
representing an exploitation process. To look for the prey, they diverge from each
other and converge to hit the target. When magnitude of A is more than 1, the wolves
have to move away from the target to find another prey, representing an exploration
process. Vector C also assists the exploration process. This can be seen from Eq. (9)
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that vector C contains the random value in [0,2]. This allows GWO to show more
random actions during optimization in favour of exploration and avoid local optima.

The conclusion is that by randomly creating the population of the grey wolves,
the search process begins. α, β and δ approximate the expected location of the target
throughout the iteration. Each solution renovates its remoteness from the prey. The
parameter ‘a’ emphasized the exploitation and exploration. The solutions tend to
move away from the target when magnitude of A is more than 1, and come together
to the preywhenmagnitude ofA is less than1.At last, theGWOendby the satisfaction
of an end condition [4].

4 Simulation Results and Discussion

The two area thermal power systemmodel is designed by usingMATLAB (Simulink)
platform, and the technique to optimize the controller’s gain, i.e. GWO algorithm
code is written in a separate file. The load change in area-1 is considered as 5%.
The ITAE-based objective function is considered in the optimization process. The
population size and number of iterations are taken as 30 and 100, respectively, in this
problem. The GWO algorithm’s flow chart is shown in Fig. 2.

PID controller is provided with each area separately, and in the each case, PID
controller’s parameters are optimized at the same time by using the GWO algorithm.
The process of optimization is repeated 20 times, and the finest result acquired
amongst the 20 runs is selected. The final optimal gain values obtained are as follow;

For area-1 Kp1 = 1.44, Ki1 = 1.998, Kd1 = 0.608;
For area-2 Kp2 = 0.2324, Ki2 = 0.0005, Kd2 = 0.251.
The frequency change in both areas, i.e.�f 1 and�f 2 and tie-line power obtained

from this simulation experiment using above obtained PID gains are displayed from
Figs. 4, 5 and 6, respectively.

The convergence graph of the objective function (ITAE) by using the GWO tech-
nique is revealed in Fig. 3. The settling time (T s) and ITAE values are obtained from
Figs. 3, 4, 5 and 6, respectively. Figure 7 show the comparison based on objective
i.e. Integral Time Absolute Error and settling time. From the bar graph shown below,
one can observe that the GWO algorithm optimized controller provides much better
response in respect of tie-line power deviations and settling times in frequency as
compared with existing methods.

5 Conclusion

In this paper, GWO is applied to find optimal gain of the PID controller for LFC
of two area single unit power system under GRC for 5% load change of area-1. An
ITAE of the variations in frequency in both areas and tie-line power change is taken
as the objective function to improve the system’s performance. The effectiveness of
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Fig. 6 Tie-line power change (�Ptie) transmit from area-1

the method in order to minimize the ITAE and settling time is compared with other
metaheuristic and non-metaheuristic methods like ZN, GA, BFOA, FA and TLBO
and clearly presented in Fig. 7 which proved that the presented work is fruitful than
other.
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Load Frequency Control of Two Area
Deregulated Power System Using Hybrid
PSOGSA-TVAC Algorithm

Sushrut Brahmachari and Saurabh Chanana

Abstract In power system, the load frequency control (LFC) is necessary to achieve
a good quality and reliability of power supply. LFC main purpose is to preserve
the frequency and tie-line power exchange within a specified limit. It is done
through controlling the output of the generators for the consequent demand vari-
ation. The power industry is, nowadays, an open market configuration. This is
known as power system deregulation. In deregulated environment, there are several
GENCOs, TRANSCOs, andDISCOs, supervised under independent service operator
(ISO). This manuscript presents the investigation of load frequency control (LFC)
of a two area deregulated power system using the combination of particle swarm
optimization with time-varying acceleration coefficient (PSO-TVAC) and gravita-
tional search algorithm (GSA). The model consisting of GENCOs and DISCOs
under deregulated market structure based on DISCO participation matrix (DPM) is
designed and examined. The PID controller is used for tuning, and system’s dynamic
response is enhanced by minimizing the integral time squared error (ITSE). The
simulation/programming is done in MATLAB.

Keywords Load frequency control (LFC) · Deregulation · Particle swarm
optimization (PSO-TVAC) · Gravitational search algorithm (GSA) · Area control
error (ACE)

1 Introduction

Power system generally experiences a power imbalance in between load demand
and scheduled generation, leading to frequency fluctuations in the system. The
changes of loads create frequencies of the par value to decrease/increase. The
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frequency fluctuation is negligible and governable under normal conditions, however,
frequency fluctuation undergoes above the limit, it adversely affects the operation of
the system and reliability of the system. The interconnected power systemwhen load
varies, it results in fluctuation of both frequency and tie-line power flow. Therefore,
the issue of LFC in an interconnected structure turn out more complicated. In this
load frequency control, it is strictly linked to frequencies stabilization and condem-
nation of the error of unite power interchange in between different areas at fixed
value so the frequency divergence is controlled in its limit [1].

As conventional electrical utilities have shifted from an interconnected
vertical structure toward a free trade power system, which consisting GENCOs,
TRANSCOs and DISCOs companies, and autonomous structure operators (ASO).
The regulated power system structure, the power is transferred between GENCOS,
DISCOs, and a power sharing agreements connecting them are signed. Those
commitment connecting GENCO and DISCO may be consensual, poolco, or viola-
tions of these contracts may occur sometimes. In an interconnected free traded power
structure with multiple power source and multiple-areas, an immediate shift in the
demands for load in any area results in a changes in the frequency and the contractual
sharing of power among different areas. The exchange of frequency and contractual
of power in between unlike areas should be constant for the victorious functioning
of the power system. During contract violations, load frequency control adjourns the
creations of each GENCO to reopen the frequency and decrease the accidental flows
of power [2]. Thus, the foremost purpose of load frequency control is to regulate the
structure repetition at theoretical value and constitutional power interchange between
dissimilar areas.

Due to its accuracy and speed, most of the researchers prefer PID controller
in order to address LFC problem [3]. Since, the presentation of PID is straight
proportional to its variables tuning. That is why, authors utilized artificial intelli-
gence formed process such as fuzzy [4], GA [5], PSO [6], honey bee [7], DE [8],
and GSA [9] to tune the parameters of PID in order to optimize the controller gain.

In this paper, a two area multisource system is implemented undergoing isolated
marketing structure. Simulation is carried out under several normal operating circum-
stances and contract violation for tuning PID controller using TVAC-PSO, GSA, and
combination of the both [10, 11]. The result shows that the hybrid approach to tune
PID controller’s parameters is better.

The following is the order for rest of the paper. Section 2 explains power system
under deregulation in details. The formulation of the objective function is described
in Sect. 3. Section 4 explains the proposed optimization algorithm to tune PID param-
eters along with the flowchart. The formulation of the objective function is described
in Sect. 4. Sections 5 and 6 present the simulation results and the comparison between
the results of the techniques. And at the last, Sect. 7 contains the conclusion of the
work.
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2 System Modeling Under Deregulated Environment

The system under deregulation consists of several GENCOs and DISCOs. Any
DISCO can deal an agreement with any GENCO for power transaction to fulfill load
demand. If a DISCO deals an agreement with aGENCOof thematching control area,
it is known as “poolco” transaction and if both companies are of different control
area, then this transaction type is known as “bilateral” transaction, which is adminis-
tered by the ISO. In this study, two areas are considered under deregulated structure.
Both the areas are identical and consist of a thermal non-reheat generation and a
hydro generation unit.

DISCOparticipationmatrix (DPM) shows the agreementsmade betweenDISCOs
and GENCOs. In a DPM, rows signify the entire generation companies (GENCOs)
and columns signify the entire distribution companies (DISCOs) contributing in the
system. The entries in the DPMmatrix are known as participation factor, i.e., portion
of the overall agreement by a DISCO with a GENCO. Equation (1) demonstrates the
DPM for a deregulated power system, where ijth element of the DPM constitutes
the portion of the overall agreement by the DISCO “j” with the GENCO “” and
summation of all the element along any column should be unity as shown by Eq. (2).
A sample model for study is taken, as shown in Fig. 1. The assumption is taken that
all the areas taken are identical and each consists of two GENCOs and two DISCOs.

Fig. 1 Simulation model of a two area deregulated market structure
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⎡
⎢⎢⎣

cp f11 cp f12 cp f13 cp f14
cp f21 cp f22 cp f23 cp f24
cp f31 cp f32 cp f33 cp f34
cp f41 cp f42 cp f43 cp f44

⎤
⎥⎥⎦ (1)

∑
cp fi j = 1 (2)

The power generated as well as power intended for each generating unit for power
exchange between various areas can be found with the help of the DPM. Power
requirement of a DISCO “j” can be represented as �PLj. The overall power required
of a DISCO in area “i” can be given as the totality of contracted power and contract
violation.

�PDi = �PL1 + �PL2 + · · · + �PLn + �PLviolation (3)

Total power generation is given as

�Pgi =
n∑
j=1

cp fi j�PLj (4)

Power committed between area-1 and area-2 is given as

�Psh
tie1,2 =

2∑
i=1

4∑
j=3

cp fi j�Pi j −
4∑

i=3

2∑
j=1

cp fi j�Pi j (5)

To govern the power interchange between area-1 and area-2, the error in tie-line
at any instant can be calculated as

�Perror
tie1,2 = �Pact

tie1,2 − �Psh
tie1,2 (6)

In Eq. (6), �Pact
tie1,2 is the quantity of actual power transmitted between area-1 and

area-2 and is given as

�Pact
tie1,2 = 2πT2

s
(� f1 − � f2) (7)

In order to regulate the frequency and scheduled power among the two areas, area
control error (ACE) signal is obtained. It is stated for each areas and directed to the
controller of that area. The signals can be denoted as

ACE1 = B1� f1 + �Perror
tie1,2 (8)

ACE2 = B2� f2 + a12�Perror
tie1,2 (9)
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3 Problem Formulation and Objective Function

The area control error (ACE) of the two area bilateral market structure is the input to
the PID controller. Equation (10) represents the output of the PID controller UPID.

UPID = KpACEi + Ki

t∫
0
ACEidt + Kd

d(ACEi )

dt
(10)

where Kp, Ki, and Kd are the proportional gain, integral gain, and derivative gain,
respectively.

The performance index taken for a system is a quantitative measure of the system
and is selected so that the gains of the PID controller can be tuned to get the desired
specification optimally. Equation (11) represents the performance index (integral
time squared error) considered for optimal tuning of the PID controller parameters
(error minimization).

ITSE =
∞∮

0

te2(t)dt (11)

4 Hybrid PSOGSA-TVAC Approach

PSO is a popular technique based on particle’s position and population [6]. Gravita-
tional search algorithm [9] is related to Newton’s theory. A hybrid approach of both
the algorithms (PSOGSA) [11] empowers the algorithm to be more robust. In this
hybrid approach, time-varying acceleration coefficients (Ø1, Ø2) and time-varying
inertial weight (w) of PSO are combined with the acceleration coefficient (aki ) of
GSA. In PSO, the equation of position of particles is defined as

vk
p(tt+1) = w.vk

p(tt ) + ∅1.r1.
(
pb − xkp (tt )

)

+ ∅2.r2.
(
gb − xkp (tt )

)
(12)

xkp (tt+1) = xkp (tt ) + vk
p(tt+1) (13)

where Ø1, Ø2 are coefficient of acceleration, w is the inertial weight, r1 and r2
are random numbers between 0 and 1. Individual best position of the particle is
represented as pb, and globally best position is represented as gb.
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Instead of using a constant value for Ø1, Ø2, andw, the optimal value can be obtained
by using other values also. Thus, the value of these constants is chosen as mentioned
in (14), (15), and (16) [10].

w′ = (w f − wi ).
tmax − tcurrent

tmax
+ wi (14)

∅′
1t+1

= (c1max − c1min).
tcurrent
tmax

+ c1min (15)

∅′
2t+1

= (c2max − c2min).
tcurrent
tmax

+ c2min (16)

Here, c1min and c2min are the initial values and c1max and c2max are the final values
of ∅′

1t+1
and ∅′

2t+1
, respectively. With the help of (14), (15), and (16) in (12), the

governing equation of PSO-TVAC can be written as

vk
p(tt+1) = �

{
w′.vk

p(tt ) + ∅′
1t+1

.r1.
(
pb − xkp (tt )

)
+ ∅′

2t+1
.r2.

(
gb − xkp (tt )

)}
(17)

where � is known as constriction factor and its equation is as follows:

� = 2

2 − μ − √
μ2 − 4μ

4.1 ≤ μ ≤ 4.2 (18)

Equation (17) is once again modified by a new acceleration coefficient inspired
from GSA [9]. The new equation is formed by exchanging pb − xkp (tt ) with akp in
(17).

The acceleration coefficient (akp) is given by

akp(tt) = Fk
p (tt)

Mp(tt)
(19)

Here, Fk
p (tt) is the overall external force in dimension (k) on the particle in current

iteration and can be calculated by using Eq. (20), Mp(tt) is the particle mass in the
current iteration and akp(tt) is the acceleration at current iteration.

Fk
p (tt) =

N∑
q=1, j �=i

randq F
k
pq(tt) (20)

Fk
pq(tt) = G(tt).

Mpp(tt).Maq(tt)

Rpq(tt) + ε

(
xkq (tt) − xkp (tt)

)
(21)

G(tt) = G0.e
−α.

tcurrent
tmax (22)
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Here, randq is a random constant between 0 and 1,Mpp(tt) andMaq(tt) are the passive
and active mass p and mass q, respectively, Rpq(tt) is the recent location of particle
“p” and “q”.

Therefore, the equation of velocity of a particle is given by Eq. (23) and the
equation of position is given by Eq. (13). The flow chart of the proposed algorithm
is shown in the figure below (Fig. 2).

Fig. 2 Flowchart of hybrid PSOGSA-TVAC algorithm

vk
p(tt+1) = �

{
w′.vk

p(tt) + ∅′
1t+1

.r1.a
k
p(tt) + ∅′

2t+1
.r2.

(
gb − xkp (tt)

)}
(23)

5 Simulation

Themodel simulation, as shown inFig. 1,wasdonebyusingMATLABSimulink soft-
ware. Both the areas are taken to be identical. For optimal tuning the gains of the PID
controller in the above aforementioned systemmodel, the algorithms were written in
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MATLAB (.m file) and the simulation was implemented in a personal computer (PC)
with the subsequent specifications: 64-bit OS with × 64-based processor (Intel(R)
Core(TM) i5-7200U CPU @ 2.50 GHz) and a RAM of 4 GB. The minimum and
maximum boundary value for the controller gain parameters are chosen as− 5.0 and
0, respectively. Three different scenarios are considered during this study. They are
as follows:

5.1 Scenario 1: Poolco-Based Transaction in Deregulated
Environment

In this case, DISCOs meet its demanded power only from the GENCOs of its local
area. A load change is assumed to occur in area-1 and the GENCOs of this area
participate equally (poolco transaction). Therefore, APF1 = 0.5, APF2 = 0.5, APF3
= 0.5, APF4 = 0.5.

The DPM obtained for this case is shown as follows:

DPM =

⎡
⎢⎢⎣

0.5 0.5 0 0
0.5 0.5 0 0
0 0 0 0
0 0 0 0

⎤
⎥⎥⎦

5.2 Scenario 2: Bilateral Transactions in Deregulated
Environment

In this type of contracts, all the DISCOs can have a contract with the GENCOs of
their own or with the other interconnected area. The APFs are considered as APF1
= 0.75, APF2 = 0.25, APF3 = 0.5, APF4 = 0.5.

The DPM obtained for this case is shown as follows:

DPM =

⎡
⎢⎢⎣

0.5 0.25 0 0.3
0.2 0.25 0 0
0 0.25 1 0.7
0.3 0.25 0 0

⎤
⎥⎥⎦
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5.3 Scenario 3: Contract Violation in Deregulated
Environment

A DISCO in area-2 is considered that violates the contract and has demanded 0.1
p.u. MW of surplus power which should be reflected as the load of the local area-2
and not as a contract demand.

The DPM will be same as it was in scenario-2. This un-contracted load is shown
in the power generation of GENCOs of area-2. GENCOs of area-1 will be unaffected
by this surplus load, which is under supervision of ISO. It is assumed that at-least
one GENCO from each area is participating in LFC.

�P sch
tie1,2 = − 0.0 5 p.u. MW as per Eq. (5) which is same as in 5.2.

6 Results

Figure 3 represents the dynamic response plot of both the areas for the first scenario
as mentioned in 5.1 by tuning PID controller with PSO, GSA, and PSOGSA-TVAC
algorithm. Figure 3a–c shows the frequency change and tie-line power exchange
between area-1 and area-2. By investigating and comparing the frequency responses
of both the areas and the tie-line power flow obtained fromPSO,GSA, and PSOGSA-
TVAC, it is clear that frequency deviance in each area settles to zero in steady
state faster in PSOGSA-TVAC than the PSO and GSA algorithm. Also, it can be
analyzed that the peak undershoot and peak overshoot are less in hybrid PSOGSA-
TVAC controlled PID controller than in PSO and GSA controlled PID controller.
The detailed transient response for all the three algorithms is mentioned in Table 1.

Figure 4 represents the dynamic response plot of both the areas for the second
scenario asmentioned in 5.2 by tuning PID controller with PSO,GSA, and PSOGSA-
TVAC algorithm. Figure 4a–c shows the frequency change and tie-line power
exchange between area-1 and area-2. By investigating and comparing the frequency
responses of both the areas and the tie-line power flow obtained from PSO, GSA,
and PSOGSA-TVAC, it is clear that frequency deviance in each area settles to zero
in steady state faster in PSOGSA-TVAC than the PSO and GSA algorithm. Also,
it can be analyzed that the peak undershoot and peak overshoot are less in hybrid
PSOGSA-TVAC controlled PID controller than in PSO and GSA controlled PID
controller. The detailed transient response for all the three algorithms is mentioned
in Table 1.

Figure 5 represents the dynamic response plot of both the areas for the third
scenario asmentioned in 5.3 by tuning PID controller with PSO,GSA, and PSOGSA-
TVAC algorithm. Figure 5a–c shows the frequency change and tie-line power
exchange between area-1 and area-2. By investigating and comparing the frequency
responses of both the areas and the tie-line power flow obtained from PSO, GSA,
and PSOGSA-TVAC, it is clear that frequency deviation in each area settles to zero
in steady state faster in PSOGSA-TVAC than the PSO and GSA algorithm. Also,
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Fig. 3 a Frequency change of area-1 in scenario-1, b frequency change of area-2 in scenario-1, c
tie-line power change in scenario-1

it can be analyzed that the peak undershoot and peak overshoot are less in hybrid
PSOGSA-TVAC controlled PID controller than in PSO and GSA controlled PID
controller. The detailed transient response for all the three algorithms is mentioned
in Table 1.

A comparison chart is displayed in Table 1 which compares the frequency
responses of both the areas and tie-line power exchange with respect to settling
time, peak overshoot, and peak undershoot obtained from PSO, GSA, and hybrid
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Table 1 Comparison table for frequency change and tie-line power flow for PSO, GSA, and
PSOGSA-TVAC tuned PID controller

Cases Controller Layout Settling time (s) Peak overshoot Peak undershoot

Case-1 PSO Area-1 5.65 0 Hz − 0.11 Hz

Area-2 7.05 0 Hz − 0.04 Hz

Tie-line 7.5 0 p.u. − 0.017 p.u.

GSA Area-1 6.22 0.051 Hz − 0.0155 Hz

Area-2 7.92 0.03 Hz − 0.075 Hz

Tie-line 8.46 0.015 p.u. − 0.03 p.u.

PSOGSA-TVAC Area-1 4.72 0 Hz − 0.008 Hz

Area-2 5.15 0 Hz − 0.025 Hz

Tie-line 5.26 0 p.u. − 0.01 p.u.

PSO Area-1 7.12 0.044 Hz − 0.06 Hz

Case-2 Area-2 7.14 0.028 Hz − 0.21 Hz

Tie-line 5.8 0 p.u. − 0.02 p.u.

GSA Area-1 6.72 0.018 Hz − 0.116 Hz

Area-2 7.28 0.008 Hz − 0.21 Hz

Tie-line 5.2 0 p.u. − 0.019 p.u.

PSOGSA-TVAC Area-1 6.31 0.08 Hz − 0.049 Hz

Area-2 5.16 0.005 Hz − 0.215 Hz

Tie-line 4.88 0 p.u. − 0.018 p.u.

PSO Area-1 9.19 0.058 Hz − 0.122 Hz

Case-3 Area-2 6.95 0.015 Hz − 0.325 Hz

Tie-line 7.25 0 p.u. − 0.015 p.u.

GSA Area-1 9.05 0 Hz − 0.074 Hz

Area-2 7.63 0 Hz − 0.255 Hz

Tie-line 7.19 0 p.u. − 0.02 p.u.

PSOGSA-TVAC Area-1 5.86 0.082 Hz − 0.044 Hz

Area-2 4.52 0.005 Hz − 0.245 Hz

Tie-line 4.69 0 p.u. − 0.025 p.u.

PSOGSA-TVAC tuned PID controller for poolco-based transaction, bilateral trans-
action, and contract violation case under power system deregulation.

7 Conclusion

This paper work explores the functioning of a PID-based controller and parameters
are tuned using hybrid PSOGSA-TVAC optimization algorithm for the purpose of
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Fig. 4 a Frequency change of area-1 in scenario-2, b frequency change of area-2 in scenario-2, c
tie-line power change in scenario-2

LFC under deregulating market structure for various transactions and violation. A
comparison is performed between PSO, GSA, and PSOGSA-TVAC algorithm, and
it is visualized that PSOGSA-TVAC tuned PID controller performs superior than
PSO and GSA controlled PID controller in terms of time required for settling, peak
overshoot, and peak undershoot. The performance characteristics under integral time
squared error demonstrate that hybrid approach gives promising control scheme for
LFC and can be utilized to get reliable and optimal power in deregulated system.
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Fig. 5 a Frequency change of area-1 in scenario-3, b frequency change of area-2 in scenario-3, c
tie-line power change in scenario-3
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Performance Comparison of GA, PSO
and WCA for Three Area Interconnected
Load Frequency Control System

Kirtiman Godara, Narendra Kumar, and Karni Pratap Palawat

Abstract Automatic generation control (AGC) and load frequency control (LFC)
are very important parts of the power systems in order to provide reliable and quality
power supply to the end users. Load variations can lead to the deviation generated
power frequency which ultimately can destabilize the entire power system. Here
comes the LFC for rescue by maintain the power frequency at desired value. In
LFC, area controllers are used to perform this task. In this work, three area intercon-
nected LFC system has been used for simulation purpose. Fractional order propor-
tional integral (FOPI) controllers were used as an area controller in order to mitigate
the effect of load variation in power system. In order to optimize the parameters
of FOPI controllers, three optimization algorithms namely genetic algorithm (GA),
particle swarmoptimization (PSO) andwater cycle algorithm (WCA)have been used.
Performance comparison between optimized FOPI controllers using these algorithms
has also been performed. Comparative analysis shows that the WCA optimization
performed better than the other two GA and PSO algorithms. LFC system was simu-
lated on MATLAB with the load disturbance of 0.01 p.u. in all areas at the same
time.

Keywords Load frequency control · Optimization · ITAE · Power systems ·Water
cycle algorithm

1 Introduction

In this emergent power scenario, it is absolutely a challenge for electric suppliers
to deliver safe and sound electric power to meet the demands of consumers. In
the enormous generating stations, exchange of bulk amount of power has been
done by the help of tie-lines. It is a very hard-hitting job of power system to stay
within stability by balancing between whole produced and demanded power simul-
taneously [1]. Automatic generation control is answerable for supporting the basic

K. Godara (B) · N. Kumar · K. P. Palawat
Department of Electrical Engineering, Delhi Technological University, New Delhi, Delhi, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
S. Suhag et al. (eds.), Control and Measurement Applications for Smart Grid,
Lecture Notes in Electrical Engineering 822,
https://doi.org/10.1007/978-981-16-7664-2_30

373

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-7664-2_30&domain=pdf
https://doi.org/10.1007/978-981-16-7664-2_30


374 K. Godara et al.

constraints in the accepted scope by following the active power and reactive power
stabilitymechanism. Conventional technologies alone are not enough to react rapidly
against the intolerable power fluctuations. Area controller error (ACE) conveys to
zero by appraising net variation in the required generation to protect and restore the
equilibrium state of the system with an economical manner [2, 3].

Many researchers give emphasis towards AGC due to its regulation against the
instability regarding nonlinearities of unified power system. Mechanism of AGC in
closed loop determines the generations to fulfil the prescheduled system constraints
in order to keep protect the system from abnormalities related governor wind-
up. In Refs. [4, 5], suitable modelling of AGC is presented to achieve the stim-
ulating tasks concerning fluctuations regarding faults, load demand etc. Recently,
researchers improve many relevant researches about AGC that described in below
section. In present research to obtain the fruitful operation of load frequency control
(LFC), a multiple combination of reheat based thermal, hydro and gas sources are
deliberated to keep an eye on LFC complications [6]. In [7], an effort has been
done along with hybrid optimization technique named hybrid firefly algorithm and
pattern search over a multi-area system with Proportional-integral-derivative (PID)
controller mechanism. Dated back proportional-integral (PI) controller caught the
eye of researches to keep on progress on AGC problems. A modified objective func-
tion integral time absolute error (ITAE) along with suitable weight coefficients of
settling time of frequency and interline power alternations are further developed to
acquire the minimal values of differential evolution (DE) tuned PI controller [8].
Release of carbon and rapidly lack of conventional energy resources paid attention
towards renewable energy sources. To fulfil the energy demands, solar and wind
energy sources were employed as alternate sources and implemented over a hybrid
system. Addition of fossil fuel which has a great impact on global warming along
with solar, wind and diesel have been imposed for research work [9–11]. Wind
energy is considered as the utmost promising resources not only for quick reduction
in the cost of wind generators, but also it is eco-friendly and eye-catching for wind
provinces. In 2015, Lu Chia-Liang gave emphasis to solve the wind–thermal coor-
dination dispatch problem tuned for AGC [12]. The controllers are implemented to
find out the appropriate instructions to acquire the desired state with less fluctuations.
Dated back proportional-integral-derivative controller is introduced tomake a control
over stability and dynamic responses of a hydro-power system [13]. A population-
based artificial bee colony algorithm is imposed for optimization process of PI and
PID controller for AGC [14]. Fuzzy logic has quickly become the utmost method-
ology for the designing of classy control system. It resembles the human thinking
with the capability of producing exactness solutions. Multi-stage fuzzy proportional-
integral-derivative controller [15], proportional with integral controller with crazy
PSO [16] have employed to meet the challenges of AGC. Later on in [17, 18], the
multi-area power system is verified with the presence of generation rate constraint
and thyristor control phase shifter (TCPS) along with fuzzy logic-based PI and PID
controller. From the above discussion, it can be conferred that LFC for multi-area
system is a challenging task and lot to be done in order to improve the overall quality
of the power systems. Keeping this in mind, in this work, a three area interconnected



Performance Comparison of GA, PSO and WCA … 375

thermal power system has been designed. In order to mitigate the effect of load vari-
ations in any area on the generated power frequency, fractional order proportional
integral (FOPI) controllers have been used in each area as an area controller.

Three optimization algorithms named as: genetic algorithm (GA), particle swarm
optimization (PSO) and water cycle algorithm (WCA) have been used to tune the
parameters of the three FOPI controllers. Finally, comparison have been done among
the optimization algorithms in order to show the effectiveness of WCA algorithm
for tuning the FOPI controllers for highly nonlinear systems.

Further, organization of rest of the paper is as follows: Sect. 2 describes the FOPI
controller structure, Sect. 3 presents the description of three area interconnected LFC
system, Sect. 4 presents the results obtained in this study and Sect. 5 concludes the
paper with possible direction for future work.

2 FOPI Controller

In recent times, fractional order calculus has gained lot of attention due to its improved
performance over integer powered calculus. Based on this motivation, a new kind of
controllers have been developed named as fractional order controllers. In this section,
a brief about FOPI controller has been presented.

At first, researcher Podunk introduced the methodologies of the robust FOPID
controller into the research work. The integral part and derivative part of the FOPID
controller do not belongs to the integer, which makes this subjected controller very
efficient and dynamic as compare to PID controller. Presence of additional opti-
mization algorithms enhances the beauty of FOPI controller. Therefore, traditional
proportional, integral gains are tuned along with the integral order {λ}. In fractional
order control system, researchers mostly preferred the Caputo’s fractional differenti-
ation expression. The explanation of fractional order derivative controller is usually
employed to find out transfer function models of fractional calculus out of fractional
order usual differential equations having zero initial situations.

Mathematical equation of the FOPI controller can be given by (1).

GC(s) = Kp + Ki

Sλ
(1)

Depending upon the value of the λ, the FOPI controller can also work as a PI
controller. To obtain PI controller, the value of λ must be 1. In this work, FOMCON
toolbox has been used in order to implement the FOPI controller in SIMULINK.
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3 Plant Description

Amulti-area network comprises of more than one interconnected area. A basic three
equal areas non-reheat based power system with its transfer functions are modelled
for investigation. In this section, description of various components of the plant have
been provided.

3.1 Plant Model

Each area involves of a governor, a generator, a turbine and speed governing system.
We have to find out the ratio of the output of Laplace transform to the inputs of
Laplace transform in order to find out the transfer function.

The Laplace transfer function of governor output response �PG is defined as

�PG = �Pref(s) − 1

R
�F(s) (2)

The Laplace transfer function for governor is given by Eq. (3) as follows:

GG(s) = �PV(s)

�PG(s)
= 1

1+ TG(s)
(3)

The Laplace transfer function for non-reheated turbine is given by Eq. (4)

GT(s) = �PT(s)

�PV(s)
= 1

1+ TT(s)
(4)

In generator, variation within the increments in power demand and generated
turbine power assists as input and the output signal is formed by using the following
transfer function

Gp(s) = Kps

Tps + 1
(5)

A non-reheat three multi area interconnected networks is modelled to investigate
the load frequency control. The appropriate parameters with their corresponding
values of all the components are presented in Table1.

Figure 1 shows the SIMULINKmodel of three area interconnected thermal power
system with non-reheated turbines. Step load disturbance (�PL) has been added into
each area. For the simulation purpose, load disturbance was provided at the same
time in each area.
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Table 1 Notations used in the model

Parameter symbol Parameter name Value

B Frequency bias parameter 0.425

Kpm Gain of electric power system (p.u, MW) 120

TG Time constant of governor (s) 0.08

TT Time constant of non-reheat turbine (s) 0.3

Tp Time constant of electric power system (s) 20

R Speed regulation 2.4

�PL Disturbance in load

�Pg Incremental variation in governor input

�F Incremental fluctuations in system frequency (Hz)

�Pv Incremental variation in governor valve location

�Pm Incremental variation in turbine output (p.u, MW)

Fig. 1 SIMULINK model of three area interconnected thermal power system

3.2 Objective Function

Optimization algorithms use objective or cost function in order to tune the parameters
of the underline controller. They tried to minimize the value of objective function and
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then in return, response of the system become better. In this work, ITAE objective
function is used which incorporates controller error, area frequency deviation and tie
power. Mathematical equation of the objective function is given by Eq. (6)

ITAE =
t∫

0

(
n∑

i=1

(|ei | + |�Fi | +
∣∣�Ptiei

∣∣)
)
· t · dt (6)

where n is the number of areas, ei is the error input to the controller, �Fi is the area
frequency deviation and �Ptiei is the change in tie power for each area.

4 Result and Discussion

In this section, results obtained from simulation study of the three area interconnected
LFC system has been presented. For this study, MATLAB/SIMULINK© was used.
ODE 45 solver was used in SIMULINK for the simulation purpose.

4.1 Optimization Algorithm Result

GA, PSO and WCA algorithms were run with same parameters in order to do
comparison among them. Details of the various optimization parameters used in
this study are given in Table 2. All optimization algorithms were run with the popu-
lation size of 50 and for 50 iterations. As discussed in earlier section, there are
three FOPI controllers for each area and hence, there are total six gain parameters
named as Kp1, Ki1, Kp2, Ki2, Kp3, Ki3 and three integrator order parameters named
as λ1, λ2, λ3. Lower and upper bound (UB) for gain parameters were chosen as −
2 and +2, respectively. LB and UB for integrator order were chosen as 0 and 2,
respectively.

Figure 2 shows the optimization convergence curve for all three GA, PSO and
WCA optimization algorithms. From the Fig. 2, it is very much clear thatWCA gives
better performance compared to GA and PSO in terms of convergence. WCA took

Table 2 Optimization
parameters

S. No. Optimization parameter Value

1 Population size 50

2 Iterations 50

3 Lower bound −2 for gain values
0 for integrator order

4 Upper bound 2 for gain values
2 for integrator order
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Fig. 2 Optimization convergence curve for GA, PSO and WCA

Table 3 FOPI controllers
parameters value

Parameter name GA PSO WCA

Kp1 −1.595 −1.684 −1.231

Ki1 −1.862 −2.000 −2.000

Kp2 −1.443 −1.681 −1.009

Ki2 −1.308 −1.995 −1.297

Kp3 −1.533 −1.683 −1.231

Ki3 −1.898 −2.000 −2.000

λ1 1.457 1.420 1.388

λ2 1.007 1.421 0.982

λ3 1.416 1.420 1.388

ITAE 0.3046 0.3003 0.2706

around five iterations only to get minimum ITAE value, while GA took around 25
iterations to reach up to that level. PSO performed in between GA and WCA as it
took around 15 iterations to converge at minimum value of ITAE objective function.
Table 3 presents the optimized values of three FOPI controller parameters along
with minimum ITAE obtained using optimization algorithms. From Table 3, it is
very much clear that WCA algorithm gives minimum ITAE value as 0.2706.
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4.2 LFC Results for Each Area

The three area LFC system was simulated with step load disturbance of 0.01p.u. in
each area at the same time. By this, performance of the proposed FOPI controller
can be judged effectively. Optimized FOPI controller parameters were used to obtain
the frequency deviation result for each area. Figures 3, 4 and 5 show the frequency
deviation curve for area 1, area 2 and area 3, respectively. All graphs have been
colour coded in order to distinguish between the responses between optimization
algorithms. From these figures, it is clear that WCA-optimized parameters performs
better than GA and PSO.

Fig. 3 Frequency deviation
for area 3

Fig. 4 Frequency deviation
for area 2
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Fig. 5 Frequency deviation for area 3

5 Conclusion and Future Scope

In this paper, three area interconnected thermal power system has been simulated
with non-reheated turbine. Fractional order PI (FOPI) controllers were used as an
area controller in order to minimize the effect of load variation in any area on the
generated power frequency. Three optimization algorithms, namely GA, PSO and
WCA were used in order to optimize the parameters of FOPI controllers. Further,
performance comparison between these three algorithms shows that WCA gives
better optimized parameters and that too in lesser number of iterations. In future
work, authors will try to do the similar comparison between optimization algorithms
for power system with different kind of energy generation systems.
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A Reliable Numerical Approach
for Liouville-Caputo Time-fractional
Belousov-Zhabotinsky Equation Arising
in Chemical Oscillatory Reaction

Amit Prakash , Hardish Kaur , Rahul , and Manish Goyal

Abstract This paper suggests a computationally effective homotopy perturba-
tion Sumudu transform technique (HPSTT) to investigate various time-fractional
nonlinear models in Liouville-Caputo sense arising in mathematical physics. The
nonlinear terms are presented in terms of He’s polynomials. The error analysis of
HPSTT is discussed. The numerical simulation results are illustrated graphically to
study effects of the arbitrary order of fractional derivative on the behavior of obtained
solution.

Keywords Time-fractional Belousov-Zhabotinsky (BZ) equation · Homotopy
perturbation Sumudu transform technique (HPSTT) · He’s polynomials ·
Liouville-Caputo fractional derivative

1 Introduction

Fractional derivatives are used in modeling of numerous important models in
significant areas such as signal and systems, control theory, mechanics, chemical
engineering, biological sciences, fluid dynamic traffic, acoustics, neurophysiology,
plasma physics, and many engineering sciences. The universe is full of nonlinear
fractional-order models, and it is not possible to find their exact solution due to their
nonlinearity in nature. So, we have to choose some numerical methods for their
convergent solution. In literature, there are few techniques for finding approximate
solution to these models, e.g., homotopy perturbation [1–4] scheme, q-homotopy
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analysis [5] via the Laplace transform, iterative method via the Sumudu transform
[6], variational iteration [7] scheme. For more methods, (see, for details, [8–53]).

This paper studies the merit of scheme HPSTT to get the numerical solution of
nonlinear time-fractional Belousov-Zhabotinsky (BZ) equation. HPSTT is a smooth
combination of homotopy perturbation scheme and Sumudu transform. This tech-
nique offers the numerical solution simply in a convergent series. It is evident that
some semi-analytical methods, when combinedwith the Sumudu transform, take less
CPU runtime in calculation than other techniques. Sumudu transform [54, 55] has an
advantage of the “unity” feature over other transforms. Watugala [56] proposed the
Sumudu transform, and Asiru [57] proved its properties. Weerakoon [58, 59] applied
it in finding solution to wave equation.

Singh et al. [60] presented homotopy perturbation method via the Sumudu trans-
form (HPSTM). It is largely due to the works of Ghorbani and Saberi-Nadjafi [61].
Ghorbani [62] used He’s polynomials in nonlinear term. The benefit of HPSTT is
its power of embracing two robust computational schemes for tackling a fractional
differential equation. These approaches can reduce the time and computation work
more in comparison with other existing schemes, preserving efficiency of the results.

We examine the time-dependent nonlinear Belousov-Zhabotinsky (BZ) equation
with fractional derivative in Liouville-Caputo sense in this paper. The Belousov-
Zhabotinsky reaction is an experimental model for pattern formation and chemical
oscillatory reaction. It is a famous example of the self-organizing chemical system.
It is given as

Dα
t u(x, t) = u(x, t)(1 − u(x, t) − rv(x, t)) + uxx (x, t),

Dα
t v(x, t) = −au(x, t)v(x, t) + vxx (x, t), (1)

where 0 ≤ α ≤ 1, 0 < t < R < 1.
The fractional model given by Eq. (1) is studied for the first time by Ali Jaradat

et al. [63] with generalized Taylor series and discussed the effects of arbitrary order
on its solution. Our paper is prepared as follows.

After introduction in Sect. 1, we give few definitions and some properties
of Liouville-Caputo arbitrary-order derivative and the Sumudu transform in next
section. In Sect. 3, analysis of HPSTT is presented. Next section has the error anal-
ysis, and in Sect. 5, HPSTT is implemented on the time-fractional nonlinear BZ
equation. In Sect. 6, we discuss the results and their importance using figures. Also,
in last Sect. 7, we recap outcomes and find a conclusion.

2 Preliminaries

We write some definitions of fractional-order derivatives and integrals in Liouville-
Caputo sense along with few properties of the Sumudu transform (see, for details,
[64, 65]).
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Definition 2.1 A real function g(μ), μ > 0, lies in spaces:

(a) Cζ , ζ ∈ R if there exists a real number p > ζ in such a manner that

g(μ) = μpg1(μ), while g1(μ) ∈ C[0,∞).

(b) Cl
ζ if gl ∈ Cζ , l ∈ N .

Definition 2.2 Liouville-Caputo arbitrary-order derivative of g(μ), g ∈ Cm
−1,m ∈

N,m > 0, is stated as

Dβg(μ) = I m−βDmg(μ) = 1

r(m − β)

μ∫

0

(μ − η)m−β−1g(m)(η)dη,

where m − 1 < β ≤ m.

The operator Dβ has following basic properties:

1. Dβ I βg(μ) = g(μ),

2. I βDβg(μ) = g(μ) −
m−1∑
k=0

g(k)
(
0+) μ

r(k+1) ,m > 0.

Definition 2.3 Sumudu transform [66, 67] is stated over a set of function.

A = { f (t)|∃M, t1, t2 >0, | f (t)| <Me
|t |
t j if t ∈ (−1) j × [0,∞)

by the following formula,

S[ f (t)] =
∞∫

0

f (ut)e−tdt, u ∈ (−t1, t2).

Definition 2.4 Sumudu transform [66, 67] of Liouville-Caputo derivative is

S
[
Dmα

x u(x, t)
] = s−mαS[u(x, t)] −

m−1∑
k=0

s(−mα+k)uk(0, t),m − 1 < mα ≤ m.

3 Analysis of Homotopy Perturbation Sumudu Transform
Technique (HPSTT)

Ponder over a nonlinear time-fractional differential equation of arbitrary order is
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Dβ
t u(x, t) + Ru(x, t) + Nu(x, t) = f (x, t), l − 1 < β ≤ l, (2)

with the condition

um(x, 0) = fm(x),m = 0, 1, 2, . . . , l − 1, (3)

where Dβ
t u(x, t) is β-order derivative of u(x, t) in Liouville-Caputo sense and R

and N are used for linear and nonlinear differential operators, respectively. f (x, t)
is actually the source term.

By Sumudu transform on Eq. (2),

u−αS[u(x, t)] −
m−1∑
k=0

u−(α−k)uk(x, 0)

= −S(Ru(x, t) + Nu(x, t) − f (x, t)).

On simplification,

S[u(x, t)] =
m−1∑
k=0

ukuk(x, 0)

− uα{S[Ru(x, t)] + S[Nu(x, t)] − S[ f (x, t)]} = 0. (4)

Taking inverse Sumudu transform

u(x, t) = S−1

[
m−1∑
k=0

ukuk(x, 0)

]

− S−1{uα[S(Ru(x, t) + Nu(x, t) − f (x, t))]} = 0 (5)

By homotopy perturbation method, we have

u(x, t) =
∞∑
i=0

piui (x, t). (6)

The nonlinear term is expressed in He’s polynomials as

Nu(x, t) =
∞∑
i=0

pi Hi (u), (7)

where He’s polynomial Hi (w) is given as:
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Hi (w) = 1

i !
∂ i

∂pi

⎡
⎣N

⎛
⎝ ∞∑

j=0

p jw j

⎞
⎠
⎤
⎦

p=0

, i = 0, 1, 2, 3, . . . (8)

Putting Eqs. (6) and (7) in Eq. (5), we write

∞∑
i=0

piui (x, t) = S−1

(
m−1∑
k=0

ukuk(x, 0) + S[ f (x, t)]

)

− p

[
S−1

{
uαS

{[
R

∞∑
i=0

piui (x, t)

]
+

∞∑
i=0

pi Hi (u)

}}]
(9)

Equating on each side the coefficients of identical powers of p, we find

p0 : u0(x, t) = S−1

(
m−1∑
k=0

ukuk(x, 0) + S[ f (x, t)]

)
,

p1 : u1(x, t) = −S−1{uαS{[Ru0(x, t)] + H0(u)}},
p2 : u2(x, t) = −S−1{uαS{[Ru1(x, t)] + H1(u)}},
p3 : u3(x, t) = −S−1{uαS{[Ru2(x, t)] + H2(u)}},

In the same way, the next iterates can be found.
Hence, the solution is

u(x, t) = lim
p→1

lim
N→∞

N∑
i=0

piui (x, t) = lim
N→∞

N∑
i=0

ui (x, t). (10)

4 Error Analysis

Now, we give the error analysis of presented approach found with HPSTT.

Theorem 4.1 If there exists 0 < γ < 1, such that

‖ui+1(τ, ξ)‖ ≤ γ ‖ui (τ, ξ)‖,∀i ∈ N ,

then, the maximum value of absolute truncation error in HPSTT solution given by
Eq. (10) of time-dependent nonlinear Belousov-Zhabotinsky equation is estimated
as
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∣∣∣∣∣u(τ, ξ) −
j∑

i=0

ui (τ, ξ)

∣∣∣∣∣ ≤ γ j+1

(1 − γ )
u0(τ, ξ).

5 Applications

In this section, HPSTT is implemented on the fractional model of BZ equation.

Test Example. Consider the following fractional model of Belousov-Zhabotinsky
equation

Dα
t u(x, t) = u(x, t)(1 − u(x, t) − rv(x, t)) + uxx (x, t),

Dα
t v(x, t) = −au(x, t)v(x, t) + vxx (x, t), (11)

where 0 ≤ α ≤ 1, 0 < t < R < 1. The initial conditions are

u(x, 0) = −1

2

(
1 − tanh2

( x
2

))
,

v(x, 0) = −1

2
+ tanh

( x
2

)
+ 1

2
tanh2

( x
2

)
. (12)

The exact solution of Eq. (11) when α = 1, for r = 2, a = 3 is given as

u(x, t) = −1

2

(
1 − tanh2

( x
2

+ t
))

,

v(x, t) = −1

2
+ tanh

( x
2

+ t
)

+ 1

2
tanh2

( x
2

+ t
)

Firstly, exerting Sumudu transform operator on Eq. (11)

S
[
Dα

t u(x, t)
] = S[u(x, t)(1 − u(x, t) − rv(x, t)) + uxx (x, t)],

S
[
Dα

t v(x, t)
] = S[−au(x, t)v(x, t) + vxx (x, t)].

Applying the inverse Sumudu transform

u(x, t) = u(x, 0) − S−1
{
uαS

[−u + u2 + ruv − uxx
]}

,

v(x, t) = v(x, 0) − S−1{uαS[auv − vxx ]},

By applying the homotopy perturbation method, using

u(x, t) =
∞∑
i=0

piui (x, t) and v(x, t) =
∞∑
i=0

pivi (x, t),
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And, the nonlinear term is decomposed as

Nu(x, t) =
∞∑
i=0

pi Hi (u) and Nv(x, t) =
∞∑
i=0

pi Hi (v).

where Hi (u), Hi (v) are homotopy polynomials that are representing the nonlinear
terms. So, Eq. (11) becomes

∞∑
i=0

piui (x, t) = u(x, 0)

− pS−1

⎧⎪⎪⎨
⎪⎪⎩
uαS

⎡
⎢⎢⎣

−
∞∑
i=0

piui (x, t)

+
∞∑
i=0

pi Hi (u) −
( ∞∑
i=0

piui (x, t)

)
xx

⎤
⎥⎥⎦

⎫⎪⎪⎬
⎪⎪⎭

,

∞∑
i=0

pivi (x, t) = v(x, 0) − pS−1

{
uαS

[ ∞∑
i=0

pi Hi (v) −
( ∞∑

i=0

pivi (x, t)

)

xx

]}
,

(13)

where

∞∑
i=0

pi Hi (u) = u2 + ruv and
∞∑
i=0

pi Hi (v) = auv.

H0(u) = u20 + ru0v0, H0(v) = au0v0,

H1(u) = 2u0u1 + 2u0v1 + 2v0u1, H1(v) = a(u0v1 + v0u1),

Solving above equations, we get

u0(x, t) = −1

2

(
1 − tanh2

( x
2

))
, v0(x, t) = −1

2
+ tanh

( x
2

)
+ 1

2
tanh2

( x
2

)
,

u1(x, t)

= − tα


(α + 1)

{
5

4
− 2 tanh2

( x
2

)
+ 3

4
tanh4

( x
2

)
− tanh

( x
2

)
sech2

( x
2

)

−1

4
sech4

( x
2

)
+ 1

2
tanh2

( x
2

)
sech2

( x
2

)}
,

v1(x, t) = − tα


(α + 1)

{
3

4
+ 3

2
tanh2

( x
2

)
+ 3

4
tanh4

( x
2

)
− 3

2
tanh

( x
2

)
sech2

( x
2

)
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−1

4
sech4

( x
2

)
+ 1

2
tanh2

( x
2

)
sech2

( x
2

)
+ 1

2
tanh

( x
2

)}
,

u2(x, t) = t2α


(2α + 1)

{
9

2
+ 43

4
tanh2 −34

4
tanh4

( x
2

)

+ 9

2
tanh

( x
2

)
sech2

( x
2

)

+ 2sech4
( x
2

)
− 6 tanh2

( x
2

)
sech2

( x
2

)
+ 9

4
tanh6

( x
2

)

− 3

2
tanh3

( x
2

)
sech2

( x
2

)
− 1

4
tanh2

( x
2

)
sech4

( x
2

)

+ 5

2
tanh4

( x
2

)
sech2

( x
2

)

+ 2 tanh
( x
2

)
− 7

2
tanh3

( x
2

)
+ 3

2
tanh5

( x
2

)
− 5

2
tanh

( x
2

)
sech4

( x
2

)

−1

2
sech6

( x
2

)}
,

v2(x, t) = t2α


(2α + 1)

{
−3

8
+ 43

4
tanh2

( x
2

)
− 3

8
tanh4

( x
2

)

+ 9

2
tanh

( x
2

)
sech2

( x
2

)
+ 1

4
sech4

( x
2

)

− 6 tanh2
( x
2

)
sech2

( x
2

)
+ 9

4
tanh6

( x
2

)

− 3

2
tanh3

( x
2

)
sech2

( x
2

)
− 9

4
tanh2

( x
2

)
sech4

( x
2

)

+ 5

2
tanh4

( x
2

)
sech2

( x
2

)

+ 2 tanh
( x
2

)
− 7

2
tanh3

( x
2

)
+ 3

2
tanh5

( x
2

)
− 5

2
tanh

( x
2

)
sech4

( x
2

)

− 1

4
sech6

( x
2

)}
+ · · · ,

Hence, the next iterates of series solution can be calculated.
The HPSTT solution is given as

u(x, t) = lim
N→∞

N∑
i=0

ui (x, t), v(x, t) = lim
N→∞

N∑
i=0

vi (x, t).
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6 Results and Discussion

Figures 1a–f represent the behavior of solution at α = 1, the estimated solution
for Eq. (11), and the absolute error. We can clearly see from the plots of solution

Fig. 1 a uexact(x, t)whenα = 1,b uapprox.(x, t)whenα = 1, c absolute error= ∣∣uexact − uapprox.
∣∣,

when α = 1, d vexact(x, t), when α = 1, e vapprox.(x, t), when α = 1, f absolute error =∣∣vexact − vapprox.
∣∣ when α = 1
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Fig. 2 For different values of α, the plots of a uapprox.(x, t) with x when t = 0.1, b uapprox.(x, t)
with t when x = 0.5, c vapprox.(x, t) with t when x = 0.5, and d vapprox.(x, t) with x , when t = 0.1

that the proposed numerical approach is accurate. Figures 2a–d give 2D graphical
representations of the numerical solution for varying fractional order, and we clearly
observe from Figs. 2a, d that the oscillatory behavior of u and v with x as the order
α increases. Figures 2b, c show decreasing behavior of numerical solution with time
for order.

7 Conclusion

In this work, we used a numerical scheme HPSTT to investigate the nonlinear time-
dependent Belousov-Zhabotinsky system and to check effects of the fractional order
on obtained solution. The simulation results are illustrated graphically. The results are
derived using the third-order iterates, and the accuracy of the proposed technique can
be enhanced by calculating further approximations. The supremacy of HPSTT is its
quality of joining two strong methods for the possible solution of nonlinear differen-
tial equations. We conclude that this effective scheme reduces time and computation
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compared to the standard scheme simultaneously conserving the high accuracy of
results.
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Detection of High Impedance Fault Using
Advanced ELM-based Neuro-fuzzy
Inference System

K. V. Shihabudheen

Abstract In power systems, protective systems like circuit breakers and relays are
used to detect abnormal conditions. High impedance fault (HIF) is a category of
fault in power systems where energized conductors in contact with high impedance
material,which cannot be detected by conventional protectivemeasures. In this paper,
an advanced neuro-fuzzy system called online sequential fuzzy extreme learning
machine (OS-fuzzy-ELM) is utilized for efficient detection of HIF. OS-fuzzy-ELM
is an adaptive strategy that combines the learning capability of the extreme learning
machine (ELM) and the cognitive capability of the Takgi-Sugeno-Kang (TSK) fuzzy
inference system. Discrete wavelet transform (DWT) and its energy signals are used
for feature extraction. The simulation has been carried out using IEEE-9 bus standard
distribution system, and the high impedance detection performance of OS-fuzzy-
ELM is compared with ELM and SVM.

Keywords Extreme learning machine · Online sequential ELM · Discrete wavelet
transform · Classification

1 Introduction

High impedance fault (HIF) is a type of fault happens in the power system where
energized conductor comes in contact with high impedance surfaces like tree limb,
broken pole, water flood, etc. HIF exhibits arcing and flashing at the high impedance
point due to high the potential difference between the two contact points.HIF cannot
be detected by a conventional protection scheme because of the low fault current.
Failure ofHIFdetectionmay lead tofire hazards and electric shocks. TheHIF currents
are very chaotic in nature characterized by low magnitude, asymmetry, instability,
non-linearity, non-stationarity, intermittence, buildup and shoulder [1].
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In the past few decades, many researchers have shown interest in detecting HIFs
and several work have been done on it so far. These works include some conventional
schemes such as mechanical and electrical methods [2] for which installation and
maintenance costs are high, as six units need to be mounted on each pole for bi-
directional coverage. It also leads to false tripping and needs more operating time.
The harmonics-based HIF identification scheme provides the detection by current
harmonic content in different fault situations [3]. Finding threshold value itself is
a big task and detection accuracy also gets affected. It can be overcome through
intelligent techniques which avoid the concept of threshold value.

Artificial neural networks (NNs) are widely used for the detection of HIF in
distribution networks [4]. Sarlak [5] introduced the detection of HIF using multi-
layer perceptron. Neural network and S-transform (ST) strategy are used detection
of HIF in radial distribution system [6]. In [7], a polynomial function-based voltage
model and the online trained neural network have been designed for competent HIF
detection. Most of the feedforward neural networks use gradient-based backproro-
gation algorithm to find out the optimal parameters. But learning using the gradient
decent method may produce the local minima trapping and slow convergence. The
kernel-based method called support vector machine (SVM) and its variants provide
a revolutionary strategy for finding optimal decision boundary from given nonlinear
data [8, 9].

Recently, a non-iterative technique for the learning of single layer feedforward
neural networks (SLFFNNs) was proposed and named as extreme learning machine
(ELM) [10]. In ELM, parameters connecting between the hidden layer and the input
layer are found randomly and parameters of the output layer calculated by linear
least square algorithm. Introduction of extreme learning in SLFFNN produces better
generalization accuracy with minimum computational effort compared to backprop-
agation algorithm. ELM is successfully applied for smart grid protection with an
HIF detection scheme [11]. In spite of these advantages, ELM may suffer inherent
randomness in the hidden parameter which produces redundancy in hidden layers
[12].

The learning capability of ELMand the reasoning ability of Takagi–Sugeno-Kang
(TSK) inference system can be combined to get better approximation capability. In
fuzzy extreme learning machine (FELM), the membership functions and fuzzy if–
then rules are embedded into the hidden layers of the ELM [13]. In most of the
FELM systems, membership parameters are calculated randomly and antecedent
parameters are found by extreme learning [14, 15]. In [16], an online sequential
extreme learning-based TSK fuzzy inference system (OS-fuzzy-ELM) is proposed
for sequential training of the network. It uses sequential concept of learning where
data are coming in chunk by chunk, so that algorithm is more suitable for online
application [17, 18].

This paper proposes the detection of HIF using an online sequential fuzzy extreme
learning machine (OS-fuzzy-ELM). Discrete wavelet transform (DWT) is used for
efficient feature extraction. Initially, currents from monitoring points in the power
system network are captured using CT and then meaningful features are extracted
using discrete wavelet transform (DWT). And finally, classification of HIFs from



Detection of High Impedance Fault … 399

Fig. 1 HIF fault model

LIFs and normal switching events (SEs) like capacitor switching using OS-fuzzy-
ELM techniques. Chapter 2 shows the details of the HIFmodel. Proposedmythology
is described in Chap. 3. Chapter 4 depicts simulation study, and Chap. 5 gives the
conclusion.

2 HIF Model

In order to simulate the effect of HIF on the distribution system, model of HIF
is considered here. A perfect model should consider the effect of arcing, linear,
nonlinear and asymmetric characteristics of HIF currents. Emmanuel model (Fig. 1)
is one of the promising model of HIF used by the research community [19]. It is
simple and considered the nonlinear characteristics of HIF behaviour. The model
consists of two diodes D1 and D2 and two unequal resistances R1 and R2. Two
unequal voltages DC1 and DC2 are incorporated in series with diode and resistors.
The detailed analysis of the model is provided in [19].

3 Methodology

The proposedHIF technique essentially pattern recognition problem consists of three
steps as shown inFig. 2. Initially, currents frommonitoring points in the power system
network are captured using CT. The sufficient features from the current signal are
extracted in the second stage.Discretewavelet transform (DWT) is used for extracting
t from the current signals. The energy of the decomposed high frequency signal is
chosen as a feature for the classifier. The classifier is used to distinguish between
the HIF and non-HIF signals. In this paper, OS-fuzzy-ELM classifier is used to
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Fig. 2 Basic methodology
of HIF detection Measurement

Feature extraction

Classification

differentiate between HIF and non-HIFs. For comparison, ELM and SVM are also
used for the classification.

3.1 Discrete Wavelet Transform (DWT)

Discrete wavelet transform (DWT) is one of the signal decomposition techniques
which convert the signals into different frequency time domain signals by down
sampling and up sampling. DWT exhibits multiresolution in time and frequency. In
DWT, the input signal is decomposed into approximation and detailed coefficient
using filters. The detailed coefficient is again decomposed into components. The
pictorial representation of three-level decomposition is shown in Fig. 3.

Let input signal is represented as a[n], detail coefficients are indicated as x[n]
and y[n] are the approximation coefficients. Equations (2) and (3) represent detailed
and approximated coefficients obtained from the output of low pass filter and high
pass filter, respectively.

DWT∇(i, j) = 〈
p(t), λi. j

〉 = q
i
2

∫ ∞

∞
p(t)∇∗(qi t − j)dt (1)

Detk[n] =
∑

i

a[n] ∗ x[2n − i] (2)

Fig. 3 DWT decomposition
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Appk[n] =
∑

i

a[n] ∗ y[2n − i] (3)

3.2 Support Vector Regression (SVR)

In machine learning, support vector machines (SVM) are the most popular algo-
rithm based on kernel methods. SVM is gaining popularity compared to other soft
computing techniques such as artificial neural networks (ANNs) as it overcomes
the bottleneck issues of ANN such as overfitting and local minima. Support vector
regression (SVR) [20] is an extended version of SVM where it can effectively use
for regression problems. All the input combinations are transferred to the higher
dimensional plane using special function called kernel function. The input–output
relation of SVR is written as

ŷ = wTφ(x) + b (4)

where w is the weight connecting between input and output, b indicates the bias
in output node and φ(x) is transferred function in higher dimensional space. Using
methods of quadratic optimization, the optimum value of weight and base can be
found. The output equation after simplification can be written as

ŷ =
∑

i

αi K (xi , x) + b (5)

where αi is Lagrangian function to be calculated by quadratic optimization and
K (xi , x) indicates kernel function.

3.3 Extreme Learning Machine (ELM)

Extreme learning machine (ELM) is a learning strategy applied for SLFFNN.
Consider SLFFNN with distinct S samples (Pi , Qi ) as training data, where Pi =
[pi1, pi2, . . . , pin]T and Qi = [qi1, qi2, . . . , qim]T. The output of the network with
S̃ hidden neuron is represented as

Oj =
S̃∑

i=1

ϕi f (Xi Pj + bi ); j = 1, 2, . . . , S; (6)
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where Xi = [xi1, xi2, ..., xTin] is a weight vector connecting between input layer and
i th hidden layer, φi = [φi1, φi2, ..., φim]T is weight vector connecting between ith
hidden layer and output neuron, bi is bias on hidden layer and f (.) is activation
function in the hidden neuron.

Under zero training error, the network can be represented for allN training samples
in matrix form,

⎡

⎢
⎣

f (X1P1 + b1) · · · f (XS̃ P1 + bS̃)
...

...
...

f (X1PS + b1) · · · f (XS̃ PS + bS̃)

⎤

⎥
⎦

S×S̃

⎡

⎢
⎣

φT
1
...

φT
S̃

⎤

⎥
⎦

S̃×m

=
⎡

⎢
⎣

QT
1
...

QT
N

⎤

⎥
⎦

S×n

(7)

which is represented in the form, Hφ = Q.

Training algorithm: For distinct S samples (Pi , Qi ), do following steps:
Step 1: Randomly calculate Xi and bi based on continues random distribution.
Step 2: Find out the H matrix using Eq. (7)
Step 3: Find the output parameter φ = H⊗Q, where H⊗ is Moore–Penrose

generalized inverse of H.

3.4 OS-Fuzzy-ELM

Online sequential fuzzy ELM (OS-fuzzy-ELM) introduces a sequential modifica-
tion of TSK-based fuzzy ELM using recursive least square algorithm. It can lean the
data which are coming in one by one or block by block. In OS-fuzzy-ELM, premise
parameters are randomly selected and consequent parameters are determined analyt-
ically based on arriving of data in sequential. The output of the OS-fuzzy-ELM
can be represented in the form, Gβ = D, where G is matrix indicating normalized
fuzzy rule which containing premise parameters, β is array containing consequent
parameters and D is the target matrix. The training algorithm of OS-fuzzy-ELM is
summarized below.

1. Initialization phase:

(a) Initialize a block of training data N0 = {(xi , di )}N0
i=1 from the given set N

(b) Randomly, select premise parameters
(c) Compute initial matrix G0 by using N0

(d) For j = 0, find out the initial consequent parameter matrix β0 = T0GT
0D0,

where T0 = (
GT

0G0
)−1

2. Sequential learning phase:
For the (j + 1)th block of observation N j+1 = {(xi , di )}( j+1)N0

i= j N0+1

(a) Calculate the matrix G j+1 by using N j+1
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(b) Calculate consequent parameter matrix

Tj+1 = Tj − TjG
T
j+1(I + G j+1TjG

T
j+1)

−1G j+1Tj

β j+1 = β j + Tj+1G
T
j+1(Dj+1 − G j+1β j )

(8)

(c) set j = j + 1, go to step 2.

4 Simulation Study

In this section, the testing of the proposed HIF detection scheme is performed using
various faults at different locations of the power system. The simulation is performed
on IEEE-9 bus distribution system with Immanual model for creating HIF using
MATLAB 2018. Figure 4 shows a single line diagram for a 22 kV IEEE-9 bus
system. IEEE-9 bus system includes three generators, 9 buses, 6 transmission line,
3 transformer and 3 constant impedance load [21]. Buses 2, 4 and 9 are considered
as monitoring points, hence CTs are connected at these points. The HIF fault model
(Immanual model) is included in buses 4, 7 and 3, where these buses are chosen
as fault points. The conventional faults like line ground (LG), line to line (LL),
line to line ground (LLG) and three phase fault (LLLG) are also incorporated at
the fault points. Extensive simulations of IEEE-9 bus system are performed under
HIF and other fault conditions to collect the training data. Total of 750 values of
currents for HIF conditions and 750 values for non-HIF conditions are taken. Non-
HIF data consist of normal conditions and conventional faults like LG, LL, LLG,
LLLG. Data with capacitance switching are also taken by connecting capacitance
bank at bus point 9. Signal decomposition of themeasured current signal is performed

Fig. 4 Single line diagram of IEEE-9 bus system
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Fig. 5 DWT coefficients of high impedance fault (HIF)

using three-level DWT using Daubechies (D-4) mother wavelet. It comprises three
detail coefficients (D1,D2,D3) and one approximate coefficient (A1). The sampling
frequency is chosen as 10 kHz. According to three-level DWT algorithm, D1 has a
frequency range from 2.5 to 5 kHz, D2 has a frequency range from 1.25 to 2.5 kHz,
D3 has a frequency range from 0.625 to 1.25 kHz and A1 has frequency range from
0 to 0.625 kHz. Three-level DWT for HIF condition simulated in the bus is shown
in Fig. 5.

After three-level DWT decomposition, the following features of the detailed coef-
ficient are considered for classification purpose, (i) energy, (ii) standard deviation,
(iii) RMS value, (iv) entropy and (v) power. These features are given to the input of
the classification algorithm.

4.1 Optimal Parameter Selection of Classifier

Out of the total of 1500 data collected, 1000 datawere used for training and validation
and the remaining 500 data were used for testing of the classifier. The hyperparam-
eters of SVM, ELM and OS-fuzzy-ELM are selected by validation. In SVM, the
hyperparameter such as regularization parameter (C) and kernel parameter (σ ) is
calculated in the range

{
2−10, 2−9, ..., 20, ...., 220

}
and optimum value calculated by

validation set. Hidden neurons of ELM are varied from 1 to 100, and the best number
of the hidden neuron is found by validation. In OS-fuzzy-ELM, rules are varied from
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Table 1 User defined
parameters of different
classifiers

Classifier Parameters Optimal value

ELM #hidden neuron 22

SVM Regularization parameter (C) 2–1

Kernel parameter (σ ) 23

OS-fuzzy-ELM #rules 55

1 to 100 is selected and the best value is obtained by validation set. Block size of
OS-fuzzy-ELM is chosen as 1. The optimal values of the parameters selected for
different classifiers are shown in Table 1.

4.2 Results for HIF Detection

After the training and optimal parameter selection, the classifier is tested with testing
data. The performance of the HIF detection is tested by calculating the confusion
matrix, classification accuracy, sensitivity and the specificity. The confusion matrix
of the classifiers such as ELM, SVM and OS-fuzzy-ELM for the testing data is
shown in Tables 2, 3 and 4. It can see that ELM-based neuro-fuzzy inference systems
provide better classification between the HIF and non-HIF dataset. The classification
accuracy, sensitivity and specificity of different classifiers are shown in Table 5. It is
shown that OS-fuzzy-ELM obtained higher accuracy (90.2%) compared to ELM and
SVM. Sensitivity and specificity also greater in OS-fuzzy-ELM compared to other
methods. This indicates the capability of OS-fuzzy-ELM to detect the HIF from the
data collected in power distribution systems.

Table 2 Confusion matrix
for ELM

Predicted: no HIF Predicted: HIF

Actual: no HIF 226 34

Actual: HIF 37 205

Table 3 Confusion matrix
for SVM

Predicted: no HIF Predicted: HIF

Actual: no HIF 225 33

Actual: HIF 33 209

Table 4 Confusion matrix
for OS-fuzzy-ELM

Predicted: no HIF Predicted: HIF

Actual: no HIF 239 19

Actual: HIF 30 212
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Table 5 Comparison of HIF detection using different classifiers

Accuracy (%) Sensitivity (%) Specificity (%)

ELM 85.8 86.92 84.71

SVM 86.8 87.20 86.36

OS-Fuzzy-ELM 90.2 92.26 87.6

Bold values corresponding to higher accuracy

Table 6 Confusion matrix for OS-fuzzy-ELM

Predicted: HIF Predicted: LG Predicted: 3φ Predicted: CS Predicted: NF

Actual: HIF 77 5 3 10 5

Actual: LG 4 82 9 3 2

Actual: 3φ 3 10 80 3 4

Actual: CS 13 4 3 76 4

Actual: NF 5 4 3 6 82

4.3 Classification of HIF with Other Faults

In order to test the capability of OS-fuzzy-ELM to detect the different types of
faults including HIF, extensive simulations on IEEE-9 system are conducted for data
collection. Total 1500 data are collected with 300 cases in each fault category, which
includes HIF, LG, three phase fault (3φ), capacitor switching (CS) and no fault (NF)
condition. 1000 data are used for training and validation, and the remaining 500 data
are used for testing. The ELM, SVM and OS-fuzzy-ELM are used for this multi-
class classification. The optimum number of rules in OS-fuzzy-ELM is obtained
as 66. After the training and validation, the network is tested with testing data. The
classification accuracy of SVM, ELMandOS-fuzzy-ELM is obtained as 75%, 76.2%
and 79.4%, respectively. The confusion matrix for OS-fuzzy-ELM is shown in Table
6. The more accuracy of OS-fuzzy-ELM is due to the incorporation of minimum
norm solution using least square method for calculating consequent parameters.

5 Conclusion

The automated high impedance fault detection scheme is very essential in the current
scenario, especially in smart gird environment. In this work, a machine learning
scheme is proposed for HIF detection in distribution networks. One of the ELM-
based neuro-fuzzy systems, OS-fuzzy-ELM is used for classification. The mean-
ingful features are extracted from discrete wavelet transform-based decomposed
signal. Better accuracy and precision are obtained in OS-fuzzy-ELM for HIF detec-
tion compared with ELM and SVM classifier. The more accuracy of OS-fuzzy-ELM
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is due to the incorporation of minimum norm solution using least square method for
calculating consequent parameters.
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Implementation of Neural
Network-based PID Controller for Speed
Control of an IC Engine

V. N. Siva Praneeth, V. Bharath Kumar, Dasa Sampath, Y. V. Pavan Kumar,
D. John Pradeep, Ch. Pradeep Reddy, and Ramani Kannan

Abstract In the present day, transportation plays an important role in any country’s
economyand sustenance. Even though electric vehicles have startedmarket intrusion,
at present, main commuting vehicles such as cars, ships and planes work on internal
combustion engines (ICEs). In line with any complex system, an ICE exhibits poor
time domain characteristics when not controlled properly. Generally, PID controller
is used to control the ICE to give better time domain characteristics. There are various
conventional methods available to tune the PID controller such as OLTR methods
and ultimate cyclemethods.Generally, these offline controller tuningmethods cannot
address non-linear disturbances effectively. So, to overcome these drawbacks, there
is a need for using artificial intelligence-based tuning methods. Hence, this paper
implements an artificial neural network-based PID controller and compares it with a
conventionalmethod and track the rate of change of PIDparameterswith the injection
of disturbances. This paper concludes that the response of the ICE system tuned with
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ANN-PID gives a better output when compared to the key conventional PID tuning
methods.

Keywords Speed control · IC engine · PID controller · ANN-PID controller

1 Introduction

Due to the rapid increase of population, the requirement for transportation is heavily
increased. So, the vehicles should be designed in such a way that most of the space
should be used for seating and very less place should be used for the engine and
other parts without compromising on the performance of the vehicle. In such a case,
combustion engine is introduced as it occupies less space and gives high torque. The
combustion engine works by burning air–fuel mixture converting it into mechan-
ical energy. Generally, there are two types of combustion engines, viz. external
combustion engine (ECE) and the internal combustion engine (ICE).

In external combustion engines, heat is produced by the combustion of air and
fuel and then the mixture is transferred to another liquid which is the actual working
fluid inside the cylinder. In ICEs, the mixture of air and fuel is directly used as a
working fluid inside the cylinder for combustion. ICE is widely used as it gives better
performance in terms of efficiency. Authors of [1] describe the working of an ICE,
and in [2, 3], the mathematical model for an ICE is derived. In [4], implementation of
a PI-based controller for an ICE is presented and [5] deals with the control and design
of an intelligent ICE cooling method. In [6], adaptive PID controller implementation
for speed regulation of BLDCM is presented. In [7], a comparison of various PID
algorithms for Cuk converter is presented, and in [8], implementation of ZN andCHR
methods for a thermal plant is presented. Implementation of fractional order PID is
given in [9] and [10]. In [11], the implementation of a controller for robot application
based on fuzzy theory is proposed. Further, in [12], a qualitative comparison of fuzzy
PID methods with other offline methods for magnetic levitation system is presented.
A detailed comparison of PID methods with genetic algorithm-based tuning is given
in [13], and detailed comparison and implementation of various algorithms in ANN-
PID for a systemwere presented in [14, 15]. IC enginemodels arewidely discussed in
[16, 17]. This paper implements the ANN-PID controller for ICE with a six-cylinder
configuration [18], having a transfer function (1).

TF = 760s + 3578

0.83s2 + 766s + 3578
(1)

System control plays a crucial role to get better output by resisting the system
from disturbances. For tuning the PID controller, the foremost algorithm is Ziegler-
Nichols, which was introduced in the year 1942. Since then, a variety of algorithms
has been evolved for the tuning of controllers. These tuning techniques are majorly
classified into open-loop methods (OLTR) including error performance index (EPI)
methods and ultimate cycle (UC) or closed-loopmethods. Inmost cases, UCmethods
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give a better response than OLTR methods. But, this cannot cope up with practical
disturbances of the system. This paper implements the Ziegler-Nichols UC method
as the conventional best method to test the usefulness of the proposed ANN-PID
controller.

2 Description of the Proposed ANN-PID Controller

Generally, artificial neural networks possess a connection between points or nodes
in a pattern. This pattern resembles the structure of neurons in the human brain, thus,
these are called artificial neural networks. Perceptron is a fundamental type of neural
network. Some of the widely used neural network types are ‘feed-forward neural
network (FFNN), radial basis function neural network (RBNN) and recurrent neural
network (RNN)’, which are discussed below [14].

FFNN is one of the simplest architectures in the neural network, in which only
one-way data flow is present. It is also called a front propagation network since no
recursion of data takes place. The output is given as the sum of products of input and
weights at nodes. According to the number of hidden layers, it is further classified
into two types, namely single-layer FFNN and multi-layer FFNN. The advantage of
this architecture is to have great disturbance rejection. A typical FFNN is shown in
Fig. 1a. The applications which use this architecture is pattern recognition, speech
recognition, computer vision, etc. RBNN shown in Fig. 1b is similar to that of FFNN
architecture, but the main difference lies in taking the approximation. The radial
basis function is used in the hidden layer, which acts as the activation function for
calculating the approximations. Each neuronwill classify the input by calculating the
Euclidian distance between the input and its prototype. Because of this classification
property, this works best with continuous input. RBNN has a fast learning rate. It
is generally used for function prediction and time-series prediction. RNN shown
in Fig. 1c is also similar to FFNN architecture, but the difference lies in having a
memory element present in the hidden layer of RNN architecture. Initially, RNN
gives output using the sum of products of inputs and weights which is the same as
FFNN. Later, this information is stored in memory and RNN predicts the output of
the next layers. If the prediction is incorrect, an adjustment is made to the learning
rate to match the predictions. Finally, makes it a better output predictor by keeping
track of the previous values. It is also known as backpropagation architecture. This
architecture is generally used in the language translation, grammar auto checking,
etc.

3 Implementation of ANN-PID Controller

In this proposed method, the training data to compute ANN parameters are obtained
using the process flow shown in Fig. 2. Initially, the ICE system is coupled with the
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Fig. 2 Flowchart represents the implementation of ANN-PID controller

PID controller that is tuned with the ZN-2 method. In the second step, a disturbance
is introduced into the system and the corresponding error in the response is calcu-
lated. This is used to update the controller parameters. The controller parameters are
computed under different disturbances and are noted. This acts as training data for
the proposed controller. The overall system model is shown in Fig. 3. The FFNN
architecture with ten hidden layers is considered for the ANN implementation. For
processing the training data, Levenberg–Marquardt algorithm is used, where the
division of data for training, testing and validation is used as 75%, 10% and 15%,
respectively. The regression coefficient obtained is 0.974.
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Fig. 3 MATLAB/Simulink model of ICE with PID and ANN-PID controllers

4 Result and Analysis

The proposed neural network structure has one input parameter (error) and three
output parameters (Kp, Ki, Kd). The accuracy of training is admitted by observing
the regression coefficient value. This determines the strength of the relation between
input and output data. The more, it is nearer to 1, the stronger the relation. As shown
in Fig. 4, for the proposed system, the regression coefficient obtained is 0.974, which
indicates satisfactory training. The efficacy of this proposed ANN-PID controller is
assessed byobserving timedomain and frequency domain responses given as follows.

4.1 Time Domain Analysis

For safe operation of the system, it is preferred to have a smooth (non-oscillatory)
responseduring the transient operation including thedisturbance conditions.Toprobe
the stability of the system, three different disturbances (5, 10, 20% of the input step)
are given to the system and the corresponding response is observed. The system,
when tuned with the ZN-2 method, produces oscillatory response both in the initial
transient region and the disturbance condition as shown in Fig. 5. But, the systemwith
the proposedANN-PID controller gives a smooth response both in the initial transient
region and the disturbance condition as shown in Fig. 6. Comparative response of the
plant with traditional PID controller and proposed ANN-PID controller is presented
in Fig. 7. The overall performance parameters computed for these two responses are
compared in Table 1. PID controller is a mixture of proportional constant, integral
constant, derivative constant. The optimal combination of these constants sets the
system response to the desired value. So, when the system undergoes different distur-
bances, the change in PID gains will compensate the disturbance to the maximum
extent. In Fig. 8, the dotted circles represent a change in the proportional gain value
for various disturbances injected into the system. The corresponding changes can
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Fig. 5 System response with the conventional PID controller



Implementation of Neural Network-based PID Controller … 415

Fig. 6 System response with proposed ANN-PID controller

Fig. 7 System response with Ziegler-Nichols-2 and proposed ANN-PID methods

Table 1 Comparison of key time domain index for conventional PID and proposed ANN-PID

S. no. Controller
type

Peak
overshoot

Settling-time Rise-time Delay-time Transient
behaviour

1 Conventional
PID controller

39.75% 3.2 1.224 1.163 Oscillatory

2 Proposed
ANN-PID
controller

0 8.5 5.0 1.82 Smooth

Superior
controller

ANN-PID PID PID PID ANN-PID
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Fig. 8 Variation of (Kp, K i, Kd) gains during various disturbances

also be observed in the integral and derivative gains. These changes in the controller
gains can effectively address various transient issues in the system response.

4.2 Frequency Domain Analysis

In the frequency domain, the judgement of system stability can be done using gain
(Gm) and phase margin (Pm) values. The system that has high Gm or Pm values are
considered a more stable system. The system response with the conventional method
has Pm = 99.9 and Gm = 0 as shown in Fig. 9, and the system response with the
proposed ANN-PID has Pm = 135 and Gm = 0 as shown in Fig. 10. This concludes
that the proposed ANN-PID system is more stable.

Fig. 9 Bode plot response of the system with PID controller
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Fig. 10 Bode plot response of the system with ANN-PID controller

5 Conclusion

This paper mainly reports the issue with the classical PID controller and proposes
a modified PID controller to provide a good time domain and frequency response
characteristics for an ICE. By comparing different transient parameters and stability
parameters, the following points are concluded.

• Conventional PID has more peak overshoot and oscillations which may harm the
ICE system.

• The proposedANN-PID controlmethod has no peak overshoot and no oscillations
and it can address the external disturbances robustly.

In conclusion, an ANN-PID-based controller provides the best output for an ICE
when compared to a PID controller tuned with conventional tuning methods.
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Methods for Effective Speed Control
of DC Shunt Motor—Part 1: Classical
PID Controller Tuning Methods

Ramireddy Karthik, E. Tejendra, R. Gowrav, Harshit Harsh,
and Y. V. Pavan Kumar

Abstract Motors are electromechanical devices that find numerous uses in everyday
life. Electric motors are of both AC and DC types. Normally, DC-powered electric
motors are widely used because of their advantages such as powerful starting torque
and easy control structure. The main concern in the DC motors is that whenever
the load is changed, the motor speed is also forced to change. Even though the
shunt motors produce constant speed, it is not guaranteed in all cases. So, an effi-
cient control scheme for robust speed control of shunt motor is of importance for
research. To address this issue, in this paper, an analysis of different classical tuning
techniques of the PID controller used in DC shunt motor control which alters the
armature voltage to produce constant speed is presented. The analysis is performed
onMATLAB/Simulink, and the comparative results are presented. From this compar-
ative analysis of all the key tuning methods, the best method is suggested based on
the computation of the time-domain performance index.

Keywords Armature voltage · DC motor · Frequency-domain analysis · PID
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1 Introduction

DC shunt electric motors are widely used in many applications such as lathe
machines, centrifugal and reciprocating pumps, blowers, fans, conveyors, lifts,
weaving machine, spinning machines, machine tools, milling machines, drilling
machines where constant speed is desired and starting torques are not severe.
Normally, the DC motor’s speed is controlled easily when compared to the AC
motor. These are more efficient and can make use of lower input voltages. There are
two control mechanisms available traditionally to regulate the speed of DC motors.
They are armature control type with fixed field current and field control type with
fixed armature current.

In the armature control process, the speed of the motor is varied by altering the
voltage of armature by fixing the field flux as constant, while in the field control
method, motor speed is varied by altering the field flux by making armature voltage
as constant. Usually, the armature controlmode is preferred because it is less complex
in operation as compared to the field control mode. When the armature control mode
is applied for both the shunt and series motors, the series motor gives the good
starting torque and drops instantly when it is connected to the load, while the shunt
motor rotates almost at a constant speed. Even though it has a low starting torque,
it produces the same speed irrespective of load. Basic models of series motor and
shunt motors are displayed in Figs. 1 and 2, respectively.

To control the DC shunt motor speed, many control techniques are proposed such
as PID control mechanisms, fuzzy logic control mechanisms, and neural network-
basedmethods [1]. The genetic algorithm-based PID control methods for speed regu-
lation of the DC motor were discussed in [2]. A converter-based smooth starter for
DC motor is given in [3], whereas different online tuning methods-based controller
design was discussed in [4–6]. A nonlinear control method for motor control was
discussed in [7]. Controlling the torque of themotor was dealt in [8]. A PID controller
for different converters was presented in [9], and a rheostat-based control process
for speed control of shunt motor was discussed in [10]. Further, some advanced
PID controller design methods for motors were discussed in [11–15]. In line with

Fig. 1 Series DC motor
schematic

M
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Fig. 2 Shunt DC motor
schematic

M

these state-of-the-art works, this paper analyzes various important PID tuning proce-
dures for the speed control of the DC shunt motor. Out of this analysis, the tuning
method which gives the best transient response is suggested for the controller design.
The effective analysis is done with the help of the computation of the time-domain
performance index under different system conditions.

2 Modeling of DC Shunt Motor

DCmotor modeling is viewed in terms of the electrical model and mechanical model
separately. The armature side and the input source are considered for the electrical
model, and the load side is considered for themechanical model that is derived below.

2.1 Electrical Model

The DC motor’s emf (E) is given as (1), where it is equivalent to the product of
armature speed (N) and field flux (φ). The speed of the armature is represented
by (2), where V is the terminal voltage, Ia is the current at the armature, Ra is
the resistance of the armature, and k is the flux constant as given in (3). Figure 3
shows an armature-controlled DC shunt motor. The differential equation involving
the quantities of armature circuit is given as (4), whose Laplace transform is given
as (5).

E = ZN P�

60A
(1)

N = V − Ia Ra

k�
(2)

k = Z P

60A
(3)
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Fig. 3 Circuit of armature-controlled DC shunt motor

La
dIa
dt

+ Ra Ia + E = V (4)

(Las + Ra)Ia(s) = V (s) − E(s)

⇒ Ia(s) = V (s) − E(s)

Las + Ra

⎫
⎬

⎭
(5)

2.2 Mechanical Model

Themotor is connected to the load with the shaft having a viscous friction coefficient
(B) and inertia (J). The torque produced by the motor is T, which causes the rota-
tion and thereby produces an angular velocity (Ñ) and angular acceleration (A). The
torque generated by the motor is opposed by inertia torque and frictional torque. The
differential equation representing the mechanical quantities of the motor is given by
(6), whose Laplace transform equation is given by (7).

J
d2θ
dt2

+ B
dθ

dt
= Tm = kT Ia (6)

(Js2 + Bs)θ(s) = Tm(s) = kT Ia(s)

⇒ θ(s) = kT
Js2 + Bs

Ia(s)

⎫
⎬

⎭
(7)

θ(s)

V (s)
= KT

s((Js + B)(La + Ra) + KT Kb)
(8)

From (1)–(7), the system mathematical block model is developed as given in
Fig. 4, which is simulated with the parameters given in Table 1. The open-loop
transfer function of the system is represented as (8), which is considered for the
simulation.
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Fig. 4 Block diagram representation of the shunt motor control system

Table 1 Shunt motor
simulation specifications

S. no. Parameter Specifications Units

1 La 0.23 H

2 Ra 1.35 �

3 KT 1.41 N m/A

4 Js 0.000052 Kg m2

5 Bo 0.01 N/(rad/s)

6 Kb 0.235 V/(rad/s)

Fig. 5 Simulink model for the PID controller interfaced DC shunt motor

3 Controller Design

PID controller is interfaced with the shunt motor as shown in Fig. 5 to control
the speed of the shaft as desired. The parameters of the controller are tuned by
various traditional tuningmethods like open-loop transfer function (OLTR)methods,
ultimate cycles (UC) methods, and error performance indices (EPI) techniques as
presented in Fig. 6. PID controller tuned by these methods gets different KP, KI , KD

values. Out of these methods, OLTR and EPI methods design PI configuration and
UC methods design PID configuration. All these tuned values obtained by several
techniques are tabulated in Table 2.

4 Simulation and Analysis

The simulation results of the shunt motor control system involving the PID controller
that is tuned with OLTR, EPI, and UC tuning approaches are given in Figs. 7, 8, and
9, respectively. From these plots, it can be observed that the use of all these methods
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PID TUNIING METHODS

OLTR 
METHOD

UC  
METHOD

EPI 
METHOD

Wang-Jang-
Chan (WJC)

Chien-Hrones 
Reswick (CHR)

Cohen- Coon 
(CC)

Zieglar Nichols
(ZN-2) method

Modified 
Zieglar NIchols Tyreus-Luyben

(Integral 
Square Error) 

ISE

Zieglar Nichols 
(ZN)

(Integral 
SquareTime 
Error) ISTE

(Integral Time 
Absolute Error) 

ITAE

(Integral 
SquareTime 
Error) ISTSE

Fig. 6 Classification of traditional PID controller tuning methods

Table 2 Shunt motor controller specifications designed by various methods

Method Algorithm (KP) (KI ) (KD)

OLTR ZN-1 0.27027 3.3 –

WJC 0.5472 0.8 –

CHR 0.10510 1.2 –

CC 0.3768 1.764 –

EPI ISE 0.3562 0.3627 –

ISTE 0.31244 2.2303 –

ISTSE 0.35418 1.5427 –

ITAE 0.34709 0.9735 –

UC ZN-2 1.2 30 0.012

MZN 0.4 5 0.0106

TL 0.9 5.113 0.01142

ensures the stability of the system. Further, to recognize the best method, various
performance metrics are taken into consideration. All these metrics computed for
each of the response are tabulated in Table 3. From these values, the efficient tuning
method is suggested as the technique which obtains lesser values in all the time-
domain metrics computed when compared to other methods. From Table 3, it can be
observed that the WJC method leads to less performance index values in most of the
cases when compared to other methods. Hence, the WJC method is considered the
best tuning algorithm for controller design for a shunt motor application.
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Fig. 7 System performance with PID controller tuned by OLTR approaches

Fig. 8 System performance with PID controller tuned by EPI approaches

5 Conclusion

Thus, this paper suggests the best PID controller tuning method for the speed control
of the DC shunt motor. This plays a vital role as the DC motors find numerous
applications in day to day life. In the majority of all those applications, the PID
controller is the most widely used device to regulate the motor speed with respect to
the varying load on the system. Out of this view, this paper realizes all the traditional
PID controller design procedures. The efficacy of all these methods is investigated
by computing time-domain metrics. Results showed that Wang-Jang-Chan (WJC)
method is the best method to set the PID factors for DC shunt motor application,
especially if the peak overshoot and settling time are of major interest.
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Fig. 9 System performance with PID controller tuned by UC approaches

Table 3 Time-domain performance index parameters

Method Algorithm Delay
time
(Td )

Rise
time
(Tr)

Peak
time
(Tp)

Peak
overshoot
(Mp in %)

Settling
time (Ts)

Steady-state
error (eSS)

OLTR ZN-1 1.2775 1.441 1.8975 80.37 28 0

WJC 1.3087 1.6929 2.388 28.91 8 0

CHR 1.4765 1.7472 2.4974 85.62 60 0

CC 1.3105 1.5522 2.1035 56.2 14 0

EPI ISE 1.4588 2.0466 3.0894 29.01 14 0

ISTE 1.3066 1.5144 2.0399 67.52 20 0

ISTSE 1.3299 1.5898 2.1745 55.64 15 0

ITAE 1.3767 1.7151 2.4242 47.06 16 0

UC ZN-2 1.1983 1.1518 1.3019 91.02 20 1.02

MZN 1.2179 1.3589 1.7278 74.86 22 0

TL 1.1648 1.3101 1.6265 47.31 9 0

Superior method TL ZN-2 ZN-2 WJC WJC All except
ZN-2
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Ch. Pradeep Reddy, and Ramani Kannan

Abstract Wind energy is one of the best renewable energy sources, used for energy
generation in modern-day power generation system. Nowadays, wind energy is
widely used to power up devices that consume huge power. As wind speed changes
rapidly over time, its power generating capacity also varies, this gives rise to a need for
a controller which controls the power harnessed from the wind energy system. The
procedure to achieve maximum power from a renewable energy system is known
as maximum power point tracking (MPPT). There are many methods to achieve
maximum power from the wind turbine, and in this paper, a neural network-based
controller for MPPT is proposed. Firstly, the mathematical model of a wind power
turbine system is presented, followed by designing a neural network-based controller
to achievemaximumpower profile. The influence of the proposed controller on power
point tracking is investigated, and the time domain parameters are presented. In this
paper, MATLAB/Simulink software is used for the simulating the system and to
verify the controller efficacy.
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1 Introduction

At present, renewable energy sources are emerging as the main source of energy
because of the fossil fuel depletion and pollution issues. It has many advan-
tages compared to conventional fuel-based sources of energies like less/no waste
byproduct, environment friendly and renewable. Wind energy power system is one
of the renewable energy sources which has got huge demand to produce power in
far-field places. Normally, the energy production from wind energy system is depen-
dent on wind speed which is a great matter of concern when facilitating high power
requirement. To reduce its dependency onwind speed, severalMPPTalgorithmswere
proposed that would give high power at lower wind velocities. In this paper, transfer
function-based model of neural network-based MPPT controller for wind energy
power system [1, 2] is proposed and corresponding results were obtained by varying
the wind speed as the input to the system. Tip speed ratio (TSR) control, optimum
relationship-based (ORB) control, hybrid control, intelligent control methods with
the use of fuzzy and neural networks are different types of MPPT control algorithms
discussed in literature. In TSR [3, 4] control method, the speed of rotation of the
generator is varied to maintain maximum power profile. It heavily depends on the
wind speed measurement which varies unevenly across the surface of the turbine.
Despite of low complexity and faster MPPT tracking, it suffers from its limitation of
application to regions of lower wind velocities. In ORB [5] control method, the wind
system parameters are probed for an optimal relationship which may involve two
or more parameters and those values will be used for MPPT control. This method
suffers from the fact that it requires system information Apriori.

As mentioned above, many MPPT algorithms were proposed and the most well-
known one is perturb and observation method. There are generally two ways to
achieve maximum power through perturb and observation method. The first way is
by controlling the output from boost converter [6] which is an essential component
in renewable energy system, and other way is through controlling the rotational
speed of shaft by using flexible wind shaft whose length can be controlled. Artificial
intelligence techniques provide a control mechanism to alter the shaft length for good
power harvesting. The artificial neural network can be implemented to achieveMPPT
inwind power systems.Recent research is being carried out inwind energy harvesting
like sensor less control scheme for the wind turbine in 1.5MW, doubly-fed induction
generator (DFIG) applicationwithmaximumpower point tracking (MPPT) facility is
discussed in [7], an adaptive MPPT-based rotor speed control of DFIG wind turbine
is discussed in [8], an intelligent speed control integrated with MPPT facility for
medium power wind energy systems is proposed in [9]. An imperialist competitive
algorithm-based induction motor’s speed control provision that was supplied by
wind turbine is discussed in [10], a review of conventional and advanced MPPT
algorithms for wind energy systems is discussed in [11]. Modelling of smart airborne
wind turbine system with neural network based onMPPT is proposed in [12], MPPT
algorithms forMagnus effect wind turbine control system are proposed and discussed
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in [13–16]. This paper mainly focuses on achieving MPPT through the rotational
speed of the shaft.

2 Description of Wind Turbine Power System

The wind turbine is an energy systemwhich converts mechanical energy to electrical
energy. It receives wind speed as input, which in turn rotate, flaps of wind turbine
and its rotation generates voltage. The above phenomenon is governed by Faraday’s
law of electromagnetic induction which states that ‘when a moving coil is placed
in the magnetic field, it induces an EMF in the coil’. The flaps of the wind turbine
rotate and voltage is produced. The relation between bendingmoment and dimension
parameters is given in (1) and (2).

M = −1

2
w(L − r)2 (1)

σ

y
= M

I
= E

R
(2)

where L = total blade length,M = bending moment, w = UDL, r = radial distance
from the hub, σ = stress, y = distance from the neutral axis,M = bending moment,
I = second moment of Inertia, E = modulus of elasticity, R = radius of curvature.

The wind turbine’s mechanical torque generated is given in (3).

Tm(t) = Te(t) + Jt
dωr (t)

dt
+ Fωr(t) (3)

where F is the frictional effect, J t is the inertial component of turbine system and ωr

is the wind turbine’s speed.
It is a combination of three components such as mechanical model which consists

of the gearbox and other mechanical parts, permanent magnet synchronous motor
(PMSG) model and DC-DC boost converter model with a step-up transformer
connected to the grid. The transfer function of the mechanical model is obtained
from [1] as follows.

TM = 1

0.11s + 0.05
(4)

The transfer function of the PMSG model is obtained from [1] as follows.

TP = 0.56

0.000174s + 1.22
(5)

The transfer function of the DC-DC boost converter model is as follows [1].
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TB = 9.904

0.00005s + 9.6
(6)

A boost converter boosts the voltage harvested from the wind turbine. The current
throughboost converter is the output current drawn from thewind turbine. The current
from theboost converter is calculated in two steps. Thefirst step is to calculateV in(min),
which is dependent on the duty cycle of the converter. In this paper, the duty cycle
is chosen to be 0.8.

D = 1− VIN(min) × η

VOUT
(7)

where V IN(min) = minimum input voltage, VOUT = desired output voltage, η =
efficiency of the converter.

The next step is to calculate inductor ripple current (�IL), which is dependent on
maximum switching frequency f s and device parameters as given in (8).

�IL = VIN(min) × D

fs × L
(8)

To calculate the power output, Iout(max) is computed using (9)

�IL = (0.2 to 0.4) × IOUT(max) × VOUT

VIN
(9)

The algebraic multiplication of Iout(max) and V out results in calculation of power.
As mentioned above, V out and V in are presented in frequency domain. So, the current
is also computed in s domain.

3 Design of Neural Network Controller

In the field of science and technology, artificial intelligence plays a vital role and
has gained a lot of popularity in recent years due to the advancement of machine
learning. The neural network is one of the artificial techniques which works in the
same principle as humans’ neurons and hencewas named as neural network. A neural
network is a system software or hardware which works similar to human neurons.
The neural network consists of an input layer, output layer and hidden layer which
help to get the desired output.

As it is an artificial intelligence technique, it works on data provided to the system.
In online mode of deploying the system controller, the output changes according to
input and this is done based on the data fed to the system offline. The input and
corresponding output are fed to achieve the desired performance. Large samples of
data are need for proper tuning of the controller to get desired system response.
In wind energy system, for maximum power point tracking, output is the angular
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Table 1 Input wind speed
and angular velocity

Input wind speed (km/h) Angular velocity (rad/s)

4 120

5 170

6 220

7 250

8 300

9 320

velocity of flaps whereas the input to the neural network is wind speed. The data for
the input wind speed and angular velocity are considered from [17]. The data for
the input wind speed and angular velocity are given in Table 1. But, that data are
not sufficient for the effective training of neural network. So, a mathematical tool—
‘Newton’s forward interpolation’ is used to extract the data for unknown values of
wind speeds other than the ones given in Table 1. The MATLAB code used to obtain
the interpolated values of the wind speed is given in Table 2.

The wind speed and angular velocity of wind turbine data sets obtained from
the Newton interpolation technique are fed to the neural network controller as input
and output, respectively. Levenberg Marquardt algorithm is used to train the neural
network controller. The error histogram graph, plot fit, training state analysis and
regression plot analysis of the trained neural network are shown in Figs. 1, 2, 3
and 4, respectively. The complete Simulink model of neural network-based MPPT

Table 2 Code that is used to obtain the interpolated values of the function
Code implemented in MATLAB environment

x= [4:1:10]; % Write the values of independent variable x.
y = [120 170 200 220 270 300 320]; % Write the values of dependent variable y.
n=length(x); % Number of terms of X or Y
d=zeros(n-1);
h=x(2)-x(1); %step length
x0=input('Enter the value of x where we want to find the value of f(x): ');
u=(x0-x(1))/h;
for i=2:n %Calculation of first forward differences

d(i-1,1)=y(i)-y(i-1);
end
for k=2:n-1 %Calculation of second and rest forward differences

for i=1:n-k
d(i,k)= d(i+1,k-1)-d(i,k-1);

end
end
disp('The forward difference table is:')
d
s=y(1); t=u;
for k=1:n-1 %Calculation of result
s=s+t*d(1,k);
t=(u-k)/(k+1)*t;
end
fprintf('The required value is f(%f)= %5.5f',x0,s);
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Fig. 1 Error histogram of the trained neural network controller

Fig. 2 Function fit graph of the trained neural network controller

controller interfaced wind turbine energy system is shown in Fig. 5. The elaborated
design of current circuit diagram is shown in Fig. 6.
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Fig. 3 Training state analysis of the neural network controller

4 Simulation Results and Analysis

The responses of the neural network trainedMPPT algorithm-basedwind turbine and
conventionalwind turbine systems are analyzed by comparing the transient responses
of the systems in their stable conditions and under various disturbances. The table
representing the comparative analysis of conventional wind turbine and proposed
wind turbine systems under similar input conditions are represented in Table 3. The
transient responses of the proposed wind turbine energy system and conventional
wind turbine energy systems are represented in Figs. 7 and 8, respectively. Responses
of output power produced by proposed and conventionalwind turbine energy systems
when random disturbances are injected are shown in Figs. 9 and 10, respectively.

5 Conclusion

From the simulation results of the proposed and conventional wind turbines power vs
time in Figs. 7, 8, 9 and 10 show that there is a huge voltage boosting in the proposed
system and also from Table 3, almost in all cases we can obtain maximum power
for all rotational speeds. Hence, by using the proposed architecture of wind turbine,
we can get the maximum power in almost all cases. Hence, it can be concluded that
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Fig. 4 Regression analysis of the trained neural network controller

Fig. 5 Simulink model of neural network-based MPPT controller for wind turbine energy system
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Fig. 6 Elaborated design of current circuit

Table 3 The power
generated by conventional
and proposed wind turbine

S. no. Wind speed Conventional system Proposed system

1 0.1 2.174 1.195e+07

2 0.2 8.695 1.1951 e+07

3 0.3 19.56 1.1959 e+07

4 0.4 34.78 1.19523 e+07

5 0.5 54.34 1.19535 e+07

Fig. 7 Transient response of the proposed wind turbine system

the maximum power can be achieved by using the proposed neural network-based
MPPT controller the wind turbine energy system.
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Fig. 8 Transient response of the conventional wind turbine system

Fig. 9 The response of the wind turbine system with proposed MPPT controller under various
disturbances

Fig. 10 The response of the conventional wind turbine system under various disturbances
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Monitoring and Analyzing the Daily
Routine of Senior Citizens in Old-Age
Home Using IoT

MD. Saquib Faraz, Areeb Kamal, Mohd. Aaqil Rehman, Noman Ahmed,
and Mohd Ali Taqvi

Abstract In this modern era of technology, everything is designed to be accessible
from Internet, the idea and methodologies of smart products and services are much
more easily accessible, and people’s interest with respect to this is expanding at
a significant rate. Operation of such systems and products can be easily monitored
through Internet even from far distant places, the use of such facilities has been made
possible only because of the progress and research in the department of Internet of
Things (IoT). In the field of IoT, hard work and attempts are being made to improve
the efficiency and reliability of urban infrastructure. In this paper, using various
IoT modules, we are representing a cloud integrated system to monitor and analyze
the daily routine of senior citizens in old-age home using various IoT modules.
The proposed system consists of motion detection, movement detection, and facial
recognition techniques which are implemented by different IoT modules. The paper
also defines a high-level view of the design of the system. Finally, to illustrate the
correctness of the proposed model, the paper describes the operation of the system
using different examples.

Keywords IoT · Node MCU · ESP32 CAM module · Cloud computing

1 Introduction

The idea of smart products and services is playing an essential role to influence
the lifestyle of people, also to improve the working methodologies. The Internet
of Things (IoT) plays an important role in the modern world in solving different
challenges and problems. IoT helps us to connect different devices through a common
platform and store the data recorded in all the devices at a common database which
can be easily accessed by the authorized person even from all over the globe. The
data recorded in the database can be used for analysis and evaluation to achieve
the desired result [1]. The aim of the project is to discuss about designing of a
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smart system to analyze and monitor the activities of the senior citizens residing
in a particular building. As old people require special care, permanent resident or
a caretaker is required to help all those people in all aspects, i.e., for medicine, for
physical movement, or for any other problem. Because of reduced visibility, weak
immune system, and other health problems, a permanent caretaker is required to
assist them. To improve the care taking methodologies, as per our observation and
knowledge, we have used three techniques formonitoring ofmovement, i.e., by using
motion detection, movement detection, and facial recognition techniques. The output
of all these three techniques are stored in a database, and using various algorithms, an
alarm system has been designed to update the caretaker about the person’s condition.

2 Components Used

A. ESP8266 module

ESP8266 is a chip which merges a 32-bit microcontroller, digital peripheral inter-
face, antenna switch, power amplifier filters, and power management modules into
a compact package. The processor core, called “L106 by Espressif Company, is
established on Tensilica’s Diamond Standard 106Micro 32-bit processor controller
core and runs at 80 MHz. It dispenses proficiency for 2.4 GHz Wi-Fi (supporting
WPA/WPA2), general-purpose input/output (16 GPIO), analog-to-digital conversion
(10-bit ADC), I2S interfaces with DMA (sharing pins with GPIO), UART (on dedi-
cated pins), serial peripheral interface (SPI), and pulse-width modulation (PWM).
It has a 64 KB boot ROM, 32 KB instruction RAM, and 80 KB user data RAM.
External flash memory can be accessed through SPI (Fig. 1).

The ESP32 CAM has an inbuilt Wi-Fi and Bluetooth modules integrated with
OV2640 camera of two megapixel which can be used for face recognition. The basic
requirements for camera module are system with a frame of 40 × 27 mm and an

Fig. 1 ESP8266 module B.
ESP32—camera module
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Fig. 2 ESP32 CAM module

operating current of up to 6 mA. This module takes on a dual in-line package and can
be directly thrusted into the backplane. It provides high-fidelity connection, which
is convenient for appropriate in various IoT hardware terminals. ESP has Wi-Fi and
BLE Beacon, with two modules of 32-bit LX6 CPUs. It has the main frequency
adjustment range of 80–240 MHz, on-chip sensor, Hall sensor, temperature sensor,
etc. It is sketched for smart devices in home, industrial wireless control, wireless
monitoring, and lot of other IoT applications (Fig. 2).

B. Raspberry Pi module

The prerequisite of a processor is essential for a mechanized gadget coordinated with
a memory and force supply. This chip has a solitary center with 700 MHz CPU and
simply 256 MB RAM, and the most advanced model has a quad-core 1.4 GHz CPU
with 1 GB RAM. The processor helps in the preparing of info sign to produce a
relative yield sign to get the ideal outcome [2]. Everywhere on the world, individuals
use Raspberry Pi to construct equipment projects on home automation, and even use
them in mechanical applications. The Raspberry Pi is a modest PC that runs Linux;
however, it additionally gives a bunch of GPIO (universally useful info/yield) sticks
that permit you to control electronic segments for actual processing and investigate
the Internet of Things (IoT) (Figs. 3, 4, and 5).

C. Arduino UNO

It is a microcontroller with 14 pins, 6 PWM pins, 6 analog pins, a 16 MHz resonator,
a USB port with an ICSP header, and a reset push button. It is designed on an open-
source platform. It comprises of a programmable circuit board as well as a portion of
programmable memory that assists in interfacing it to PC which is utilized to create
and transfer code to the actual board so as to get a desired output and performance.
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Fig. 3 Raspberry Pi module

Fig. 4 PIR sensor

Fig. 5 Arduino UNO

D. PIR sensor

PIR sensors are utilized to detect motion. It is utilized to identify or check the pres-
ence, regardless of whether a human has been moved in or out inside the sensors
capable range. These sensors are little in size and relatively less expensive with low-
force utilization. PIRs are of pyroelectric sensor, which attempt to recognize levels of
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Fig. 6 PIR sensor coupled
with relay and Node MCU

infrared radiation. Because of such highlights, they are utilized in different machines
and devices utilized in home and enterprises. Each body present around us has some
degree of temperature and heat present in them either living or non-living. The sensor
in a motion detector is actually break up in two parts. The purpose behind that will
be that our rationale is to recognize movement not normal IR levels. The two parts
are wired up with the goal that they offset one another. On the off chance that one
half sees pretty much IR radiation than the other, the yield will move from high to
low or the other way around (Fig. 6).

3 Description of Each Section

A. Motion detection

It is defined as the computing of detecting an abnormality with respect to an object
relative to its environment or an exchange in the surroundings relative to an object.
The aim is to detect the motion of the person which is fulfilled by various PIR sensors
connected with ESP8266, i.e., Node MCU and relay setup. Such PIR sensors can be
installed in the room or around the entryways of the washroom. The output of all the
PIR sensors is stored in a real-time database and further analyzed to monitor their
movement along various pathways of the residence or within a room. Such sensors
can be further placed near drawers where medicines are being kept, chairs or almirah
or cupboard where essential commodities are being kept.

B. Movement detection

To detect the person position, a Raspberry Pi module includes camera module along
with libraries of OpenCV, time, and Pandas. A program has been designed to detect
the presence andmovement of a person over a particular area. It consists of Raspberry
Pi module integrated with a camera which detects the presence of a person, and based
on the code stored in the module, it compares the present output with the past output
stored in it and creates an output in the form of digital signal which is stored in a
real-time database linked with Google Spreadsheet. As per the designed program, if
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Fig. 7 ESP32 module with
Arduino

the camera does not observe any movement in the person for a specific duration, the
system will deliver a notification to the guardian or caretaker about his/her status.
So that, the guardian should immediately check that person whether he/she is having
any problem in any manner or suffering from anything.

C. Facial recognition

A facial recognition system is a technology capable of matching a human face from
a digital image or a video frame against a database of faces.

Researchers are currently developing multiple methods in which facial recogni-
tion systems work. One of the most advanced face recognition method, which is
also employed to authenticate users through ID verification services, works by pin
pointing and measuring facial features from a given image. Such techniques can be
used in case of two or more people residing in the same residence, to identify whom
among them has entered or left the room. In our case, we have placed an ESP32
camera module connected with an Arduino UNO module near the washroom to
detect whom among all the people has entered the toilet. In such system, the camera
is programmed to detect the face of the person and compare the facial data of that
particular person with the facial data of all the person stored in the database, and
output of the data compared is stored in a real-time database which would be used
to analyze the physical activity of all the person (Figs. 7, 8, and 9).

4 Working

To detect themovement of senior citizens, we have written Python code using Python
libraries like NumPy and Pandas. The code will be compiled and starts running, and
using camera, our systemwill detect whether anymovement is detected or not. Based
on the input of movement, our camera will give its output which is whether it is an
emergency situation or a normal one. At different times of day when our senior
citizen goes to washroom, the ESP32 webcam module will do a facial recognition
on our senior citizen and do what is required. Once facial recognition is done, the
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Fig. 8 Flowchart of sensor data

PIR sensor connected to Node MCU and placed in the entryways of washrooms will
start collecting readings with date and time and store it in spreadsheets. Once we
have enough data points to run aML algorithm, we will use any regression algorithm
which best fits our model and which can predict the time our senior citizen can be
spending in washrooms, and if our algorithm detect any anomalous behavior, then it
will raise an alarm (Figs. 10 and 11).

5 Output Data in Database

See Figs. 12 and 13.

6 Conclusion

We have proposed an IoT-based system to monitor the life of senior citizens from
his rise from bed till he goes to bed. Our movement detection system will detect if
our human has done any movement in the past 1 h, and if not, then it will raise an
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Fig. 9 Positioning of sensors

Fig. 10 Facial recognition interface
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Fig. 11 Movement detection interface

Fig.12 Output of Raspberry Pi module

emergency alarm. Our moment detection system will detect the entry and leaving
time from washrooms. If the senior citizen takes very long in the washroom, then it
can be an emergency situation and our system will raise an alarm. Our biometrics
system will detect the face of senior citizens, and based on output, it will operate
(Fig. 14).
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Fig. 13 PIR data in spreadsheet

Fig. 14 Output of ESP32 module serial monitor

7 Application

The system and program described above are designed to install in all places where
senior citizens reside. As due to the busy schedule of different people, sometimes,
it becomes difficult to take care of our loved ones. This system can easily help us
to monitor the activity of all the people residing with us. Or, this system can also
be used when there is any sick person residing with us specially suffering from any
infectious disease or COVID-19. Or, this system can also be used if there is any pet
living with us and all the residents are out. It will easily help us to look after them.
It will be really beneficial to monitor their activity.
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A Comparative Analysis of LQR
and SMC for Quanser AERO

Saurabh Kumar and Lillie Dewan

Abstract In this paper, mathematical modeling ofmulti-input multi-output Quanser
AERO system is obtained using Euler–Lagrange equation.Model obtained is nonlin-
ear, and there exits cross-coupling. This nonlinearity and cross-coupling are challeng-
ing tasks for designing the controller for the Quanser AERO system. LQR controller
has been widely used in literature, but it is not able to meet the desired performance
specifications. To overcome this, SMC has been implemented in addition to LQR,
and their performance has been compared.

Keywords Quanser AERO · Linear quadratic regulator (LQR) · Sliding mode
control (SMC) · Multi-input multi-output (MIMO)

1 Introduction

Quanser AERO is a nonlinear, cross-coupled, multi-input multi-output (MIMO) sys-
tem [1]. The modeling of the system dynamics is a highly challenging task due to
the presence of high interactions among the various process variables and the non-
accessibility of certain states [2]. It is an experimental setup that provides replication
of flight dynamics. This prototype model has obtained high popularity among the
control system community because of the difficulties involved in performing direct
experiment to the flight vehicles [3]. Aerodynamically, Quanser AERO consists of
two rotors, viz. main rotor and tail rotor at both ends of the beam, and both of the
rotors are driven by the DC motor [4]. This system can move freely in horizontal as
well as in vertical plane. The state of beam is defined by four process variables, viz.
yaw, pitch angles and their respective velocities [5]. The yaw and pitch angles are
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being measured by the encoders which are fixed at the pivot. For the measurement of
these velocities, speed sensors coupled with the DCmotors are used. In the literature,
commonly used controller for control of these variables is LQR. It is observed that
it does not satisfy the desired performance specifications [6]. The Quanser AERO
is a prototype model of the helicopter, but there are some significant difference in
controlling the Quanser AERO and the helicopter. In the helicopter, controlling is
done by varying the angles of the rotors, while in Quanser AERO, controlling is done
by changing the speed of rotors [7].

In this paper, mathematical model of nonlinear cross-coupled multi-input multi-
output Quanser AERO system is obtained. All of the four process variables such as
yaw, pitch angles and their respective velocities have been controlled using sliding
mode controller (SMC) and linear quadratic regulator (LQR), and their performance
has been compared.

In the first section, the dynamic modeling of Quanser AERO is obtained using the
Euler–Lagrange equation, and from there, nonlinear dynamics are being obtained.
Dynamics are linearized using Taylor series expansion, and from there, linear equa-
tions of motion as well as state-space matrices are obtained. In the next section, the
various steps involved in the controller design (LQR and SMC) are given, and in the
further upcoming section, both the controllers will be implemented on the Quanser
AERO system. In the fourth section, results of both controllers are presented, and
performance is compared followed by conclusion and references.

2 Modeling of Quanser AERO System

In this section, the mathematical model of the Quanser AERO helicopter configura-
tion using Euler–Lagrange equation is presented. Quanser AERO model is shown in
Fig. 1.

2.1 Dynamical Model of AERO 2-DoF Configuration

The dynamics of theAEROmodel are represented in Fig. 2. This system is configured
with two high-efficiency rotors coupled with two DC motors, which produces the
thrust forces, FP and FY at distances rp and ry from the Z-axis along the X-axis. The
propeller which is horizontal to the ground (front) generates a torque along Y -axis
which yields pitch motion, while the back (or tail) propeller handles the yaw motion
[8].

The gravitational force, Fg , is acting on the body at a distance of lcm from the
Z-axis. The exact position of center of mass with respect to fixed frame (pivot) of
the Quanser AERO system is found using the homogeneous transformation matrices
[9], and the Cartesian position of center of mass is obtained from this.
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Fig. 1 Experimental model of Quanser AERO [7]

Fig. 2 Free body diagram of Quanser AERO [4]

Xcm = l cos θ cosψ,Ycm = −l cos θ sinψ, Zcm = l cos θ (1)

where l is the distance of center of mass from Z-axis
The total potential energy will be due to gravity only, and the total kinetic energy
will be the sum of rotational kinetic energy and transnational kinetic energy.

Ptotal = mgl cos θ (2)

Ttotal = Trot,p + Trot,y + Ttrans (3)
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Trot,p = 1

2
Jeq,p θ̇

2, Trot,y = 1

2
Jeq,yψ̇

2 (4)

Ttrans = 1

2
m(Ẋ2

cm + Ẏ 2
cm + Ż2

cm) (5)

Substituting the values from Eqs. (4) and (5) into Eq. (3), the total kinetic energy is
obtained as

Ttotal = 1

2
Jeq,p θ̇

2 + 1

2
Jeq,yψ̇

2 + 1

2
ml2(cos2 θψ̇2 + θ̇2) (6)

Euler–Lagrange equations are defined as

∂L

∂θ
− ∂

∂t

(
∂L

∂θ̇

)
= −Q1 and

∂L

∂ψ
− ∂

∂t

(
∂L

∂ψ̇

)
= −Q2 (7)

where L is Lagrange variable which is defines as L = Ttotal − Ptotal

L = 1

2
Jeq,p θ̇

2 + 1

2
Jeq,yψ̇

2 + 1

2
ml2(cos2 θψ̇2 + θ̇2) − mgl sin θ (8)

Q1 and Q2 are the generalized forces which are defined as

Q1 = KppVp + KpyVy − Bp θ̇

Q2 = KypVp + KyyVy − Bpψ̇
(9)

where Kpp, Kpy , Kyy and Kyp are the thrust torque gain for pitch and yaw axis. Vp

and Vy are the inputs of pitch and yaw axis, respectively. BP and BY are the viscous
friction coefficient for pitch and yaw axis, respectively. By using Euler–Lagrange
equation, the following nonlinear equations of motion for Quanser AERO system
are obtained.

θ̈ = 1

a
(KppVp + KpyVy − Bp θ̇ − mgl cos θ − ml2 sin θ cos θψ̇2)

ψ̈ = 1

b
(KypVp + KyyVy − Byψ̇ + 2ml2 sin θ cos θ θ̇ψ̇)

(10)

where a = Jeq,p + ml2 and b = Jeq, y + ml2 cos2 θ .

2.2 State-Space Representation

On linearizing of the nonlinear equations, the linear equations ofmotion are obtained,
and from there, state-spacematrices are obtained given below. Taking the state vector
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as xT (t) as [θ(t) ψ(t) θ̇(t) ψ̇(t)] and input vector as uT (t) = [Vp Vy]. The linear
state-space model is given as

ẋ(t) = Ax(t) + Bu(t)
y(t) = Cx(t) + Du(t)

where y(t) is output vector, and A, B,C, D are knownas systemmatrix, inputmatrix,
output matrix and feed-forward matrix, respectively.

A =

⎡
⎢⎢⎣
0 1 0 0
0 0 0 1
0 0 −Bp/a 0
0 0 0 −By/b1

⎤
⎥⎥⎦

B =

⎡
⎢⎢⎣

0 0
0 0

Kpp/a K py/a
Kyp/b1 Kyy/b1

⎤
⎥⎥⎦

C =
[
1 0 0 0
0 1 0 0

]

D =
[
0 0
0 0

]

where a = Jeq,p + ml2 and b1 = Jeq, y + ml2

The controllability and observability analysis is performed on the system, and it is
observed that system is completely controllable and observable.

3 Controller Design

In the present section, two control strategies will be designed for the Quanser AERO
system. In the present work, LQR and SMC proposed in the literature [10, 11] have
been used, and the main steps involved in design are given.

3.1 Linear Quadratic Regulator (LQR)

LQR is a type of optimal control which minimizes the cost function [10]:

J =
∫

1

2
xT (t)Qx(t) + 1

2
uT (t)Ru(t)dt (11)



458 S. Kumar and L. Dewan

where Q and R are known as weight matrices of states and inputs, respectively [12,
13]. Q will be symmetric positive semi-definite or positive definite, whereas R will
always be symmetric positive definite matrix [14].
The state feedback law u(t) = −Kx(t) [14] will be used for designing the controller.
Where

K = R−1BT P

And P is the solution of algebraic Riccati equation:

PA + AT P − PBR−1BT P + Q = 0 (12)

3.2 Sliding Mode Controller (SMC)

As a control system engineer to design any control scheme for the any system, we
consider themathematicalmodel of that system, but there is always some discrepancy
between the actual plant and the mathematical model. These discrepancies may be
due to the presence of external disturbances or parameter variations of the plant
or due to unmodelled dynamics [15]. Due to these reasons, designing a control law
becomes a challenging task. Sliding mode control can take care of these disturbances
and parameter variation. It is a nonlinear robust control design technique [16].

SMC design involves two steps, and first step is to design the control input which
will drive the states to the sliding surface in finite time and will keep it there. The
second step is to design a sliding surface [17].

The nonlinear equations of motion are given as

θ̈ = A1 + B11Vp + B12Vy

ψ̈ = A2 + B21Vp + B22Vy

(13)

where B11 = Kpp

a ,B12 = Kpy

a ,B21 = Kyp

b ,B22 = Kyy

b and

A1 = −mgl cos θ − Bp θ̇ − ml2 sin θ cos θψ̇2

a
, A2 = 2ml2 sin θ cos θ θ̇ψ̇ − Byψ̇

b
(14)

Taking the sliding surface for the set-point tracking as [11]:

[
s
] =

[
s1
s2

]
=

[
ė1 + c1e1
ė2 + c2e2

]

where c1, c2 will satisfy Hurwitz condition, and c1 > 0 and c2 > 0 and e1 and e2 are
the errors for pitch and yaw, respectively, and defined as

e1 = θ − θdesired
e2 = ψ − ψdesired
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Taking the time derivative of sliding surface:

[
ṡ
] =

[
θ̈ + c1θ̇
ψ̈ + c2ψ̇

]
(15)

=
[
A1 + B11Vp + B12Vy + c1θ̇
A2 + B21Vp + B22Vy + c2ψ̇

]
(16)

=
[
A1

A2

]
+

[
B11 B12

B21 B22

] [
Vp

Vy

]
+

[
c1θ̇
c2ψ̇

]
(17)

The exponential reaching law is used for designing the control law of SMC, and it
is given by

[
ṡ
] = −

[
k1sign(s1) + k3s1
k2sign(s2) + k4s2

]
(18)

where the first term guarantees faster convergence speed when s is small. The second
term, i.e., proportional term forces the state to reach the switching surface faster when
s is large [18].

On solving the Eqs. (17) and (18), we get our control input as

[
Vp

Vy

]
= −

[
B11 B12

B21 B22

]−1 [
A1 + c1θ̇ + k1sign(s1) + K3s1
A2 + c1ψ̇ + k2sign(s2) + k4s2

]
(19)

To reduce the chattering and speedup, the response tanh has been used instead of
sign function [19].

Now, in the next section, these controllers will be implemented on the system,
and the results are given.

4 Results

In this section, both LQR and SMC controllers are being implemented on Quanser
AERO using the mathematical model. The values of the parameters are given in
Table 1. Based on the results, a comparative analysis is performed.

The values of c1 and c2 are taken as 10, and it follows the Hurwitz condition. The
value of k1, k2 is taken as 1, and the value of k3, k4 is taken as 10.
These values are taken on the based of observation that bigger the values of propor-
tional term coefficient (k3 and k4) in reaching law and smaller the value of first term
coefficient (k1 and k2) causes less chattering. The desired values of pitch and yaw
angles are taken as θdesired = 1 and ψdesired = 1.
The initial conditions are taken as θ0 = 0 and ψ0 = 0.
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Table 1 System parameters of Quanser AERO [7]

Parameters Value Unit

Jeq,p

0.0219 kg m2

Jeq,y

0.0220 kg m2

Bp

0.00711 Vs/rad

By

0.0220 Nm/rad

Kpp

0.0011 Nm/V

Kpy

0.0021 Nm/V

Kyp

-0.0027 Nm/V

Kyy

0.0022 Nm/V

l
0.0071 m

m
1.0750 kg
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Fig. 3 Angular position of a pitch, b yaw on applying SMC

On applying this SMC controller on the Quanser AERO dynamics, the following
results are obtained for pitch, yaw and their respective velocities shown in Figs. 3
and 4.

For designing LQR, weight matrices have always an impact on the system perfor-
mance. These weight matrices are chosen in such a way that Q = QT and R = RT

[14]. For the implementation of LQR, weight matrices are chosen by trial and error
method, and it is given by
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Fig. 4 Angular velocity of a pitch, b yaw on applying SMC
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Fig. 5 Angular position of a pitch, b yaw on applying LQR

Q =

⎡
⎢⎢⎣
200 0 0 0
0 75 0 0
0 0 0 0
0 0 0 0

⎤
⎥⎥⎦ and R = 0.05 ∗

[
1 0
0 1

]

By using these weight matrices, the following gains are obtained shown in Eq. (19).

K =
[
33.6648 −32.7873 17.9880 −14.5220
53.5414 20.6154 25.9476 8.4231

]
(20)

These gains are applied on the system, and the following results are obtained shown
in Figs. 5 and 6.

Based on the performances of both the controllers on the Quanser AERO system,
observations made are given in Table 2.

On implementation of LQR on Quanser AERO, the peak overshoot percentage
for pitch and yaw are 4.4 and 2.8, respectively, with settling time 2.412 and 2.230 s.
While with SMC, there is no overshoot, and also, settling time is 0.5462 s for both
pitch and yaw, which is lesser in comparison with LQR. With both the controllers,
steady-state error is zero. Rise time and delay time are lesser for pitch and yaw with
SMC in comparison with LQR.
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Fig. 6 Angular velocity of a pitch, b yaw on applying LQR

Table 2 Comparison of performances of LQR and SMC

Performance
specifications

LQR (pitch) LQR (yaw) SMC (pitch) SMC (yaw)

Peak value 1.044 1.028 1 1

Rise time (s) 1.476 1.571 1.223 1.223

Overshoot
percentage

4.4 2.8 0 0

Steady-state error 0 0 0 0

Delay time (s) 0.721 0.731 0.1711 0.1711

Settling time
(2%)

2.412 2.230 0.5899 0.5899

5 Conclusion

In this paper, the dynamics of Quanser AERO are presented. From there, it can be
observed that it is a nonlinear, cross-coupled multiple input multiple output (MIMO)
system. From controllability and observability analysis, it is observed that system is
completely controllable and completely observable. Linear optimal control (LQR)
and a nonlinear control scheme sliding mode control have been successfully imple-
mented on theQuanser AERO. SMCcontroller settles down fast as compared to LQR
controller with zero steady-state error. Work can be further extended in the direction
of optimizing parameters of controllers and implementing on real-time system.
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Numerical Investigation of Fractional
Model of Biswas–Milovic Equation
via Laplace Transform

Amit Prakash and Hardish Kaur

Abstract In this paper, the fractional Biswas–Milovic equation with Kerr and
parabolic law nonlinearities is studied with homotopy perturbation transform tech-
nique (HPTT) which is a compilation of homotopy perturbation method and Laplace
transform. The graphical and numerical outcomes explicitly reveal the complete
reliability of the proposed algorithms with high accuracy of the results.

Keywords Fractional Biswas–Milovic model · Homotopy perturbation technique ·
Caputo’s fractional derivative · Laplace transform

1 Introduction

Fractional calculus (FC) has been used to model physical and engineering processes
[1–6] which can be best described by fractional differential equations (FDEs).
The reason is that a reasonable modeling of a physical phenomenon depends not
only on the time instant but also on the prior time history. Numerous techniques
have been suggested for solving FDEs numerically [7–10]. The theory of FC is
an emerging topic of applied mathematics, and different fractional models were
studied by many authors (see, e.g., [11–24]). In this manuscript, the space- and
time-fractional Biswas–Milovic equation (BME) is investigated via HPTT. BME is
a generalization of the nonlinear Schrodinger’s equation describing the propagation
of solitons through optical fibers for transcontinental and transocean distances and
is given by [25]

iqr + λqr ζ ζ + ηH
(|q|2)qr = 0, (1)

ζ and τ are the independent variables, q(ζ, τ ) is the wave profile, the parameter
r ≥ 1, and λ and η are the real-valued constants with the property λη > 0. Here,
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H is real-valued algebraic function, and H
(|q|2) : C → C is a smooth complex

function. The complex planeC is taken as 2D linear space R2, and H(|q|2) is n times
differentiable function, so

H
(|q|2) ∈

⋃∞
l,m=1

Cn
(
(−m,m) × (−l, l); R2

)
.

Here, parameter m is for the power law nonlinearity, and β is the coefficient
of the nonlinear term. Various researchers have examined the BME with different
semi-analytical, analytical and numerical techniques [26–32]. In this manuscript, we
investigate the following BME when r = 1, expressed as

i Dμ
τ q(ζ, τ ) + λq2β

ζζ (ζ, τ ) + η|q|2q = 0. (2)

The aim of this work is to investigate Eq. (2) numerically with the compilation
of homotopy perturbation method (HPM) [33] and Laplace transform (LT). The
applications of homotopy theory have become a powerful mathematical tool in the
nonlinear problems due to the excellent work done, and also, the method is really
capable of reducing the size of the computational work besides being convenient for
solving nonlinear fractional equations.

2 Preliminaries

Definition 2.1 A real-valued function f (t), t > 0 is said to be in the space Cμ, μ ∈ R

if ∃ [34] a real number p(> μ) so that f (t) = t p f1(t), f1 ∈ C[0,∞), and in Cm
μ

if f m ∈ Cμ, M ∈ N
⋃{0}.

Definition 2.2 The Caputo fractional derivative of f , f ∈ Cm
−1,m ∈ N

⋃{0}
Dα

t f (t) =
{

dn f (t)
dtn , α = n ∈ N ,
1

�(n−α)

∫ t
0(t − τ)n−α−1 f n(τ )dτ, n − 1 < α < n, n ∈ N.

Definition 2.3 The LT, L[u(x, t)] of the Caputo fractional derivative is written as
L
[
Dnα

t u(x, t)
] = snαL[u(x, t)] −∑n−1

k=0s
nα−k−1uk(x, 0), n − 1 < nα ≤ n.

3 Basic Idea of Proposed Technique

Consider the nonlinear differential equation of arbitrary order

Dμ
t u(x, t) + Ru(x, t) + Nu(x, t) = f (x, t), 0 < μ ≤ 1, (3)

with

u(x, 0) = f (x), (4)
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here Dμ
t u(x, t) is derivative of u(x, t) of order μ in Caputo’s sense, R and N are

used for the linear and nonlinear differential operator, and f (x, t) is the source term.
Exerting LT on Eq. (3), it yields

L[u(x, t)] −
l−1∑

k=0

s−k−1uk(x, 0) + 1

sμ
{L[Ru(x, t) + Nu(x, t)] − L[ f (x, t)]} = 0.

(5)

Take inverse LT on Eq. (5), then

u(x, t) = L−1

(
l−1∑

k=0

s−k−1uk(x, 0) + L[ f (x, t)]

)

− L−1

{
1

sμ
{L[Ru(x, t) + Nu(x, t)]}

}
.

HPM defines the solution in terms of infinite series given as

u(x, t) =
∞∑

i=0

piui (x, t), (6)

and the nonlinear term is decomposed as

Nu(x, t) =
∞∑

i=0

pi Hi (u), (7)

here Hi (u) is the homotopy polynomial, given by

Hi (u) = 1

i !
∂ i

∂pi

⎡

⎣N

⎛

⎝
∞∑

j=0

p ju j

⎞

⎠

⎤

⎦

p=0

, i = 0, 1, 2, . . . (8)

Using Eqs. (6) and (7) in (5),

∞∑

i=0

piui (x, t) = L(−1)

(
l−1∑

k=0

s(−k−1)uk(x, 0) + L[ f (x, t)]
)

− p[L(−1)1/

{

sμL

{[

R
∞∑

i=0

piui (x, t)

]

+
∞∑

i=0

pi Hi (u)

}}

. (9)

Equating the coefficients of like powers of p,
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p0: u0(x, t) = L−1

(
l−1∑

k=0

s−k−1uk(x, 0) + L[ f (x, t)]

)

,

p1: u1(x, t) = −L−1

{
1

sμ
L{[Ru0(x, t)] + H0(u)}

}
,

p2: u2(x, t) = −L−1

{
1

sμ
L{[Ru1(x, t)] + H1(u)}

}
,

p3: u3(x, t) = −L−1

{
1

sμ
L{[Ru2(x, t)] + H2(u)}

}
,

Calculating in this way, the solution is expressed as

u(x, t) = lim
p→1

lim
N→∞

N∑

i=0

piui (x, t) = lim
N→∞

N∑

i=0

ui (x, t). (10)

4 Applications of the Proposed Iterative Approach
on Nonlinear Fractional Model of BME

Example 4.1 Consider the following nonlinear fractional BME

i Dμ
τ q + λq2ν

ζζ + η|q|2q = 0, (11)

with

q(ζ, 0) = eiζ , (12)

Applying LT,

L(q(ζ, τ )) = q(ζ, 0)

s
+ 1

sμ
L
{
λiq2ν

ζζ + ηi |q|2q}.

Taking inverse LT,

q(ζ, τ ) = L−1

(
q(ζ, 0)

s

)
+ L−1

{
1

sμ
L
(
λiq2ν

ζζ + ηi |q|2q)
}
. (13)

By HPM,

∞∑

n=0

pnqn(ζ, τ ) = q(ζ, 0)



Numerical Investigation of Fractional Model … 469

+ pL−1

⎧
⎨

⎩
1

sμ
L

⎡

⎣λi

( ∞∑

n=0

pnqn(ζ, τ )

)2ν

ζζ

+ ηi

( ∞∑

n=0

pnHn(q)

)⎤

⎦

⎫
⎬

⎭
,

(14)

where

∞∑

n=0

pnHn(q) = |q|2q.

Simplifying, we get

H0(q) = |q0|2q0,
H1(q) = 1

1!
∂

∂p

[(|q0 + pq1|2
)
(q0 + pq1)

]
p=0,

H2(q) = 1

2!
∂2

∂p2
[(|q0 + pq1 + p2q2|2

)(
q0 + pq1 + p2q2

)]
p=0.

After simplification, we have the following iterates

q0(ζ, τ ) = eiζ ,

q1(ζ, τ ) = i
(
λeiπν + η

)
eiζ

tμ

�(μ + 1)
,

q2(ζ, τ ) = [η(λe−iπν + η
)− 2η

(
λeiπν + η

)− λ
(
λe2iπν + η

)]

eiζ
t2μ

�(2μ + 1)
,

q3(ζ, τ ) =
{−iλ

2

(
λeiπν + η

)
eiζ + 3

2
ηi
(
λe−iπν + η

)
eiζ + ηi

(
λe3iπν + η

)
eiζ
}

t3μ

�(3μ + 1)
,

in the same pattern, further iterations can be calculated Tables 1 and 2. Therefore,

q(ζ, τ ) = q0(ζ, τ ) + q1(ζ, τ ) + q2(ζ, τ ) + q3(ζ, τ ) + . . .

Example 4.2 Consider the following nonlinear fractional BME

i Dμ
τ q(ζ, τ ) + λqζ ζ (ζ, τ ) + η|q|2q = 0, (15)

with
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Table 1 L2 and L∞ error norms when μ = 0.9, ν = 0.9, h = 0.001 for Example 4.1

ζ L2 L∞

Real part Imaginary part Real part Imaginary part

−0.6 2.7361 × 10−5 2.9238 × 10−4 8.6522 × 10−4 0.0092

−0.4 8.4902 × 10−5 2.8111 × 10−4 0.0027 0.0089

−0.2 1.3906 × 10−4 2.5864 × 10−4 0.0044 0.0082

0.0 1.8767 × 10−4 2.2586 × 10−4 0.0059 0.0071

0.2 2.2880 × 10−4 1.8407 × 10−4 0.0072 0.0058

0.4 2.6081 × 10−4 1.3495 × 10−4 0.0082 0.0042

0.6 2.8242 × 10−4 8.0444 × 10−5 0.0089 0.0025

Table 2 L2 and L∞ error norms when μ = 1, h = 0.001 for Example 4.2

ζ L2 L∞

Real part Imaginary part Real part Imaginary part

−0.6 1.3936 × 10−11 9.8519 × 10−12 3.4059 × 10−10 2.4008 × 10−10

−0.4 1.5615 × 10−11 6.8689 × 10−12 3.8150 × 10−10 1.6763 × 10−10

−0.2 1.6672 × 10−11 3.6475 × 10−12 4.0720 × 10−10 8.8496 × 10−11

0.0 1.7065 × 10−11 2.6519 × 10−13 4.1667 × 10−10 5.8333 × 10−12

0.2 1.6776 × 10−11 3.1334 × 10−12 4.0952 × 10−10 7.7062 × 10−11

0.4 1.5820 × 10−11 6.4038 × 10−12 3.8605 × 10−10 1.5688 × 10−10

0.6 1.4232 × 10−11 9.4189 × 10−12 3.4718 × 10−10 2.3045 × 10−10

q(ζ, 0) = eiζ . (16)

Applying LT, Eq. (15) becomes

L(q(ζ, τ )) = q(ζ, 0)

s
+ 1

sμ
L
{
λiqζ ζ + ηi |q|2q}. (17)

Exerting inverse LT, it yields

q(ζ, τ ) = L−1

(
q(ζ, 0)

s

)
+ L−1

{
1

sμ
L
(
λiqζ ζ + ηi |q|2q)

}
.

By HPM,

∞∑

n=0

pnqn(ζ, τ ) = q(ζ, 0)

+ pL−1

⎧
⎨

⎩
1

sμ
L

⎡

⎣λi

( ∞∑

n=0

pnqn(ζ, τ )

)

ζ ζ

+ ηi

( ∞∑

n=0

pnHn(q)

)⎤

⎦

⎫
⎬

⎭
, (18)
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where

∞∑

n=0

pnHn(q) = |q|2q.

Simplifying, we get

H0(q) = |q0|2q0,
H1(q) = 1

1!
∂

∂p

[(|q0 + pq1|2
)
(q0 + pq1)

]
p=0,

H2(q) = 1

2!
∂2

∂p2
[(|q0 + pq1 + p2q2|2

)(
q0 + pq1 + p2q2

)]
p=0.

After simplification, we have the following iterates

q0(ζ, τ ) = eiζ ,

q1(ζ, τ ) = i(η − λ)eiζ
tμ

�(μ + 1)
,

q2(ζ, τ ) = (η − λ)(λ − η)eiζ
t2μ

�(2μ + 1)
,

q3(ζ, τ ) = t3μ

�(3μ + 1)
{−iλ

2
(η − λ)(λ − η)eiζ

+3

2
ηi(η − λ)(λ − η)eiζ + ηi(η − λ)2eiζ

}
,

in the same pattern, and further iterations can be calculated. Therefore,

q(ζ, τ ) = q0(ζ, τ ) + q1(ζ, τ ) + q2(ζ, τ ) + q3(ζ, τ ) + . . . ,

5 Discussion and Concluding Remarks

The 2D and 3D graphs of q(ζ, τ ) are presented to capture the behavior of the
nonlinear complex problems. The 2D plots of real and imaginary part of the numer-
ical solution are shown in Fig. 2a, b for Example 4.1 and Fig. 3a, b for Example 4.2
when τ = 0.1, λ = 1, η = 2. The 3D graphics are demonstrated in Fig. 1a, b for
Example 4.1 and Fig. 4a, b for Example 4.2 when λ = 1, η = 2. The accuracy of
the suggested method is checked through L2 and L∞ error norms as the number of
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iterations increases the HPTT solutions converge to the exact solution. All the results
are obtained with third iteration, and the accuracy can be improved by computing
more terms of the approximate solution. In this paper, an efficient and simple tech-
nique is suggested by compiling LT with homotopy perturbation approach. It can be
concluded that the proposed approach effectively analyzes the natural phenomena
and investigates the nonlinear fractional order equations arising in mathematical
physics and other scientific disciplines.

Fig. 1 a Real division of q(ζ, τ ) when λ = 1, η = 2, μ = 0.9, ν = 0.9 for Example 4.1. b
Imaginary division of q(ζ, τ ) when λ = 1, η = 2, μ = 0.9, ν = 0.9 for Example 4.1
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Fig. 2 a Real part of q(ζ, τ ) in 2D when τ = 0.1, λ = 1, η = 2 for Example 4.1. b Imaginary
part of q(ζ, τ ) in 2D when τ = 0.1, λ = 1, η = 2 for Example 4.1
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Fig. 3 a Real part of q(ζ, τ ) in 2D when τ = 0.1, λ = 1, η = 2 for Example 4.2. b Imaginary
part of q(ζ, τ ) in 2D when τ = 0.1, λ = 1, η = 2 for Example 4.2
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Fig. 4 a Imaginary division of q(ζ, τ ) when λ = 1, η = 2, μ = 0.9 for Example 4.2. b Real
division of q(ζ, τ ) when λ = 1, η = 2, μ = 0.9 for Example 4.2
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Performance Analysis of Cache Memory
Architecture for Core Processor

Reeya Agrawal

Abstract A quantitative and yield analysis of single-bit cache memory architecture
with different sense amplifiers such as voltage mode sense amplifier and charge-
transfer sense amplifier has been done. Apart from that, power reduction techniques
such as the sleep transistor technique, footer stack technique, and dual sleep technique
also have been applied over different blocks of single-bit cache memory architecture
to reduce the power consumption of the architecture.

Keywords Static random access memory cell (SRAMC) · Voltage mode sense
amplifier (VMSA) · Charge-transfer sense amplifier (CTSA) · A sense amplifier
(SA) ·Write driver circuit (WDC)

1 Introduction

Improved density and efficiency of VLSI circuits have been obtained by scale-down
transistors. Local connections are called wires and are used to connect transistors
within integrated circuits. The clock and power routing wires within the chip are
known as global links on the chip. The latency of global communication becomes
essential for many applications, such as buses between cache memories and proces-
sors [1–3], as the VLSI technology scales down to the sub-micron level. With the
length [4–6], the delay in this global interconnection on the chip raises four-way.
Different signaling methods were suggested to transmit the signals by interconnec-
tion, and to reduce the delay, different kinds of transceivers were employed. In recent
years, the design of low power storage has been powered by the exponential output
of battery-operated computers. The leakage current has made the SRAM system a
power-hungry block from both static and dynamic perspectives as the transistor count
increases. The SRAM block is now also an important part of the SOC architecture.

R. Agrawal (B)
GLA University, Mathura, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
S. Suhag et al. (eds.), Control and Measurement Applications for Smart Grid,
Lecture Notes in Electrical Engineering 822,
https://doi.org/10.1007/978-981-16-7664-2_39

479

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-7664-2_39&domain=pdf
https://doi.org/10.1007/978-981-16-7664-2_39


480 R. Agrawal

Fig. 1 a Sleep transistor technique. b Forced stack technique. c Dual sleep technique

1.1 Power Reduction Techniques

In the VLSI model, the designers suggested many strategies for reducing the power
consumption of the circuit. The short descriptions of all the methods used in the
circuits are given below [7].

1.1.1 Sleep Transistor Technique

The sleep transistor technique [8] is the most well-known method. A PMOS transistor
“Sleep” is situated between VDD and network pull-up, and an NMOS transistor is
positioned between pull-down network and GND as shown in Fig. 1a.

1.1.2 Forced Stack Technique

Another power reduction technique is the stacking strategy, which pushes an indi-
vidual transistor into two half-size transistors [9]. The result of the transistor stacking
contributes to a reduction in the decrease in sub-threshold current. This strategy saves
the actual state while the transistor is in the off state as shown in Fig. 1b.

1.1.3 Dual Sleep Technique

Both PMOS and NMOS types of transistors are used in this technique. Both PMOS and
NMOS transistors are used in the header and footer. In on-state mode, one transistor is
on and another transistor is switched off in the off-state mode. Both PMOS and NMOS

are used in off-state mode to decrease leakage capacity as shown in Fig. 1c [10].
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The single-bit cache memory architecture is clarified in Sect. 2 in depth,
and SRAM architecture is explained. Experimental effects are shown in Sect. 3.
Conclusions are obtained in Sect. 4.

2 Single-Bit Cache Memory Architecture

In this section, cachememory architecture has been describedwith their architectures
as shown in Figs. 2 and 3. SRAM architecture comprises WDC, SRAMC, and SA.
SA is of two types: (a) the voltage difference between the bit lines is amplified to
determine the output voltage; voltage mode sense amplifier has five input pins (BL,
BLB, Y sel, Pch, and SAen) and two output pins (V 3 and V 4); (b) charge-transfer sense
amplifier, the higher bit line capacitance charge propagation can be used in narrower
lines to achieve the output voltage; it has five input pins (BL, BLB, Y sel, Pch, and
SAen) and two output pins (V 3 and V 4).

2.1 Write Driver Circuit

The write driver is responsible for rapidly discharging the bit lines to a level below
the cell’s writemargin before or when the selected cell’s word lines are involved. Two
standardwritten drivers are seen in Fig. 4. The input of the data chooses which bit line
is discharged. Just when the writing process is intended is theWE signal switched on.

Fig. 2 Schematic of single-bit SRAM VMSA architecture
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Fig. 3 Schematic of single-bit SRAM CTSA architecture

Fig. 4 Write driver circuit schematic

Otherwise, WE distinguishes the bit lines from the drivers of printing. It is quicker
because, at the cost of sophistication, it has fewer stacked transistors in its discharge
direction. Usually, the write operation is not a transaction that restricts speed, so
the write driver is chosen for simplified setups that relax the layout specifications
[11–13].
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Fig. 5 SRAM cell
schematic

2.2 Conventional SRAM

It is used for operations at low power, low voltage. Here, each bit is stored using
bistable latching circuitry. Figure 5 shows the 6T SRAMC schematic, the pull-up
transistors areM1 andM2 (PMOS), while the driver transistors areM3 andM4 NMOS.
These bit lines enhance the margin of noise. The value of measurable output voltage
swings is given by differential circuitry. Logic 0 or 1 is stored as long as the power
is on, but unlike DRAM cells [14, 15], it does not need to be refreshed. In SRAM
architecture, the size of the transistors is most important for the proper operation of
the transistors.

2.3 Sense Amplifiers

The sensor amplifier amplifies a small analog differential voltage produced on the
read-access bit lines. The amplification leads to a complete one-end digital output.
Because of the length of the metal and because a lot of transistors take a long time
to discharge the bit lines, bit lines have more power. Timing regulation and filling
condenser set are hard choices for sensory amplifiers here [16].

2.3.1 Voltage Mode Sense Amplifier.

The power amplifier function is based on the differential voltage produced by the
bit lines. The circuit consists of cross-connected inverters that convert the bit-line
voltage difference at its entrance to full swing output, as shown in Fig. 6. The cell
columns integrate BL and BLB inputs with the cell column bit lines. P1 binds the
memory cell to the P2 sensory boost and N3 activates the sensation boost. The inner
nodes of the sensory amplifier are separated by output inverters from the external
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Fig. 6 Schematic of voltage mode sense amplifier

load. The sensor amplification is applied to the memory cell by returning the selected
line during the evaluation process (SAen) [17, 18].

2.3.2 Charge-Transfer Sense Amplifier

Figure 7 illustrates the extension of this concept to SRAM sense amplifiers, where
the broad data line capacitance of the CDL is related to the limited capacitance of
the sensing node, CTSA.

The basic principle behind the amplification of the charging transmission is to
generate voltage gains by manipulating the conservation of charge among capacitive
devices [19, 20]. The voltage on the first element and its capacity have to equal the
voltage on the other element product and its capacity for a set of contacts of two
capacitive elements in a device to be loaded.

3 Results and Discussion

Figure 8 describes the output waveform ofWDC, for cases arise: (a) when Bit= 0 V
and WE = 0 V BL = VDD and BLBAR = VDD, (b) Bit = 0 V WE = VDD so, BL
= 0 V and BLBAR = VDD/2, c) Bit = VDD WE = 0 V so, BL = 0 V and BLBAR =
VDD/2 and d) Bit = VDD WE = VDD so, BL = VDD and BLBAR = 0 V.

Figure 9 describes both write operation and hold operation of the SRAMC. There
is a pull of the n/w (PM6 and PM7), pull-down network (NM6 and NM7), and access
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Fig. 7 Schematic of charge-transfer sense amplifier
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Fig. 8 Output waveform of WDC

transistor (NM8 and NM9) which allows data to store and sense amplifier to read the
data.

Figures 10 and 11 describe the read operation of VMSA and CTSA when both
SAEN and WL are pulled high; during that time, only the SA senses the data from
the SRAMC at bit lines and gives output at V 3 and V 4.

Note: P = V 2/R as this voltage is constant on varying the R and analyzing the
power consumption.

Table 1 describes that increase in value of resistance power consumption decreases
as because resistance is a path stopper for current in a circuit and no effect on the



486 R. Agrawal

WL 
BL 

BLBAR
V2
V1 

Write  
Operation 

Hold 
Operation

Time (ηs) 

V
ol

ta
ge

 (V
) 

Fig. 9 Output waveform of SRAMC

Fig. 10 Output waveform of VMSA

area, performance, and speed, whereas Fig. 12 shows the comparison of the different
parameters of a single-bit SRAM VMSA architecture of Table 1 in form of a chart.

Table 2 describes that as increasing in value of resistance power consumption
decreases as because resistance is a path stopper for current in a circuit and no effect
on the area, performance, and speed, whereas Fig. 13 shows the comparison of the
different parameters of a single-bit SRAM CTSA architecture of Table 2 in form of
a chart.
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Fig. 11 Output waveform of CTSA

Table 1 Different parameters of single-bit SRAM VMSA architecture

S. No Parameters Single-bit SRAM VMSA architecture

Power consumption (μW) No. of transistors Sensing delay (ηs)

1 R = 42.3 � 13.16 30 13.14

2 R = 42.3 K� 11.34 30 13.14
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Fig. 12 Comparison of different parameters of single-bit SRAM VMSA architecture

Table 2 Different parameters of single-bit SRAM CTSA architecture

S. No Parameters Single-bit SRAM CTSA architecture

Power consumption (μW) No. of transistors Sensing delay (ηs)

1 R = 42.3� 46.35 37 13.51

2 R = 42.3K� 44.32 37 13.51
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Fig. 13 Comparison of different parameters of single-bit SRAM CTSA architecture

Table 3 Power consumption of single-bit cache memory architecture

S. No Single-bit SRAM VMSA
architecture

Single-bit SRAM CTSA
architecture

Power
consumption
(μW)

No. of transistor Power
consumption
(μW)

No. of transistor

1 Sleep transistor 11.29 32 20.38 39

2 Forced stack 11.29 32 20.38 39

3 Dual sleep 11.03 34 21.05 41

Table 3 describes that applying power reduction technique over SA forced stack
technique in single-bit cache memory architecture reduced power consumption, i.e.,
11.03 μW with 34 number of the transistor, whereas Fig. 14 shows the comparison

0
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Transistor

Power
Consumption
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Transistor
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Fig. 14 Comparison of power consumption of single-bit cache memory architecture on applying
power reduction techniques over SA
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Table 4 Power consumption of single-bit cache memory architecture

S. No Single-bit SRAM VMSA
architecture

Single-bit SRAM CTSA
architecture

Power
consumption
(μW)

No. of transistor Power
consumption
(μW)

No. of transistor

1 Sleep transistor 9.18 34 18.18 41

2 Forced stack 9.108 34 18.17 41

3 Dual sleep 10.13 38 18.91 45
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Fig. 15 Comparison of power consumption of single-bit cache memory architecture on applying
power reduction techniques over SRAM and SA

of power consumption of single-bit cache memory architecture on applying power
reduction techniques over SA of Table 3 in form of a chart.

Table 4 describes that applying power reduction techniques over SRAM and SA
consumes up to 9.108 μW power which is lowest as compared to others, but the
number of transistors increases transistor, whereas Fig. 15 shows the comparison
of power consumption of single-bit cache memory architecture on applying power
reduction techniques over SRAM and SA in architecture of Table 4 in form of a
chart.

4 Conclusion

In this paper, single-bit cache memory with different sense amplifiers such as voltage
differential sense amplifier and charge-transfer sense amplifier has been imple-
mented and compared on different values of resistance (R) with different parameters
such as power consumption, sensing delay, and several transistors. Apart from that,
power reduction technique has been applied over different blocks of single-bit cache
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memory architecture and results depicted that the single-bit cache memory architec-
ture having voltage mode differential sense amplifier with forced stacked consumes
the lowest power (9.108 μW). In the future scope, this work can be done in form of
an array.
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