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Preface

This book is the consolidation of refereed mathematical articles contributed by
the participants of the International Conference on Applications of Basic Sciences
(ICABS 2019) held during 19–21 November 2019 at Bishop Heber College, Tiruchi-
rappalli, India. The aim of the conference was to give young researchers an oppor-
tunity to collaborate with researchers from other sciences and find fruitful ways of
applying their research ideas to problems that arise in other fields and to promote
interdisciplinary research. The research ideas presented before the pioneers who
participated in the conference have been developed into research articles, refereed
and are published in this book. Though the conference had participants presenting
their research works in all the four basic sciences, namely mathematics, physics,
chemistry and biology, this book is confined to mathematics.

These contributions are on differential equations, their areas of occurrence
and the methods of solving them. The main concentration is the numerical anal-
ysis for singular perturbation problems. The solutions of these problems exhibit
initial/boundary and/or interior layers, and in those regions, the solution and its
derivatives are non-smooth and classical methods fail and one has to go for robust
and layer resolving numerical techniques.

The most fascinating real-life example of a boundary layer is the layer that occurs
on the wing of an aircraft, which is responsible for creating the drag that acts against
the lift of the aircraft. Singular perturbation problems play an important role in the
modelling of pupil light reflex, activation of neuronal variability, oxygen intake by red
blood cells covered by membranes, blood flow in blood vessels, pattern formation of
DNAs of different species, fluid mechanics, electrical networks, chemical reactions,
quantum mechanics, etc.

As the conference was uniting scientists working on areas of basic sciences, the
invited talks attracted all the participants with the cross-discipline research findings.
There were invited talks by four eminent mathematicians: Prof. Grigorii I. Shishkin,
leading research scientist, Institute of Mathematics and Mechanics, Ural Branch of
Russian Academy of Sciences; S. Kovalevskaya, Yekaterinburg, Russia; Prof. Lidia
P. Shishkina, leadingmathematician of the same institute; Prof. Carmelo Clavero and
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vi Preface

Prof. Jose Luis Gracia from the School of Engineering and Architecture, Department
of Applied Mathematics, Campus Rio Ebro, University of Zaragoza, Spain.

Other contributory presentations in mathematics were also much interesting and
well appreciated by Prof. Shishkin, one of the pioneers in the field of numerical
solutions to singular perturbation problems, and the other invited speakers. A team
of professors and scholars from Bishop Heber College who have been working on
singular perturbation problems and many others from premier institutes of India
presented their papers.

This book would serve as a good reference work for researchers as it gives a
comprehensive knowledge of various classes of differential equations and in partic-
ular singular perturbation problems. The book comprises ten chapters—nine articles
by researchers and one by the invited speakers.

We are grateful to Prof. John J. H. Miller, Professor at the Institute for Numer-
ical Computation and Analysis (INCA), Dublin, Ireland, who kindly agreed to be
a member of the editorial board, the invited speakers, contributors from different
parts of India and the referees. We acknowledge, with sincere thanks, the support
extended by the sponsors of the conference, especially the management of Bishop
Heber College. Our special thanks to the Principal of Bishop Heber College and the
organising committee. It is our pleasure to thank Mr. Kennet Jacob Jeyasingh, Tech-
nical Lead, Alpha Ori Technologies Pvt. Ltd., Chennai, who designed the conference
brochure, logo and a dynamic website for ICABS 2019 connecting scientists all over
theworldwith us. Finally,with pleasure,we thank our publisher, SpringerNature, and
Mr. Shamim Ahmad, Senior Editor, Sciences Books, Springer Nature India Private
Limited, New Delhi, India.

Tiruchirappalli, India
Dublin, Ireland
Tiruchirappalli, India
Tiruchirappalli, India
May 2021

Valarmathi Sigamani
John J. H. Miller

Shivaranjani Nagarajan
Parthiban Saminathan
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Virtual Element Method for Singularly
Perturbed Reaction-Diffusion Problems
on Polygonal Domains

J. L. Gracia and D. Irisarri

Abstract In this paper, the virtual element method is used for the numerical approx-
imation of singularly perturbed linear problems of reaction-diffusion type on polyg-
onal domains. This method is defined on a special mesh of Shishkin type, and its
construction is described in detail. The computed orders of convergence in the numer-
ical experiments indicate that the method is first-order uniformly convergent in the
maximum norm. The second approach combining link-cutting and post-processing
techniques is used to approximate this problem class more efficiently.

Keywords Virtual element method · Singularly perturbed problems · Polygonal
domains · Uniform convergence

1 Introduction

Singularly perturbed problems arise in many branches of science and are character-
ized by the presence of a small parameter multiplying one or more of the highest
derivatives in a differential equation. The solution to these problems may exhibit
layer phenomena. In this paper, we consider the following two-dimensional Dirich-
let boundary value reaction-diffusion problem:

− ε2Δu + b(x, y) u = f (x, y), (x, y) ∈ Ω, u given on Γ, (1a)

whereΩ is a polygonal domain inR2 with boundary Γ . We assume that the reaction
term satisfies b(x, y) ≥ β2, (x, y) ∈ Ω̄ with β > 0 and 0 < ε ≤ 1. The coefficient ε
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2 J. L. Gracia and D. Irisarri

is called the singular perturbation parameter. We also assume that the data problems
are smooth functions, and then the singularities (boundary and corner layers) in the
solution are only caused by the singular nature of the differential operator. Standard
numerical methods typically fail to approximate this class of problems, and there
is a great interest in the development of special numerical methods which provide
accurate approximations to the solution for all the values of the singular perturbation
parameter, i.e., they are robust or uniformly convergent. Many numerical schemes
have been designed and analysed to approximate (1) in the framework of Finite
Difference and Finite Element Methods [17, 23–25, 27, 28].

In the last years, Virtual Element Method (VEM) has been growing very fast
[3–7, 9, 10, 12–14, 19], and it can be considered as an extension of the Finite Ele-
ment Method to general polygonal and polyhedral decompositions. The main idea
of VEM consists in enriching the classical polynomial space with other functions,
whose explicit knowledge is not needed for the construction of the method. VEM is
very flexible in handling general polygonal/polyhedral meshes (including convex or
nonconvex elements), which is more suitable to discretize partial differential equa-
tions defined on complex geometric domains. An overview of VEM is provided in
[1, 5, 6] and although there is an extensive bibliography on it, to the best of our
knowledge, it has not been considered in the area of singularly perturbed problems.

In this paper, we approximate problem (1) with a VEM that uses linear elements
P1(K ) in each element K of a mesh of Shishkin type condensing in the layer regions.
Taking into account the singular behaviour of the solution, the domain is appropriately
decomposed into several subdomains, and quadrilateral elements are used in each
subdomain, although other elements can be used. In order that themethod be robust, a
rectangular grid, which is alignedwith the singularity of the solution, is considered in
the adjacent subdomains to the boundary of the domain. These adjacent subdomains,
where the gradient of the solution is extremely large, are very narrow with a width of
O(ε). On the contrary, outside of the layer regions, where the solution is smooth, a
coarse mesh is used. It is numerically shown that this scheme is first-order uniformly
convergent in the maximum norm.

We shall use a second methodology in order to approximate more efficiently
problem (1). This technique consists of two steps: Firstly, a stabilized solution in
the whole domain is obtained using the link-cutting (LC) condition [11, 18]. This
numerical solution is only accurate outside the layer regions. The approximation
in the layer regions is improved in the second step by solving a boundary value
problem (local problem), where the computed solution in the first step is used to set
the boundary values. The computed orders of convergence with this methodology
suggest an improvement in the rates of convergence compared to the previous VEM
method on a Shishkin mesh.

This paper is structured as follows: In Sect. 2, a brief summary of the VEM
discretization applied to the reaction-diffusion problem is given. Some information
about the behaviour of the solution of the singularly perturbed problem (1) is provided
in Sect. 3. This information is used in Sect. 4, where the VEM with linear elements
is defined on appropriate Shishkin meshes for polygonal domains. The numerical
results for an example are given in Sect. 5, and they show that themethod is first-order
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uniformly convergent. In Sect. 6, the two-step methodology based on the link-cutting
and post-processing techniques is described in detail and some numerical results are
given, showing its efficiency and accuracy.

Throughout the paper, C denotes a generic positive constant that is independent
of the discretization N and the singular perturbation ε parameters.

2 Virtual Element Method Discretization

Anabstract framework forVEMis described in this section and, for the sake of clarity,
we assume that u(x, y) ≡ 0, (x, y) ∈ Γ. The variational formulation of problem (1)
reads: Find u ∈ V = H 1

0 (Ω) such that

B(u, v) = ( f, v), ∀v ∈ V, (2)

where
B(u, v) = a(u, v) + c(u, v), (3)

and

a(u, v) = ∫
Ω

ε2 ∇u · ∇v, c(u, v) =
∫

Ω

b u v, ( f, v) =
∫

Ω

f v. (4)

A detailed discussion on the discretization of the variational problem (2) with the
VEM can be found in [7]. Here, we only give a brief description of the basic features
of this method.

The domain Ω is first decomposed into a partitionPh composed of polygons K ;
let Eh be the set of edges e of Ph . We consider on each element K , the following
space for linear elements:

Ṽh(K ) = {
v ∈ H 1(K ) : v|e ∈ P1(e) ∀ e ⊂ ∂K ,Δv ∈ P1(K )

}
.

This is the space of the functions that are linear on each edge and, therefore, they
are completely determined by their values at the vertices of K . Inside Ṽh(K ), the
functions are harmonic and its total dimension is equal to the number of vertices of
K . For higher order elements, the degrees of freedom are different [7].

A crucial ingredient in the construction of a suitable local stiffness matrix
(ensuring the consistency and stability of the method) is the projection operator
Π∇

1 : Ṽh(K ) → P1(K ), defined, for every v ∈ Ṽh(K ), as the solution of

∫

K
∇(Π∇

1 v − v) · ∇ p = 0, ∀p ∈ P1(K ) and
∫

∂K
(Π∇

1 v − v) = 0, (5)

and, therefore, the polynomial Π∇
1 v can be computed using the degrees of freedom

(i.e., the values of v at the vertices of K ).
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We now define the local virtual element space for linear elements

Vh(K ) =
{

v ∈ Ṽh(K ) :
∫

K
v p =

∫

K
Π∇

1 v p, ∀p ∈ P1(K )

}

,

and the global finite-dimensional virtual element space

Vh = {
v ∈ V : v|K ∈ Vh(K ) ∀K ∈ Ph

}
.

We denote by Π0
k the L2-projection from Vh onto Pk , which is defined locally as

∫

K
(v − Π0

k v) pk = 0 ∀pk ∈ Pk(K ).

The bilinear form (3) can be discretized as the sum of the bilinear forms restricted
to the elements

Bh(u, v) = ah(u, v) + ch(u, v), ∀u, v ∈ Vh, (6)

with
ah(u, v) =

∑

K∈P h

aK
h (u, v), ch(u, v) =

∑

K∈P h

cKh (u, v),

the elemental bilinear forms are given by

aK
h (u, v) =

∫

K
ε2[Π0

0∇u] · [Π0
0∇v] + SK

ε ((I − Π∇
1 )u, (I − Π∇

1 )v), (7a)

cKh (u, v) =
∫

K
b[Π0

1 u][Π0
1 v] + SK

b ((I − Π0
1 )u, (I − Π0

1 )v), (7b)

and the terms SK
ε (·, ·) and SK

b (·, ·) are defined later in (8). The right-hand side of (2)
is approximated by

( fh, vh) =
∑

K∈P h

( fh, vh)K =
∑

K∈P h

∫

K
Π0

1 f vh .

Aswe have considered linear elements, the degrees of freedom, dofi (·), are the values
of vh at the vertex i for i = 1, 2, . . . , n, where n is the number of vertices of Ph .
The basis functions ϕi ∈ Vh are defined as the canonical basis functions, and they
satisfy dofi (ϕ j ) = δi j , for i, j = 1, 2, . . . , n. Thus,

vh =
n∑

i=1

dofi (vh)ϕi , vh ∈ Vh .
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The terms SK
ε (·, ·) and SK

b (·, ·) in (7) guarantee the stability of the method, and they
are defined as (see [5, 6, 8])

SK
ε ((I − Π∇

1 )ϕi , (I − Π∇
1 )ϕ j ) = ε2[(I − Π∇

1 )T (I − Π∇
1 )]i j , (8a)

SK
b ((I − Π∇

1 )ϕi , (I − Π∇
1 )ϕ j ) = b|K |[(I − Π0

1 )T (I − Π0
1 )]i j . (8b)

Then, the discrete problem can be written as follows: Find uh ∈ Vh such that

Bh(uh, vh) = ( fh, vh) ∀vh ∈ Vh .

3 Asymptotic Behaviour of the Solution

The asymptotic behaviour of the solution of problem (1) on the domain Ω = (0, 1)2

is analysed in [15]. The solution is decomposed into a regular component v, boundary
layer components wi associated with each side of Ω , and corner layer components
zi :

u = v +
4∑

i=1

wi +
4∑

i=1

zi .

Assume that the problem data satisfy enough regularity and compatibility conditions.
Then, for 0 ≤ m + n ≤ 4, the regular component satisfies

|∂m
x ∂n

y v(x, y)| ≤ C(1 + ε1−m−n),

the boundary layers w1 and w2 associated with the edges y = 0 and x = 0

|w1(x, y)| ≤ Ce−βy/ε, |w2(x, y)| ≤ Ce−βx/ε, |∂m
x ∂n

y wi (x, y)| ≤ Cε−m−n, (9)

for i = 1, 2, and the corner layer function associated with the corner (0, 0)

|z1(x, y)| ≤ Ce−βy/εe−βx/ε, |∂m
x ∂n

y z1(x, y)| ≤ Cε−m−n . (10)

Similar estimates are satisfied for the other boundary and corner layer functions.
These estimates prove that the solution exhibits boundary layers in Γ with a width
of order O(ε), and the solution is smooth away from Γ . Estimates (9) and (10) also
show that the boundary and corner layer components decay exponentially away from
Γ and the corner (0, 0), respectively. These estimates are used in [15] to construct
and analyse the convergence of the standard central difference approximation on
a mesh of Shishkin type [17]. This mesh is fitted to the boundary layers, and it is
defined by means of a transition parameter
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σ = min

{
1

3
, 2

ε

β
ln N

}

, (11)

where the positive integer N is the discretization parameter. For simplicity, the same
number of grid points is used in both spatial directions. Each spatial direction is split
as follows:

[0, σ ] ∪ [σ, 1 − σ ] ∪ [1 − σ, 1], (12)

and the N space mesh points are distributed in the ratio N/3 : N/3 : N/3 across
these three subintervals. The final mesh is constructed by taking the tensor product
of the 1D meshes. In [15], it is proved that the central difference scheme on the
Shishkin mesh converges uniformly at the rate O((N−1 ln N )2), i.e., it is an almost
second-order uniformly convergent scheme (due to the presence of the logarithm
factor).

In [20, 21], using the general theory of corner singularities [16, 22, 26], some
pointwise derivative bounds are proved for the solution u of problem (1) in the case
of a general polygonal domain Ω̄ . Assuming some smoothness properties on the data
problem, it is proved in [21, Theorem 1, p. 786] that the tangential ∂σ and normal ∂ν

directional derivatives to one of the sides of the domain Ω satisfy

|u(x, y)| ≤ C + Ce−pds (x,y)/ε + Ce−pdv(x,y)/ε, (13a)

|∂σu(x, y)| ≤ Cε−2, |∂νu(x, y)| ≤ Cε−1, (13b)

where C and p are positive constants which are independent of ε, ds(x, y) is the
distance from (x, y) to the nearest side of Γ , and dv(x, y) is the distance from (x, y)
to the nearest vertex of Γ . These estimates indicate the presence of a boundary layer
along the sides ofΩ . In addition, they reveal the dependence on ε of the derivatives in
the direction normal to the boundary. The term e−pdv(x,y)/ε represents the effect of the
corner singularity at the vertex, showing that the effect of these corner singularities
is increasingly localized as ε become small.

4 Shishkin Meshes for Polygonal Domains

In this section, we give a general description of the construction of a Shishkin mesh
for a polygonal domain, which is a simple extension of the mesh used in Sect. 3 for a
rectangular domain. Suppose that Ω is an n-sided polygon; from (13), the solution,
in general, exhibits boundary layers along the boundary Γ of Ω with a width of
O(ε). Parallel segments to the n sides of the polygon are drawn at a distance σ

which is defined in (11). Thus, the polygon is split into 2n + 1 subdomains which
are associated with the n sides, the n vertices, and the interior part of the polygon.

In order that the computationalmesh is alignedwith the singularity of the solution,
the adjacent subdomains to the boundary are slightly modified; this is explained for
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Fig. 1 Mapping of the canonical square to a quadrilateral (Nquad = 3)

a particular example in Sect. 5. After this modification is made, each subdomain
is split into several elements, as, for example, with triangles or quadrilaterals. In
this paper, we only consider quadrilateral elements, and the associated meshes are
generated using the standard bilinear transformation of the canonical 2 × 2 square
of vertices ci j to an arbitrary quadrilateral with vertices (xi j , yi j ) (see Fig. 1). The
vertices of the canonical square are ci j = ((−1)i , (−1) j ), i, j = 1, 2 and the bilinear
transformation is given by

[
x(ξ, η)

y(ξ, η)

]

=
2∑

i, j=1

[
xi j
yi j

]

Ni, j (ξ, η), (14)

where Ni, j (ξ, η) are the bilinear shape functions which satisfy

Ni, j (ckl) = δi,kδ j,l , where δi, j =
{
1, if i = j,

0, otherwise.

Wenowdivide each side of the canonical square into Nquad equidistant subintervals
and a tensor product mesh is constructed; thus, the mesh has Nquad × Nquad elements.
Then, the transformation (14) is applied in each subdomain and the final mesh is
obtained by patching these meshes. An example is considered in the next section,
and the construction of the mesh is described in detail.

5 Numerical Experiments of VEM on Shishkin Meshes

Example 1 Consider the example

−ε2Δu + (1 + xy)u = 1, in Ω, u(x, y) = 0, on Γ,
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Fig. 2 Geometry of the domain Ω and its subdomains

where Ω is the polygonal domain depicted in Fig. 2. The vertices Vi , 1 ≤ i ≤ 4 are
counterclockwise ordered, and their coordinates are

V1(0, 0), V2(1, 0), V3

(
4l + √

3

1 + √
3

,
4l − 1

1 + √
3

)

and V4(l,
√
3l),

with l = 0.45. The angles are α1 = π/3, α2 = 3π/4, α3 = 5π/12, and α4 = π/2,
where the angle of the vertex Vi is αi , 1 ≤ i ≤ 4.

We first construct the quadrilateral mesh to be used with the VEM by drawing
parallel segments to the four sides of Ω at a distance σ . Then, the domain Ω is
split into nine subdomains. In order that the mesh is aligned with the singularity in
the boundary layer regions, the adjacent subdomains to the boundary of the domain
are modified. This is done by drawing orthogonal segments from the four interior
intersection points to the two nearest sides of the boundary ofΩ . Then, a quadrilateral
mesh is constructed in each subdomain by dividing both sides of the canonical square
into N/3 equidistant subintervals and applying the transformation (14) to each one of
them. The final quadrilateral mesh and the computed solution with the VEMmethod
for N = 12 and ε = 10−2 are shown in Fig. 3.

The errors are estimated using the two-mesh principle [17]; for this, each quadri-
lateral element is divided into four equal parts to construct the fine mesh. Thus, all
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Table 1 Maximum nodal two-mesh differences and orders of convergence

N = 24 N = 48 N = 96 N = 192

ε = 10−3 8.943E-3 3.571E-3 1.909E-3 9.600E-4

1.324 0.904 0.992

ε = 10−4 8.376E-3 3.571E-3 1.308E-3 5.394E-4

1.230 1.449 1.278

ε = 10−5 8.376E-3 3.571E-3 1.308E-3 4.397E-4

1.230 1.449 1.573

ε = 10−6 8.376E-3 3.571E-3 1.308E-3 4.397E-4

1.230 1.449 1.573

the grid points of the coarse mesh belong to the fine mesh. The maximum two-mesh
differences and the corresponding orders of convergence for Example 1 are given in
Table1. They suggest that the method is first-order uniformly convergent.

6 Two-Step Methodology

In this section, we use a different methodology to approximate more accurately and
efficiently the solution of (1). It is approximated in two steps: In the first step, the
LC condition is applied in order to avoid the propagation of spurious oscillations
in the domain. Thus, a stabilized solution is generated, but it is only accurate to a
distance of order O(ε) away from the boundary Γ of the domain. In the second
step, the approximation in the layer regions is improved by using a post-processing
technique.

0 0.2 0.4 0.6 0.8 1 1.2

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

(a) Shishkin mesh

0

0.5

1

1.5

0
0.2

0.4
0.6

0.8
0

0.2

0.4

0.6

0.8

1

(b) Computed solution

Fig. 3 The patched mesh and computed solution with VEM for ε = 10−2 and N = 12
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Fig. 4 LC condition on the boundary layer (left figure) and at the corners (right figure)

6.1 The Link-Cutting Condition

Following [11, 18], we obtain a stable solution with the VEM by removing the inter-
action between the basis functions associated with the vertices on the boundary of the
domain and the neighbouring basis functions. First, we take a mesh of quadrilateral
elements whose size does not depend on the singular perturbation parameter ε. In
order that the LC is satisfied, this initial mesh is modified in the layer regions by
patching some quadrilateral elements as follows: Let ΥB denote the set of degrees
of freedom belonging to the boundary of the domain. Then, the LC condition can be
formulated as ∑

m∈ΥB

Bh(ϕn, ϕm) = 0 ∀n /∈ ΥB , (16)

where ϕn are the basis functions of the space Vh(K ). A way of fulfilling (16) is
introducing a row of quadrilaterals on the boundary layer regions with a suitable
width, which is called the LC distance [18] and it is denoted by σLC .

For example, the LC condition for the vertex n depicted in Fig. 4 (left) is given by

Bh(ϕn, ϕm1) + Bh(ϕn, ϕm2) + Bh(ϕn, ϕm3) = 0. (17)

From (6) and (8), we can write (17) as

3∑

j=1

ah(ϕn, ϕm j ) + ch(ϕn, ϕm j ) + SK
ε ((I − Π∇

1 )ϕn, (I − Π∇
1 )ϕm j )

+ SK
b ((I − Π∇

1 )ϕn, (I − Π∇
1 )ϕm j ) = 0. (18)
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Noting that the three vertices m1, m2, and m3 lie on the same side of the polygonal
boundary and K1 and K2 are rectangles, we have

3∑

j=1

SKε ((I − Π∇
1 )ϕn, (I − Π∇

1 )ϕm j ) = 0,
3∑

j=1

SKb ((I − Π∇
1 )ϕn, (I − Π∇

1 )ϕm j ) = 0.

Then, imposing these conditions on (18), the LC condition (17) is reduced to

3∑

j=1

ah(ϕn, ϕm j ) + ch(ϕn, ϕm j ) = 0. (19)

Assuming that the term b(x, y) ≡ b is constant with b > 0, Eq. (19) yields

L12

(

− ε2

2σLC
+ b

σLC

12

)

+ L23

(

− ε2

2σLC
+ b

σLC

12

)

= 0, (20)

where L12 and L23 are the lengths of the sides of the elements K1 and K2 lying on
the boundary of the domain (see Fig. 4). If

σLC =
√
6ε2

b
,

then (20) is satisfied. Otherwise, if m1, m2, and m3 form a corner as in Fig. 4 (right),
the LC condition (17) is not fulfilled.

This can be fixedwith a slightmodification in theVEMformulation on the element
K . For this element, the LC condition (18) on the node n is

3∑

j=1

aK
h (ϕn, ϕm j ) + cKh (ϕn, ϕm j ) + CεS

K
ε ((I − Π∇

1 )ϕn, (I − Π∇
1 )ϕm j )

+ CbS
K
b ((I − Π∇

1 )ϕn, (I − Π∇
1 )ϕm j ) = 0, (21)

where the stabilization terms SK
ε (·, ·) and SK

b (·, ·) are multiplied by the positive
constants Cε and Cb, respectively. They are chosen such that the LC condition (21)
is fulfilled. For example, in the case of a right-angle corner, condition (21) for the
element K gives

Cε + 6Cb = 3

2
.

If b(x, y) is not constant, we have used in each element the following LC distance
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σ̃LC =
√

6ε2

b(xm2 , ym2)
(22)

where (xm2 , ym2) are the coordinates of the vertex m2 depicted in Fig. 4. In this
way, the LC condition (18) is almost satisfied, but we shall show in the numerical
experiments that the computed solution taking (22) as the LC distance does not
exhibit spurious oscillations and generates an accurate approximation to the solution
of the continuous problem.

Remark 1 VEM, unlike FEM, can use different types of elements in the computa-
tional mesh. This is very important because the mesh can be modified with the row
of quadrilateral elements so that the LC condition is satisfied. This modification in
the mesh would not take into account how it affects the number of vertices of the
neighbouring elements. Similar results to those given in Sect. 6.3 have been obtained
when a triangular mesh is used instead of a quadrilateral mesh.

6.2 Post-processing the Solution

The computed numerical solution in the first step provides an accurate approximation
to the problem (1) away from the boundary but not in the layer regions; i.e., it is not
layer-resolving. The objective of this step is to improve the approximation in the
layer regions. With this aim, a local problem is solved in the layer regions which is
governed by the same differential equation, and the domain is defined by drawing
parallel segments to the polygonal sides of the domain to a distance of σ , which is
defined in (11). Similar to VEM on the Shishkin mesh described in Sects. 4 and 5,
the mesh has to be aligned with the singularities of the solution in the vicinity of the
boundary of the domain. In the local problem, the boundary conditions are obtained
from the computed solution in the previous step and using bilinear interpolation.
Once the solutions of both steps are obtained, they are patched to have the final
approximation to the solution in the whole domain.

In order to obtain more accurate approximations to the solution, appropriate
graded meshes are used in the canonical squares instead of using a uniform mesh.
This type of meshes has been previously used in [2] to solve a singularly perturbed
problem in an L-shaped domain. Let us denote by r , with r ≥ 1, the grading exponent
of the gradedmesh. Themesh is uniformwhen r = 1 and the larger r , the more dense
the grid is. In Fig. 5, graded grids in the canonical square are illustrated together with
their transformed meshes to be used in the adjacent subdomains of the polygonal
domain.
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Fig. 5 Canonical and
computational graded
meshes for the local problem
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(a) Modified mesh with LC condition
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Fig. 6 Mesh with LC condition and computed solution for ε = 10−2 and N = 12

6.3 Numerical Experiments

The two-step methodology is applied to Example 1. In the first step, the example
is approximated with VEM using a mesh with N/3 elements in each direction (see
Fig. 6). The computed solution is also given in this figure and it is observed that
it does not exhibit spurious oscillations. The domain and the mesh considered in
the second step are displayed in Fig. 7. The domain is split into 8 subdomains, and
we consider a graded mesh with r = 2 and N/3 elements in each direction of the
canonical square. The numerical approximation to the solution in the local domain
is given in Fig. 7.

The computedmaximum two-meshdifferences and the orders of convergencewith
the two-step methodology are given in Table2, and it is observed that the method is
uniformly convergent in the maximum norm. If we compare the numerical results
from Tables1 and 2, we see an improvement in the orders of convergence when the
two-step methodology is used. Thus, the numerical results for Example 1 suggest
that this scheme is more efficient than the VEM on the Shishkin mesh described in
Sect. 4. If r ≥ 2,we have obtained similar results but themesh condenses excessively.
If r = 1, we have observed that the computed orders of convergence are reduced to
the first order.
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(a) Piecewise graded mesh with r = 2 (b) Computed solution

Fig. 7 Mesh and computed solution for Example 1 with ε = 10−2 and N = 12

Table 2 Two-step methodology: Maximum two-mesh differences and orders of convergence

N = 24 N = 48 N = 96 N = 192

ε = 10−3 7.206E-2 2.992E-2 8.051E-3 2.287E-3

1.268 1.894 1.816

ε = 10−4 7.206E-2 2.992E-2 8.051E-3 2.287E-3

1.268 1.894 1.816

ε = 10−5 7.206E-2 2.992E-2 8.051E-3 2.287E-3

1.268 1.894 1.816

ε = 10−6 7.206E-2 2.992E-2 8.051E-3 2.287E-3

1.268 1.894 1.816
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Global Uniform Convergence of a
Numerical Method for a Weakly Coupled
System of Singularly Perturbed
Convection-Diffusion Equations

S. Chandra Sekhara Rao, Varsha Srivastava, and Abhay Kumar Chaturvedi

Abstract We present a finite difference method for a weakly coupled system of
M(≥ 2) singularly perturbed convection-diffusion two point boundary value prob-
lems. The problem is discretized using a suitable combination of the second-order
compact difference scheme and the second-order central difference scheme. The
convergence analysis is given, and the method is shown to have almost second-order
parameter-uniform convergence. Numerical experiments are conducted to demon-
strate the efficiency of the method.

Keywords Weakly coupled system · Convection-diffusion equations · Shishkin
mesh · Second-order compact difference scheme · Central difference scheme ·
Parameter-uniform convergence

1 Introduction

Consider the following coupled system of M(≥ 2) singularly perturbed convection-
diffusion equations

Lu := −Eu′′ + Au′ + Bu = f , x ∈ Ω = (0, 1) (1a)

u(0) = p1, u(1) = p2, (1b)

where E =diag(ε, ε, . . . , ε) with 0 < ε ≤ 1, A = diag(a1, a2, . . . , aM), f = ( f1,
f2, . . . , fM)T , and u = (u1, u2, . . . , uM)T . For each 1 ≤ i ≤ M and x ∈ Ω , the
M × M matrices A and B = (bi j ) satisfy
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ai (x) ≥ αi > 0, (2)

bi j (x) ≤ 0, i �= j, bii (x) +
M∑

j=1, j �=i

bi j (x) > 0, (3)

for some constant αi . Also assume α = min
1≤i≤M

{αi }, p1 and p2 are given constant

column vectors.
Assume ai (x), bi j (x) and fi (x), 1 ≤ i, j ≤ M , are sufficiently smooth functions

on Ω = [0, 1] so that the solution u of (1) is in C(Ω)M ∩ C4(Ω)M . The solution of
(1) exhibits boundary layer of width O(ε) at x = 1.

The coupled systems of convection-diffusion equations appear in many applica-
tions, such as optimal control problems and in resistance–capacitor electrical circuits
[7]. The numerical analysis of singularly perturbed convection-diffusion problems of
the single equation was well discussed in the literature [5, 6, 19, 20], while very few
works had been done for the system of convection-diffusion equations. Systems of
singularly perturbed reaction-diffusion in steady and unsteady states were studied in
[9, 11, 13, 14, 16–18]. In [1], analysis of strongly coupled system of M(≥ 2) singu-
larly perturbed convection-diffusion problems with the same perturbation parameter
ε was discussed, in which matrix A was Hermitian. The finite difference scheme on
a uniform mesh was used to establish almost first-order parameter-uniform conver-
gence under the assumption that ε << h, and the convergence was achieved only
away from the layer. Linss [8] showed the almost first-order parameter-uniform con-
vergence for strongly coupled systemofM(≥ 2) convection-diffusion equationswith
different perturbation parameters, where the condition (2) was replaced by: either
minx∈[0,1] ai (x) > 0 ormaxx∈[0,1] ai (x) < 0 for 1 ≤ i ≤ M and also it is assumed that
bii ≥ 0 along with the condition a′

i + bii ≥ 0 on [0, 1]. Bellew and O’Riordan [2]
studied a system of two coupled convection-diffusion problemswith different param-
eters and showed that the discussedmethodwas almost first order parameter-uniform
convergent.Cen [3] discussed anupwindfinite difference schemeonShishkinmeshes
for a system of two weakly coupled equations with different parameters and showed
that scheme was almost first-order parameter-uniform convergent. O’Riordan and
Stynes [10] analyzed a system of two strongly coupled convection-diffusion prob-
lems with the same parameter and proved that the proposed method was almost
first-order parameter-uniform convergent.

Clavero et al. [4] constructed and analyzed two parameter-uniform convergent
finite difference methods essentially of order 2 and 3 for a singularly perturbed
convection-diffusion problem. Therein, the authors considered a combination of the
compact finite difference scheme and the central difference scheme outside boundary
layer region while the central difference scheme inside the boundary layer region.
In the present work, we extend the finite difference method of order 2, which was
discussed for scalar problem in [4] to the coupled system of M(≥ 2) singularly
perturbed problems with the same parameter and established a global parameter-
uniform convergence of the method.
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This paper is arranged as follows. In Sect. 2, bounds on the solution, the bounds
on the regular and singular components of the solution are given. In Sect. 3, a discrete
method is developed for the system of M(≥ 2) coupled singularly perturbed prob-
lems. The parameter-uniform maximum pointwise error bounds and global error
bounds are obtained in Sect. 4. Numerical experiments are given in Sect. 5, and
conclusions are given in Sect. 6.

Notation: Throughout the paper, we use C with or without a subscript to denote
a generic positive constant independent of perturbation parameter ε and the dis-
cretization parameter N . C = C(1, 1, . . . , 1)T . We consider the maximum norm
and denote it by ||.||D , where D is a closed subset of Ω . For a real-valued func-
tion g ∈ C(D) and for a vector valued function g = (g1, g2, . . . , gM)T ∈ C(D)M ,
we define ||g||D = max

x∈D |g(x)| and ||g||D = max{||g1||D, ||g2||D, . . . , ||gM ||D}. The
analogous discrete maximum norm on the mesh DN is denoted by ||.||DN . For
any functions g, y ∈ C(Ω), define g j = g(x j ). If g ∈ C(Ω)M then g j = g(x j ) =
(g1, j , g2, j , . . . , gM, j )

T .

2 Properties of the Exact Solution

The continuous operator L satisfies the following maximum principle on Ω .

Lemma 1 (Continuous maximum principle) Assume that z ∈ C(Ω)M ∩ C2(Ω)M

with z(0) ≥ 0 and z(1) ≥ 0. Then L ≥ 0 in Ω implies that z ≥ 0 in Ω .

An immediate consequence of the above lemma is the following stability estimate.

Lemma 2 If Lz = f in Ω , with z(0) = z0, z(1) = z1. Then ||z||Ω ≤ 1

α
||f||Ω +

max{‖z0‖, ‖z1‖}, where z0, z1 are some constant vectors.
Now we give bounds on the derivatives of the exact solution u for the system (1).
These bounds will be used in the error analysis in Sect. 4.

Lemma 3 Let u be the solution of (1). Then

|u(k)(x)| ≤ Cε−k , 0 ≤ k ≤ 4 and x ∈ Ω .

We now derive sharper bounds on the derivatives of u, which show that the above
estimated bounds decay rapidly as one moves away from the right boundary of the
domain.

Lemma 4 Let u be the solution of (1). Then

|u(k)(x)| ≤ C(1 + ε−k exp(−α(1−x)
ε

)), 0 ≤ k ≤ 4, x ∈ Ω,

where C is a constant independent of ε.

To analyze the parameter-uniform convergence of the numerical method, we decom-
pose the exact solution u into regular component v and singular component w, that
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is, u = v + w, where the regular component has three term asymptotic expansion as
v = v0 + εv1 + ε2v2. Also, the smooth component v satisfies Lv = f with the bound-
ary conditions vi (0) = ui (0), vi (1) = vi,0(1) + εvi,1(1), for 1 ≤ i ≤ M, where vi,0
is the solution of the reduced problem

ai (x)v′
i,0(x) +

M∑
m=1

bim(x)vm,0(x) = fi (x), with vi,0(0) = ui (0),

vi,p, for p = 1, 2, are the solutions of the problems

− εv′′
i,0(x) + ai (x)(vi,0(x) + εvi,1(x))

′ +
M∑

m=1
bim(x)(vm,0(x) + εvm,1(x)) = fi (x),

with vi,1(0) = 0,

and −ε(v′′
i,0(x) + εv′′

i,1(x) + ε2v′′
i,2(x)) + ai (x)(v′

i,0(x) + εv′
i,1(x) + ε2v′

i,2(x))

+
M∑

m=1
bim(x)(vm,0(x) + εvm,1(x) + ε2vm,2(x)) = fi (x), with vi,2(0) = 0, vi,2(1) =

0.

The singular component w satisfies Lw = 0 with the boundary conditions

w(0) = 0, w(1) = u(1) − v(1).

Lemma 5 Let f ∈ C2(Ω)M , A ∈ C2(Ω)M×M, B ∈ C2(Ω)M×M satisfy the assump-
tions (2) and (3), respectively. Then (1) possesses unique solution u ∈ C4(Ω)M that
can be decomposed as u = v + w, where

|v(k)(x)| ≤ C(1 + ε2−k), 0 ≤ k ≤ 4 and ∀x ∈ Ω

and

|w(k)(x)| ≤ Cε−k exp(−α(1−x)
ε

), 0 ≤ k ≤ 4 and ∀x ∈ Ω

for some constant C independent of ε.

3 Discrete Problem

Let ξ+ = 1 − σ be the transition point for the domain Ω
N
, where σ = min{1/2,

σ0ε ln N } with σ0 as a constant. The choice of σ0 will be given later during the
numerical experiments. The domain Ω is divided into two subdomains, [0, ξ+] and
[ξ+, 1]. The mesh points in these subdomains are given by

x j =

⎧
⎪⎨

⎪⎩

j
2ξ+

N
, 0 ≤ j ≤ N/2,

ξ+ + ( j − N/2)
2(1 − ξ+)

N
, N/2 + 1 ≤ j ≤ N .

Define non-uniform mesh spacing by h j = x j − x j−1, for 1 ≤ j ≤ N .
Outside the boundary layer region for 0 ≤ j ≤ N/2, a combination of the compact

second-order difference scheme, and the second-order central difference scheme is
considered.While inside the boundary layer region for N/2 + 1 ≤ j ≤ N , a second-
order central difference scheme is considered. The corresponding discretization is
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[LNU] j = [Γ f ] j , (4)

where [LNU] j :=

⎛

⎜⎜⎜⎝

[LN
1 U] j

[LN
2 U] j
...

[LN
MU] j

⎞

⎟⎟⎟⎠ =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

[R(U1)] j +
M∑

i=1,i �=1

[Q(b1iUi )] j

[R(U2)] j +
M∑

i=1,i �=2

[Q(b2iUi )] j
...

[R(UM)] j +
M∑

i=1,i �=M

[Q(bMiUi )] j

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

[Γ f ] j :=

⎛

⎜⎜⎜⎝

[Γ1f ] j
[Γ2f ] j

...

[ΓM f ] j

⎞

⎟⎟⎟⎠ =

⎛

⎜⎜⎜⎝

[Q( f1)] j
[Q( f2)] j

...

[Q( fM)] j

⎞

⎟⎟⎟⎠ ,

and [R(Ui ) j ] : =r−
i, jUi, j−1+rci, jUi, j + r+

i, jUi, j+1, [Q( fi )] j := q−
i, j fi, j−1 + qc

i, j fi, j .
The coefficients r∗

i, j , 1 ≤ i ≤ M , 1 ≤ j ≤ N − 1, ∗ = −, c,+ are given by

r−
i, j = −2ε − qc

i, j ai, j h j+1 + q−
i, j [−(2h j + h j+1)ai, j−1 + h j (h j + h j+1)bii, j−1]

h j (h j + h j+1)
,

r+
i, j = −2ε + ai, j h j − q−

i, j h j (ai, j + ai, j−1)

h j+1(h j + h j+1)
,

rci, j = q−
i, j bii, j−1 + qc

i, j bii, j − r−
i, j − r+

i, j , and qc
i, j = 1 − q−

i, j ,

where q−
i, j is a free parameter. Here, the coefficients are determined so that the

scheme is exact for polynomials up to degree 2 and satisfies the normalization con-
dition q−

i, j + qc
i, j = 1 for 1 ≤ i ≤ M and 1 ≤ j ≤ N − 1. The free parameter q−

i, j
in the subdomains depends on the relationship between h j and ε in order to ensure
that the discrete operator to be of positive type and the scheme to be second order
uniformly convergent. q−

i, j is defined in Lemmas 6 and 7.

Lemma 6 Let N0 be the smallest positive integer such that

σ0||ai ||Ω <
N0

ln N0
,

2(||a′
i ||Ω + ||bii ||Ω)

N0
< α

holds. Also, when ||ai ||Ωh j ≥ 2ε, the free parameter q−
i, j will be chosen as

q−
i, j ≥ ai, j

(ai, j + ai, j−1)
, f or 1 ≤ i ≤ M, 1 ≤ j ≤ N/2.

Then there exist positive constants C1,C2 such that for 1 ≤ i ≤ M and 1 ≤ j ≤
N − 1

0 ≤ r−
i, j + rci, j + r+

i, j ≤ C1, r−
i, j < 0, r+

i, j < 0.

Further, for any N ≥ N0, the operator LN
i is of positive type and also the scheme is
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uniformly stable in the maximum norm, if we have

h j+1r
+
i, j − h jr

−
i, j ≥ C2 > 0, 1 ≤ i ≤ M, 1 ≤ j ≤ N − 1.

Lemma 7 For all ε, 1 ≤ i ≤ M and 1 ≤ j ≤ N − 1, we have∣∣∣∣∣
h3j+1

3! r+
i, j − h3j

3! r
−
i, j − q−

i, j h jε

∣∣∣∣∣ ≤ O(N−2), if q−
i, j = h j − h j+1

3h j
for ||ai ||Ωh j <

2ε.

Lemma 8 (Discrete Maximum Principle) Let Z be any mesh function on Ω
N
with

Z0 ≥ 0 and ZN ≥ 0. Then LNZ j ≥ 0 for x j ∈ Ω
N
implies that Z j ≥ 0 for x j ∈ Ω

N
.

An immediate consequence of this lemma is the following parameter-uniform sta-
bility estimate for the discrete difference operator LN .

Lemma 9 Let Z be any mesh function such that LNZ = Γ f in ΩN . Then

||Z||
Ω

N ≤ 1

α
||f||

Ω
N + max{‖Z0‖, ‖ZN‖}.

4 Error Analysis

We now require a special decomposition of the discrete solution U of the problem
(1) into discrete regular component V and discrete singular component W , that is,
U = V + W , where V is the solution of nonhomogeneous problem and W is the
solution of corresponding homogeneous problem. The nodal error estimate in the
regular component of the solution is given in the following lemma.

Lemma 10 Let v and V denote the regular components of u and U, respectively.
Then

||v − V||
Ω

N ≤ Cσ 2
0 N

−2 ln2 N ,

where C and σ0 are constants independent of ε and N.

The following lemma is about the truncation error estimate in singular component.

Lemma 11 Let w andW be the singular components of u and U, respectively. Then
for all 1 ≤ j ≤ N − 1 and 1 ≤ i ≤ M

|LN
i (w − W) j | ≤

⎧
⎪⎪⎨

⎪⎪⎩

C

max{ε, h j } exp
(

−α(1 − x j+1)

ε

)
, 1 ≤ j ≤ N/2,

C

max{ε, h j+1}
(
h j

ε

)2

exp

(
−α(1 − x j+1)

ε

)
, N/2 + 1 ≤ j ≤ N − 1,

where C is a constant independent of ε and N.

To find the nodal error estimate in the singular component on Ω
N
, define the mesh

functionsΦ j (β) :=
N∏

k= j+1

S−1
k (β),0 ≤ j ≤ N − 1,where S j (β) :=

(
1 + βh j

ε

)
for

1 ≤ j ≤ N with ΦN (β) = 1 and β a positive constant.
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Lemma 12 Suppose the assumptions of Lemma 6 hold and β ≤ α/2, then there
exists C(β) such that

LN
i Φ j (β) ≥ C(β)

max{ε, h j }Φ j (β), 1 ≤ j ≤ N − 1 and 1 ≤ i ≤ M.

The nodal error estimate in the singular component of the solution is given in the
following lemma.

Lemma 13 Let w andW be the singular components of u and U, respectively. Then
under the hypotheses of Lemmas 6, 11 and 12, we have

||w − W||
Ω

N ≤ C(N−βσ0 + σ 2
0 N

−2 ln2 N ), 1 ≤ j ≤ N,

where C and σ0 are constants independent of ε and N.

Proof We know that exp(−α(1 − x j )/ε) ≤ Φ j (β), for β ≤ α/2 and 0 ≤ j ≤ N .
Also, using the boundary conditions, |(w − W)(0)| = 0 and |(w − W)(1)| = 0. Con-
struct the barrier function as Ψ ±

j (β) = C(β)Φ j (β) ± (w − W)(x j ), 0 ≤ j ≤ N ,
where C(β) = CS j+1(β). Using the expression for Φ j (β), Lemmas 11 and 12, we
get

Ψ ±
0 (β) ≥ 0, Ψ ±

N (β) ≥ 0, and LN
i Ψ ±

j (β) ≥ 0, 1 ≤ j ≤ N − 1 and 1 ≤ i ≤ M .

Henceforth by Lemma 7, Ψ ±
j (β) ≥ 0 and thus |(w − W)(x j )| ≤ CΦ j+1(β), 1 ≤

j ≤ N − 1. Therefore, for 1 ≤ j ≤ N/2 by using bound in [21], |(w − W)(x j )| ≤
CN−βσ0 , where β ≤ α/2 and σ0 is a constant.

Construct the barrier function Ψ ±
j (β) = C[(1 + x j )N

−βσ0 + (h j

ε

)2
Φ j (β)] ±

(w − W)(x j ), for N/2 ≤ j ≤ N . Using the expression for Φ j (β), Lemmas 11 and
12, we get

Ψ ±
N/2(β) ≥ 0, Ψ ±

N (β) ≥ 0, LN
i Ψ ±

j (β) ≥ 0, N/2 + 1 ≤ j ≤ N − 1 and 1 ≤ i ≤
M .

By the discrete maximum principle, Ψ ±
j (β) ≥ 0 and hence after substituting the

value of h2 we get

|(w − W)(x j )| ≤ C(N−βσ0 + σ 2
0 N

−2 ln2 N ), N/2 ≤ j ≤ N .

This is as desired and thus concludes the proof.

Now we state and prove the pointwise parameter-uniform convergence of the
method using Lemmas 10 and 13.

Theorem 1 Let u be the exact solution of the problem (1) and U be the discrete
solution of the proposed method (4). Suppose hypotheses of Lemmas 6 and 12 hold.
Then for β ≤ α/2 and for any N ≥ N0,

||u − U||
Ω

N ≤ C(N−βσ0 + σ 2
0 N

−2 ln2 N ),

where C and σ0 are constants independent of ε and N.

Proof Using triangle inequality, it follows that

||u − U||
Ω

N ≤ ||v − V||
Ω

N + ||w − W||
Ω

N ≤ C(N−βσ0 + σ 2
0 N

−2 ln2 N ),
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which gives the almost second-order parameter-uniform convergence for βσ0 ≥ 2.

Next we extend the pointwise parameter-uniform error estimate to the global
parameter-uniform error estimate using the similar technique as in [12, 15, 18].

Theorem 2 Let u be the exact solution of the problem (1) and U be the discrete
solution of the proposed method (4). Let Ũ be the piecewise linear interpolant of U.
Then for β ≤ α/2,

||(u − Ũ)||Ω ≤ C(N−βσ0 + σ 2
0 N

−2 ln2 N )

where C, σ0 are constants independent of ε and N.

Proof Using triangle inequality, we get

||u − Ũ||Ω ≤ ||u − ũ||Ω + ||ũ − Ũ||Ω .

Using stability of the operator and Theorem 1, we have

||ũ − Ũ||Ω ≤ C ||u − U||
Ω

N ≤ C(N−βσ0 + N−2 ln2 N ). (5)

Now we estimate the interpolation error ||u − ũ||Ω . We have the following standard
interpolation error estimates for any u ∈ C2([x j−1, x j ])M

||u − ũ||[x j−1,x j ] ≤
{
Ch2j ||u′′||[x j−1,x j ],
C ||u||[x j−1,x j ].

(6)

For regular component v, use the first interpolation bound of (6),

||v − ṽ||[x j−1,x j ] ≤ Ch2j ||v′′||[x j−1,x j ] ≤ CN−2.
To bound the interpolation error for the singular component w, consider the two

different cases: σ = 1/2 and σ = σ0ε ln N . In the first case, ε−1 < 2σ0 ln N and the
mesh will be uniform with mesh spacing h j = 1/N . Using the first estimate of (6)
and the Lemma 3, we get

||w − w̃||[x j−1,x j ] ≤ Cσ 2
0 N

−2 ln2 N .

In the second case, mesh will be piecewise uniform with mesh spacing 2ξ+/N in
[0, ξ+], and 2(1 − ξ+)/N in [ξ+, 1]. In [0, ξ+] use the second interpolation bound
of (6) and Lemma 3 to get

||w − w̃||[x j−1,x j ] ≤ C exp
(
−α(1−x j )

ε

)
≤ CN−ασ0 ≤ CN−βσ0 ,

where β ≤ α/2 and σ0 is a constant.

To bound the interpolation error in [ξ+, 1], use first estimate of (6) and Lemma 3
with h j = 2(1−ξ+)

N = 2σ0ε ln N
N to obtain

||w − w̃||[x j−1,x j ] ≤ Ch2j ||w′′||[x j−1,x j ] ≤ Cσ 2
0 N

−2 ln2 N .

On combining the above interpolation error estimates, we obtain

||u − ũ||Ω ≤ C(N−βσ0 + σ 2
0 N

−2 ln2 N ). (7)
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Thus from Eqs. (5) and (7), we get

||(u − Ũ)||Ω ≤ C(N−βσ0 + σ 2
0 N

−2 ln2 N ).

This completes the proof.

5 Numerical Results

Numerical results for the following test example are given in this section, which
confirm our theoretical findings.

Example 1 Consider the following weakly coupled system of singularly perturbed
convection-diffusion equations
−εu′′

1(x) + (1 + 4x)u′
1(x) + (1 + 3x)u1(x) − 2xu2(x) − xu3(x) = 2x2 exp(x)

−εu′′
2(x) + (1 + 3x)u′

2(x) − (1 + x)u1(x) + (4 + 2x)u2(x) − (2 + x)u3(x) = cos( πx
2 ) + 3x2

−εu′′
3(x) + (1 + 2x)u′

3(x) − 2xu1(x) − (1 + 2x) + (3 + 4x)u3(x) = exp(x)
with u1(0) = 0, u1(1) = 0, u2(0) = 0, u2(1) = 0, u3(0) = 0, u3(1) = 0.

The above example is discretized and solved using themesh and the schemedescribed
in Sect. 3 with β = α/2, σ0 = 2/β and α = 1. Let UN be the discrete solution of
the discrete problem with N mesh intervals. Since the exact solution of the above
example is not known, to compute the pointwise error in the discrete solution we

bisect the each subintervals inΩ
N
to obtain themesh Ω̂2N = {x̂ j : 0 ≤ j ≤ 2N }, that

is, x̂2 j = x j for j = 0, . . . , N and x̂2 j+1 = (x j + x j+1)/2 for j = 0, . . . , N − 1.

The maximum pointwise error is computed by EN
ε := ‖Û2N − UN‖

Ω
N , where Û

2N

is the discrete solution on Ω̂2N . We compute the numerical order of convergence

by ρN
ε := ln EN

ε −ln E2N
ε

ln(2 ln N )−ln(ln(2N ))
. The corresponding global error is computed by Ẽ N

ε :=
‖ ˜̂U2N − Ũ

N‖
Ω

6N , where Ũ
N
and ˜̂U2N are linear interpolation of UN and Û

2N
over

Ω
N
and Ω̂2N respectively. The numerical order of convergence ρ̃N

ε is computed
using the similar technique as above by replacing E∗

ε with Ẽ∗
ε , where ∗ := N , 2N .

For the given Example 1, for different values of ε and N , Table 1 represents the
maximumpointwise errors EN

ε and numerical order of convergenceρN
ε , while Table 2

represents global errors Ẽ N
ε and numerical order of convergence ρ̃N

ε . For the point-
wise error estimates in the Table 1, almost second-order parameter-uniform conver-
gence is achieved for N ≈ 1024,while for the global error estimates inTable 2, almost
second order parameter-uniform convergence is achieved for N ≈ 4096. A reason
for achieving almost second-order global uniform convergence for large value of N
in comparison with the pointwise parameter uniform convergence is that the point-
wise errors are measured in discrete maximum norm, and global errors are measured
in maximum norm by interpolating the numerical solution, which reduces the rate of
decrease in the error. The last two rows of Table 1 represent the parameter-uniform
error EN := max

ε
EN

ε and parameter-uniform numerical order of convergence ρN

respectively, and the last two rows of Table 2 represent the parameter-uniform global
error Ẽ N := max

ε
Ẽ N

ε and parameter-uniform numerical order of convergence ρ̃N
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Table 1 Themaximumpointwise errors EN
ε and numerical order of convergence ρN

ε for Example 1

ε = 2− j N = 64 N = 128 N = 256 N = 512 N = 1024

20 2.23E-05 5.58E-06 1.39E-06 3.49E-07 8.72E-08

2.57E+00 2.48E+00 2.41E+00 2.36E+00 ρN
ε

2−4 1.49E-02 3.16E-03 7.83E-04 1.95E-04 4.86E-05

2.88E+00 2.50E+00 2.42E+00 2.36E+00 ρN
ε

2−8 6.47E-01 3.87E-01 1.72E-01 6.32E-02 1.48E-02

9.52E-01 1.45E+00 1.74E+00 2.47E+00 ρN
ε

2−12 5.59E-01 3.29E-01 1.72E-01 6.94E-02 2.16E-02

9.82E-01 1.16E+00 1.57E+00 1.98E+00 ρN
ε

2−16 5.53E-01 3.29E-01 1.72E-01 6.94E-02 2.16E-02

9.63E-01 1.16E+00 1.58E+00 1.98E+00 ρN
ε

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.

2−32 5.53E-01 3.29E-01 1.72E-01 6.94E-02 2.16E-02

9.63E-01 1.16E+00 1.58E+00 1.98E+00 ρN
ε

EN 5.53E-01 3.29E-01 1.72E-01 6.94E-02 2.16E-02

ρN 9.63E-01 1.16E+00 1.58E+00 1.98E+00

(a) (b)

Fig. 1 The figure a is the plot of components of the numerical solutionU with ε = 2−4, N = 256,
and figure b represents the plots of −2ln(N−1ln N ), −ln EN , −ln Ẽ N versus ln N

respectively. The plots of the componentsU1,U2 andU3 in the numerical solutionU
are given in Fig. 1, which show the layers formation in the neighborhood of x = 1.
The lines in the Fig. 1 arewith -2ln(N−1ln N ), -ln EN and -ln Ẽ N on the y-axis and ln
N on the x-axis. The first line from the top corresponds to the parameter-uniform the-
oretical error -2ln(N−1ln N ), the middle line is corresponding to parameter-uniform
global error -ln Ẽ N , and the last line corresponds to parameter-uniform pointwise
errors. From Fig. 1, one can observe that parameter-uniform theoretical error is less
than the parameter-uniform global error, and parameter-uniform global error is less
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Table 2 Global maximum errors Ẽ N
ε and numerical order of convergence ρ̃N

ε for Example 1

ε = 2− j N = 64 N = 128 N = 256 N = 512 N =
1024

N =
2048

N =
4096

20 3.75E-04 9.67E-05 2.45E-05 6.18E-06 1.55E-06 3.89E-07 9.73E-08

2.52E+00 2.45E+00 2.40E+00 2.35E+00 2.32E+00 2.29E+00 ρ̃N
ε

2−4 4.18E-02 1.31E-02 3.73E-03 9.96E-04 2.58E-04 6.58E-05 1.67E-05

2.15E+00 2.25E+00 2.29E+00 2.30E+00 2.28E+00 2.26E+00 ρ̃N
ε

2−8 9.39E-02 7.94E-03 1.88E-02 2.16E-02 2.45E-03 7.66E-04 2.31E-04

1.36E+00 1.56E+00 1.68E+00 1.82E+00 1.94E+00 1.98E+00 ρ̃N
ε

2−12 9.40E-02 4.52E-02 1.89E-02 6.99E-03 2.37E-03 7.51E-04 2.28E-04

1.36E+00 1.56E+00 1.73E+00 1.84E+00 1.92E+00 1.96E+00 ρ̃N
ε

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.

2−32 9.40E-02 4.52E-02 1.89E-02 6.99E-03 2.37E-03 7.51E-04 2.29E-04

1.36E+00 1.56E+00 1.73E+00 1.84E+00 1.92E+00 1.96E+00 ρ̃N
ε

Ẽ N 9.40E-02 4.52E-02 1.89E-02 6.99E-03 2.37E-03 7.51E-04 2.29E-04

ρ̃N 1.36E+00 1.56E+00 1.73E+00 1.84E+00 1.92E+00 1.96E+00

than the parameter-uniform pointwise error. The slope of each line represents the
parameter-uniform order of convergence of respective errors.

6 Conclusion

The considered problem is discretized using a suitable combination of the compact
finite difference scheme and the central difference scheme on the Shishkin mesh.
For the convergence analysis, the exact solution and its numerical analog are decom-
posed into regular and singular components. Some improved bounds on the exact
solution and its derivatives have been given. Pointwise as well as global almost
second-order parameter-uniform convergence of the scheme has been obtained. The
proposed scheme is implemented on a test example, which verifies the theoretical
findings.
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A Parameter-Uniform Fitted Mesh
Method for a Weakly Coupled System of
Three Partially Singularly Perturbed
Convection–Diffusion Equations

Valarmathi Sigamani, John J. H. Miller, and Saravanasankar Kalaiselvan

Abstract In this paper, a weakly coupled partially singularly perturbed linear sys-
tem of three second-order ordinary differential equations of convection–diffusion
type with given boundary conditions is considered on the interval [0, 1]. In spite
of coupling, only the components whose equations are perturbed exhibit boundary
layers at the origin. A numerical method composed of an upwind finite difference
scheme applied on a piecewise uniform Shishkin mesh is suggested to solve the
problem. The method is proved to be first-order convergent in the maximum norm
uniformly in the perturbation parameters. Numerical example provided support the
theory.

Keywords Partial perturbation problems · Shishkin decomposition · Boundary
layers · Parameter uniform method · Shishkin mesh

1 Introduction

Singular perturbation problems of convection–diffusion type arise in applied math-
ematics such as control theory, fluid dynamics, elasticity, quantum mechanics, elec-
trical networks, chemical reactor theory and many other areas. Convective heat
transport problem with large Peclet number and Navier–Stokes equation with a
large Reynolds number are also examples for the system of singularly perturbed
convection–diffusion problems.

For a broad introduction on singularly perturbed boundary value problems of
convection–diffusion type, one can refer to [1–3]. There, the authors suggest robust
computational techniques to solve them. Coupled system of singularly perturbed
convection–diffusion equations is studied in [4–8].
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In real-life problems, every equation of the system need not to be perturbed,
for example, control problems [9]. The following system of convection–diffusion
equations is considered on Ω .

Lu(x) ≡ Eu′′(x) + A(x)u′(x) − B(x)u(x) = f(x), (1)

u(0) = l, u(1) = r, (2)

whereΩ = (0, 1), u(x) = (u1(x), u2(x), u3(x))T , f(x) = ( f1(x), f2(x), f3(x))T ,
l = (l1, l2, l3)T , r = (r1, r2, r3)T ,

E =
⎡
⎣

ε1 0 0
0 ε2 0
0 0 1

⎤
⎦ , A(x) =

⎡
⎣

a1(x) 0 0
0 a2(x) 0
0 0 a3(x)

⎤
⎦ , B(x) =

⎡
⎣

b11(x) b12(x) b13(x)

b21(x) b22(x) b23(x)

b31(x) b32(x) b33(x)

⎤
⎦ .

Here, ε1 and ε2 are two distinct small positive parameters and without loss of
generality, we assume that ε1 < ε2. The coefficient functions are taken to be suffi-

ciently smooth onΩ and ai (x) ≥ α > 0,
3∑

j=1

bi j (x) ≥ β > 0, i = 1, 2, 3, bi j < 0,

for i, j = 1, 2, 3 and i �= j.
The reduced problem corresponding to (1)–(2) is

L0u0(x) ≡ E0u0
′′(x) + A(x)u0

′(x) − B(x)u0(x) = f(x), x ∈ Ω (3)

u03(0) = l3, u0(1) = r, (4)

where u0(x) = (u01(x), u02(x), u03(x))T , E0 =
⎡
⎣
0 0 0
0 0 0
0 0 1

⎤
⎦ .

If u2(0) �= u02(0), then the solution components u1 and u2 has a boundary layer
of width O(ε2) near x = 0 and if u1(0) �= u01(0), then the solution component u1

has a boundary layer of width O(ε1) near x = 0. The solution component u3 has no
layer, as u3(0) = u03(0).

This study helps to have an easy understanding of a more general partially per-
turbed system of equations.

2 Analytical Results

In this section, amaximumprinciple, a stability result and estimates of the derivatives
of the solution of the system of equations (1)–(2) are presented.

Lemma 1 (Maximum Principle) Let ψ ∈ (C2(Ω))3 such that ψ(0) ≥ 0, ψ(1) ≥
0, Lψ ≤ 0 on (0, 1), then ψ ≥ 0 on [0, 1].
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An immediate consequence of the maximum principle is the following stability
result.

Lemma 2 (Stability Result) Let ψ ∈ (C2(Ω))3, then for x ∈ Ω and i = 1, 2, 3

|ψi (x)| ≤ max
{
‖ψ(0)‖, ‖ψ(1)‖, 1

β
‖Lψ‖

}
.

Theorem 1 Let u be the solution of (1)–(2), then for x ∈ Ω and i = 1, 2

|ui (x)| ≤ C max
{
‖l‖, ‖r‖, 1

β
‖f‖

}
(5)

|u(k)
i (x)| ≤ Cε−k

i

(
‖u‖ + εi‖f‖

)
f or k = 1, 2 (6)

|u(3)
i (x)| ≤ Cε−2

i ε−1
1

(
‖u‖ + εi‖f‖

)
+ ε−1

i | f ′
i (x)| (7)

|u3(x)| ≤ C max
{
‖l‖, ‖r‖, 1

β
‖f‖

}
(8)

|u(k)
3 (x)| ≤ C

(
‖u‖ + εi‖f‖

)
f or k = 1, 2 (9)

|u(3)
3 (x)| ≤ Cε−1

1

(
‖u‖ + ‖f‖

)
+ | f ′

3(x)| (10)

Proof It is not hard to see that the theorem follows from Lemma 2 and arguments
similar to those in Theorem 1 of [8].

�

2.1 Shishkin Decomposition of the Solution

The solution u of the problem (1)–(2) can be decomposed into smooth and singular
components v and w given by

u = v + w

where

Lv = f, v(1) = r, v(0) suitably chosen, (11)

Lw = 0, w(0) = l − v(0), w(1) = 0 (12)

with v = (v1, v2, v3)T and w = (w1, w2, w3)
T .

Now, v is decomposed into v = y0 + ε2y1 + ε22y2, where
y0 = (y01, y02, y03)T satisfies,
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a1y′
01 − b11y01 − b12y02 − b13y03 = f1

a2y′
02 − b21y01 − b22y02 − b23y03 = f2

y′′
03 + a3y′

03 − b31y01 − b32y02 − b33y03 = f3

with y03(0) = l3, y0(1) = r,
y1 = (y11, y12, y13)T satisfies,

a1y′
11 − b11y11 − b12y12 − b13y13 = −ε1

ε2
y′′
01

a2y′
12 − b21y11 − b22y12 − b23y13 = −y′′

02

y′′
13 + a3(x)y′

13 − b31y11 − b32y12 − b33y13 = 0

with y13(0) = 0, y11(1) = 0, y12(1) = 0, y13(1) = 0,
y2 = (y21, y22, y23)T satisfies,

ε1y′′
21 + a1y′

21 − b11y21 − b12y22 − b13y23 = −ε1

ε2
y′′
11 (13)

ε2y′′
22 + a2y′

22 − b21y21 − b22y22 − b23y23 = −y′′
12 (14)

y′′
23 + a3y′

23 − b31y21 − b32y22 − b33y23 = 0 (15)

with y21(0) = p, y22(0) = 0, y23(0) = 0, y21(1) = 0, y22(1) = 0, y23(1) = 0,
where p is a constant to be chosen such that |p| ≤ C .

Then, it is not hard to see that, for 0 ≤ k ≤ 3,

‖y0
(k)‖ ≤ C, ‖y1

(k)‖ ≤ C. (16)

Now, consider the Eqs. (13)–(15) and using Lemma 2

‖y2‖ ≤ C. (17)

Using Theorem 1, it is not hard to see that, for k = 1, 2,

|y(k)
22 (x)| ≤ Cε−k

2 (18)

|y(k)
23 (x)| ≤ C (19)

From (13),

ε1y′′
21 + a1y′

21 − b11y21 = −ε1

ε2
y′′
11 + b12y22 + b13y23. (20)

Decompose y21 as y21(x) = z0(x) + ε1z1(x) + ε21z2(x) with
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a1z′
0 − b11z0 = −ε1

ε2
y′′
11 + b12y22 + b13y23, z0(1) = 0, (21)

a1z′
1 − b11z1 = −z′′

0, z1(1) = 0, (22)

ε1z′′
2 + a1z′

2 − b11z2 = −z′′
1, z2(0) = 0, z2(1) = 0. (23)

Estimating z0 and z1 from (21) and (22) and using Chap.8 of [1] for the problem
(23), the following estimates hold for 0 ≤ k ≤ 3:

|z(k)
0 | < C(1 + ε

(1−k)
2 ), |z(k)

1 | < C(ε−2
2 + ε−2

2 ε2−k
1 ), |z(k)

2 | < C(ε−2
2 + ε−2

2 ε−k
1 )

Then p = z0(0) + ε1z1(0) and for k = 0, 1, 2,

|y(k)
21 (x)| ≤ Cε−2

2 , |y(3)
21 (x)| ≤ Cε−1

1 ε−2
2 . (24)

From (15), (19) and (24), it is not hard to see that

|y(3)
23 (x)| ≤ Cε−2

2 .

Differentiating (14) once and using (18) and (24)

|y(3)
22 (x)| ≤ Cε−3

2 . (25)

Hence, from the above estimates, it is not hard to see that the components v1, v2 and
v3 of v satisfies

|v(k)
1 (x)| ≤ C, |v(k)

2 (x)| ≤ C for 0 ≤ k ≤ 2, (26)

|v(3)
1 (x)| ≤ Cε−1

1 , |v(3)
2 (x)| ≤ Cε−1

2 (27)

|v(k)
3 (x)| ≤ C, for 0 ≤ k ≤ 3. (28)

2.2 Estimates for the Bounds of the Derivatives of the
Singular Component

Definition 1 Let Bi (x), i = 1, 2 be the layer functions defined on [0, 1] as

Bi (x) = exp(−αx/εi ). (29)

Theorem 2 Let w(x) be the solution of (12), then for x ∈ Ω , the following estimates
hold. For i = 1, 2
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|wi (x)| ≤ C B2(x) + Cε2 + Cε22(1 − B2(x)), (30)

|w(k)
i (x)| ≤ C

(
ε−k

i Bi (x) + ε−k
2 B2(x)

)
, (31)

|w(3)
i (x)| ≤ Cε−1

i

( i−1∑
q=1

ε−1
q Bq(x) +

2∑
q=i

ε−2
q Bq(x)

)
, (32)

|w3(x)| ≤ Cε2 + Cε22(1 − B2(x)), (33)

|w′
3(x)| ≤ Cε2, (34)

|w′′
3(x)| ≤ Cε2 + C B2(x), (35)

|w(3)
3 (x)| ≤

(
ε−1
1 B1(x) + ε−1

2 B2(x)
)
. (36)

Proof Consider the barrier function φ = (φ1, φ2, φ3)
T defined by

φi (x) = C1B2(x) + C2ε2(1 − x) + C3ε
2
2(1 − B2(x)), i = 1, 2.

and
φ3(x) = C2ε2(1 − x) + C3ε

2
2(1 − B2(x)).

Put ψ±(x) = φ(x) ± w(x), then for a proper choice of C1, C2 and C3, ψ±(0) ≥
0, ψ±(1) ≥ 0 and Lψ±(x) ≤ 0. Using Lemma 1, it follows that,ψ±(x) ≥ 0. Hence,
estimates (30) and (33) hold. Now using the arguments similar to Theorem 2 of [8],
it is not hard to see that the other estimates hold.

�

2.3 Improved Estimates for the Bounds of the Singular
Components

Using the arguments similar to those used in Lemma 5 of [10], it is not hard to see
that there exists point x (s) ∈ (0, 1

2 ) such that

B1(x (s))

εs
1

= B2(x (s))

εs
2

, s = 1, 2, 3 (37)

and

B1(x)

εs
1

>
B2(x)

εs
2

, for x ∈ [0, x (s)),
B1(x)

εs
1

<
B2(x)

εs
2

, for x ∈ (x (s), 1]. (38)

Now the singular components w1(x) and w2(x) are decomposed as follows:

w1(x) = w11(x) + w12(x), w2(x) = w21(x) + w22(x), w3(x) = w31(x) + w32(x),
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where w11, w12, w21, w22, w31 and w32 are defined by

w11(x) =

⎧⎪⎨
⎪⎩

3∑
k=0

(
(x − x (3))k/k!)w(k)

1 (x (3)), for x ∈ [0, x (3))

w1(x), for x ∈ [x (3), 1]

w12(x) = w1(x) − w11(x)

w21(x) =

⎧⎪⎨
⎪⎩

3∑
k=0

(
(x − x (1))k/k!)w(k)

2 (x (1)), for x ∈ [0, x (1))

w2(x), for x ∈ [x (1), 1]

w22(x) = w2(x) − w21(x).

w31(x) =

⎧⎪⎨
⎪⎩

3∑
k=0

(
(x − x (1))k/k!)w(k)

3 (x (1)), for x ∈ [0, x (1))

w3(x), for x ∈ [x (1), 1]

w32(x) = w3(x) − w31(x).

Lemma 3 Let w11, w12, w21, w22, w31 and w32 are as defined above, then for x ∈ Ω ,
the following estimates hold.

|w(3)
11 (x)| ≤ Cε−3

2 B2(x), |w′′
12(x)| ≤ Cε−2

1 B1(x), (39)

|w(3)
21 (x)| ≤ Cε−3

2 B2(x), |w′′
22(x)| ≤ Cε−2

2 B1(x), (40)

|w(3)
31 (x)| ≤ Cε−1

2 B2(x), |w′′
32(x)| ≤ C B1(x). (41)

Proof For x ∈ [0, x (3)), by the definition of w11(x) and using (32) and (37),

|w(3)
11 (x)| = |w(3)

1 (x (3))| ≤ Cε−3
2 B2(x (3)) ≤ Cε−3

2 B2(x).

For x ∈ [x (3), 1], by the definition of w11(x) and using (32) and (38),

|w(3)
11 (x)| = |w(3)

1 (x)| ≤ Cε−3
2 B2(x).

Hence,
|w(3)

11 (x)| ≤ Cε−3
2 B2(x), on Ω. (42)

Similar arguments lead to
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|w(3)
21 (x)| ≤ Cε−3

2 B2(x),

|w(3)
31 (x)| ≤ Cε−1

2 B2(x)

Using (32), (42) and (38), it is not hard to see that, for x ∈ [0, x (3)),

|w(3)
12 (x)| ≤ |w(3)

1 (x)| + |w(3)
11 (x)| ≤ Cε−3

1 B1(x).

Since w′′
12(1) = 0, it follows that for any x ∈ [0, 1],

|w′′
12(x)| =

∣∣∣
∫ 1

x
w(3)
12 (t)dt

∣∣∣ ≤ C
∫ 1

x
ε−3
1 B1(t)dt ≤ Cε−2

1 B1(x).

Hence,
|w′′

12(x)| ≤ Cε−2
1 B1(x), on Ω. (43)

Similar arguments lead to

|w′′
22(x)| ≤ Cε−2

2 B1(x),

|w′′
32(x)| ≤ C B1(x)

�

Now consider the alternate decomposition of the singular componentw1(x) as below.

w1(x) = w11(x) + w12(x), (44)

where w11 and w12 are defined by

w11(x) =

⎧⎪⎨
⎪⎩

2∑
k=0

(
(x − x (2))k/k!)w(k)

1 (x (2)), for x ∈ [0, x (2))

w1(x), for x ∈ [x (2), 1]
(45)

w12(x) = w1(x) − w11(x). (46)

Then, arguments similar to those of Lemma 3 lead to

|w′′
11(x)| ≤ Cε−2

2 B2(x), |w′
12(x)| ≤ Cε−1

1 B1(x). (47)
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3 Numerical Method

Apiecewise uniformShishkinmeshΩ
N
is defined on [0, 1], so as to resolve the layers

in the neighbourhood of x = 0. Let N denote the number of mesh elements which
is taken to be a multiple of 4. The interval [0, 1] is divided into three subintervals
[0, τ1], [τ1, τ2] and [τ2, 1], where τ1 and τ2 are the transition parameters given by,

τ2 = min
{1
2
,
2ε2
α

ln N
}
, τ1 = min

{τ2

2
,
2ε1
α

ln N
}
.

In each of the intervals [0, τ1], [τ1, τ2], N/4 mesh elements are placed and N/2
mesh elements are placed in the interval [τ2, 1] so that themesh is piecewise uniform.
The mesh becomes uniform when τ2 = 1/2 and τ1 = τ2/2.

Let H1, H2 and H3 denote the step sizes in the intervals [0, τ1], [τ1, τ2] and [τ2, 1],
respectively. Thus,

H1 = 4τ1
N

, H2 = 4(τ2 − τ1)

N
and H3 = 2(1 − τ2)

N
.

Therefore, the possible four Shishkin meshes are represented by Ω
N = {x j }N

j=0,

where

x j =

⎧⎪⎨
⎪⎩

j H1, if 0 ≤ j ≤ N
4

τ1 + ( j − N
4 )H2, if N

4 ≤ j ≤ N
2

τ2 + ( j − N
2 )H3, if N

2 ≤ j ≤ N .

To resolve the layers, the mesh is constructed in such a way that it condenses at the
inner regions where the layers are exhibited and is coarse in the outer region, away
from the layers.

To solve the BVP (1)–(2) numerically the following upwind classical finite dif-

ference scheme is applied on the mesh Ω
N
.

L N U(x j ) ≡ Eδ2U(x j ) + A(x j )D+U(x j ) − B(x j )U(x j ) = f(x j ), (48)

U(x0) = l, U(xN ) = r, (49)

where U(x j ) = (U1(x j ), U2(x j ))
T and for 1 ≤ j ≤ N − 1,

D+U (x j ) = U (x j+1) − U (x j )

h j+1
, D−U (x j ) = U (x j ) − U (x j−1)

h j
,

δ2U (x j ) = 1

h j

(
D+U (x j ) − D−U (x j )

)
,
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with

h j = x j − x j−1, h j = (h j + h j+1)

2
.

4 Error Analysis

In this section, a discrete maximum principle, a discrete stability result and the first-
order convergence of the proposed numerical method are established.

Lemma 4 (Discrete Maximum Principle) Assume that the vector valued mesh func-
tion ψ(x j ) = (ψ1(x j ), ψ2(x j ), ψ3(x j ))

T satisfies ψ(x0) ≥ 0 and ψ(xN ) ≥ 0. Then
L N ψ(x j ) ≤ 0 for 1 ≤ j ≤ N − 1 implies that ψ(x j ) ≥ 0 for 0 ≤ j ≤ N .

An immediate consequence of the above discretemaximumprinciple is the following
discrete stability result.

Lemma 5 (Discrete Stability Result) If ψ(x j ) = (ψ1(x j ), ψ2(x j ), ψ3(x j ))
T is any

vector valued mesh function defined on Ω
N

, then for i = 1, 2, 3 and 0 ≤ j ≤ N,

|ψi (x j )| ≤ max
{
‖ψ(x0)‖, ‖ψ(xN )‖, 1

β
‖L N ψ‖Ω N

}
.

4.1 Error Estimate

Analogous to the continuous case, the discrete solution U can be decomposed into
V and W as defined below.

L N V(x j ) = f(x j ), for 0 < j < N , V(x0) = v(x0), V(xN ) = v(xN ) (50)

L N W(x j ) = 0, for 0 < j < N , W(x0) = w(x0), W(xN ) = w(xN ) (51)

Lemma 6 Let v be the solution of (11) and V be the solution of (50), then

‖V − v‖
Ω

N ≤ C N−1.

Proof For 1 ≤ j ≤ N − 1,

L N (V − v)(x j ) = f(x j ) − L N v(x j )

= (L − L N )v(x j )

=
(

d2

dx2
− δ2

)
Ev(x j ) +

(
d

dx
− D+

)
A(x j )v(x j )
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=
⎛
⎜⎝

ε1(
d2

dx2 − δ2)v1(x j ) + a1(x j )(
d

dx − D+)v1(x j )

ε2(
d2

dx2 − δ2)v2(x j ) + a2(x j )(
d

dx − D+)v2(x j )

( d2

dx2 − δ2)v3(x j ) + a3(x j )(
d

dx − D+)v3(x j )

⎞
⎟⎠ .

By the standard local truncation used in the Taylor expansions,

|ε1( d2

dx2
− δ2)v1(x j ) + a1(x j )(

d

dx
− D+)v1(x j )| ≤ C(x j+1 − x j−1)(ε1‖v(3)

1 ‖ + ‖v(2)
1 ‖),

|ε2( d2

dx2
− δ2)v2(x j ) + a2(x j )(

d

dx
− D+)v2(x j )| ≤ C(x j+1 − x j−1)(ε2‖v(3)

2 ‖ + ‖v(2)
2 ‖),

|( d2

dx2
− δ2)v3(x j ) + a3(x j )(

d

dx
− D+)v3(x j )| ≤ C(x j+1 − x j−1)(‖v(3)

3 ‖ + ‖v(2)
3 ‖).

Since (x j+1 − x j−1) ≤ C N−1, using the estimates (26)–(28),

‖L N (V − v)‖Ω N ≤ C N−1.

Using Lemma 5,
‖V − v‖

Ω
N ≤ C N−1. (52)

�

Definition 2 The mesh functions B N
1 (x j ) and B N

2 (x j ) on Ω
N
defined by

B N
1 (x j ) =

j∏
i=1

(
1 + αhi

2ε1

)−1

and B N
2 (x j ) =

j∏
i=1

(1 + αhi

2ε2
)−1

with B N
1 (x0) = B N

2 (x0) = 1.

It is to be observed that B N
1 and B N

2 are monotonically decreasing.

Lemma 7 Let τ2 = 1/2 and τ1 = 1/4, w be the solution of (12) and W be the
solution of (51), then

‖W − w‖
Ω

N ≤ C N−1 ln N .

Proof By the standard local truncation used in the Taylor expansions,

|ε1( d2

dx2
− δ2)w1(x j ) + a1(x j )(

d

dx
− D+)w1(x j )| ≤ C(x j+1 − x j−1)(ε1‖w(3)

1 ‖ + ‖w(2)
1 ‖)

|ε2( d2

dx2
− δ2)w2(x j ) + a2(x j )(

d

dx
− D+)w2(x j )| ≤ C(x j+1 − x j−1)(ε2‖w(3)

2 ‖ + ‖w(2)
2 ‖)
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|( d2

dx2
− δ2)w3(x j ) + a3(x j )(

d

dx
− D+)w3(x j )| ≤ C(x j+1 − x j−1)(‖w(3)

3 ‖ + ‖w(2)
3 ‖)

where the norm is taken over the interval [x j−1, x j+1].

For the case τ2 = 1/2 and τ1 = 1/4, the mesh is uniform, stepsize h = N−1,
ε−1
1 ≤ C ln N and ε−1

2 ≤ C ln N and thus we obtain,

|L N (W − w)(x j )| ≤
⎛
⎝

C N−1 ln N
(
ε−1
1 B1(x j−1) + ε−1

2 B2(x j−1)
)

C N−1 ln Nε−1
2 B2(x j−1)

C N−1 ln N

⎞
⎠ . (53)

Consider the following barrier function φ given by

φ1(x j ) = C N−1 ln N

γ (α − γ )

(
exp(2γ h/ε1)Y j + exp(2γ h/ε2)Z j

)

φ2(x j ) = C N−1 ln N

γ (α − γ )

(
exp(2γ h/ε2)Z j

)

φ3(x j ) = C N−1 ln N

where γ is a constant such that 0 < γ < α,

Y j = λN− j − 1

λN − 1
with λ = 1 + γ h

ε1

and

Z j = ΛN− j − 1

ΛN − 1
with Λ = 1 + γ h

ε2
.

It is not hard to see that
0 ≤ Y j , Z j ≤ 1,

(ε1δ
2 + γ D+)Y j = 0, (ε2δ

2 + γ D+)Z j = 0,

D+Y j ≤ − γ

ε1
exp(−γ x j+1/ε1), D+ Z j ≤ − γ

ε2
exp(−γ x j+1/ε2).

Hence,

(L N φ)(x j ) ≤ C N−1

γ (α − γ )

⎛
⎝
exp(2γ h/ε1)D+Y j + exp(2γ h/ε2)D+ Z j

exp(2γ h/ε2)(a2 − γ )D+ Z j

ln N

⎞
⎠

≤ −C N−1

⎛
⎝

ε−1
1 B1(x j−1) + ε−1

2 B2(x j−1)

ε−1
2 B2(x j−1)

ln N

⎞
⎠ . (54)
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Consider the discrete functions

ψ±(x j ) = φ(x j ) ± (W − w)(x j ), x j ∈ Ω
N
.

Then for sufficiently large C, using (53) and (54), ψ±(x0) > 0, ψ±(xN ) = 0 and
L N ψ±(x j ) ≤ 0 on Ω N .

Using discrete maximum principle, ψ±(x j ) ≥ 0 on Ω
N
. Hence,

|(W − w)(x j )| ≤
⎛
⎝

C N−1 ln N
C N−1 ln N
C N−1 ln N

⎞
⎠

implies that
‖(W − w)‖

Ω
N ≤ C N−1 ln N .

�

For any choices of τ1 and τ2, estimate of ‖(W − w)‖
Ω

N is as follows.

Lemma 8 Let w be the solution of (12) and W be the solution of (51), then

‖W − w‖
Ω

N ≤ C N−1 ln N .

Proof For 0 < j < N/4, τ1 ≤ (ε1/α) ln N and hence

|L N (W − w)(x j )| ≤ C N−1 ln N

⎛
⎝

ε−1
1 B1(x j−1) + ε−1

2 B2(x j−1)

ε−1
2 B2(x j−1)

C

⎞
⎠ .

For N/4 ≤ j < N/2, if ε2/2 ≤ ε1 ≤ ε2, then τ2 ≤ (4ε1/α) ln N implies that

|L N (W − w)(x j )| ≤ C N−1 ln N

⎛
⎝

ε−1
1 B1(x j−1) + ε−1

2 B2(x j−1)

ε−1
2 B2(x j−1)

C

⎞
⎠ . (55)

On the other hand, if ε2 > 2ε1, then using (2.3) ,

⎛
⎜⎜⎝

|ε1( d2

dx2
− δ2)w1(x j )|

|ε2( d2

dx2
− δ2)w2(x j )|

|( d2

dx2
− δ2)w3(x j )|

⎞
⎟⎟⎠ ≤

⎛
⎜⎜⎝

|ε1( d2

dx2
− δ2)w11(x j )|

|ε2( d2

dx2
− δ2)w21(x j )|

|( d2

dx2
− δ2)w31(x j )|

⎞
⎟⎟⎠ +

⎛
⎜⎜⎝

|ε1( d2

dx2
− δ2)w12(x j )|

|ε2( d2

dx2
− δ2)w22(x j )|

|( d2

dx2
− δ2)w32(x j )|

⎞
⎟⎟⎠ .

Also, by the standard local truncation used in the Taylor expansions and using
Lemma 3,
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⎛
⎜⎝

|ε1( d2

dx2 − δ2)w11(x j )|
|ε2( d2

dx2 − δ2)w21(x j )|
( d2

dx2 − δ2)w31(x j )|

⎞
⎟⎠ ≤

⎛
⎝

Cε1(x j+1 − x j−1)‖w(3)
11 ‖[x j−1,x j+1]

Cε2(x j+1 − x j−1)‖w(3)
21 ‖[x j−1,x j+1]

C(x j+1 − x j−1)‖w(3)
31 ‖[x j−1,x j+1]

⎞
⎠

≤ C N−1 ln N

⎛
⎝

ε−1
2 B2(x j−1)

ε−1
2 B2(x j−1)

C

⎞
⎠ ,

⎛
⎜⎝

|ε1( d2

dx2 − δ2)w12(x j )|
|ε2( d2

dx2 − δ2)w22(x j )|
( d2

dx2 − δ2)w32(x j )|

⎞
⎟⎠ ≤ C

⎛
⎝

ε1‖w′′
12‖[x j−1,x j+1]

ε2‖w′′
22‖[x j−1,x j+1]

‖w′′
32‖[x j−1,x j+1]

⎞
⎠ ≤ C

⎛
⎝

ε−1
1 B1(x j−1)

ε−1
2 B1(x j−1)

B1(x j−1)

⎞
⎠

Thus, for N/4 ≤ j < N/2,
⎛
⎜⎝

|ε1( d2

dx2 − δ2)w1(x j )|
|ε2( d2

dx2 − δ2)w2(x j )|
|( d2

dx2 − δ2)w3(x j )|

⎞
⎟⎠ ≤

⎛
⎝

Cε−1
2 N−1 ln N B2(x j−1) + Cε−1

1 B1(x j−1)

Cε−1
2 N−1 ln N B2(x j−1)

C N−1 ln N

⎞
⎠ . (56)

Using the alternate decomposition of w1(x) given in (44) and the arguments similar
to the above, it is not hard to verify that for N/4 ≤ j < N/2,

⎛
⎝

|( d
dx − D+)w1(x j )|

|( d
dx − D+)w2(x j )|

|( d
dx − D+)w3(x j )|

⎞
⎠ ≤

⎛
⎝

Cε−1
2 N−1 ln N B2(x j−1) + Cε−1

1 B1(x j−1)

Cε−1
2 N−1 ln N B2(x j−1)

C N−1 ln N

⎞
⎠ . (57)

Hence, for N/4 ≤ j < N/2, expressions (56) and (57) yield

|L N (W − w)(x j )| ≤
⎛
⎝

Cε−1
2 N−1 ln N B2(x j−1) + Cε−1

1 B1(x j−1)

Cε−1
2 N−1 ln N B2(x j−1)

C N−1 ln N

⎞
⎠ .

For N/2 ≤ j < N , if τ2 = 1/2, then (x j+1 − x j−1) ≤ Cε2N−1 ln N and hence

|L N (W − w)(x j )| ≤
⎛
⎝

Cε−1
2 N−1 ln N B2(x j−1) + Cε−1

1 B1(x j−1)

Cε−1
2 N−1 ln N B2(x j−1)

C N−1 ln N

⎞
⎠ .

On the other hand, if τ2 = 2ε2
α
ln N , then it is not hard to see that

|L N (W − w)(x j )| ≤
⎛
⎝

Cε−1
1 B1(x j−1) + Cε−1

2 B2(x j−1)

Cε−1
2 B2(x j−1)

C N−1 ln N

⎞
⎠ .

Consider the following barrier functions for 0 < j < N/4,
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φ1(x j ) = C N−1 ln N
(
exp(2αH1/ε1)B N

1 (x j ) + exp(2αH1/ε2)B N
2 (x j )

)
(58)

φ2(x j ) = C N−1 ln N exp(2αH1/ε2)B N
2 (x j ) (59)

φ3(x j ) = C N−1 ln N (60)

for N/4 ≤ j < N/2,

φ1(x j ) = C N−1 ln N exp(2αH2/ε2)B N
2 (x j ) + C B N

1 (x j ) (61)

φ2(x j ) = C N−1 ln N exp(2αH2/ε2)B N
2 (x j ) (62)

φ3(x j ) = C N−1 ln N (63)

and for N/2 ≤ j ≤ N , if τ2 = 1/2

φ1(x j ) = C N−1 ln N exp(2αH2/ε2)B N
2 (x j ) + C B N

1 (x j ) (64)

φ2(x j ) = C N−1 ln N exp(2αH2/ε2)B N
2 (x j ) (65)

φ3(x j ) = C N−1 ln N (66)

or if τ2 = 2ε2
α
ln N

φ1(x j ) = C B N
1 (x j ) + C B N

2 (x j ) (67)

φ2(x j ) = C B N
2 (x j ) (68)

φ3(x j ) = C N−1 ln N (69)

Let φ = (φ1, φ2, φ3)
T and consider the following vector-valued mesh functions, on

Ω
N
,

ψ±(x j ) = φ(x j ) ± (W − w)(x j ).

For sufficiently large C,

ψ±(x0) ≥ 0, ψ±(xN ) ≥ 0 and L N ψ±(x j ) ≤ 0, for 0 < j < N .

Then by Lemma 4 ψ±(x j ) ≥ 0 for 0 ≤ j ≤ N . Hence,

‖(W − w)‖
Ω

N ≤ C N−1 ln N . (70)

�

Theorem 3 Let u be the solution of the problem (1)–(2) and U be the solution of
the problem (48)–(49), then,

‖(u − U)‖
Ω

N ≤ C N−1 ln N .

Proof The result follows by using triangle inequality, (52) and (70).
�
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Fig. 1 Approximate solution of Example 1

Table 1 Maximum errors and order of convergence of the numerical method

Number of mesh elements N

ε1 ε2 128 256 512 1024

5−2 3−2 0.6881E −
02

0.3591E −
02

0.1835E −
02

0.9276E − 03

5−5 3−5 0.1244E −
01

0.7136E −
02

0.3751E −
02

0.1900E − 02

5−8 3−8 0.1881E −
01

0.1324E −
01

0.8250E −
02

0.4876E − 02

5−11 3−11 0.1984E −
01

0.1400E −
01

0.8954E −
02

0.5315E − 02

5−14 3−14 0.1998E −
01

0.1419E −
01

0.9100E −
02

0.5355E − 02

5−17 3−17 0.2001E −
01

0.1423E −
01

0.9128E −
02

0.5360E − 02

5−20 3−20 0.2001E −
01

0.1423E −
01

0.9134E −
02

0.5366E − 02

DN 0.2001E − 01 0.1423E − 01 0.9134E − 02 0.5366E − 02

pN 0.4915E + 00 0.6400E + 00 0.7674E + 00

C N
p 0.7526E + 00 0.7526E + 00 0.6790E + 00 0.5608E + 00

Computed order of (ε1, ε2)-uniform convergence, p∗ = 0.4915
Computed (ε1, ε2)-uniform error constant, C N

p∗ = 0.7526
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5 Numerical Illustrations

Example 1 Consider the boundary value problem for the system of convection dif-
fusion equations on (0, 1)

ε1u′′
1(x) + (1 + x)u′

1(x) − 4u1(x) + 2u2(x) + u3(x) = −ex ,

ε2u′′
2(x) + (2 + x2)u′

2(x) + u1(x) − 6u2(x) + 2u3(x) = −e−x ,

u′′
3(x) + u′

3(x) + 3u1(x) + 2u2(x) − 8u3(x) = −x2,

with u1(0) = 1, u2(0) = 1, u3(0) = 1, u1(1) = 0, u2(1) = 0 u3(1) = 0.

The above problem is solved using the suggested numerical method and plot of the
approximate solution for N = 1024, ε1 = 5−5, ε2 = 3−5 is shown in Fig. 1. Param-
eter uniform error and order of convergence of the numerical method are shown in
Table1.

From Table1, it is to be noted that the error decreases as number of mesh elements
N increases. Also for each N, the error stabilizes as ε1 and ε2 tends to zero.

Acknowledgements The first and the third authors thank the Department of Science and Technol-
ogy, Government of India, for the support to the Department through the DST-FIST Scheme to set
up the Computer Lab where the computations have been carried out.
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Numerical Method for a Boundary Value
Problem for a Linear System of Partially
Singularly Perturbed Parabolic Delay
Differential Equations of
Reaction-Diffusion Type

Parthiban Saminathan and Franklin Victor

Abstract The problem of a partially singularly perturbed boundary value prob-
lem for a linear system of reaction-diffusion type parabolic second-order delay
differential equations is explored. The boundary value problem is partially per-
turbed when εm+1 = · · · = εn = 1 for some m < n and the system is partial with
respect to delay when the co-efficient function of delay terms bi (x, t) = 0 for some
i, i = 1, 2, . . . , n. The components of the solution of this system exhibit boundary
layers at (x, t) = (0, t) and (x, t) = (2, t) and interior layers at (x, t) = (1, t). To
approximate the solution, a numerical technique is presented that uses a classical
finite difference scheme on a Shishkin piecewise-uniform mesh. For all values of
singular perturbation parameters, the approach is shown to be uniformly first-order
convergent. To corroborate the theoretical results, numerical illustrations are pro-
vided.

Keywords Singular perturbation problems · Shishkin meshes · Delay differential
equations · Parameter uniform convergence · Parabolic differential equations

1 Introduction

Fluid dynamics, quantum physics, magnetohydrodynamics, and chemical reactor
theory are all examples of applications of singularly perturbed differential equa-
tions in appliedmathematics and engineering. Singularly perturbed delay differential
equations are a type of singularly perturbed differential equation that has applica-
tions in population dynamics, physiology, and control theory, among other fields.
Consider partially perturbed systems of Singularly Perturbed Problems to investi-
gate the impact of these factors on the layer pattern. These systems are partial with
respect to delay—that is, some of the equations do not contain delay terms—and par-
tial with respect to the perturbation parameter—that is, some of the equations do not
contain perturbation terms. The perturbation parameter has a stronger influence on
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the layer pattern than the delay term, as evidenced by the limitations on the solution’s
derivatives.

A linear system of n second-order differential equations of the parabolic reaction-
diffusion type with initial and boundary conditions is considered in [3]. Singular
perturbation is applied to the first k equations. Each of the first m equations leading
terms, m ≤ k, is multiplied by a small positive parameter, which is assumed to be
distinct. The same perturbation parameter εm is multiplied by the leading terms of
the next k − m equations. Shishkin piecewise-uniformmeshes are introduced, which
are utilised in conjunction with a classical finite difference discretisation to develop a
numerical method for solving this problem, because the components of the solution
have overlapping layers. The numerical approximations obtained with this method
are first-order convergent in time and essentially second-order convergent in the space
variable in the maximum norm, uniformly with respect to all of the parameters. The
work done in the previous study [6] is extended to a parabolic system of partially
singularly perturbed delay differential equations in this paper. Related works are
found in [4] and [5].

The following is the outline for the paper. The problem is defined in Sect. 2, and
the existence and regularity of the solution are discussed. Section3 establishes the
maximum principle for the differential operator and, as a result, the stability result.
Standard estimates of the solution’s derivatives are also presented. Improved esti-
mates for the derivatives of solution components are presented in Sect. 4. Section5
introduces piecewise-uniform Shishkin meshes, whereas Sect. 6 defines the discrete
problem and establishes the discrete maximum principle and discrete stability prop-
erties. The numerical analysis is presented in Sect. 7 together with the error bounds.
Section8 has numerical illustrations, while Sect. 9 contains the conclusion.

2 The Continuous Problem

A partially singularly perturbed boundary value problem for a system of n linear
parabolic second-order delay differential equations of reaction—diffusion type is
considered as follows:

Lu(x, t) = ∂u
∂t

(x, t) − E
∂2u
∂x2

(x, t) + A(x, t)u(x, t) + B(x, t)u(x − 1, t) = f(x, t) on Ω,

u given on Γ, u(x, t) = χ(x, t), (x, t) ∈ [−1, 0] × [0, T ], (1)

where Ω = {(x, t) : 0 < x < 2, 0 < t ≤ T }, Ω = Ω ∪ Γ, Ω̃ = {(0, 1−) ×
(0, T ]} ∪ {(1+, 2) × (0, T ]}, Ω̃={[0, 1−] × [0, T ]} ∪ {[1+, 2] × [0, T ]}, Γ =ΓL

∪ ΓB ∪ ΓR with u(0, t) = χ(0, t) on ΓL = {(0, t) : 0 ≤ t ≤ T },u(x, 0) =
φB(x) on ΓB = {(x, 0) : 0 ≤ x ≤ 2}, and u(2, t) = φR(t) on ΓR = {(2, t) :
0 ≤ t ≤ T }. For all (x, t) ∈ Ω,u(x, t) = (u1(x, t), u2(x, t), . . . , un(x, t))T and
f(x, t) = ( f1(x, t), f2(x, t), . . . , fn(x, t))T . E, A(x, t) and B(x, t) are n × n
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matrices. E = diag(ε), ε = (ε1, ε2, . . . , εn), B(x, t) = diag(b(x, t)),b(x, t) =
(b1(x, t), b2(x, t), . . . , bn(x, t)). The function χ is sufficiently smooth on
[−1, 0] × [0, T ]. The singular perturbation parameters satisfy

0 < ε1 < ε2 < · · · < εm = εm+1 = · · · = εk < εk+1 = · · · = εn = 1.

For all (x, t) ∈ [0, 2] × [0, T ], it is also assumed that the entries ai j (x, t) of A(x, t)
and the components bi (x, t) of b(x, t) satisfy

bi (x, t), ai j (x, t) ≤ 0 for 1 ≤ i �= j ≤ n, aii (x, t) >
∑

i �= j

|ai j (x, t) + bi (x, t)|
(2)

and 0 < α < min
(x,t)∈[0,2]×[0,T ]

i=1,2...,n

⎛

⎝
n∑

j=1

ai j (x) + bi (x)

⎞

⎠ , for some .α (3)

The functions ai j (x, t) and bi (x, t), 1 ≤ i, j ≤ n are inC2([0, 2] × [0, T ]). Problem
(1) can be rewritten as

L1u(x, t) = ∂u
∂t

(x, t) − E
∂2u

∂x2
(x, t) + A(x, t)u(x, t) = g(x, t), on Ω1 = (0, 1) × (0, T ], (4)

where g(x, t) = f(x, t) − B(x, t)χ(x − 1, t)

L2u(x, t) = ∂u
∂t

(x, t) − E
∂2u

∂x2
(x, t) + A(x, t)u(x, t) + B(x, t)u(x − 1, t) = f(x, t),

on Ω2 = (1, 2) × (0, T ] (5)

u(0, t) = χ(0, t),u(x, 0) = φB(x) on ΓB1 = {(x, 0) : 0 ≤ x ≤ 1−},u(1−, t) =
u(1+, t), ∂u

∂x (1−, t) = ∂u
∂x (1+, t),u(x, 0) = φB(x) on ΓB2 = {(x, 0) : 1+ ≤ x ≤

2},u(2, t) = φR(t) on ΓR .

Problem (1) is partially perturbed when εm+1 = · · · = εn = 1 for some m < n
and the system is partial with respect to delay when the function bi (x, t) = 0 for
some i, i = 1, 2, . . . , n. Hence the following three cases arise.

Case(i) : 0 < ε1 < ε2 < · · · < εm = εm+1 = · · · = εk < εk+1 = · · · = εn = 1,

bi (x, t) < 0, i = 1, 2, . . . , n, where m ≥ 2.

Case(i i) : 0 < ε1 < ε2 < · · · < εm < εm+1 < · · · < εn ,

bi (x, t) < 0, for i = 1, 2, . . . , m and bi (x, t) = 0, for i = m + 1, m + 2, . . . , n,

where m ≥ 1.

Case(i i i) : 0 < ε1 < ε2 < · · · < εm = εm+1 = · · · = εk < εk+1 = · · · = εn = 1,

bi (x, t) < 0, for i = 1, 2, . . . , k and bi (x, t) = 0, for i = k + 1, k + 2, . . . , n,

where k ≥ 1 and m ≥ 2.

The reduced problem corresponding to (4)–(5) for Case (i) is defined by
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for i = 1, 2, . . . , k

∂u0i

∂t
(x, t) +

n∑

j=1

ai j (x, t)u0 j (x, t) = fi (x, t) − bi (x, t)χi (x − 1, t),

for i = k + 1, k + 2, . . . , n

∂u0i

∂t
(x, t) − ∂2u0i

∂x2
(x, t) +

n∑

j=1

ai j (x, t)u0 j (x, t)

= fi (x, t) − bi (x, t)χi (x − 1, t),

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

on (0, 1) × (0, T ]

for i = 1, 2, . . . , k

∂u0i

∂t
(x, t) +

n∑

j=1

ai j (x, t)u0 j (x, t) + bi (x, t)u0 j (x − 1, t) = fi (x, t),

for i = k + 1, k + 2, . . . , n

∂u0i

∂t
(x, t) − ∂2u0i

∂x2
(x, t) +

n∑

j=1

ai j (x, t)u0 j (x, t)

+bi (x, t)u0 j (x − 1, t) = fi (x, t),

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

on (1, 2) × (0, T ].

(6)

The reduced problem corresponding to (4)–(5) for Case (ii) is defined by

for i = 1, 2, . . . , m

∂u0i

∂t
(x, t) +

n∑

j=1

ai j (x, t)u0 j (x, t) = fi (x, t) − bi (x, t)χi (x − 1, t),

for i = m + 1, m + 2, . . . , n

∂u0i

∂t
(x, t) +

n∑

j=1

ai j (x, t)u0 j (x, t) = fi (x, t),

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

on (0, 1) × (0, T ]

for i = 1, 2, . . . , m

∂u0i

∂t
(x, t) +

n∑

j=1

ai j (x, t)u0 j (x, t) + bi (x, t)u0 j (x − 1, t) = fi (x, t),

for i = m + 1, m + 2, . . . , n

∂u0i

∂t
(x, t) +

n∑

j=1

ai j (x, t)u0 j (x, t) = fi (x, t),

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

on (1, 2) × (0, T ]. (7)

The reduced problem corresponding to (4)–(5) for Case (iii) is defined by

for i = 1, 2, . . . , k

∂u0i

∂t
(x, t) +

n∑

j=1

ai j (x, t)u0 j (x, t) = fi (x, t) − bi (x, t)χi (x − 1, t),

for i = k + 1, k + 2, . . . , n

∂u0i

∂t
(x, t) − ∂2u0i

∂x2
(x, t) +

n∑

j=1

ai j (x, t)u0 j (x, t) = fi (x, t),

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

on (0, 1) × (0, T ]
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for i = 1, 2, . . . , k

∂u0i

∂t
(x, t) +

n∑

j=1

ai j (x, t)u0 j (x, t) + bi (x, t)u0 j (x − 1, t) = fi (x, t),

for i = k + 1, k + 2, . . . , n

∂u0i

∂t
(x, t) − ∂2u0i

∂x2
(x, t) +

n∑

j=1

ai j (x, t)u0 j (x, t) = fi (x, t),

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

on (1, 2) × (0, T ] (8)

The solution u(x, t) has the following layer pattern. In cases (i) and (iii), each com-
ponent ui (x, t) for i = 1, 2, . . . , k exhibits twin boundary layers of width O(

√
εk)

at x = 0 and x = 2 and twin interior layers of width O(
√

εk) at x = 1, while the
components ui for i = 1, 2, . . . , k − 1 have additional twin boundary layers of width
O(

√
εk−1) at x = 0 and x = 2 and twin interior layers of width O(

√
εk−1) at x = 1,

and so on.
In Case (ii), each component ui (x, t) for i = 1, 2, . . . , m exhibits twin boundary

layers ofwidth O(
√

εm) at x = 0 and x = 2 and twin interior layers ofwidth O(
√

εm)

at x = 1, while the components ui for i = 1, 2, . . . , m − 1 have additional twin
boundary layers of width O(

√
εm−1) at x = 0 and x = 2 and twin interior layers of

width O(
√

εm−1) at x = 1, and so on. Each component ui (x, t) for i = m + 1, m +
2, . . . , n exhibits twin boundary layers of width O(

√
εn) at x = 0 and x = 2, while

the components ui for i = m + 1, m + 2, . . . , n − 1 have additional twin boundary
layers of width O(

√
εn−1) at x = 0 and x = 2 and so on.

The compatibility conditions for Γ corners (0, 0) and (2, 0) are derived using
similar reasons as in [7] Theorem 2.1.

Then there exists a unique solution u(x, t) of (1) satisfying u(x, t) ∈ C =
C0

λ([0, 2] × [0, T ]) ∩ C1
λ((0, 2) × (0, T ]) ∩ C4

λ(Ω̃).

3 Analytical Results

This section includes maximum principle, stability result, and derivative estimations
for Problem (4)–(5).

Lemma 1 Let Conditions (2) and (3) hold. Let ψ = (ψ1, ψ2, . . . , ψn)
T be

any function in C such that ψ(x, t) ≥ 0 on Γ . L1ψ(x, t) ≥ 0 on (0, 1) ×
(0, T ],L2ψ(x, t) ≥ 0 on (1, 2) × (0, T ] and [ψ](1, t) = 0, [ ∂ψ

∂x ](1, t) ≤ 0 then
ψ(x, t) ≥ 0 on [0, 2] × [0, T ].
Proof It is simple to show using reasons similar to those used in Lemma 3.1 of [7].
Let Ã(x, t) be any principal matrix of A(x, t) and L̃ the corresponding operator. To
see that any L̃ satisfies the same maximum principle as L, it suffices to observe that
the elements of Ã(x, t) satisfy a fortiori the same inequalities as those of A(x, t).

As a result of the maximal principle, the following stability result for Problem (1)
has been established.
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Lemma 2 Let Conditions (2) and (3) hold. Let ψ be any function in C , such

that [ψ](1, t) = 0 and
[

∂ψ

∂x

]
(1, t) = 0, then for each i = 1, 2, . . . , n and (x, t) ∈

[0, 2] × [0, T ],

|ψi (x, t)| ≤ max

{
‖ ψ ‖Γ ,

1

α
‖ L1ψ ‖, 1

α
‖ L2ψ ‖

}
.

Proof The proof proceeds in the same manner as [7] Lemma 3.2.
The following Lemma contains standard estimates of the solution of (1) and its

derivatives.

Lemma 3 Let Conditions (2) and (3) hold. Let u be the solution of (1). Then for all
(x, t) ∈ [0, 2] × [0, T ] and for cases (i) and (iii) and for i = 1, 2, …, k

|∂
kui

∂t k
(x, t)| ≤ C(||u||Γ + ∑k

q=0 ||∂
q f

∂tq
||), k = 0, 1, 2

|∂
kui

∂xk
(x, t)| ≤ Cε

−k
2

i (||u||Γ + ||f|| + ||∂f
∂t

||), k = 1, 2

|∂
kui

∂xk
(x, t)| ≤ Cε−1

i ε
−(k−2)

2
1 (||u||Γ + ||f|| + ||∂f

∂t
|| + ||∂

2f
∂t2

|| + ε
k−2
2

1 || ∂
k−2f

∂xk−2
||), k =

3, 4

| ∂kui

∂xk−1∂t
(x, t)| ≤ Cε

1−k
2

i (||u||Γ + ||f|| + ||∂f
∂t

|| + ||∂
2f

∂t2
||), k = 2, 3.

and for i = k + 1, k + 2, …, n,

|∂
kui

∂t k
(x, t)| ≤ C, k = 0, 1, 2

|∂
kui

∂xk
(x, t)| ≤ C, k = 1, 2

|∂
kui

∂xk
(x, t)| ≤ Cε−1

i ε
−(k−2)

2
1 (||u||Γ + ||f|| + ||∂f

∂t
|| + ||∂

2f
∂t2

|| + ε
k−2
2

1 || ∂
k−2f

∂xk−2
||), k =

3, 4

| ∂kui

∂xk−1∂t
(x, t)| ≤ Cε

1−k
2

i (||u||Γ + ||f|| + ||∂f
∂t

|| + ||∂
2f

∂t2
||), k = 2, 3.

and for Case (ii), i = 1, 2, . . . , n

|∂
kui

∂t k
(x, t)| ≤ C(||u||Γ + ∑k

q=0 ||∂
q f

∂tq
||), k = 0, 1, 2

|∂
kui

∂xk
(x, t)| ≤ Cε

−k
2

i (||u||Γ + ||f|| + ||∂f
∂t

||), k = 1, 2

|∂
kui

∂xk
(x, t)| ≤ Cε−1

i ε
−(k−2)

2
1 (||u||Γ + ||f|| + ||∂f

∂t
|| + ||∂

2f
∂t2

|| + ε
k−2
2

1 || ∂
k−2f

∂xk−2
||), k =

3, 4

| ∂kui

∂xk−1∂t
(x, t)| ≤ Cε

1−k
2

i (||u||Γ + ||f|| + ||∂f
∂t

|| + ||∂
2f

∂t2
||), k = 2, 3.

Proof It is simple to show the results using reasoning similar to those in [7] Lemma
3.3.
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The Shishkin decomposition of the exact solutionu of (1) isu = v + w,where the
smooth component v and the singular componentw are the solutions of the following
systems related to the three cases.

For Case (i) :
For i = 1, 2, . . . , k

∂vi
∂t (x, t) − εi

∂2vi
∂x2

(x, t) + ∑n
j=1 ai j (x, t)vi (x, t)

= fi (x, t) − bi (x, t)χi (x − 1, t),
with vi (0, t) = u0i (0, t), vi (x, 0) = u0i (x, 0), vi (1−, t) = u0i (1−, t).
∂wi
∂t (x, t) − εi

∂2wi
∂x2

(x, t) + ∑n
j=1 ai j (x, t)wi (x, t) = 0,

with wi (0, t) = ui (0, t) − vi (0, t), [wi ](1, t) = −[vi ](1, t),

[ ∂wi
∂x ](1, t) = −[ ∂vi

∂x ](1, t).

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

on (0, 1) × (0, T ] (9)

∂vi
∂t (x, t) − εi

∂2vi
∂x2

(x, t) + ∑n
j=1 ai j (x, t)vi (x, t) + bi (x, t)vi (x − 1, t)

= fi (x, t),
with vi (2, t) = u0i (2, t), vi (x, 0) = u0i (x, 0), vi (1+, t) = u0i (1+, t).
∂wi
∂t (x, t) − εi

∂2wi
∂x2

(x, t) + ∑n
i=1 ai j (x, t)wi (x, t) + bi (x, t)wi (x − 1, t) = 0,

with [wi ](1, t) = −[vi ](1, t), [ ∂wi
∂x ](1, t) = −[ ∂vi

∂x ](1, t),
wi (2, t) = ui (2, t) − vi (2, t).

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

on (1, 2) × (0, T ] (10)

For i = k + 1, k + 2, . . . , n

∂vi
∂t (x, t) − ∂2vi

∂x2
(x, t) + ∑n

j=1 ai j (x, t)vi (x, t)

= fi (x, t) − bi (x, t)χi (x − 1, t),
with vi (0, t) = u0i (0, t), vi (x, 0) = u0i (x, 0), vi (1−, t) = u0i (1−, t).
∂wi
∂t (x, t) − ∂2wi

∂x2
(x, t) + ∑n

j=1 ai j (x, t)wi (x, t) = 0,

with wi (0, t) = ui (0, t) − vi (0, t), [wi ](1, t) = −[vi ](1, t),

[ ∂wi
∂x ](1, t) = −[ ∂vi

∂x ](1, t).

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

on (0, 1) × (0, T ] (11)

∂vi
∂t (x, t) − ∂2vi

∂x2
(x, t) + ∑n

j=1 ai j (x, t)vi (x, t) + bi (x, t)vi (x − 1, t)

= fi (x, t),
with vi (2, t) = u0i (2, t), vi (x, 0) = u0i (x, 0), vi (1+, t) = u0i (1+, t).
∂wi
∂t (x, t) − ∂2wi

∂x2
(x, t) + ∑n

i=1 ai j (x, t)wi (x, t) + bi (x, t)wi (x − 1, t) = 0,

with [wi ](1, t) = −[vi ](1, t), [ ∂wi
∂x ](1, t) = −[ ∂vi

∂x ](1, t),
wi (2, t) = ui (2, t) − vi (2, t).

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

on (1, 2) × (0, T ].

(12)
For Case (ii): For i = 1, 2, . . . , m

∂vi
∂t (x, t) − εi

∂2vi
∂x2

(x, t) + ∑n
j=1 ai j (x, t)vi (x, t)

= fi (x, t) − bi (x, t)χi (x − 1, t),
with vi (0, t) = u0i (0, t), vi (x, 0) = u0i (x, 0), vi (1−, t) = u0i (1−, t).
∂wi
∂t (x, t) − εi

∂2wi
∂x2

(x, t) + ∑n
j=1 ai j (x, t)wi (x, t) = 0,

with wi (0, t) = ui (0, t) − vi (0, t), [wi ](1, t) = −[vi ](1, t),

[ ∂wi
∂x ](1, t) = −[ ∂vi

∂x ](1, t).

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

on (0, 1) × (0, T ] (13)
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∂vi
∂t (x, t) − εi

∂2vi
∂x2

(x, t) + ∑n
j=1 ai j (x, t)vi (x, t) + bi (x, t)vi (x − 1, t)

= fi (x, t),
with vi (2, t) = u0i (2, t), vi (x, 0) = u0i (x, 0), vi (1+, t) = u0i (1+, t).
∂wi
∂t (x, t) − εi

∂2wi
∂x2

(x, t) + ∑n
i=1 ai j (x, t)wi (x, t) + bi (x, t)wi (x − 1, t) = 0,

with [wi ](1, t) = −[vi ](1, t), [ ∂wi
∂x ](1, t) = −[ ∂vi

∂x ](1, t),
wi (2, t) = ui (2, t) − vi (2, t).

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

on (1, 2) × (0, T ].

(14)
For i = m + 1, m + 2, . . . , n

∂vi
∂t (x, t) − εi

∂2vi
∂x2

(x, t) + ∑n
j=1 ai j (x, t)vi (x, t) = fi (x, t),

with vi (0, t) = u0i (0, t), vi (x, 0) = u0i (x, 0), vi (2, t) = u0i (2, t).
∂wi
∂t (x, t) − εi

∂2wi
∂x2

(x, t) + ∑n
j=1 ai j (x, t)wi (x, t) = 0,

with wi (0, t) = ui (0, t) − vi (0, t), wi (x, 0) = 0,
wi (2, t) = ui (2, t) − vi (2, t).

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

on (0, 2) × (0, T ]. (15)

For Case (iii) : For i = 1, 2, . . . , k

∂vi
∂t (x, t) − εi

∂2vi
∂x2

(x, t) + ∑n
j=1 ai j (x, t)vi (x, t)

= fi (x, t) − bi (x, t)χi (x − 1, t),
with vi (0, t) = u0i (0, t), vi (x, 0) = u0i (x, 0), vi (1−, t) = u0i (1−, t).
∂wi
∂t (x, t) − εi

∂2wi
∂x2

(x, t) + ∑n
j=1 ai j (x, t)wi (x, t) = 0,

with wi (0, t) = ui (0, t) − vi (0, t), [wi ](1, t) = −[vi ](1, t),

[ ∂wi
∂x ](1, t) = −[ ∂vi

∂x ](1, t).

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

on (0, 1) × (0, T ] (16)

∂vi
∂t (x, t) − εi

∂2vi
∂x2

(x, t) + ∑n
j=1 ai j (x, t)vi (x, t) + bi (x, t)vi (x − 1, t)

= fi (x, t),
with vi (2, t) = u0i (2, t), vi (x, 0) = u0i (x, 0), vi (1+, t) = u0i (1+, t).
∂wi
∂t (x, t) − εi

∂2wi
∂x2

(x, t) + ∑n
i=1 ai j (x, t)wi (x, t) + bi (x, t)wi (x − 1, t) = 0,

with [wi ](1, t) = −[vi ](1, t), [ ∂wi
∂x ](1, t) = −[ ∂vi

∂x ](1, t),
wi (2, t) = ui (2, t) − vi (2, t).

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

on (1, 2) × (0, T ] (17)

For i = k + 1, k + 2, . . . , n

∂vi
∂t (x, t) − ∂2vi

∂x2
(x, t) + ∑n

j=1 ai j (x, t)vi (x, t) = fi (x, t),

with vi (0, t) = u0i (0, t), vi (x, 0) = u0i (x, 0), vi (2, t) = u0i (2, t).
∂wi
∂t (x, t) − ∂2wi

∂x2
(x, t) + ∑n

j=1 ai j (x, t)wi (x, t) = 0,

with wi (0, t) = ui (0, t) − vi (0, t), wi (x, 0) = 0,
wi (2, t) = ui (2, t) − vi (2, t).

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

on (0, 2) × (0, T ] (18)

The singular component is given a further decomposition

w(x, t) = w̃(x, t) + ŵ(x, t), (19)

where w̃ is the solution of
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∂w̃i

∂t
(x, t) − εi

∂2w̃i

∂x2
(x, t) +

n∑

j=1

ai j (x, t)w̃i (x, t) = 0, on (0, 1) × (0, T ],

w̃i (0, t) = wi (0, t), w̃i (1, t) = K1, w̃i (x, 0) = wi (x, 0), w̃ = 0 on (1, 2) × (0, T ]
(20)

and ŵ is the solution of

∂ŵi

∂t
(x, t) − εi

∂2ŵi

∂x2
(x, t) +

n∑

j=1

ai j (x, t)ŵi (x, t) + bi (x, t)ŵi (x − 1, t) = 0, on (1, 2) × (0, T ],

ŵi (1, t) = K2, ŵi (2, t) = wi (2, t), ŵi (x, 0) = wi (x, 0), ŵ = 0 on (0, 1) × (0, T ]
(21)

for i = 1, 2, . . . , k, in Case (i) and w̃ is the solution of

∂w̃i

∂t
(x, t) − ∂2w̃i

∂x2
(x, t) +

n∑

j=1

ai j (x, t)w̃i (x, t) = 0, on (0, 1) × (0, T ],

w̃i (0, t) = wi (0, t), w̃i (1, t) = K3, w̃i (x, 0) = wi (x, 0), w̃ = 0 on (1, 2) × (0, T ]
(22)

and ŵ is the solution of

∂ŵi

∂t
(x, t) − ∂2ŵi

∂x2
(x, t) +

n∑

j=1

ai j (x, t)ŵi (x, t) + bi (x, t)ŵi (x − 1, t) = 0, on (1, 2) × (0, T ],

ŵi (1, t) = K4, ŵi (2, t) = wi (2, t), ŵi (x, 0) = wi (x, 0), ŵ = 0 on (0, 1) × (0, T ]
(23)

for i = k + 1, k + 2, . . . , n, in Case (i) and w̃ is the solution of

∂w̃i

∂t
(x, t) − εi

∂2w̃i

∂x2
(x, t) +

n∑

j=1

ai j (x, t)w̃i (x, t) = 0, on (0, 1) × (0, T ],

w̃i (0, t) = wi (0, t), w̃i (1, t) = K5, w̃i (x, 0) = wi (x, 0), w̃ = 0 on (1, 2) × (0, T ]
(24)

and ŵ is the solution of

∂ŵi

∂t
(x, t) − εi

∂2ŵi

∂x2
(x, t) +

n∑

j=1

ai j (x, t)ŵi (x, t) + bi (x, t)ŵi (x − 1, t) = 0, on (1, 2) × (0, T ],

ŵi (1, t) = K6, ŵi (2, t) = wi (2, t), ŵi (x, 0) = wi (x, 0), ŵ = 0 on (0, 1) × (0, T ]
(25)

for i = 1, 2, . . . , m, in Case (ii) and w̃ is the solution of

∂w̃i

∂t
(x, t) − εi

∂2w̃i

∂x2
(x, t) +

n∑

j=1

ai j (x, t)w̃i (x, t) = 0, on (0, 1) × (0, T ],

w̃i (0, t) = wi (0, t), w̃i (1, t) = K7, w̃i (x, 0) = wi (x, 0), w̃ = 0 on (1, 2) × (0, T ]
(26)

and ŵ is the solution of
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∂ŵi

∂t
(x, t) − εi

∂2ŵi

∂x2
(x, t) +

n∑

j=1

ai j (x, t)ŵi (x, t) = 0, on (1, 2) × (0, T ],

ŵi (1, t) = K8, ŵi (2, t) = wi (2, t), ŵi (x, 0) = wi (x, 0), ŵ = 0 on (0, 1) × (0, T ]
(27)

for i = m + 1, m + 2, . . . , n, in Case (ii) and w̃ is the solution of

∂w̃i

∂t
(x, t) − εi

∂2w̃i

∂x2
(x, t) +

n∑

j=1

ai j (x, t)w̃i (x, t) = 0, on (0, 1) × (0, T ],

w̃i (0, t) = wi (0, t), w̃i (1, t) = K9, w̃i (x, 0) = wi (x, 0), w̃ = 0 on (1, 2) × (0, T ]
(28)

and ŵ is the solution of

∂ŵi

∂t
(x, t) − εi

∂2ŵi

∂x2
(x, t) +

n∑

j=1

ai j (x, t)ŵi (x, t) + bi (x, t)ŵi (x − 1, t) = 0, on (1, 2) × (0, T ],

ŵi (1, t) = K10, ŵi (2, t) = wi (2, t), ŵi (x, 0) = wi (x, 0), ŵ = 0 on (0, 1) × (0, T ]
(29)

for i = 1, 2, . . . , k, in Case (iii) and w̃ is the solution of

∂w̃i

∂t
(x, t) − ∂2w̃i

∂x2
(x, t) +

n∑

j=1

ai j (x, t)w̃i (x, t) = 0, on (0, 1) × (0, T ],

w̃i (0, t) = wi (0, t), w̃i (1, t) = K11, w̃i (x, 0) = wi (x, 0), w̃ = 0 on (1, 2) × (0, T ]
(30)

and ŵ is the solution of

∂ŵi

∂t
(x, t) − ∂2ŵi

∂x2
(x, t) +

n∑

j=1

ai j (x, t)ŵi (x, t) = 0, on (1, 2) × (0, T ],

ŵi (1, t) = K12, ŵi (2, t) = wi (2, t), ŵi (x, 0) = wi (x, 0), ŵ = 0 on (0, 1) × (0, T ]
(31)

for i = k + 1, k + 2, . . . , n, in Case (iii). Here, K i, i = 1, 2, . . . , 12, are constants
that must be chosen in order to satisfy the jump conditions at x = 1. The following
Lemma contains bounds on the smooth component and its derivatives.

Lemma 4 Let Conditions (2) and (3) hold. The smooth component v and its deriva-
tives satisfy, for each (x, t) ∈ [0, 2] × [0, T ] and for cases (i) and (iii) and for
i = 1, 2, . . . , k,

|∂
kvi

∂t k
(x, t)| ≤ C, for k = 0, 1, 2

|∂
kvi

∂xk
(x, t)| ≤ C(1 + ε

1− k
2

i ), for k = 0, 1, 2, 3, 4

| ∂kvi

∂xk−1∂t
(x, t)| ≤ C, for k = 2, 3.

and for i = k + 1, k + 2, . . . , n,

|∂
kvi

∂t k
(x, t)| ≤ C, for k = 0, 1, 2
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|∂
kvi

∂xk
(x, t)| ≤ C, for k = 0, 1, 2, 3, 4

| ∂kvi

∂xk−1∂t
(x, t)| ≤ C, for k = 2, 3.

and for Case (ii), i = 1, 2, …, n

|∂
kvi

∂t k
(x, t)| ≤ C, for k = 0, 1, 2

|∂
kvi

∂xk
(x, t)| ≤ C(1 + ε

1− k
2

i ), for k = 0, 1, 2, 3, 4

| ∂kvi

∂xk−1∂t
(x, t)| ≤ C, for k = 2, 3.

Proof The results are obtained by applying the same arguments as in [7] Lemma
3.4.

The layer functions BL
1,i , B R

1,i , BL
2,i , B R

2,i , B1,i , B2,i , i = 1, 2, . . . , n associated
with the solution u, are defined by

BL
1,i (x) = e

−x
√

α√
εi , B R

1,i (x) = e
−(1−x)

√
α√
εi , B1,i (x) = BL

1,i (x) + B R
1,i (x), on [0, 1] × [0, T ],

BL
2,i (x) = e

−(x−1)
√

α√
εi , B R

2,i (x) = e
−(2−x)

√
α√
εi , B2,i (x) = BL

2,i (x) + B R
2,i (x), on [1, 2] × [0, T ].

It has to be noted that for i = 1, 2, . . . , n, B1,i (x − 1) = B2,i (x) for x ∈ [1, 2]
Definition 1 For BL

1,i , BL
2, j , let x (s)

i, j , 1 ≤ i �= j ≤ n, s > 0 be the point defined by

BL
1,i (x (s)

i, j )

εi
= BL

1, j (x (s)
i, j )

ε j
. Then

B R
1,i (1 − x (s)

i, j )

εi
= B R

1, j (1 − x (s)
i, j )

ε j
,

BL
2,i (1 + x (s)

i, j )

εi
= BL

2, j (1 + x (s)
i, j )

ε j
and

B R
2,i (2 − x (s)

i, j )

εi
= B R

2, j (2 − x (s)
i, j )

ε j
.

Reference [2] can be used to verify the existence, uniqueness, and properties of x (s)
i, j .

The following Lemma contains bounds on the singular component w of u(x, t) and
its derivatives.

Lemma 5 Let Conditions (2) and (3) hold. Then for proper choices of the constants
C1, C2, C3, C4, for cases (i) and (iii) and for (x, t) ∈ [0, 1] × [0, T ] and for i =
1, 2, . . . , m

|∂
kwi

∂t k
(x, t)| ≤ C1B1,m(x) + C2εm(1 − B1,m(x)), for k = 0, 1, 2

|∂
kwi

∂xk
(x, t)| ≤ C

∑m
q=i ε

−k
2

q B1,q(x), for k = 1, 2,

|∂
kwi

∂xk
(x, t)| ≤ C

∑m
q=1 ε

−k
2

q B1,q(x), for k = 3,

|∂
kwi

∂xk
(x, t)| ≤ Cε−1

i

∑m
q=1 ε−1

q B1,q(x), for k = 4,

and for i = m + 1, m + 2, . . . , k

|∂
kwi

∂t k
(x, t)| ≤ C1B1,m(x) + C2εm(1 − B1,m(x)), for k = 0, 1, 2
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|∂
kwi

∂xk
(x, t)| ≤ Cε

−k
2

m B1,m(x), for k = 1, 2,

|∂
kwi

∂xk
(x, t)| ≤ C

∑m
q=1 ε

−k
2

q B1,q(x), for k = 3,

|∂
kwi

∂xk
(x, t)| ≤ Cε−1

m

∑m
q=1 ε−1

q B1,q(x), for k = 4,

and for i = k + 1, k + 2, . . . , n

|∂
kwi

∂t k
(x, t)| ≤ C2εm(1 − B1,m(x)), for k = 0, 1, 2

|∂
kwi

∂xk
(x, t)| ≤ C1B1,m(x) + C2εm(1 − B1,m(x)), for k = 1, 2,

|∂
kwi

∂xk
(x, t)| ≤ C

∑m
q=1 ε

−1
2

q B1,q(x), for k = 3,

|∂
kwi

∂xk
(x, t)| ≤ C

∑m
q=1 ε−1

q B1,q(x), for k = 4,

and for Case (ii) and for i = 1, 2, . . . , n

|∂
kwi

∂t k
(x, t)| ≤ C1B1,n(x) + C2εn(1 − B1,n(x)), for k = 0, 1, 2

|∂
kwi

∂xk
(x, t)| ≤ C

∑n
q=i ε

−k
2

q B1,q(x), for k = 1, 2,

|∂
kwi

∂xk
(x, t)| ≤ C

∑n
q=1 ε

−k
2

q B1,q(x), for k = 3,

|∂
kwi

∂xk
(x, t)| ≤ Cε−1

i

∑n
q=1 ε−1

q B1,q(x), for k = 4,

and for (x, t) ∈ [1, 2] × [0, T ] and for i = 1, 2, . . . , m

|∂
kwi

∂t k
(x, t)| ≤ C3B2,m(x) + C4εm(1 − B2,m(x)), for k = 0, 1, 2

|∂
kwi

∂xk
(x, t)| ≤ C

∑m
q=i ε

−k
2

q B2,q(x), for k = 1, 2,

|∂
kwi

∂xk
(x, t)| ≤ C

∑m
q=1 ε

−k
2

q B2,q(x), for k = 3,

|∂
kwi

∂xk
(x, t)| ≤ Cε−1

i

∑m
q=1 ε−1

q B2,q(x), for k = 4,

and for i = m + 1, m + 2, . . . , k

|∂
kwi

∂t k
(x, t)| ≤ C3B2,m(x) + C4εm(1 − B2,m(x)), for k = 0, 1, 2

|∂
kwi

∂xk
(x, t)| ≤ Cε

−k
2

m B2,m(x), for k = 1, 2, |∂
kwi

∂xk
(x, t)| ≤

C
∑m

q=1 ε
−k
2

q B2,q(x), for k = 3,

|∂
kwi

∂xk
(x, t)| ≤ Cε−1

m

∑m
q=1 ε−1

q B2,q(x), for k = 4,

and for i = k + 1, k + 2, . . . , n

|∂
kwi

∂t k
(x, t)| ≤ C4εm(1 − B2,m(x)), for k = 0, 1, 2
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|∂
kwi

∂xk
(x, t)| ≤ C3B2,m(x) + C4εm(1 − B2,m(x)), for k = 1, 2,

|∂
kwi

∂xk
(x, t)| ≤ C

∑m
q=1 ε

−1
2

q B2,q(x), for k = 3,

|∂
kwi

∂xk
(x, t)| ≤ C

∑m
q=1 ε−1

q B2,q(x), for k = 4,

and for Case (ii) and for i = 1, 2, . . . , n

|∂
kwi

∂t k
(x, t)| ≤ C3B2,n(x) + C4εn(1 − B2,n(x)), for k = 0, 1, 2

|∂
kwi

∂xk
(x, t)| ≤ C

∑n
q=i ε

−k
2

q B2,q(x), for k = 1, 2,

|∂
kwi

∂xk
(x, t)| ≤ C

∑n
q=1 ε

−k
2

q B2,q(x), for k = 3,

|∂
kwi

∂xk
(x, t)| ≤ Cε−1

i

∑n
q=1 ε−1

q B2,q(x), for k = 4.

Proof The proof is based on a step-by-step procedure. First, in [0, 1] × [0, T ], the
bounds of w and its derivatives are estimated. The estimates in [1, 2] × [0, T ] are
then obtained using these bounds of w and its derivatives.

Cases (i) and (iii) :
Let (x, t) ∈ [0, 1] × [0, T ]. Consider the barrier functions

ψ±(x, t) = (C1B1,1(x) + C2ε1(1 − B1,1(x)))T ± w(x, t)

and the linear operator L1 such that

L1ψ
±(x, t) = ∂ψ±

∂t
(x, t) − E

∂2ψ±

∂x2
(x, t) + A(x, t)ψ±(x, t)

For proper choices of the constants C1 and C2,ψ
±(0, t) ≥ 0,ψ±(1, t) ≥ 0 and

L1ψ
±(x, t) ≥ 0 on (0, 1) × (0, T ). Then using the maximum principle in [2], to

the operators L1, the bounds on w follows. Using similar arguments in Lemma 3.5
of [7], the bounds on ∂(k)w

∂x (k) , k = 1, 2, 3, 4 can be obtained. The bounds on w and its
derivatives on [0, 1] × [0, T ] are obtained using the same techniques and the bounds
of w and its derivatives on [0, 1] × [0, T ]. Similar arguments in Lemma 3.5 of [7]
can be used to show the results in Case (ii).

4 Improved Estimates

Sharper estimations of the smooth component are presented in the next Lemma.

Lemma 6 Let Conditions (2) and (3) hold. Then the smooth component v of the
solution u of (1) satisfies for cases (i) and (i i i) and for all (x, t) ∈ [0, 1−] × [0, T ],
| ∂vk

i
∂xk (x, t)| ≤ C

(
1 + ∑m

q=i
B1,q (x)

ε
k
2 −1

q

)
, for k = 0, 1, 2 and for i = 1, 2, . . . , n
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| ∂v3i
∂x3 (x, t)| ≤ C

(
1 + ∑m

q=i
B1,q (x)

ε
1
2

q

)
, for i = 1, 2, . . . , k

| ∂v3i
∂x3 (x, t)| ≤ C

(
1 + B1,m(x)

)
, for i = k + 1, k + 2, . . . , n

and for (x, t) ∈ [1+, 2] × [0, T ],
| ∂vk

i
∂xk (x, t)| ≤ C

(
1 + ∑m

q=i
B2,q (x)

ε
k
2 −1

q

)
, for k = 0, 1, 2 and for i = 1, 2, . . . , n

| ∂v3i
∂x3 (x, t)| ≤ C

(
1 + ∑m

q=i
B2,q (x)

ε
1
2

q

)
, for i = 1, 2, . . . , k

| ∂v3i
∂x3 (x, t)| ≤ C

(
1 + B2,m(x)

)
, for i = k + 1, k + 2, . . . , n

For case (i i) and for all (x, t) ∈ [0, 1−] × [0, T ],
| ∂vk

i
∂xk (x, t)| ≤ C

(
1 + ∑m

q=i
B1,q (x)

ε
k
2 −1

q

)
, for k = 0, 1, 2 and for i = 1, 2, . . . , n

| ∂v3i
∂x3 (x, t)| ≤ C

(
1 + ∑m

q=i
B1,q (x)

ε
1
2

q

)
, for i = 1, 2, . . . , n

and for all (x, t) ∈ [1+, 2] × [0, T ],
| ∂vk

i
∂xk (x, t)| ≤ C

(
1 + ∑m

q=i
B2,q (x)

ε
k
2 −1

q

)
, for k = 0, 1, 2 and for i = 1, 2, . . . , n

| ∂v3i
∂x3 (x, t)| ≤ C

(
1 + ∑m

q=i
B2,q (x)

ε
1
2

q

)
, for i = 1, 2, . . . , n.

Proof The procedure of stages is used to prove this aswell. Applying the Lemma 7 of
[3] to cases (i) and (i i i), the estimates of the derivatives of v on [0, 1−] × [0, T ] are
as follows. Following that, for (x, t) ∈ [1, 2] × [0, T ], the bounds on the derivatives
of v and the bounds on the derivatives of v in the interval [0, 1−] × [0, T ] are derived
using the procedure used in the proof of Lemma 7 of [3].

5 The Shishkin Mesh

For cases (i) and (iii) :
Apiecewise-uniform Shishkinmeshwith M × N mesh-intervals is now constructed.

Let ΩM
t = {tk}M

k=1,Ω
M
t = {tk}M

k=0,Ω
N
x = {x j }N−1

j=1 ,Ω
N
x = {x j }N

j=0,Ω
M,N = ΩM

t

× Ω N
x ,Ω

M,N = Ω
M
t × Ω

N
x ,Ω−N

x = {x j }
N
2 −1
j=1 ,Ω

−N
x ={x j }

N
2
j=0,Ω

+N
x ={x j }N−1

j= N
2 +1

,

Ω
+N
x ={x j }N

j= N
2
,Ω−M,N =ΩM

t × Ω−N
x ,Ω

−M,N = Ω
M
t × Ω

−N
x ,Ω+M,N = ΩM

t

× Ω+N
x ,Ω

+M,N = Ω
M
t × Ω

+N
x and Γ M,N = Γ ∩ Ω

M,N
. The mesh Ω

M
t is chosen

to be a uniform mesh with M mesh-intervals on [0, T ]. The mesh Ω
N
x is chosen to

be a piecewise-uniform mesh with N mesh-intervals on [0, 2]. The interval [0, 1] is
divided into 2m + 1 sub-intervals as follows:

[0, τ1] ∪ (τ1, τ2] ∪ · · · ∪ (τm−1, τm] ∪ (τm, 1 − τm] ∪ (1 − τm, 1 − τm−1]
∪ · · · ∪ (1 − τ2, 1 − τ1] ∪ (1 − τ1, 1].
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The parameters τr , r = 1, 2 . . . , m, which determine the points separating the uni-

form meshes, are defined by τ0 = 0, τm+1 = 1

2
,

τm = min

{
1

4
,
2
√

εm√
α

ln N

}
and for k = 1, 2 . . . , m − 1, τk = min

{
kτk+1

k + 1
,
2
√

εk√
α

ln N

}
. (32)

Then, on the sub-interval (τm, 1 − τm] a uniformmesh with
N

4
mesh points is placed

and on each of the sub-intervals [0, τ1], (1 − τ1, 1], (τk, τk+1], and(1 − τk+1, 1 −
τk], k = 1, . . . , m − 1, a uniform mesh of

N

8m
mesh points is placed.

Similarly, the interval (1, 2] is also divided into 2m + 1 sub-intervals (1, 1 +
τ1], (1 + τ1, 1 + τ2], . . . , (1 + τm−1, 1 + τm], (1+τn, 2 − τm], (2 − τm, 2 − τm−1],
. . . , (2 − τ2, 2 − τ1], (2 − τ1, 2], using the same parameters τk, k = 1, . . . , m. In
particular, when all the parameters τk, k = 1, . . . , m takes on their left hand values,

the Shishkin mesh Ω
N
becomes a classical uniform mesh throughout from 0 to 2.

In practice, it is convenient to take

N = 8mk, k ≥ 3. (33)

From the above construction of Ω
N
, it is clear that the transition points {τr , 1 −

τr , 1 + τr , 2 − τr }, r = 1, 2, . . . , m are the only points at which the mesh-size can
change and that it does not necessarily change at each of these points. The following
notations are introduced: h j = x j − x j−1 and if x j = τ , then h−

j = x j − x j−1, h+
j =

x j+1 − x j , J = {x j : h+
j �= h−

j }.
For Case (ii) :
Apiecewise-uniform Shishkinmeshwith M × N mesh-intervals is now constructed.

Let ΩM
t = {tk}M

k=1,Ω
M
t = {tk}M

k=0,Ω
N
x = {x j }N−1

j=1 ,Ω
N
x = {x j }N

j=0,Ω
M,N =

ΩM
t × Ω N

x ,Ω
M,N = Ω

M
t × Ω

N
x ,Ω−N

x = {x j }
N
2 −1
j=1 ,Ω

−N
x = {x j }

N
2
j=0, Ω+N

x =
{x j }N−1

j= N
2 +1

,Ω
+N
x = {x j }N

j= N
2
,Ω−M,N = ΩM

t × Ω−N
x ,Ω

−M,N = Ω
M
t × Ω

−N
x ,

Ω+M,N = ΩM
t × Ω+N

x ,Ω
+M,N = Ω

M
t × Ω

+N
x and Γ M,N = Γ ∩ Ω

M,N
. The

mesh Ω
M
t is chosen to be a uniform mesh with M mesh-intervals on [0, T ]. The

mesh Ω
N
x is chosen to be a piecewise-uniform mesh with N mesh-intervals on

[0, 2]. The interval [0, 1] is divided into 2n + 1 sub-intervals as follows:

[0, τ1] ∪ (τ1, τ2] ∪ · · · ∪ (τn−1,τn] ∪ (τn, 1 − τn] ∪ (1 − τn, 1 − τn−1]
∪ · · · ∪ (1 − τ2, 1 − τ1] ∪ (1 − τ1, 1].

Theparameters τr , r = 1, 2 . . . , n,whichdetermine the points separating the uniform

meshes, are defined by τ0 = 0, τn+1 = 1

2
,

τn = min

{
1

4
,
2
√

εn√
α

ln N

}
and for k = 1, 2 . . . , n − 1, τk = min

{
kτk+1

k + 1
,
2
√

εk√
α

ln N

}
. (34)
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Then, on the sub-interval (τn, 1 − τn] a uniform mesh with
N

4
mesh points is placed

and on each of the sub-intervals [0, τ1], (1 − τ1, 1], (τk, τk+1], and(1 − τk+1, 1 −
τk], k = 1, . . . , n − 1, a uniform mesh of

N

8n
mesh points is placed.

Similarly, the interval (1, 2] is also divided into 2n + 1 sub-intervals
(1, 1 + τ1], (1 + τ1, 1 + τ2], . . . , (1 + τn−1, 1 + τn], (1 + τn, 2 − τn], (2 − τn, 2 −
τn−1], . . . , (2 − τ2, 2 − τ1], (2 − τ1, 2], using the same parameters τk, k = 1, . . . , n.
In particular, when all the parameters τk, k = 1, . . . , n takes on their left hand values,

the Shishkin mesh Ω
N
becomes a classical uniform mesh throughout from 0 to 2.

In practice, it is convenient to take

N = 8nk, k ≥ 3. (35)

From the above construction of Ω
N
, it is clear that the transition points {τr , 1 −

τr , 1 + τr , 2 − τr }, r = 1, 2, . . . , n are the only points at which the mesh-size can
change and that it does not necessarily change at each of these points. The following
notations are introduced: h j = x j − x j−1 and if x j = τ , then h−

j = x j − x j−1, h+
j =

x j+1 − x j , J = {x j : h+
j �= h−

j }.

6 The Discrete Problem

In this section, a numerical method for (1) is constructed using a classical finite
difference operator and an appropriate Shishkinmesh,which is later shown to be first-
order parameter-uniform convergent in time and essentially first-order parameter-
uniform convergent in the space variable.

The finite differencemethod can nowdefine the discrete two-point boundary value
problem on any mesh.

LM,NU(x j , tk) = D−
t U(x j , tk) − Eδ2xU(x j , tk) + A(x j , tk)U(x j , tk)

+B(x j , tk)U(x j − 1, tk) = f(x j , tk) on ΩM,N , 0 ≤ j ≤ N , 0 ≤ k ≤ M (36)

U = u on Γ M,N .

Problem (36) can be rewritten as

L1
M,NU(x j , tk ) = D−

t U(x j , tk ) − Eδ2xU(x j , tk ) + A(x j , tk )U(x j , tk ) = g(x j , tk ) on Ω−M,N ,

(37)

where g(x j , tk) = f(x j , tk) − B(x j , tk)χ(x j − 1, tk)

L2
M,NU(x j , tk ) = D−

t U(x j , tk ) − Eδ2xU(x j , tk ) + A(x j , tk )U(x j , tk ) + B(x j , tk )U(x j − 1, tk )

= f(x j , tk ) on Ω+M,N (38)
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U = u on Γ M,N , D−
x U(x N

2
, tk) = D+

x U(x N
2
, tk),

where D−
t U(x j , tk) = U(x j ,tk )−U(x j ,tk−1)

tk−tk−1
, δ2xU(x j , tk) = D+

x U(x j ,tk )−D−
x U(x j ,tk )

x j+1−x j−1
2

,

D−
x U(x j , tk) = U(x j+1,tk )−U(x j ,tk )

x j+1−x j
and D+

x U(x j , tk) = U(x j ,tk )−U(x j−1,tk )
x j −x j−1

.

This is used to approximate the exact solution of (1) numerically. The results for the
discrete case are similar to those for the continuous case.

Lemma 7 Let Conditions (2) and (3) hold. Then, for any
mesh function

−→
Ψ (x j , tk), 0 ≤ j ≤ N , 0 ≤ k ≤ M, the inequalities−→

Ψ ≥ 0 on Γ M,N ,L1
M,N −→

Ψ (x j , tk) ≥ 0, on Ω−M,N , L2
M,N −→

Ψ (x j , tk) ≥ 0 on

Ω+M,N and D+
x
−→
Ψ (xN/2, tk) − D−

x
−→
Ψ (xN/2, tk) ≤ 0 imply that

−→
Ψ (x j , tk) ≥ 0 on

Ω
M,N

.

Proof The proof proceeds by applying similar reasoning to [7] Lemma 6.1.

The following discrete stability result is an immediate result of this.

Lemma 8 Let Conditions (2) and (3) hold. Then, for any mesh function
−→
Ψ

satisfying D+
x
−→
Ψ (xN/2, tk) = D−

x
−→
Ψ (xN/2, tk),

|Ψi (x j , tk)| ≤ max

{
||Ψi ||Γ M,N ,

1

α
||L1

M,N Ψi ||Ω−M,N ,
1

α
||L2

M,N Ψi ||Ω+M,N

}
,

for each i = 1, 2, . . . , n and 0 ≤ j ≤ N , 0 ≤ k ≤ M.

Proof Using similar arguments in [7] Lemma 6.2, one can easily obtain the result.

7 Error Estimate

The discrete solution U can be decomposed into V andW, which are defined as the
solutions of the following discrete problems, similar to the continuous case.

L1
M,NV(x j , tk) = g(x j , tk), (x j , tk) ∈ Ω−M,N , 0 ≤ j ≤ N

2
− 1, 0 ≤ k ≤ M

V(0, tk) = v(0, tk),V(xN/2−1, tk) = v(1−, tk),V(x j , 0) = φB(x j ), (39)

L2
M,NV(x j , tk) = f(x j , tk), (x j , tk) ∈ Ω+M,N ,

N

2
+ 1 ≤ j ≤ N , 0 ≤ k ≤ M

V(xN/2+1, tk) = v(1+, tk),V(2, tk) = v(2, tk),V(x j , 0) = φB(x j ) (40)

and
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L1
M,NW(x j , tk ) = 0, (x j , tk ) ∈ Ω−M,N ,W(0, tk ) = w(0, tk ), 0 ≤ j ≤ N

2 − 1, 0 ≤ k ≤ M
L2

M,NW(x j , tk ) = 0, (x j , tk ) ∈ Ω+M,N ,W(2, tk ) = w(2, tk ), N
2 + 1 ≤ j ≤ N , 0 ≤ k ≤ M

V(xN/2+1, tk ) + W(xN/2+1, tk ) = V(xN/2−1, tk ) + W(xN/2−1, tk ),

D−
x W(xN/2, tk ) + D−

x V(xN/2, tk ) = D+
x W(xN/2, tk ) + D+

x V(xN/2, tk ).

W(x j , 0) = 0

(41)

The error at each point (x j , tk) ∈ Ω
M,N

is denoted by e(x j , tk) = U(x j , tk) −
u(x j , tk).Then the local truncation errorLM,Ne(x j , tk), for j �= N/2, has the decom-
position

LM,Ne(x j , tk) = LM,N (V − v)(x j , tk) + LM,N (W − w)(x j , tk).

The error in the smooth and singular components is bounded in the following theorem
for cases (i), (ii), and (iii).

Lemma 9 Let v(x j , tk) denote the smooth component of the exact solution from (1)
and V(x j , tk) the smooth component of the solution from (36), then, for i = 1, 2 and
j �= N

2||(L1
M,N (V − v))i (x j , tk )|| ≤ C(M−1 + (N−1 ln N )2), 0 ≤ j ≤ N

2
− 1, 0 ≤ k ≤ M,

||(L2
M,N (V − v))i (x j , tk )|| ≤ C(M−1 + (N−1 ln N )2),

N

2
+ 1 ≤ j ≤ N , 0 ≤ k ≤ M.

Let w(x j , tk) denote the singular component of the exact solution from (1) and
W(x j , tk) the singular component of the solution from (36), then, for i = 1, 2 and
j �= N

2

||(L1
M,N (W − w))i (x j , tk )|| ≤ C(M−1 + (N−1 ln N )2), 0 ≤ j ≤ N

2
− 1, 0 ≤ k ≤ M,

||(L2
M,N (W − w))i (x j , tk )|| ≤ C(M−1 + (N−1 ln N )2),

N

2
+ 1 ≤ j ≤ N , 0 ≤ k ≤ M.

Proof For cases (i) and (iii), the needed bounds hold since the expressions for the
local truncation error in V and W, as well as estimates for the derivatives of the
smooth and singular components, are exactly in the form provided in [2].

The needed bounds for Case (ii) hold because the expressions for the local trun-
cation error in V and W, as well as estimates for the derivatives of the smooth and
singular components, are exactly in the form provided in [2].

At the point x j = xN/2,

(D+
x − D−

x )e(xN/2, tk) = (D+
x − D−

x )(U − u)(xN/2, tk), 0 ≤ k ≤ M.

Recall that (D+
x − D−

x )U(xN/2, tk) = 0.
Let h∗ = h−

N/2 = h+
N/2, where h−

N/2 = xN/2 − xN/2−1 and h+
N/2 = xN/2+1 − xN/2.

Then
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|(D+
x − D−

x )e(xN/2, tk)| = |(D+
x − D−

x )u(xN/2, tk)|
≤ |(D+

x − ∂

∂x
)u(xN/2, tk)| + |

(
D−

x − ∂

∂x

)
u(xN/2, tk)|

≤ 1

2
h+

N/2 max
η1∈(1,2)

|∂
2u

∂x2
(η1, tk)| + 1

2
h−

N/2 max
η2∈(0,1)

|∂
2u

∂x2
(η2, tk)|

≤ Ch∗ max
x∈(0,1)∪(1,2)

∣∣∣∣∣
∂2u

∂x2
(x, t)

∣∣∣∣∣ .

Therefore,

|(D+
x − D−

x )e(xN/2, tk)| ≤ C
h∗

ε
. (42)

Define, for i = 1, 2, . . . , n and for each tk , a set of discrete barrier functions on
Ω

M,N
by

ωi (x j , tk) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Π
j

q=1(1 + √
αhq/

√
2εi )

Π
N/2
q=1 (1 + √

αhq/
√
2εi )

, 0 ≤ j ≤ N/2

Π N−1
q= j (1 + √

αhq+1/
√
2εi )

Π N−1
q=N/2(1 + √

αhq+1/
√
2εi )

, N/2 ≤ j ≤ N .

(43)

Proceeding as in Lemma 7.1 of [7], we find that

(L1
M,N ω)i (x j , tk ) = D−

t ωi (x j , tk ) − εi δ2x ωi (x j , tk ) +
n∑

l=1

ail (x j , tk )ωl (x j , tk )

> −αωi (x j , tk ) +
i∑

l=1

ail (x j , tk )ωi (x j , tk ) +
n∑

l=i+1

ail (x j , tk ). (44)

And

(L2
M,N ω)i (x j , tk) = D−

t ωi (x j , tk) − εi δ2x ωi (x j , tk)

+
n∑

l=1

ail (x j , tk)ωl (x j , tk) + bi (x j , tk)ωi (x j − 1, tk)

≥ −αωi (x j , tk) +
i∑

l=1

ail (x j , tk)ωi (x j , tk) +
n∑

l=i+1

ail (x j , tk) + bi (x j , tk). (45)

The major theoretical result of this section is now stated and proven.

Theorem 1 Let u(x j , tk) denote the exact solution of (1) and U(x j , tk) the solution
of (36). Then, for 0 ≤ j ≤ N , 0 ≤ k ≤ M,

||U(x j , tk) − u(x j , tk)|| ≤ C(M−1 + N−1 ln N ). (46)
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Fig. 1 The figure displays
the numerical solution for
Problem (47), computed for
M = 16, N = 96 and
η = 2−7. The solution
components u1(x, t) and
u2(x, t) have boundary
layers at (0, t) and (2, t) and
interior layers at (1, t) and
the solution component
u3(x, t) does not have any
layers  0
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Proof Consider the mesh function
−→
Ψ given by

−→
Ψ (x j , tk) = C1(M−1 +

N−1 ln N ) + C2
h∗√
εi

ωi (x j , tk) ± ei (x j , tk), i = 1, 2, . . . , n, 0 ≤ j ≤ N , 0 ≤ k ≤
M, where C1 and C2 are constants. Then the result follows by using the mesh
function

−→
Ψ ± and similar arguments in Theorem 7.2 of [7].

8 Numerical Illustration

The ε-uniform convergence of the numerical method proposed in this section is
illustrated in the example below using a variant of the two Mesh algorithm found in
[1].

Example 1 : Consider the following problem for Case (i)

∂u
∂t

(x, t) − E
∂2u
∂x2

(x, t) + A(x, t)u(x, t) + B(x, t)u(x − 1, t) = f(x, t),

(x, t) ∈ (0, 2) × [0, T ], (47)

u(x, t) = (1, 1, 1)T , for (x, t) ∈ [−1, 0] × [0, T ], u(0, t)=(0.5, 0.7, 0.5)T ,

u(x, 0) = (1, 1, 1)T and u(2, t) = (0.5, 0.7, 0.5)T ,

where

E = diag(ε1, ε2, 1), A(x, t) =
⎛

⎝
5 −2 −1

−1 4 + t −1
−1 −1 4

⎞

⎠ , B(x, t) = diag(−1,−1,−1),

and f = (1, 1 + t, 0)T .

We first investigate the robustness of the temporal discretization. In results shown
in Table1 we have fixed the number of intervals in spacial (Shishkin) mesh to be N =
96, and present results for various M and ε. Note the fully first-order convergence as
predicted in Theorem 1. In Table2, we fix the number of time steps to be M = 16 and
allow N to vary. Now we observe almost first-order convergence, again consistent
with Theorem 1 (Fig. 1).



Numerical Method for a Boundary Value Problem … 67

Table 1 Values of DM,N , pM,N , p∗, C M,N
p∗ and C∗

p∗ for ε1 = η/128, ε2 = η/64, N =
96 and α = 0.9

η Number of mesh points M

32 64 128 256 512

2−7 6.26E-03 3.34E-03 1.68E-03 8.06E-04 3.69E-04

2−14 6.35E-03 3.43E-03 1.76E-03 8.76E-04 4.27E-04

2−21 6.35E-03 3.43E-03 1.77E-03 8.82E-04 4.33E-04

2−28 6.35E-03 3.43E-03 1.77E-03 8.83E-04 4.34E-04

2−35 6.35E-03 3.43E-03 1.77E-03 8.83E-04 4.34E-04

DM,N 6.35E-03 3.43E-03 1.77E-03 8.83E-04 4.34E-04

pM,N 0.887 0.959 1.00 1.03

C M,N
p∗ 0.299 0.299 0.285 0.263 0.239

t-order of convergence, p∗= 0.887

The error constant, C∗
p∗= 0.299

Where DM,N - the ε-uniform maximum point-wise errors, pM,N - the ε-uniform order of local

convergence, p∗ - the ε-uniform order of convergence, C M,N
p∗ = DM,N N p∗

1−2−p∗ and C∗
p∗ - error constant

Table 2 Values of DM,N , pM,N , p∗, C M,N
p∗ and C∗

p∗ for ε1 = η/128, ε2 = η/64, M =
16 and α = 0.9

η Number of mesh points N

96 192 384 768

2−7 9.19E-03 6.86E-03 4.29E-03 2.56E-03

2−14 9.38E-03 7.01E-03 4.39E-03 2.54E-03

2−21 9.39E-03 7.02E-03 4.39E-03 2.55E-03

2−28 9.39E-03 7.02E-03 4.39E-03 2.55E-03

2−35 9.39E-03 7.02E-03 4.39E-03 2.55E-03

DM,N 9.39E-03 7.02E-03 4.39E-03 2.56E-03

pM,N 0.420 0.675 0.779

C M,N
p∗ 0.253 0.253 0.212 0.166

x-order of convergence, p∗= 0.420

The error constant, C∗
p∗= 0.253

Example 2:
Consider the following problem for Case (ii)

∂u
∂t

(x, t) − E
∂2u
∂x2

(x, t) + A(x, t)u(x, t) + B(x, t)u(x − 1, t) = f(x, t),

(x, t) ∈ (0, 2) × [0, T ], (48)
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Table 3 Values of DM,N , pM,N , p∗, C M,N
p∗ and C∗

p∗ for ε1 = η/64, ε2 = η/32, ε3 = η/16, N =
96 and α = 0.9

η Number of mesh points M

32 64 128 256 512

2−3 5.02E-03 2.70E-03 1.41E-03 7.22E-04 3.64E-04

2−6 5.11E-03 2.68E-03 1.37E-03 6.92E-04 3.48E-04

2−9 5.08E-03 2.64E-03 1.35E-03 6.82E-04 3.43E-04

2−12 5.08E-03 2.64E-03 1.35E-03 6.82E-04 3.43E-04

2−15 5.08E-03 2.64E-03 1.35E-03 6.82E-04 3.43E-04

DM,N 5.11E-03 2.70E-03 1.41E-03 7.22E-04 3.64E-04

pM,N 0.919 0.937 0.969 0.986

C M,N
p∗ 0.263 0.263 0.259 0.251 0.239

t-order of convergence, p∗= 0.919

The error constant, C∗
p∗= 0.263

Fig. 2 The figure displays
the numerical solution for
Problem (48), computed for
M = 32, N = 96 and
η = 2−6. The solution
components u1(x, t) and
u2(x, t) have boundary
layers at (0, t) and (2, t) and
interior layers at (1, t) and
the solution component
u3(x, t) has boundary layers
at (0, t) and (2, t)
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u(x, t) = (1, 1)T , for (x, t) ∈ [−1, 0] × [0, T ], u(0, t) = (1, 1, 1)T ,u(x, 0) =
(1, 1, 1)T and u(2, t) = (1, 1, 1)T ,

where

E = diag(ε1, ε2, ε3), A(x, t) =
⎛

⎝
5 −2 −1

−1 4 + t −1
−1 −1 4

⎞

⎠ , B(x, t) = diag(−1,−1, 0),

and f = (1, 1 + t, 0)T .

We first investigate the robustness of the temporal discretization. In results shown
in Table3 we have fixed the number of intervals in spacial (Shishkin) mesh to be N =
96, and present results for various M and ε. Note the fully first-order convergence as
predicted in Theorem 1. In Table4, we fix the number of time steps to be M = 16 and
allow N to vary. Now we observe almost first-order convergence, again consistent
with Theorem 1 (Fig. 2).



Numerical Method for a Boundary Value Problem … 69

Table 4 Values of DM,N , pM,N , p∗, C M,N
p∗ and C∗

p∗ for ε1 = η/64, ε2 = η/32, ε3 = η/16, M =
16 and α = 0.9

η Number of mesh points N

96 192 384 768

2−3 1.76E-02 6.74E-03 3.37E-03 1.68E-03

2−6 1.62E-02 1.10E-02 6.58E-03 3.74E-03

2−9 1.62E-02 1.10E-02 6.58E-03 3.74E-03

2−12 1.62E-02 1.10E-02 6.58E-03 3.74E-03

2−15 1.62E-02 1.10E-02 6.58E-03 3.74E-03

DM,N 1.76E-02 1.10E-02 6.58E-03 3.74E-03

pM,N 0.678 0.740 0.814

C M,N
p∗ 1.04 1.04 0.992 0.902

x-order of convergence, p∗= 0.678

The error constant, C∗
p∗= 1.04

Example 3:
Consider the following problem for Case (iii)

∂u
∂t

(x, t) − E
∂2u
∂x2

(x, t) + A(x, t)u(x, t) + B(x, t)u(x − 1, t) = f(x, t),

(x, t) ∈ (0, 2) × [0, T ], (49)

u(x, t) = (1, 1)T , for (x, t) ∈ [−1, 0] × [0, T ], u(0, t) =
(0.5, 0.7, 0.5)T ,u(x, 0) = (1, 1, 1)T and u(2, t) = (0.5, 0.7, 0.5)T ,

where

E = diag(ε1, ε2, 1), A(x, t) =
⎛

⎝
5 −2 −1

−1 4 + t −1
−1 −1 4

⎞

⎠ , B(x, t) = diag(−1,−1, 0),

and f = (1, 1 + t, 0)T .

We first investigate the robustness of the temporal discretization. In results shown
in Table5 we have fixed the number of intervals in spacial (Shishkin) mesh to be N =
96, and present results for various M and ε. Note the fully first-order convergence as
predicted in Theorem 1. In Table6, we fix the number of time steps to be M = 16 and
allow N to vary. Now we observe almost first-order convergence, again consistent
with Theorem 1 (Fig. 3).
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Table 5 Values of DM,N , pM,N , p∗, C M,N
p∗ andC∗

p∗ for ε1 = η/64, ε2 = η/32, N = 96 and α =
0.9

η Number of mesh points M

32 64 128 256 512

2−3 4.59E-03 2.39E-03 1.18E-03 5.60E-04 2.79E-04

2−6 4.46E-03 2.36E-03 1.18E-03 5.59E-04 2.79E-04

2−9 4.53E-03 2.43E-03 1.23E-03 6.02E-04 2.84E-04

2−12 4.53E-03 2.44E-03 1.25E-03 6.17E-04 2.98E-04

2−15 4.52E-03 2.44E-03 1.25E-03 6.21E-04 3.03E-04

DM,N 4.59E-03 2.44E-03 1.25E-03 6.21E-04 3.03E-04

pM,N 0.910 0.966 1.01 1.04

C M,N
p∗ 0.229 0.229 0.221 0.206 0.189

t-order of convergence, p∗= 0.910

The error constant, C∗
p∗= 0.229

Table 6 Values of DM,N , pM,N , p∗, C M,N
p∗ and C∗

p∗ for ε1 = η/64, ε2 = η/32, M =
16 and α = 0.9

η Number of mesh points N

96 192 384 768

2−3 2.75E-03 1.47E-03 7.46E-04 3.74E-04

2−6 2.67E-03 1.72E-03 1.02E-03 5.85E-04

2−9 2.67E-03 1.72E-03 1.02E-03 5.85E-04

2−12 2.67E-03 1.72E-03 1.02E-03 5.85E-04

2−15 2.67E-03 1.72E-03 1.02E-03 5.85E-04

DM,N 2.75E-03 1.72E-03 1.02E-03 5.85E-04

pM,N 0.674 0.751 0.807

C M,N
p∗ 0.160 0.160 0.152 0.138

x-order of convergence, p∗= 0.674

The error constant, C∗
p∗= 0.160

Fig. 3 The figure displays
the numerical solution for
Problem (49), computed for
M = 32, N = 96 and
η = 2−9. The solution
components u1(x, t) and
u2(x, t) have boundary
layers at (0, t) and (2, t) and
interior layers at (1, t) and
the solution component
u3(x, t) does not have any
layers  0
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9 Conclusion

In this study, a first-order convergent numerical technique for a parabolic system of
partially singularly perturbed reaction-diffusion delay differential equations is pro-
posed. The system is only partially complete in terms of delay and/or perturbation
parameter. The effect of both the delay and the perturbation parameter on the solu-
tion profile has been investigated, and it has been determined that the perturbation
parameter has a greater impact than the delay term. The parameter convergence of
the proposed method is supported by numerical illustrations.
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A First-Order Convergent
Parameter-Uniform Numerical Method
for a Singularly Perturbed Second-Order
Delay-Differential Equation of
Reaction–Diffusion Type with a
Discontinuous Source Term

Manikandan Mariappan, John J. H. Miller, and Valarmathi Sigamani

Abstract In this paper, a boundary value problem for a second-order singularly
perturbed delay differential equation of reaction–diffusion type with a discontinuous
source term is considered on the interval [0, 2]. A single discontinuity in the source
term is assumed to occur at a point d ∈ (0, 2). The leading term of the equation
is multiplied by a small positive parameter. The solution of this problem exhibits
boundary layers at x = 0 and x = 2 and interior layers at x = 1 and/or at x = d and
x = 1 + d with respect to the position of d in (0, 2). A numerical method composed
of a classical finite difference scheme applied on a piecewise uniform Shishkin mesh
is suggested to solve the problem. The method is proved to be first-order convergent
uniformly in the perturbation parameter. Numerical illustrations provided support
the theory.

Keywords Singular perturbation problems · Discontinuous source term ·
Boundary and interior layers · Shishkin meshes · Classical finite difference
schemes

1 Introduction

Differential equations with a delay are common in the mathematical modelling of
various physical, biological phenomena and control theory. Singularly perturbed
differential equations with a delay forms a subclass of differential equations. Inves-
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tigation of boundary value problems for singularly perturbed linear second-order
differential–difference equations was initiated by Lange and Miura [1]. Our interest
lies in examining singularly perturbed delay differential equations with discontin-
uous source terms. This paper focus on the construction of a parameter-uniform
finite difference method on a piecewise-uniform Shishkin mesh for a second-order
singularly perturbed delay differential equation of reaction–diffusion type with a dis-
continuous source term. Some works on singularly perturbed differential equations
with a discontinuous source term are reported in [2, 3].

The following two-point boundary value problem is considered for the singularly
perturbed linear second-order delay differential equationwith a discontinuous source
term:

Lu(x) = −ε u′′(x) + a(x)u(x) + b(x)u(x − 1) = f (x) on (0, d) ∪ (d, 2), (1)

with

u = φ on [−1, 0], u(2) = l and f (d−) �= f (d+) for some d ∈ (0, 2), (2)

where the function φ is sufficiently smooth on [−1, 0]. For all x ∈ [0, 2], the func-
tions a(x) and b(x) satisfy

a(x) + b(x) > 2α (3)

and
b(x) < 0 (4)

for some real number α > 0. Furthermore, the functions a(x) and b(x) are assumed
to be in C2([0, 2]).

Because f is discontinuous at d, the solution u(x) does not necessarily have
a continuous second-order derivative at the point d. Thus, u(x) /∈ C2((0, 2)), but
the first derivative of the solution exists and is continuous on (0, 2), as is shown in
Theorem 1.

The cases (i) d ∈ (0, 1), (i i) d ∈ (1, 2) and (i i i) d = 1 are considered separately.
When d = 1, the problem (1)–(2) is same as in [4] and hence can be solved by
using the same numerical method constructed in [4]. The cases (i) d ∈ (0, 1) and
(i i) d ∈ (1, 2) are discussed elaborately in this paper.

The problem (1)–(2) can be rewritten as follows for Case (i) :
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on (0, d) ∪ (d, 1),

L1u(x) = −ε u′′(x) + a(x)u(x) = f (x) − b(x)φ(x − 1) = g(x) (5)

L2u(x) = −ε u′′(x) + a(x)u(x) + b(x)u(x − 1) = f (x) on (1, 2) (6)

u = φ on [−1, 0], u(2) = l, f (d−) �= f (d+), (7)

u(d−) = u(d+), u′(d−) = u′(d+), (8)

u(1−) = u(1+) and u′(1−) = u′(1+) (9)

and as follows for the Case (i i):

L1u(x) = −ε u′′(x) + a(x)u(x) = f (x) − b(x)φ(x − 1) = g(x) on (0, 1) (10)
L2u(x) = −ε u′′(x) + a(x)u(x) + b(x)u(x − 1) = f (x) on (1, d) ∪ (d, 2) (11)
u = φ on [−1, 0], u(2) = l, f (d−) �= f (d+), (12)
u(1−) = u(1+), u′(1−) = u′(1+), u(d−) = u(d+)& u′(d−) = u′(d+) (13)

The reduced problem corresponding to (5)–(9) is defined by

a(x)u0(x) = g(x) on (0, d) ∪ (d, 1) (14)

a(x)u0(x) + b(x)u0(x − 1) = f (x) on (1, 1 + d) ∪ (1 + d, 2) (15)

and the reduced problem corresponding to (10)–(13) is defined by

a(x)u0(x) = g(x) on (0, 1) (16)

a(x)u0(x) + b(x)u0(x − 1) = f (x) on (1, d) ∪ (d, 2). (17)

In general, as u0(x) need not satisfy u0(0) = u(0) and u0(2) = u(2), the solu-
tion u(x) exhibits boundary layers of width O(

√
ε ) at x = 0 and x = 2. In addi-

tion to that, at x = 1, u0(1−) = [ f (1−) − b(1)φ(0−)]/a(1), u0(1+) = [ f (1+) −
b(1)u0(0+)]/a(1) and as u0(1−) need not be equal to u0(1+), the solution u(x)

exhibits interior layers of width O(
√

ε ) at x = 1. Moreover, f (d−) �= f (d+) so
that u0(d−) need not be equal to u0(d+), the solution u(x) exhibits additional inte-
rior layers of width O(

√
ε ) at x = d and x = 1 + d in Case (i) and at x = d in Case

(i i).
For any function y on a domain D, the following norm is introduced: ‖ y ‖D=

supx∈D |y(x)|. For any mesh function V , the following discrete maximum norm is
introduced: ‖ V ‖= max j |V (x j )|. Throughout the paper, C denotes a generic posi-
tive constant, which is independent of x and singular perturbation and discretization
parameters.

The plan of the paper is as follows. In Sect. 2, the analytical results of the solution
are presented. Improved estimates are presented in Sect. 3. In Sect. 4, piecewise-
uniform Shishkin meshes are introduced and, in Sect. 5, the discrete problem is
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defined and the discrete maximum principle and the discrete stability properties are
established. In Sect. 6, the error bounds are established and, in Sect. 7, numerical
illustrations are presented.

2 Analytical Results

Theorem 1 The given problem (1)–(2) has a solution u ∈ C = C0([0, 2]) ∩ C1

((0, 2)) ∩ C2((0, 1) ∪ (1, 2)\{d}).
Proof The proof is by construction.
Case (i) : Let y1, z1, y2 and z2 be the particular solutions of

−ε y ′′
1 (x) + a(x)y1(x) = g(x), x ∈ (0, d)

−ε z ′′
1 (x) + a(x)z1(x) = g(x), x ∈ (d, 1)

−ε y ′′
2 (x) + a(x)y2(x) = f (x) − b(x)y1(x − 1), x ∈ (1, 1 + d)

−ε z ′′
2 (x) + a(x)z2(x) = f (x) − b(x)z1(x − 1), x ∈ (1 + d, 2).

Consider the function

u(x) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

y1(x) + (u(0) − y1(0))ψ1(x) + A ψ2(x), x ∈ (0, d)

z1(x) + B ψ3(x) + C ψ4(x), x ∈ (d, 1)

y2(x) + D ψ5(x) + E ψ6(x), x ∈ (1, 1 + d)

z2(x) + (u(2) − z2(2))ψ8(x) + F ψ7(x), x ∈ (1 + d, 2)

where ψ ′
i s, i = 1, . . . , 8 are the solutions of

−ε ψ ′′
1 (x) + a(x)ψ1(x) = 0, x ∈ (0, d), ψ1(0) = 1, ψ1(d) = 0,

−ε ψ ′′
2 (x) + a(x)ψ2(x) = 0, x ∈ (0, d), ψ2(0) = 0, ψ2(d) = 1,

−ε ψ ′′
3 (x) + a(x)ψ3(x) = 0, x ∈ (d, 1), ψ3(d) = 1, ψ3(1) = 0,

−ε ψ ′′
4 (x) + a(x)ψ4(x) = 0, x ∈ (d, 1), ψ4(d) = 0, ψ4(1) = 1,

−ε ψ ′′
5 (x) + a(x)ψ5(x) = 0, x ∈ (1, 1 + d), ψ5(1) = 1, ψ5(1 + d) = 0,

−ε ψ ′′
6 (x) + a(x)ψ6(x) = 0, x ∈ (1, 1 + d), ψ6(1) = 0, ψ6(1 + d) = 1,

−ε ψ ′′
7 (x) + a(x)ψ7(x) = 0, x ∈ (1 + d, 2), ψ7(1 + d) = 1, ψ7(2) = 0,

−ε ψ ′′
8 (x) + a(x)ψ8(x) = 0, x ∈ (1 + d, 2), ψ8(1 + d) = 0, ψ8(2) = 1.
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Here, A, B, C, D, E and F are the constants determined from the conditions that u
and u′ are continuous at x = d, x = 1 and x = 1 + d.

Case (i i) : Let y, z1 and z2 be the particular solutions of

−ε y ′′(x) + a(x)y(x) = g(x), x ∈ (0, 1)

−ε z ′′
1 (x) + a(x)z1(x) = f (x) − b(x)y(x − 1), x ∈ (1, d)

−ε z ′′
2 (x) + a(x)z2(x) = f (x) − b(x)y(x − 1), x ∈ (d, 2).

Consider the function

u(x) =

⎧
⎪⎨

⎪⎩

y(x) + (u(0) − y(0))ψ1(x) + A ψ2(x), x ∈ (0, 1)

z1(x) + B ψ3(x) + C ψ4(x), x ∈ (1, d)

z2(x) + (u(2) − z2(2))ψ6(x) + D ψ5(x), x ∈ (d, 2)

where ψ ′
i s, i = 1, . . . , 6, are the solutions of

−ε ψ ′′
1 (x) + a(x)ψ1(x) = 0, x ∈ (0, 1), ψ1(0) = 1, ψ1(1) = 0,

−ε ψ ′′
2 (x) + a(x)ψ2(x) = 0, x ∈ (0, 1), ψ2(0) = 0, ψ2(1) = 1,

−ε ψ ′′
3 (x) + a(x)ψ3(x) = 0, x ∈ (1, d), ψ3(1) = 1, ψ3(d) = 0,

−ε ψ ′′
4 (x) + a(x)ψ4(x) = 0, x ∈ (1, d), ψ4(1) = 0, ψ4(d) = 1,

−ε ψ ′′
5 (x) + a(x)ψ5(x) = 0, x ∈ (d, 2), ψ5(d) = 1, ψ5(2) = 0,

−ε ψ ′′
6 (x) + a(x)ψ6(x) = 0, x ∈ (d, 2), ψ6(d) = 0, ψ6(2) = 1.

Here, A, B, C and D are constants determined from the conditions that u and u′ are
continuous at x = 1 and x = d.

Case (i i i) : Let y and z be the particular solutions of

−ε y ′′(x) + a(x)y(x) = g(x), x ∈ (0, 1)

−ε z ′′(x) + a(x)z(x) = f (x) − b(x)y(x − 1), x ∈ (1, 2).

Consider the function

u(x) =
{

y(x) + (u(0) − y(0))ψ1(x) + A ψ2(x), x ∈ (0, 1)

z(x) + (u(2) − z(2))ψ4(x) + B ψ4(x), x ∈ (1, 2)

where ψ ′
i s, i = 1, . . . , 4, are the solutions of
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−ε ψ ′′
1 (x) + a(x)ψ1(x) = 0, x ∈ (0, 1), ψ1(0) = 1, ψ1(1) = 0,

−ε ψ ′′
2 (x) + a(x)ψ2(x) = 0, x ∈ (0, 1), ψ2(0) = 0, ψ2(1) = 1,

−ε ψ ′′
3 (x) + a(x)ψ3(x) = 0, x ∈ (1, 2), ψ3(1) = 1, ψ3(2) = 0,

−ε ψ ′′
4 (x) + a(x)ψ4(x) = 0, x ∈ (1, 2), ψ4(1) = 0, ψ4(2) = 1.

Here, A and B are constants determined from the conditions that u and u′ are con-
tinuous at x = 1.

Let Ω = (0, 2), Ω1=[0, d) ∪ (d, 1) ∪ (1, 1 + d) ∪ (1 + d, 2] and Ω2=[0, 1) ∪
(1, d) ∪ (d, 2].

The operator L satisfies the following maximum principle.

Lemma 1 Let conditions (3) and (4) hold. Let ψ be any function in the domain of
L such that ψ(0) ≥ 0, ψ(2) ≥ 0, L1ψ ≥ 0 on (0, d) ∪ (d, 1), L2ψ ≥ 0 on (1, 2)
in Case (i) and L1ψ ≥ 0 on (0, 1), L2ψ ≥ 0 on (1, d) ∪ (d, 2) in Case (i i) and
[ψ](d) = 0, [ψ](1) = 0, [ψ ′](d) ≤ 0 and [ψ ′](1) ≤ 0 then ψ ≥ 0 on [0, 2].
Proof The result follows by using similar arguments as in Lemma 1 of [4].

As a consequence of the maximum principle, there is established the stability
result for the problem (1)–(2) in the following.

Lemma 2 Let conditions (3) and (4) hold. Let ψ be any function in the domain of L
such that [ψ](1) = 0, [ψ](d) = 0, [ψ ′](1) = 0 and [ψ ′](d) = 0 in Cases (i) and
(i i), then for x ∈ [0, 2],

|ψ(x)| ≤ max
{|ψ(0)|, |ψ(2)|, 1

α
‖ f ‖Ω\{d}

} + |[ f ](d)|.

Proof By using similar arguments as in Lemma 2 of [4], it is not hard to prove the
result.

Standard estimates of the solution of (1)–(2) and its derivatives are contained in
the following.

Lemma 3 Let conditions (3) and (4) hold and let u be the solution of (1)–(2). Then,
in Case (i), for all x ∈ [0, 2]\{d, 1 + d},

|u(k)(x)| ≤ C ε− k
2
(||u|| + || f ||Ω1

)
, for k = 0, 1

and

|u(k)(x)| ≤ C ε− k
2

(
||u|| + || f ||Ω1 + ε

(k−2)
2 || f (k−2)||Ω1

)
, for k = 2, 3, 4

and in Case (i i), for all x ∈ [0, 2]\{d},

|u(k)(x)| ≤ C ε− k
2
(||u|| + || f ||Ω2

)
, for k = 0, 1
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and

|u(k)(x)| ≤ C ε− k
2

(
||u|| + || f ||Ω2 + ε

(k−2)
2 || f (k−2)||Ω2

)
, for k = 2, 3, 4.

Proof It is not hard to derive the bounds by using similar arguments as in Lemma 3
of [4].

The Shishkin decomposition of the solution u of (1)–(2) is

u = v + w

where the smooth component v is the solution of

L1v = g on (0, d−),

v(0) = u0(0), v(d−) = (a(d))−1( f (d−) − b(1)φ(d − 1))
(18)

L1v = g on (d+, 1−),

v(d+) = (a(d))−1( f (d+) − b(d)φ(d − 1)), v(1−) = (a(1))−1( f (1) − b(1)φ(0)),
(19)

L2v = f on (1+, 2),

v(1+) = (a(1))−1( f (1) − b(1)u01(0)), v(2) = u0(2)
(20)

and the singular component w is the solution of

L1w = 0 on (0, d) ∪ (d, 1), L2w = 0 on (1, 2)

with w(0) = u(0) − v(0), [w](d) = −[v](d), [w](1) = −[v](1),
[w ′](d) = −[v ′](d), [w ′](1) = −[v ′](1), w(2) = u(2) − v(2),

(21)

for Case (i) and the smooth component v is the solution of

L1v = g on (0, 1−), v(0) = u0(0), v(1−) = (a(1))−1( f (1) − b(1)φ(0)) (22)

L1v = f on (1+, d−),

v(1+) = (a(1))−1( f (1) − b(1)u0(0)), v(d−) = (a(d))−1( f (d−) − b(d)u0(d − 1)),
(23)

L2v = f on (d+, 2), v(d+) = (a(d))−1( f (d+) − b(d)u0(d − 1)), v(2) = u0(2) (24)

and the singular component w is the solution of

L1w = 0 on (0, 1), L2w = 0 on (1, d) ∪ (d, 2)

with w(0) = u(0) − v(0), [w](1) = −[v](1), [w](d) = −[v](d),

[w ′](1) = −[v ′](1), [w ′](d) = −[v ′](d), w(2) = u(2) − v(2),

(25)



80 M. Mariappan et al.

for Case (i i).

The singular component is given a further decomposition, for case(i),

w(x) = w̃1(x) + w̃2(x) + ŵ(x), (26)

where w̃1 is the solution of

−ε w̃ ′′
1 (x) + a(x)w̃1(x) = 0 on (0, d), w̃1(0) = w(0), w̃1(d) = K1, w̃1 = 0 on (d, 2],

w̃2 is the solution of

−ε w̃ ′′
2 (x) + a(x)w̃2(x) = 0 on (d, 1), w̃2(d) = K2, w̃2(1) = K3, w̃2 = 0 on [0, d) ∪ (1, 2]

and on [0, 1), ŵ is the solution of

−ε ŵ ′′(x) + a(x)ŵ(x) + b(x)ŵ(x − 1) = 0 on (1, 2), ŵ(1) = K4, ŵ(2) = w(2), ŵ = 0.

Here, K1, K2, K3 and K4 are constants to be chosen in such a way that the jump
conditions at x = d and x = 1 are satisfied.

For case (i i),
w(x) = w̃(x) + ŵ1(x) + ŵ2(x), (27)

where w̃ is the solution of

−ε w̃ ′′(x) + a(x)w̃(x) = 0 on (0, 1), w̃(0) = w(0), w̃(1) = K5, w̃ = 0 on (1, 2],

ŵ1 is the solution of

−ε ŵ ′′
1 (x) + a(x)ŵ1(x) + b(x)ŵ1(x − 1) = 0 on (1, d),

ŵ1(1) = K6, ŵ1(d) = K7, ŵ1 = 0 on [0, 1) ∪ (d, 2]

and ŵ2 is the solution of

−ε ŵ ′′
2 (x) + a(x)ŵ2(x) + b(x)ŵ2(x − 1) = 0 on (d, 2),

ŵ2(d) = K8, ŵ2(2) = w(2), ŵ2 = 0 on [0, d).

Here, K5, K6, K7 and K8 are constants to be chosen in such a way that the jump
conditions at x = 1 and x = d are satisfied.

In Cases (i) and (i i), the bounds on the smooth component v of u and its deriva-
tives are contained in the following:

Lemma 4 Let conditions (3) and (4) hold. Then the smooth component v and its
derivatives satisfy, for all x ∈ [0, 2]\{d, 1 + d} for Case (i) and x ∈ [0, 2]\{d} for
Case (i i),
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|v(k)(x)| ≤ C (1 + ε1−
k
2 ), for k = 0, 1, 2, 3.

Proof The result follows by using similar arguments as in Lemma 4 of [4].

The layer functions Bl
1, Br

1, Bl
2, Br

2, Bl
3, Br

3, Bl
4, Br

4, B1, B2, B3, B4, associated
with the solution u of Case (i), are defined by

Bl
1(x) = e−x

√
α/

√
ε, Br

1(x) = e−(d−x)
√

α/
√

ε, B1(x) = Bl
1(x) + Br

1(x), on [0, d],

Bl
2(x) = e−(x−d)

√
α/

√
ε, Br

2(x) = e−(1−x)
√

α/
√

ε, B2(x) = Bl
2(x) + Br

2(x), on [d, 1],

Bl
3(x) = e−(x−1)

√
α/

√
ε, Br

3(x) = e−(1+d−x)
√

α/
√

ε,

B3(x) = Bl
3(x) + Br

3(x), on [1, 1 + d],

Bl
4(x) = e−(x−(1+d))

√
α/

√
ε, Br

4(x) = e−(2−x)
√

α/
√

ε, B4(x) = Bl
4(x) + Br

4(x), on [1, 2].

The layer functions Bl
1, Br

1, Bl
2, Br

2, Bl
3, Br

3, B1, B2, B3, associated with the solu-
tion u of Case (i i), are defined by

Bl
1(x) = e−x

√
α/

√
ε, Br

1(x) = e−(1−x)
√

α/
√

ε, B1(x) = Bl
1(x) + Br

1(x), on [0, 1],

Bl
2(x) = e−(x−1)

√
α/

√
ε, Br

2(x) = e−(d−x)
√

α/
√

ε, B2(x) = Bl
2(x) + Br

2(x), on [1, d],

Bl
3(x) = e−(x−d)

√
α/

√
ε, Br

3(x) = e−(2−x)
√

α/
√

ε, B3(x) = Bl
3(x) + Br

3(x), on [d, 2].

In Cases (i) and (i i), the bounds on the singular componentw of u and its derivatives
are contained in the following:

Lemma 5 Let conditions (3) and (4) hold. Then there exists a constant C, such
that, for k = 0, 1, 2, 3,

∣
∣
∣w(k)(x)

∣
∣
∣ ≤ C

B1(x)

εk/2
, for x ∈ [0, d),

∣
∣
∣w(k)(x)

∣
∣
∣ ≤ C

B2(x)

εk/2
, for x ∈ (d, 1],

∣
∣
∣w(k)(x)

∣
∣
∣ ≤ C

B3(x)

εk/2
, for x ∈ [1, 1 + d),

∣
∣
∣w(k)(x)

∣
∣
∣ ≤ C

B4(x)

εk/2
, for x ∈ (1 + d, 2]

in Case (i) and

∣
∣w(k)(x)

∣
∣ ≤ C

B1(x)

εk/2
, for x ∈ [0, 1], ∣

∣w(k)(x)
∣
∣ ≤ C

B2(x)

εk/2
, for x ∈ [1, d),

∣
∣w(k)(x)

∣
∣ ≤ C

B3(x)

εk/2
, for x ∈ (d, 2],

in Case (i i).

Proof By using similar arguments as in Lemma 5 of [4], it is not hard to prove the
results.
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3 Improved Estimates

In the following lemma, sharper estimates of the smooth component are presented.

Lemma 6 Let conditions (3) and (4) hold. Then the smooth component v of the
solution u of (1)–(2) satisfies,

|v(k)(x)| ≤ C (1 + B1(x)), for k = 0, 1, 2 and |v′′′(x)| ≤ C

(

1 + B1(x)√
ε

)

, on (0, d),

|v(k)(x)| ≤ C (1 + B2(x)), for k = 0, 1, 2 and |v′′′(x)| ≤ C

(

1 + B2(x)√
ε

)

, on (d, 1),

|v(k)(x)| ≤ C (1 + B3(x)), for k = 0, 1, 2 and |v′′′(x)| ≤ C

(

1 + B3(x)√
ε

)

, on (1, 1 + d),

|v(k)(x)| ≤ C (1 + B4(x)), for k = 0, 1, 2 and |v′′′(x)| ≤ C

(

1 + B4(x)√
ε

)

, on (1 + d, 2),

in Case (i) and

|v(k)(x)| ≤ C (1 + B1(x)), for k = 0, 1, 2 and |v′′′(x)| ≤ C

(

1 + B1(x)√
ε

)

, on (0, 1),

|v(k)(x)| ≤ C (1 + B2(x)), for k = 0, 1, 2 and |v′′′(x)| ≤ C

(

1 + B2(x)√
ε

)

, on (1, d),

|v(k)(x)| ≤ C (1 + B3(x)), for k = 0, 1, 2 and |v′′′(x)| ≤ C

(

1 + B3(x)√
ε

)

, on (d, 2),

in Case (i i).

Proof The results follow by using similar arguments as in Lemma 6 of [4].

4 The Shishkin Mesh

4.1 The Shishkin Mesh for Case (i)

A piecewise uniform Shishkin mesh with N mesh intervals is now constructed on

[0, 2] as follows. Let Ω N = Ω1
N ∪ Ω2

N ∪ Ω3
N , where Ω1

N = {x j }
N
4 −1
j=1 , Ω2

N =
{x j }

N
2 −1

j= N
4 +1

, Ω3
N = {x j }N−1

j= N
2 +1

, x N
4

= d and x N
2

= 1. Then Ω1
N = {x j }

N
4
j=0, Ω2

N =
{x j }

N
2

j= N
4
, Ω3

N = {x j }N
j= N

2
, Ω1

N ∪ Ω2
N ∪ Ω3

N = Ω
N = {x j }N

j=0 andΓ N = {0, 2}.

The interval [0, d] is divided into 3 sub-intervals [0, τ ], (τ, d − τ ] and (d − τ, d].



A First-Order Convergent Parameter-Uniform Numerical Method … 83

The parameter τ , which determines the points separating the uniform meshes, is
defined by

τ = min

{
d

4
,

√
ε√
α
ln N

}

. (28)

Then, on the sub-interval (τ, d − τ ] a uniform mesh with N
8 mesh points is placed

and on each of the sub-intervals [0, τ ] and (d − τ, d], a uniform mesh of N
16 mesh

points is placed.
Similarly, the interval (d, 1] is divided into three sub-intervals (d, d + η], (d +

η, 1 − η] and (1 − η, 1], where

η = min

{
1 − d

4
,

√
ε√
α
ln N

}

, (29)

the interval (1, 1 + d] is divided into three sub-intervals (1, 1 + τ ], (1 + τ, 1 +
d − τ ] and (1 + d − τ, 1 + d] and the interval (1 + d, 2] is divided into three sub-
intervals (1 + d, 1 + d + η], (1 + d + η, 2 − η] and (2 − η, 2] having the same
mesh pattern as in [0, 1].

In practice, it is convenient to take N = 16k, k ≥ 2.

From the above construction ofΩ
N
, it is clear that the transition points {τ, d − τ,

d + η, 1 − η, 1 + τ, 1 + d − τ, 1 + d + η, 2 − η} are the only points at which the
mesh-size can change and that it does not necessarily change at each of these points.

4.2 The Shishkin Mesh for Case (i i)

In this case, a piecewise uniform Shishkin mesh with N mesh intervals is now con-

structed on [0, 2] as follows. LetΩ N = Ω1
N ∪ Ω2

N ∪ Ω3
N , whereΩ1

N = {x j }
N
3 −1
j=1 ,

Ω2
N = {x j }

2N
3 −1

j= N
3 +1

,Ω3
N = {x j }N−1

j= 2N
3 +1

, x N
3

= 1and x 2N
3

= d.ThenΩ1
N = {x j }

N
3
j=0,

Ω2
N = {x j }

2N
3

j= N
3
, Ω3

N = {x j }N
j= 2N

3
, Ω1

N ∪ Ω2
N ∪ Ω3

N = Ω
N = {x j }N

j=0 and Γ N

= {0, 2}.
The interval [0, 1] is divided into three sub-intervals [0, τ ], (τ, 1 − τ ] and (1 −

τ, 1]. The parameter τ , which determine the points separating the uniform meshes,
is defined by

τ = min

{
1

4
,

√
ε√
α
ln N

}

. (30)

Then, on the sub-interval (τ, 1 − τ ], a uniform mesh with N
6 mesh points is placed

and on each of the sub-intervals [0, τ ] and (1 − τ, 1], a uniform mesh of N
12 mesh

points is placed
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Similarly, the interval (1, d] is divided into three sub-intervals (1, 1 + η], (1 +
η, d − η] and (d − η, d], where

η = min

{
d − 1

4
,

√
ε√
α
ln N

}

, (31)

and the interval (d, 2] is divided into three sub-intervals (d, d + γ ], (d + γ, 2 −
γ ] and (2 − γ, 2], where

γ = min

{
2 − d

4
,

√
ε√
α
ln N

}

. (32)

In practice, it is convenient to take N = 12k, k ≥ 2.

From the above construction ofΩ
N
, it is clear that the transition points {τ, d − τ,

1 + η, d − η, d + γ, 2 − γ } are the only points at which the mesh-size can change
and that it does not necessarily change at each of these points.

5 The Discrete Problem

In this section, a classical finite difference operator with an appropriate Shishkin
mesh is used to construct a numerical method for (1)–(2) which is shown later to be
essentially first-order parameter-uniform convergent.

The discrete two-point boundary value problem is now defined to be

L N U (x j ) = −εδ2U (x j ) + a(x j )U (x j ) + b(x j )U (x j − 1) = f (x j ) on Ω N ,

U = u on Γ N and U (x j − 1) = φ(x j − 1) for x j ∈ Ω1
N ∪ Ω2

N in Case (i)
and for x j ∈ Ω1

N in Case (i i)
(33)

Here, δ2V (x j ) = (D+ − D−)V (x j )

h j
, D+V (x j ) = V (x j+1) − V (x j )

h j+1
,

D−V (x j ) = V (x j ) − V (x j−1)

h j
, h j = x j − x j−1, h j = h j+1 + h j

2
, h0 = h1

2
, hN =

hN

2
.

The problem (33) can be rewritten as
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L N
1 U (x j ) = −εδ2U (x j ) + a(x j )U (x j ) = g(x j ) on Ω1

N ∪ Ω2
N

L N
2 U (x j ) = −εδ2U (x j ) + a(x j )U (x j ) + b(x j )U (x j − 1) = f (x j ) on Ω3

N

U = u on Γ N , D−U (xN/4) = D+U (xN/4), D−U (xN/2) = D+U (xN/2),

(34)
in Case (i) and

L N
1 U (x j ) = −εδ2U (x j ) + a(x j )U (x j ) = g(x j ) on Ω1

N

L N
2 U (x j ) = −εδ2U (x j ) + a(x j )U (x j ) + b(x j )U (x j − 1) = f (x j ) on Ω2

N ∪ Ω3
N

U = u on Γ N , D−U (xN/3) = D+U (xN/3), D−U (x2N/3) = D+U (x2N/3)

(35)

in Case (i i).

The following discrete results are analogous to those for the continuous case.

Lemma 7 Let conditions (3) and (4) hold. Then, for any mesh function Ψ , the
inequalities Ψ ≥ 0 on Γ N , in Case (i)

L N
1 Ψ ≥ 0 on Ω N

1 ∪ Ω N
2 , L N

2 Ψ ≥ 0 on Ω N
3 and D+Ψ (x j ) − D−Ψ (x j ) ≤ 0, j = N/4, N/2,

and L N
1 Ψ ≥ 0 on Ω N

1 , L N
2 Ψ ≥ 0 on Ω N

1 ∪ Ω N
2 and D+Ψ (x j ) − D−Ψ (x j ) ≤ 0,

j = N/3, 2N/3 in Case (i i) imply that Ψ ≥ 0 on Ω
N
.

Proof The result follows by using similar arguments as in Lemma 7 of [4].

An immediate consequence of this is the following discrete stability result.

Lemma 8 Let conditions (3) and (4) hold. Then, for any mesh function Ψ satisfying

D+Ψ (x j ) − D−Ψ (x j ) = 0, j = N/4, N/2 in Case (i), then for 0 ≤ j ≤ N ,

|Ψ (x j )| ≤ max
{
|Ψ (x0)|, |Ψ (xN )|, 1

α
||L N

1 Ψ ||Ω N
1 ∪Ω N

2
, 1

α
||L N

2 Ψ ||Ω N
3

}
,

and D+Ψ (x j ) − D−Ψ (x j ) = 0, j = N/3, 2N/3 in Case (i i), then for 0 ≤ j ≤ N ,

|Ψ (x j )| ≤ max
{
|Ψ (x0)|, |Ψ (xN )|, 1

α
||L N

1 Ψ ||Ω N
1
, 1

α
||L N

2 Ψ ||Ω N
2 ∪Ω N

3

}
.

Proof By using similar arguments as in Lemma 8 of [4], it is not hard to derive the
results.
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6 Error Estimate

Analogous to the continuous case, the discrete solution U can be decomposed into
V and W which are defined to be the solutions of the following discrete problems:

L N
1 V (x j ) = g(x j ), x j ∈ Ω1

N ∪ Ω2
N ,

V (0) = v(0), V (xN/4−1) = v(d−), V (xN/4+1) = v(d+), V (xN/2−1) = v(1−)

L N
2 V (x j ) = f (x j ), x j ∈ Ω3

N , V (xN/2+1) = v(1+), V (2) = v(2)

and
L N
1 W (x j ) = 0, x j ∈ Ω1

N ∪ Ω2
N , L N

2 W (x j ) = 0, x j ∈ Ω3
N ,

W (0) = w(0), W (2) = w(2),
D−W (x j ) + D−V (x j ) = D+W (x j ) + D+V (x j ), j = N/4, N/2,

in Case (i) and

L N
1 V (x j ) = g(x j ), x j ∈ Ω1

N , V (0) = v(0), V (xN/3−1) = v(1−)

L N
2 V (x j ) = f (x j ), x j ∈ Ω2

N ∪ Ω3
N ,

V (xN/3+1) = v(1+), V (x2N/3−1) = v(d−), V (x2N/3+1) = v(d+), V (2) = v(2)

and

L N
1 W (x j ) = 0, x j ∈ Ω1

N , L N
2 W (x j ) = 0, x j ∈ Ω2

N ∪ Ω3
N ,

W (0) = w(0), W (2) = w(2),
D−W (x j ) + D−V (x j ) = D+W (x j ) + D+V (x j ), j = N/3, 2N/3,

in Case (i i).

The error at each point x j ∈ Ω
N
is denoted by e(x j ) = U (x j ) − u(x j ). Then the

local truncation error L N e(x j ), for j �= N/4, N/2 in Case (i) and j �= N/3, 2N/3
in Case (i i), has the decomposition

L N e(x j ) = L N (V − v)(x j ) + L N (W − w)(x j ).

The error in the smooth and singular components are bounded in the following

Theorem 2 Let conditions (3) and (4) hold. If v denotes the smooth component of
the solution of (1)–(2) and V the smooth component of the solution of the problem
(33), then
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|L N
i (V − v)(x j )| ≤ C N−1, for i = 1, 2 and j �= N/4, N/2, in Case (i),

and

|L N
i (V − v)(x j )| ≤ C N−1 for i = 1, 2 and j �= N/3, 2N/3, in Case (i i).

If w denotes the singular component of the solution of (1)–(2) and W the singular
component of the solution of the problem (33), then

|L N
i (W − w)(x j )| ≤ C N−1 ln N , for i = 1, 2 and j �= N/4, N/2, in Case (i),

and

|L N
i (W − w)(x j )| ≤ C N−1 ln N , for i = 1, 2 and j �= N/3, 2N/3, in Case (i i).

Proof As the expression derived for the local truncation error in V and W and
estimates for the derivatives of the smooth and singular components are exactly in
the form found in Chap.6 of [5], the required bounds hold good.

Note:The following arguments are applicable only to Case (i), for Case (i i) separate
arguments are given.

At the points x j , j = N/4, N/2,

(D+ − D−)e(x j ) = (D+ − D−)(U − u)(x j )

= (D+ − D−)U (x j ) − (D+ − D−)u(x j ).

Recall that (D+ − D−)U (x j ) = 0 for j = N/4, N/2. Let h∗ = max{hN/4, hN/2},
where h j = h−

j = h+
j , h−

j = x j − x j−1 and h+
j = x j+1 − x j for j = N/4, N/2.

Then

|(D+ − D−)e(x j )| ≤ C
h∗

ε
, for j = N/4, N/2. (36)

Define a set of discrete barrier functions on Ω
N

by
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ω(x j ) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Π
j

k=1(1 + √
αhk/

√
ε )

Π
N/4
k=1 (1 + √

αhk/
√

ε )
, 0 ≤ j ≤ N

4

Π
(3N/8) − 1
k= j (1 + √

αhk+1/
√

ε )

Π
(3N/8) − 1
k=N/4 (1 + √

αhk+1/
√

ε )
, N

4 ≤ j ≤ 3N
8

Π
j − 1

k=3N/8(1 + √
αhk/

√
ε )

Π
(N/2)− 1
k=3N/8 (1 + √

αhk/
√

ε )
, 3N

8 ≤ j ≤ N
2

Π
(5N/8) − 1
k= j (1 + √

αhk+1/
√

ε )

Π
(5N/8) − 1
k=N/2 (1 + √

αhk+1/
√

ε )
, N

2 ≤ j ≤ 5N
8

Π
j − 1

k=5N/8(1 + √
αhk/

√
ε )

Π
(3N/4)− 1
k=5N/8 (1 + √

αhk/
√

ε )
, 5N

8 ≤ j ≤ 3N
4

Π N−1
k= j (1 + √

αhk+1/
√

ε )

Π N−1
k=3N/4(1 + √

αhk+1/
√

ε)
, 3N

4 ≤ j ≤ N .

(37)

Note that

ω(0) = 0, ω(d) = 1, ω(1) = 1, ω(1 + d) = 1, ω(2) = 0 (38)

and from (37), for 0 ≤ j ≤ N ,

0 ≤ ω(x j ) ≤ 1. (39)

Let Ω
N
i = {x j }

N
4
j=0, Ω

N
ii = {x j }

3N
8

j= N
4
, Ω

N
iii = {x j }

N
2

j= 3N
8
, Ω

N
iv = {x j }

5N
8

j= N
2
, Ω

N
v =

{x j }
3N
4

j= 5N
8
and Ω

N
vi = {x j }N

j= 3N
4
.

Proceeding as in [4], we find that, for x j ∈ Ω
N
i , Ω

N
iii and Ω

N
v ,

D+ω(x j ) =
√

α√
ε
ω(x j ) and D−ω(x j ) =

√
α√

ε(1 + √
αh j/

√
ε)

ω(x j )

and for x j ∈ Ω
N
ii , Ω

N
iv and Ω

N
vi ,

D+ω(x j ) = −
√

α√
ε(1 + √

αh j+1/
√

ε)
ω(x j ) and D−ω(x j ) = −

√
α√
ε

ω(x j ).
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Thus for x j ∈ Ω
N
l , l = i, . . . , vi,

δ2ω(x j ) ≤ 2α

ε
ω(x j ).

In particular, at the points x j , j = N/4, N/2 and 3N/4,

(D+ − D−)ω(x j ) = −
√

α√
ε(1 + √

αh+
N/2/

√
ε)

−
√

α√
ε(1 + √

αh−
N/2/

√
ε)

≤ − C√
ε
.

(40)

Proceeding as in [4], it is not hard to see that

L N
1 ω(x j ) ≥ (a(x j ) − 2α) ω(x j ),

and L N
2 ω(x j ) ≥ (a(x j ) − 2α) ω(x j ) + b(x j ).

For Case (i i), define a set of discrete barrier functions on Ω
N

by

ω(x j ) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Π
j

k=1(1 + √
αhk/

√
ε )

Π
N/3
k=1 (1 + √

αhk/
√

ε )
, 0 ≤ j ≤ N

3

Π
(N/2)− 1
k= j (1 + √

αhk+1/
√

ε )

Π
(N/2)− 1
k=N/3 (1 + √

αhk+1/
√

ε )
, N

3 ≤ j ≤ N
2

Π
j − 1

k=N/2(1 + √
αhk/

√
ε )

Π
(2N/3) − 1
k=N/2 (1 + √

αhk/
√

ε )
, N

2 ≤ j ≤ 2N
3

Π N−1
k= j (1 + √

αhk+1/
√

ε )

Π N−1
k=2N/3(1 + √

αhk+1/
√

ε)
, 2N

3 ≤ j ≤ N .

(41)

Note that
ω(0) = 0, ω(1) = 1, ω(d) = 1, ω(2) = 0 (42)

and from (41), for 0 ≤ j ≤ N ,

0 ≤ ω(x j ) ≤ 1. (43)

Using the above discrete barrier functions (41) and the procedure adopted in Case
(i) of this section, it is not hard to see that
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L N
1 ω(x j ) ≥ (a(x j ) − 2α) ω(x j )

and L N
2 ω(x j ) ≥ (a(x j ) − 2α) ω(x j ) + b(x j ).

The following theoremgives the required essentially first order parameter-uniform
error estimate.

Theorem 3 Let u(x j ) be the solution of the problem (1)–(2) and U (x j ) be the
solution of the discrete problem (33). Then,

|U (x j ) − u(x j )| ≤ C N−1 ln N , 0 ≤ j ≤ N .

Proof Consider the mesh function Ψ ± given by

Ψ ±(x j ) = C1N−1 ln N + C2

√
α h∗
√

ε
ω(x j ) ± e(x j ), 0 ≤ j ≤ N ,

where C1 and C2 are constants. Then the result follows by using the mesh function
Ψ ±, Theorem 2, Lemma 7 and the procedure adopted in Theorem 2 of [4].

7 Numerical Illustrations

In order to show the efficiency and accuracy of the proposed methods for the singu-
larly perturbed linear second-order delay differential equations with a discontinuous
source term, three numerical examples are presented in this section.

The point of discontinuity in the source term is assumed to occur in the interval
(0, 1) in Example 1, at the point x = 1 in Example 2 and in the interval (1, 2) in
Example 3. The ε-uniform order of convergence and the ε-uniform error constant are
computedusing thegeneralmethodology from[6].Thenotations DN

ε , DN , pN , p∗
and C N

p∗ bear the same meaning as in [6].

Example 1 Consider the BVP

−ε u′′(x) + a(x)u(x) + b(x)u(x − 1) = 1, for x ∈ (0, 0.5),

−ε u′′(x) + a(x)u(x) + b(x)u(x − 1) =1 + x, for x ∈ (0.5, 2)

u(x) = 1 on [−1, 0], u(2) = 1

where a(x) = 3 + x and b(x) = −1 for x ∈ [0, 2].

The maximum pointwise errors and the rate of convergence for this BVP are
presented in Table1. The solution of this problem for ε = 2−15 and N = 512 is
portrayed in Fig. 1.
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Table 1 Values of DN
ε , DN , pN , p∗ and C N

p∗ for α = 0.9

ε Number of mesh points N

512 1024 2048 4096

2−3 0.244E-03 0.121E-03 0.603E-04 0.302E-04

2−6 0.326E-03 0.163E-03 0.812E-04 0.406E-04

2−9 0.881E-03 0.440E-03 0.220E-03 0.110E-03

2−12 0.239E-02 0.122E-02 0.612E-03 0.306E-03

2−15 0.324E-02 0.196E-02 0.111E-02 0.611E-03

2−18 0.324E-02 0.195E-02 0.111E-02 0.610E-03

2−21 0.323E-02 0.195E-02 0.110E-02 0.609E-03

2−24 0.323E-02 0.195E-02 0.110E-02 0.609E-03

2−27 0.323E-02 0.195E-02 0.110E-02 0.609E-03

2−30 0.323E-02 0.195E-02 0.110E-02 0.609E-03

DN 0.324E-02 0.196E-02 0.111E-02 0.611E-03

pN 0.728E+00 0.822E+00 0.858E+00

C N
p 0.769E+00 0.769E+00 0.720E+00 0.658E+00

Computed order of ε-uniform convergence, p∗ = 0.728106

Computed ε-uniform error constant, C N
p∗ = 0.7687576

Fig. 1 Solution profile
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Example 2 Consider the BVP

−ε u′′(x) + a(x)u(x) + b(x)u(x − 1) = 1, for x ∈ (0, 1),

−ε u′′(x) + a(x)u(x) + b(x)u(x − 1) = 1 + x, for x ∈ (1, 2)

u(x) = 1 − 0.3x on [−1, 0], u(2) = 1

where a(x) = 3 + x and b(x) = −1 for x ∈ [0, 2].
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Table 2 Values of DN
ε , DN , pN , p∗ and C N

p∗ for α = 0.9

ε Number of mesh points N

128 256 512 1024

2−3 0.218E-03 0.104E-03 0.507E-04 0.250E-04

2−5 0.158E-03 0.855E-04 0.442E-04 0.225E-04

2−8 0.120E-02 0.633E-03 0.322E-03 0.162E-03

2−11 0.158E-02 0.975E-03 0.566E-03 0.320E-03

2−14 0.170E-02 0.104E-02 0.601E-03 0.339E-03

2−17 0.174E-02 0.106E-02 0.613E-03 0.345E-03

2−20 0.176E-02 0.107E-02 0.617E-03 0.348E-03

2−23 0.176E-02 0.107E-02 0.619E-03 0.348E-03

2−26 0.176E-02 0.107E-02 0.619E-03 0.349E-03

2−29 0.177E-02 0.107E-02 0.619E-03 0.349E-03

2−32 0.177E-02 0.107E-02 0.619E-03 0.349E-03

2−35 0.177E-02 0.107E-02 0.619E-03 0.349E-03

DN 0.177E-02 0.107E-02 0.619E-03 0.349E-03

pN 0.718E+00 0.792E+00 0.828E+00

C N
p 0.147E+00 0.147E+00 0.140E+00 0.129E+00

Computed order of ε-uniform convergence, p∗ = 0.7184946

Computed ε-uniform error constant, C N
p∗ = 0.1469943

Fig. 2 Solution profile
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The maximum pointwise errors and the rate of convergence for this BVP are
presented in Table2. The solution of this problem for ε = 2−11 and N = 256 is
portrayed in Fig. 2.
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Table 3 Values of DN
ε , DN , pN , p∗ and C N

p∗ for α = 0.9

ε Number of mesh points N

128 256 512 1024

2−3 0.463E-03 0.236E-03 0.119E-03 0.598E-04

2−6 0.198E-02 0.985E-03 0.490E-03 0.244E-03

2−9 0.553E-02 0.282E-02 0.140E-02 0.697E-03

2−12 0.112E-01 0.749E-02 0.398E-02 0.199E-02

2−15 0.618E-02 0.656E-02 0.492E-02 0.306E-02

2−18 0.618E-02 0.656E-02 0.492E-02 0.306E-02

DN 0.112E-01 0.749E-02 0.492E-02 0.306E-02

pN 0.586E+00 0.605E+00 0.685E+00

C N
p 0.578E+00 0.578E+00 0.571E+00 0.533E+00

Computed order of ε-uniform convergence, p∗ = 0.5860379

Computed ε-uniform error constant, C N
p∗ = 0.5782413

Fig. 3 Solution profile
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Example 3 Consider the BVP

−ε u′′(x) + a(x)u(x) + b(x)u(x − 1) =1, for x ∈ (0, 1.4),

−ε u′′(x) + a(x)u(x) + b(x)u(x − 1) = 1.5, for x ∈ (1.4, 2)

u(x) = 1 on [−1, 0], u(2) = 1

where a(x) = 4 and b(x) = −2 for x ∈ [0, 2].

The maximum pointwise errors and the rate of convergence for this BVP are
presented in Table3. The solution of this problem for ε = 2−15 and N = 256 is
portrayed in Fig. 3.
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Fitted Numerical Method with Linear
Interpolation for Third-Order Singularly
Perturbed Delay Problems

R. Mahendran and V. Subburayan

Abstract Singularly perturbed third-order ordinary delay differential equation with
a discontinuous source term and discontinuous convection coefficient is considered in
this article. To obtain a numerical approximate solution, a layer adapted mesh called
the Shishkin mesh is constructed. On this mesh, a fitted finite difference method
with piecewise linear interpolation is applied. Also, we present some classes of
nonlinear problems. An error estimate is derived and is found to be of almost first-
order convergence. Numerical results are given to validate the theoretical results

1 Introduction

Third-order singularly perturbed differential equations appear in various fields of
applied sciences. For example, Howes [1] studied the boundary and interior layer
phenomena exhibited by solutions of singularly perturbed third-order boundary value
problems which govern the motion of thin liquid films subject to viscous, capillary
and gravitational forces. The precise conditions specifyingwhere andwhen the third-
order derivative terms in the differential equations that can be neglectedwere derived,
and improved estimates for the actual solutions in terms of solutions of the lower
order models were constructed. He also presented a technique for replacing a third-
order problem with an asymptotically equivalent second-order one that may have
wider applications.

To analyze the analytical behavior of the solution of the third-order singularly
perturbed differential equations, some of the researchers obtained an asymptotic
expansion of the solution. For example, Nayfeh [2] presented perturbation techniques
to obtain a asymptotic expansion for the third-order problem considered by Howes
[1]. Zhao Weili [3] proved the existence, uniqueness and asymptotic estimates of
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the solution of singularly perturbed Boundary Value Problems (BVPs) for a class of
third-order nonlinear differential equations.

Numerical techniques are indispensable tools to obtain an approximate solution
of the problems. Various numerical methods for third-order singularly perturbed dif-
ferential equations without delay are available in the literature. To mention a few
here, in [4], Valarmathi and Ramanujam applied asymptotic numerical Method; the
authors in [5] applied asymptotic initial value Method; in [6], the authors applied
the shooting method and Mahalik and Mohapatra [7] applied Newton’s divided dif-
ference method for third-order singularly perturbed differential equations without
delay.

Motivated by the works of [1, 4–6, 8–10], we consider the following boundary
value problem (1). For this problem, a fitted finite difference method combined with
piecewise linear interpolation is presented. It is proved that the present method is
of almost first-order convergence. Further, we consider a nonlinear problem. The
nonlinear problem is linearized as a sequence of linear problems using Newton’s
method of linearization. The present paper is organized as follows: The problem
under investigation is stated in Sect. 2. Section3 presents the existence and stability
of the solution of the problem. Section4 presents the derivative estimates of the
solution. The present numerical method is discussed in Sect. 5. Section6 deals with
the error estimates of the present numerical method. Section7 deals with a nonlinear
problem. Section8 presents numerical examples to illustrate the theoretical results.
Finally, We conclude this article with remarks. The following notations are used in
the rest of the article:

• ε is small parameter such that 0 < ε � 1.
• The set (0, 2) is denoted as� and its closure is �̄. Further,�∗ = �− ∪ �+,where

�− = (0, 1) and �+ = (1, 2).
• �̄N denotes the set of mesh points {x0, x1, . . . , xN }.
• The norm ‖ � ‖ denotes the supremum norm ‖ ψ ‖�= supx∈� |ψ(x)|.
• The collections Y, Y1 and Y2, respectively, denote C1(�̄) ∩ C2(�) ∩ C3(�∗),
C0(�̄) ∩ C1(� ∪ {2}) and C0(�̄) ∩ C1(�) ∩ C2(�∗).

2 Continuous Problem

Find u ∈ Y such that
{

−εu′′′(x) + a(x)u′′(x) + b(x)u′(x) + c(x)u(x) + d(x)u′(x − 1) = f (x), x ∈ �∗,
u(x) = φ(x), x ∈ [−1, 0], u′(0) = φ′(0), u′(2) = �,

(1)

where

a(x) =
{
a1(x) > 0, x ∈ [0, 1],
a2(x) < 0, x ∈ (1, 2], f (x) =

{
f1(x), x ∈ [0, 1],
f2(x), x ∈ (1, 2],
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a1(x) ≥ α1 > α > 0, 0 > −α ≥ −α2 ≥ a2(x) ≥ −α∗
2 , b(x) ≥ β0 ≥ 0, γ0 ≤ c(x)

≤ 0, η0 ≤ d(x) ≤ 0, 1 < α ≤ min{α1, α2}, α + β0 + 7γ0 + 3η0 > 0 and b, c, d are
sufficiently differentiable on �̄, φ is sufficiently differentiable on [−1, 0] and a and
f are sufficiently differentiable and bounded on �∗.
The above BVP (1) is transformed into the following:
Find ū = (u1, u2), u1 ∈ Y1, u2 ∈ Y2 such that

P1ū = u′
1(x) − u2(x) = 0, x ∈ (0, 2], (2)

P2ū =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

−εu′′
2(x) + a1(x)u′

2(x) + b(x)u2(x) + c(x)u1(x)

= f1(x) − d(x)φ′(x − 1), x ∈ �−,

−εu′′
2(x) + a2(x)u′

2(x) + b(x)u2(x) + c(x)u1(x)

+d(x)u2(x − 1) = f2(x), x ∈ �+,

(3)

u1(0) = φ(0), u2(0) = φ′(0), u2(1−) = u2(1+), u′
2(1−) = u′

2(1+), u2(2) = �,

where u2(1−) and u2(1+) represent left and right limits of u2 at x = 1, respec-
tively.

3 Existence and Stability Results

This section presents the existence and stability results for the problem (1) stated
above.

Theorem 1 The problem (1) has a solution ū = (u1, u2), where u1 ∈ Y1 and u2 ∈
Y2.

Proof Refer [11, Theorem 2.1].

Theorem 2 (Maximum principle) Suppose that w̄ = (w1, w2) satisfies w1(0) ≥ 0
and w2(0) ≥ 0, w2(2) ≥ 0, P1w̄(x) ≥ 0, ∀x ∈ � ∪ {2}, P2w̄(x) ≥ 0, ∀x ∈ �∗ and
w′
2(1+) − w′

2(1−) = [w′
2](1) ≤ 0. Then wi (x) ≥ 0, ∀x ∈ �̄, i = 1, 2. Here w1 ∈

C1(�) and w2 ∈ C0(�̄) ∩ C2(�∗).

Proof Using the following barrier function s̄(x) = (s1(x), s2(x)) and the procedure
given in the proof of [12, Theorem 3.1], one can prove the theorem. Here,

s1(x) = 1 + 3x, x ∈ �̄, s2(x) =
{

1
2 + 3x

2 , x ∈ [0, 1],
3 − x, x ∈ [1, 2].

An immediate consequence of the above theorem is the following stability result.

Corollary 1 For any ū = (u1, u2), u1 ∈ Y1, u2 ∈ Y2, we have
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|ui (x)| ≤ C max
{
|u1(0)|, |u2(0)|, |u2(2)|, sup

ς1∈�∪{2}
|P1ū(ς1)|,

sup
ς2∈�∗

|P2ū(ς2)|
}
,∀x ∈ �̄, i = 1, 2.

Note: Using the above result, one can prove that the solution of the above problem
(2)–(3) is unique, if it exists.

4 Derivative Estimates

Lemma 1 Let ū be the solution of the problem (2)–(3). Then, for k = 0(1)3, we
have the following bounds ‖ u(k)

j ‖�∗≤ C(1 + ε2− j−k), j = 1, 2.

Proof Using the lines of proofs of [13, Lemma 3.2] and [14, Theorem 4.1], one can
prove the lemma.

We use the following decomposition of the solution into regular and singular com-
ponents for obtaining the uniform error estimates : ū(x) = v̄(x) + w̄(x) where
v̄ = v̄0 + εv̄1 + ε2v̄2 and v̄0, v̄1 and v̄2 are in turn defined, respectively, to be the
solutions of the following problems:

Find v̄0 = (v0,1, v0,2), v0,1 ∈ C0(�̄) ∩ C1(�∗ ∪ {2}), v0,2 ∈ C0(�∗ ∪ {0, 2})
∩ C1(�∗) such that

⎧⎪⎨
⎪⎩
v′
0,1(x) = v0,2(x), x ∈ �∗ ∪ {2},
a(x)v′

0,2(x) + b(x)v0,2(x) + c(x)v0,1(x) + d(x)v0,2(x − 1) = f (x), x ∈ �∗,
v0,1(0) = φ(0), v0,2(x) = φ′(x), x ∈ [−1, 0], v0,2(2) = l,

(4)
v̄1 = (v1,1, v1,2), v1,1 ∈ C0(�̄) ∩ C1(�∗ ∪ {2}), v1,2 ∈ C0(�∗ ∪ {0, 2}) ∩ C1(�∗)
such that⎧⎪⎨
⎪⎩
v′
1,1(x) = v1,2(x), x ∈ �∗ ∪ {2},
a(x)v′

1,2(x) + b(x)v1,2(x) + c(x)v1,1(x) + d(x)v1,2(x − 1) = v′′
0,2(x), x ∈ �∗,

v1,1(0) = 0, v1,2(x) = 0, x ∈ [−1, 0], v1,2(2) = 0,
(5)

and v̄2 = (v2,1, v2,2), v2,1 ∈ C0(�̄) ∩ C1(�∗ ∪ {2}), v2,2 ∈ C0(�̄) ∩ C1(�) ∩
C2(�∗) such that

⎧⎪⎨
⎪⎩
P1v̄2 = 0, x ∈ �∗ ∪ {2},
P2v̄2 = v′′

1,2(x), x ∈ �∗,
v2,1(0) = 0, v2,2(x) = 0, x ∈ [−1, 0], v2,2(2) = 0.

(6)

Thus, the component v̄ satisfies the following boundary value problem:
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find v̄ = (v1, v2), v1 ∈ C0(�̄) ∩ C1(�∗ ∪ {2}), v2 ∈ C0(�∗ ∪ {0, 2}) ∩ C2(�∗)
such that ⎧⎪⎪⎪⎨

⎪⎪⎪⎩
P1v̄(x) = 0, x ∈ �∗ ∪ {2},
P2v̄(x) = f (x), x ∈ �∗,
v1(0) = φ(0), v2(x) = φ′(x), x ∈ [−1, 0], v2(2) = �,

v2(1) = v0,2(1) + εv1,2(1) + ε2v2,2(1).

(7)

Further, the component w̄ satisfies the following boundary value problem:
find w̄ = (w1,w2),w1 ∈ C0(�̄) ∩ C1(�∗ ∪ {2}), w2 ∈ C0(�∗ ∪ {0, 2}) ∩

C2(�∗) such that⎧⎪⎪⎪⎨
⎪⎪⎪⎩
P1w̄(x) = 0, x ∈ �∗ ∪ {2},
P2w̄(x) = 0, x ∈ �∗,
w1(0) = 0, w2(x) = 0, x ∈ [−1, 0],
[w2](1) = −[v2](1), [w′

2](1) = −[v′
2](1), w2(2) = 0.

(8)

Note: It is observed that | w1(1) |= O(ε) and | w2(1) |= O(1).

Theorem 3 Let v̄ and w̄ be the solution of the regular and singular components of
the solution ū. Then, for r = 0(1)3, we have

‖ v(r)
k ‖�∗ ≤ C(1 + ε2−r ), k = 1, 2, (9)

| w(r)
k (x) | ≤ C ε2−k−r

{
exp(−α(1−x)

ε
), x ∈ �−, k = 1, 2,

exp(−α(x−1)
ε

) + ε exp(−α(2−x)
ε

), x ∈ �+.
(10)

Proof Applying the procedure given in [13, Lemma 3.2], [15, Lemma 3] and [14,
Theorem 4.2], one can prove that

‖ v(r)
k ‖�∗≤ C(1 + ε2−r ), r = 1, 2, 3.

To prove the second part of the theorem, we consider the following barrier functions,
φ̄± = (φ±

1 , φ±
2 ) and ψ̄± = (ψ±

1 , ψ±
2 ), defined, respectively, in [0, 1] and [1, 2].

Let x ∈ [0, 1]. Then define φ̄± = (φ±
1 , φ±

2 ), where

φ±
k (x) = Cε2−k exp

(−α(1 − x)

ε

)
± wk(x), x ∈ [0, 1], k = 1, 2.

Note that φ±
1 (0) ≥ 0, φ±

2 (0) ≥ 0, φ±
2 (1) ≥ 0 and
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P∗
1 φ̄±(x) =C exp

(−α(1 − x)

ε

)
[α − 1] ± P∗

1 w̄(x)

=C exp

(−α(1 − x)

ε

)
[α − 1] ± 0 ≥ 0,

P∗
2 φ̄±(x) =C exp

(−α(1 − x)

ε

)
[α
ε
(a1 − α) + b(x) + c(x)ε] ± P∗

2 w̄(x)

=C exp

(−α(1 − x)

ε

)
[α
ε
(a1 − α) + b(x) + c(x)ε] ± 0 ≥ 0,

where P∗
1 ȳ := y′

1(x) − y2(x), P∗
2 ȳ := −εy′′

2 (x) + a(x)y′
2(x) + b(x)y2(x) + c(x)

y1(x). Then by [4, Theorem 2.1], we have

|wk(x)| ≤ Cε2−k exp

(−α(1 − x)

ε

)
, x ∈ [0, 1].

Let x ∈ [1, 2], then define ψ̄± = (ψ±
1 , ψ±

2 ) where

ψ±
1 (x) = C(2αxε − ε

α
exp

(−α(x − 1)

ε

)
− ε2

α
exp(

−α(2 − x)

ε
)) ± w1(x), x ∈ [1, 2],

ψ±
2 (x) = C

(
2ε + exp

(−α(x − 1)

ε

)
− ε exp

(−α(2 − x)

ε

))
± w2(x), x ∈ [1, 2].

Also note that ψ±
1 (1) ≥ 0, ψ±

1 (0) ≥ 0, ψ±
2 (2) ≥ 0 and

P∗
1 ψ̄±(x) =C [2ε(α − 1)] ± P∗

1 w̄(x)

=C[2ε(α − 1)] ± 0 ≥ 0,

P∗
2 ψ̄±(x) =C{exp

(−α(x − 1)

ε

)[−α

ε
(α + a2(x)) + b(x) − ε

α
c(x)

]

+ exp

(−α(2 − x)

ε

) [
α(α − a2(x)) − b(x)ε − c(x)

ε2

α

]
+ b(x)2ε + c(x)2αxε} ± P∗

2 w̄(x)

=C{exp
(−α(x − 1)

ε

)[−α

ε
(α + a2(x)) + b(x) − ε

α
c(x)

]

+ exp

(−α(2 − x)

ε

) [
α(α − a2(x)) − b(x)ε − c(x)

ε2

α

]

+ b(x)2ε + c(x)2αxε} ∓ C exp

(−α(2 − x)

ε

)
≥ 0.

Again, by using [4, Theorem 2.1], we have

| wk(x) |≤ C ε2−k
[
exp

(−α(x − 1)

ε

)
+ ε exp

(−α(2 − x)

ε

)]
, x ∈ �+, k = 1, 2.
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Successive differentiation of (7) and (8) yields the results (10).

Note: From the above theorem, it is easy to see that

| uk(x) − vk(x) |≤ Cε2−k

⎧⎨
⎩
exp

(
−α(1−x)

ε

)
, x ∈ �−, k = 1, 2,

exp
(

−α(x−1)
ε

)
+ ε exp

(
−α(2−x)

ε

)
, x ∈ �+.

(11)

5 Discrete Problem

In this section, mesh selection strategy namely piecewise uniform mesh (Shishkin
mesh) is given and an upwind finite difference scheme with piecewise linear inter-
polation on the Shishkin mesh for the problem (2)–(3) is also presented.

5.1 Shishkin Mesh

The following Shishkin mesh �̄N = {xk}Nk=0 defined in [16, Sect. 6.1] is used in this
article, where

x0 = 0, xk = x0 + k � h1, k = 1(1)
N

4
, xk+ N

4
= x N

4
+ k � h2, k = 1(1)

N

4
,

xk+ N
2

= x N
2

+ k � h3, k = 1(1)
N

8
, xk+ 5N

8
= x 5N

8
+ k � h4, k = 1(1)

N

4
,

xk+ 7N
8

= x 7N
8

+ k � h3, k = 1(1)
N

8
,

ρ1 = min{0.5, 2ε log N
α

} and ρ2 = min{0.25, 2ε log N
α

}, h1 = 4N−1(1 − ρ1), h2 =
4N−1ρ1, h3 = 8N−1ρ2, h4 = 4N−1(1 − 2ρ2).

5.2 Finite Difference Scheme

On the Shishkin mesh �̄N , we define a fitted finite difference scheme to problem
(2)–(3):

PN
1 Ū (xi ) : = D−U1(xi ) −U2(xi ) = 0, (12)

PN
2 Ū (xi ) : = −εδ2U2(xi ) + a(xi )(xi )D

0U2(xi ) + b(xi )U2(xi ) + c(xi )U1(xi )

+ d(xi )U
I
2 (xi ) = f ∗(xi ), (13)

U1(x0) = φ(0), U2(x0) = φ′(0), D−U2(xN/2) = D+U2(xN/2), U2(xN ) = l,
(14)
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where

δ2U2(xi ) = 2
[
D+U2(xi ) − D−U2(xi )

]
hi + hi+1

, D0U2(xi ) =
{
D−U2(xi ), i < N/2,

D+U2(xi ), i > N/2,

D−U2(xi ) = U2(xi ) −U2(xi−1)

hi
, D+U2(xi ) = U2(xi+1) −U2(xi )

hi+1
,

U I
2 (xi ) =

⎧⎪⎨
⎪⎩
0, xi ∈ �− ∩ �̄N ,

U2(x j )
x j+1−(xi−1)

h j+1
+U2(x j+1)

(xi−1)−x j

h j+1
, xi ∈ �+ ∩ �̄N ,

x j ≤ xi − 1 ≤ x j+1,

hi = xi − xi−1, i = 1(1)N ,

f ∗(xi ) =
{
f (xi ) − d(xi )φ′(xi − 1), xi ∈ �− ∩ �̄N ,

f (xi ), xi ∈ �+ ∩ �̄N .

5.3 Discrete Stability Result

Lemma 2 (Discrete maximum principle) Let Z̄(xi ) = (Z1(xi ), Z2(xi )) be mesh
function satisfying Z1(x0) ≥ 0, Z2(x0) ≥ 0, Z2(xN ) ≥ 0, PN

1 Z̄(xi ) ≥ 0, xi ∈ (0, 2]
∩ �̄N , PN

2 Z̄(xi ) ≥ 0, xi ∈ �∗ ∩ �̄N and [D]Z2(xN/2) ≤ 0. Then, Z1(xi ) ≥ 0 and
Z2(xi ) ≥ 0, xi ∈ �̄N .

Proof Using the following mesh function s̄(xi ) = (s1(xi ), s2(xi )), where

s1(xi ) = 1 + 3xi , xi ∈ �̄N and s2(xi ) =
{

1
2 + 3xi

2 , xi ∈ [0, 1] ∩ �̄N ,

3 − xi , xi ∈ [1, 2] ∩ �̄N ,

and the line of proof of [14, Lemma 5.1], one can easily prove the theorem.

A consequence of the above lemma is the following result.

Lemma 3 (Discrete stability result)Let Ū(xi ) = (U1(xi ),U2(xi ))beanymesh func-
tion. Then,

| Uk(xi ) |≤ C max
{ | U1(x0) |, | U2(x0) |, | U2(xN ) |,max

j∈IN
| PN

1 Ū (x j ) |,
max

j∈IN \{0,N/2,N } | PN
2 Ū (x j ) | }

, i ∈ IN , k = 1, 2.

Proof Applying the aboveLemma2 to the followingmesh function ψ̄± = (ψ±
1 , ψ±

2 ),
where ψ±

k (xi ) = CC1sk(xi ) ±Uk(xi ), x ∈ �̄N , k = 1, 2, then we get result
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| Uk(xi ) |≤ C max
{ | U1(x0) |, | U2(x0) |, | U2(xN ) |,max

j∈IN
| PN

1 Ū (x j ) |,
max

j∈IN \{0,N/2,N } | PN
2 Ū (x j ) | }

, i ∈ IN , k = 1, 2,

where IN = {0, 1, . . . , N }.
Similar to the continuous function ū, the numerical solution Ū (xi )definedby (12)–

(13) is decomposed as Ū (xi ) = V̄ (xi ) + W̄ (xi ), where V̄ (xi ) and W̄ (xi ) satisfy the
following:

⎧⎪⎨
⎪⎩
PN
1 V̄ (xi ) = 0, i ∈ IN \ {0},

PN
2 V̄ (xi ) = f ∗(xi ), i ∈ IN \ {0, N/2, N },

Vj (x0) = v j (0), [D]V2(xN/2) = [v′
2](1), V2(xN ) = v2(2), j = 1, 2

(15)

and⎧⎪⎨
⎪⎩
PN
1 W̄ (xi ) = 0, i ∈ IN \ {0},

PN
2 W̄ (xi ) = 0, i ∈ IN \ {0, N/2, N },

Wj (x0) = wj (0), [D]W2(xN/2) = −[D]V2(xN/2), W2(xN ) = w2(2), j = 1, 2.
(16)

In the following, an estimate for the difference of Ū and V̄ is given.

Theorem 4 Let Ū (xi ) and V̄ (xi ) be two mesh functions defined by (12), (13) and
(15), respectively. Then, for k = 1, 2, we have

| Uk(xi ) − Vk(xi ) |≤ C

{
N−1, i ∈ 0(1) N

4 , 5N
8 (1)N ,

N−1 + ζ, i ∈ N
4 + 1(1) 5N8 − 1,

where ζ = max{|U1(x N
2
) − V1(x N

2
)|, |U2(x N

2
) − V2(x N

2
)|}.

Proof Consider a mesh function ϕ̄±(xi ) = C1(N−1s̄(xi ) + ψ̄(xi )) ± (Ū (xi ) −
V̄ (xi )) where

ψ1(xi ) =
{
0, i ∈ 0(1) N

4 , 5N
8 + 1(1)N ,

3xiζ, i ∈ N
4 + 1(1) 5N8 ,

ψ2(xi ) =

⎧⎪⎨
⎪⎩
0, i ∈ 0(1) N

4 , 5N
8 + 1(1)N ,

[1 + xi ]ζ, i ∈ N
4 + 1(1) N

2 ,

[3 − xi ]ζ, i ∈ N
2 + 1(1) 5N8 ,

and s1(xi ) = 1 + 3xi , xi ∈ �̄N , s2(xi ) =
{

1
2 + 3xi

2 , xi ∈ �− ∩ �̄N ,

3 − xi , xi ∈ �+ ∩ �̄N .
It is easy to

see that ϕ±(x0) ≥ 0 and ϕ±(xN ) ≥ 0 for a suitable choice of C1 > 0.
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When xi ∈ �− ∩ �̄N , we have

PN
1 ϕ̄±(xi ) = C1(N

−1PN
1 s̄(xi ) + PN

1 ψ̄(xi )) ± PN
1 (Ū (xi ) − V̄ (xi ))

= C1(N
−1PN

1 s̄(xi ) + PN
1 ψ̄(xi )) ± 0 ≥ 0,

PN
2 ϕ̄±(xi ) = C1(N

−1PN
2 s̄(xi ) + PN

2 ψ̄(xi )) ± PN
2 (Ū (xi ) − V̄ (xi ))

= C1(N
−1PN

2 s̄(xi ) + PN
2 ψ̄(xi )) ± 0 ≥ 0.

Similarly, one can prove that PN
1 ϕ̄±(xi ) ≥ 0 and PN

2 ϕ̄±(xi ) ≥ 0 on �+ ∩ �̄N .

6 Error Estimates

Theorem 5 Let V̄ (xi ) be a numerical solution of (7) defined by (15). Then

| vk(xi ) − Vk(xi ) |≤ CN−1, i ∈ IN , k = 1, 2.

Proof Now,

PN
1 (v̄(xi ) − V̄ (xi )) = PN

1 v̄(xi ) − PN
1 V̄ (xi ) = (D− − d

dx
)v1(xi ),

PN
2 (v̄(xi ) − V̄ (xi )) =

⎧⎪⎪⎨
⎪⎪⎩

−ε
(
δ2 − d2

dx2

)
v2(xi ) + a(xi )

(
D− − d

dx

)
v2(xi ), i < N/2,

−ε
(
δ2 − d2

dx2

)
v2(xi ) + a(xi )

(
D+ − d

dx

)
v2(xi )

+d(xi )[vI2 (xi ) − v2(xi − 1)], i > N/2.

Therefore, | PN
k (v̄(xi ) − V̄ (xi )) |≤ CN−1, i ∈ IN \ {0, N/2, N }, k = 1, 2. Then

by Lemma 3, we have | vk(xi ) − Vk(xi ) |≤ CN−1, i ∈ IN , k = 1, 2, which con-
cludes the proof.

Theorem 6 Let w̄(xi ) be the solution of the problem (8) and let W̄ (xi ) be its numer-
ical solution defined by (16). If ε ≤ CN−1, then we have | wk(xi ) − Wk(xi ) |≤
CN−1(log N )2, i ∈ IN , k = 1, 2.

Proof Let Z̄ = (Z1, Z2) where Zk(xi ) = wk(xi ) − Wk(xi ). Note that

| Uk(xi ) − uk(xi ) | ≤| Uk(xi ) − Vk(xi ) | + | Vk(xi ) − vk(xi ) | + | vk(xi ) − uk(xi ) |

≤ C

{
N−1, i ∈ 1(1) N

4 , 5N
8 (1)N ,

N−1 + ζ, i ∈ N
4 + 1(1) 5N8 − 1,

+ CN−1

+ Cε2−k

{
exp(−α(1−xi )

ε
), xi ∈ �−,

exp(−α(xi−1)
ε

) + ε exp(−α(2−xi )
ε

), xi ∈ �+,

where ζ = max{|U1(x N
2
) − V1(x N

2
)|, |U2(x N

2
) − V2(x N

2
)|}. Also, note that
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| Zk(xi ) | ≤| Uk(xi ) − Vk(xi ) | + | (uk(xi )) − vk(xi ) |

≤ C

{
N−1, i ∈ 0(1) N

4 , 5N
8 (1)N ,

N−1 + ζ, i ∈ N
4 + 1(1) 5N8 − 1,

+ Cε2−k

⎧⎨
⎩
exp

(
−α(1−xi )

ε

)
, xi ∈ �−,

exp
(

−α(xi−1)
ε

)
+ ε exp

(
−α(2−xi )

ε

)
, xi ∈ �+.

So that | Zk(xi ) |≤ CN−1, i ∈ 0(1) N
4 , 5N

8 (1)N , k = 1, 2. To prove the remaining
part, consider the mesh function ϕ̄± = (ϕ±

1 , ϕ±
2 ), where

ϕ±
1 (xi ) =

{
C1N−1[1 + 3xi + ρ

ε2
(xi − 1 + ρ1)] ± Z1(xi ), xi ∈ [1 − ρ1, 1] ∩ �̄N ,

C1N−1[1 + 3xi + ρ

ε2
(xi − 1 + ρ2)] ± Z1(xi ), xi ∈ [1, 1 + ρ2] ∩ �̄N ,

ϕ±
2 (xi ) =

{
C1N−1[( 12 + 3xi

2 ) + ρ

ε2
(xi − 1 + ρ1)] ± Z2(xi ), xi ∈ [1 − ρ1, 1] ∩ �̄N ,

C1N−1[(3 − xi ) + ρ

ε2
(1 + ρ2 − xi )] ± Z2(xi ), xi ∈ [1, 1 + ρ2] ∩ �̄N ,

and ϕ±
k (xi ) = 0, xi /∈ [1 − ρ1, 1 + ρ2] and ρ = min{ρ1, ρ2}, by the above result

ϕ±
k (x N

4
) ≥ 0, k = 1, 2 and ϕ±

k (x 5N
8
) ≥ 0, for suitable choice of C1 > 0.

When xi ∈ (1 − ρ1, 1),

PN
1 ϕ̄(xi ) ≥ C1N

−1
{
1 + ρ

ε2

}
± PN

1 Z̄(xi ) = C1N
−1

{
1 + ρ

ε2

}
± PN

1 w̄(xi ) − P1w̄(xi )

= C1N
−1

{
1 + ρ

ε2

}
± (PN

1 − P1)w̄(xi ) ≥ 0,

PN
2 ϕ̄(xi ) ≥ C1N

−1
{
3α

2
+ 5β0

4
+ 4γ0 + ρ

ε2
(α + γ0

2
)

}
± PN

2 Z̄(xi ) ≥ 0.

Similarly, one can prove that PN
1 ϕ̄(xi ) ≥ 0 and PN

2 ϕ̄(xi ) ≥ 0, when xi ∈ [1, 1 +
ρ2]. At the point xN/2, we have [D]ϕ±

2 < 0. Then by Lemma 2, we have ϕ±
k (xi ) ≥ 0

on [1 − ρ1, 1 + ρ2], which concludes the proof.

Theorem 7 Let ū be the solution of (2)–(3) and its numerical solution Ū (xi ) is
given by (12)–(13). If ε ≤ CN−1, then we have |uk(xi ) −Uk(xi )| ≤ CN−1(log N )2,

i = 0(1)N , k = 1, 2.

Proof Using Theorems 5 and 6, one can prove the theorem.



106 R. Mahendran and V. Subburayan

7 Nonlinear Problem

Consider the nonlinear BVP

−εu′′′(x) = F(x, u(x), u′(x), u′′(x), ũ′(x)), x ∈ �∗, (17)

u(x) = φ(x), u′(x) = φ′(x), x ∈ [−1, 0], u′(2) = �, (18)

where ũ′(x) = u′(x − 1),

|Fu′′(x, u, u′, u′′, ũ′)| ≥ α > 0, Fu′(x, u, u′, u′′, ũ′) ≥ β ≥ 0,

Fu(x, u, u′, u′′, ũ′) ≤ γ ≤ 0, Fũ′(x, u, u′, u′′, ũ′) ≤ η ≤ 0.

Assume that the reduced problem

F(x, u0(x), u
′
0(x), u

′′
0(x), ũ

′
0(x)) = 0,

u′
0(x) = φ′(x), x ∈ [−1, 0], u′

0(2) = �

has a solution. The Newtonmethod of linearization discussed in [17, Part II, Sect. 14]
is applied to (17)–(18). This method yields the sequence {u[k+1]}∞k=0 of successive
approximations with a proper choice of initial guess. For each fixed non-negative
integer k, ū[k+1](x) = (u[k+1]

1 , u[k+1]
2 ) is the solution of the following linear problem:

P [k]
1 ū[k+1] = u′[k+1]

1 (x) − u[k+1]
2 (x) = 0, (19)

P [k]
2 ū[k+1] = −εu′′[k+1]

2 (x) + ak(x)u′[k+1]
2 (x) + bk(x)u[k+1]

2 (x)

+ ck(x)u[k+1]
1 (x) + dk(x)ũ[k+1]

2 (x) = Fk(x), x ∈ �∗, (20)

where

ak(x) = Fu′
2
(x, u[k]

1 , u[k]
2 , u′[k]

2 , ũ[k]
2 ), bk(x) = Fu2(x, u

[k]
1 , u[k]

2 , u′[k]
2 , ũ[k]

2 ),

ck(x) = Fu1(x, u
[k]
1 , u[k]

2 , u′[k]
2 , ũ[k]

2 ), dk(x) = Fũ2(x, u
[k]
1 , u[k]

2 , u′[k]
2 , ũ[k]

2 ),

Fk(x) = F(x, u[k]
1 (x), u[k]

2 (x), u′[k]
2 (x), ũ[k]

2 (x)) − ak(x)u′[k]
2 − bk(x)u[k]

2

− ck(x)u[k]
1 − dk(x)ũ[k]

2 .

For convenience, respectively, we denote F(x, u1(x), u2(x), u′
2(x), ũ2(x)),

F(x, u[k]
1 (x), u[k]

2 (x), u′[k]
2 (x), ũ[k]

2 (x)), Fu1(x, u
[k]
1 (x), u[k]

2 (x), u′[k]
2 (x), ũ[k]

2 (x)),
Fu2(x, u

[k]
1 (x), u[k]

2 (x), u′[k]
2 (x), ũ[k]

2 (x)), Fu
′
2
(x, u[k]

1 (x), u[k]
2 (x), u′[k]

2 (x), ũ[k]
2 (x)),

and Fk
ũ2

(x, u[k]
1 (x), u[k]

2 (x), u′[k]
2 (x), ũ[k]

2 (x)) by F, Fk, Fk
u1 , Fk

u2 , Fk
u

′
2
and Fk

ũ2
. To

prove the convergence of the successive iterations, the following theorem is estab-
lished.
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Theorem 8 Suppose | Fu1u1 |, | Fu2u2 |, | Fu1u2 |, | Fu2ũ2 |, | Fũ2u1 |, | Fũ2ũ2 |,
| Fu

′
2u

′
2
|, | Fu2u

′
2
|, | Fu1u

′
2
| and | Fu

′
2ũ2

| are bounded above by M. Let {ū[k]}∞0 be the

Newton sequence defined by (19)–(20). Then, for all x ∈ �̄, we have

‖ ū[k+1] − ū ‖≤ M ‖ ū[k] − ū ‖2 .

Proof It is easy to see that

P [k]
1 (ū[k+1] − ū) = 0,

P [k]
2 (ū[k+1] − ū) = Fk − u[k]

1 Fk
u1 − u[k]

2 Fk
u2 − u

′[k]
2 Fk

u2 − ũ[k]
2 Fk

ũ2

− (F − u1F
k
u1 − u2F

k
u2 − u

′
2F

k
u

′
2
− ũ2F

k
ũ2

)

= Fk − F + (u1 − u[k]
1 )Fk

u1 + (u2 − u[k]
2 )Fk

u2 + (u
′
2 − u

′[k]
2 )Fk

u
′
2

+ (ũ2 − ũ[k]
2 )Fk

ũ2

= Fk −
{
(Fk + (u1 − u[k]

1 )Fk
u1 + (u2 − u[k]

2 )Fk
u2 + (u

′
2 − u

′[k]
2 )Fk

u
′
2

+ (ũ2 − ũ[k]
2 )Fk

ũ2
) + 1

2

[
((u1 − u[k]

1 )2Fu1u1 (θ̄) + (u2 − u[k]
2 )2Fu2u2 (θ̄ )

+ (u
′
2 − u

′[k]
2 )2Fu′

2u
′
2
(θ̄) + (ũ2 − ũ[k]

2 )2Fũ2 ũ2 (θ̄))

+ 2(u1 − u[k]
1 )(u2 − u[k]

2 )Fu1u2 (θ̄) + 2(u2 − u[k]
2 )(u

′
2 − u

′[k]
2 )Fu2u

′
2
(θ̄)

+ 2(u2 − u[k]
2 )(ũ2 − ũ[k]

2 )Fu2 ũ2 (θ̄) + 2(u
′
2 − u

′[k]
2 )(ũ2 − ũ[k]

2 )Fu′
2 ũ2

(θ̄)

+ 2(u1 − u[k]
1 )(u

′
2 − u

′[k]
2 )Fu1u

′
2
(θ̄) + 2(ũ2 − ũ[k]

2 )(u1 − u[k]
1 )Fũ2u1 (θ̄)

]}
+ (u1 − u[k]

1 )Fk
u1 + (u2 − u[k]

2 )Fk
u2 + (u

′
2 − u

′[k]
2 )Fk

u
′
2
+ (ũ2 − ũ[k]

2 )Fk
ũ2

,

where θ̄ = (x, θ, θ ′, θ ′′, θ̃ ′) is such that (x, u1, u2, u
′
2, ũ2) > θ̄ > (x, u[k]

1 ,

u[k]
2 , u

′[k]
2 , ũ[k]

2 ).

P [k]
2 (ū[k+1] − ū) = −1

2

{
((u1 − u[k]

1 )2Fu1u1 (θ̄) + (u2 − u[k]
2 )2Fu2u2 (θ̄)

+ (u
′
2 − u

′[k]
2 )2Fu′

2u
′
2
(θ̄) + (ũ2 − ũ[k]

2 )2Fũ2 ũ2 (θ̄))

+ 2(u1 − u[k]
1 )(u2 − u[k]

2 )Fu1u2 (θ̄) + 2(u2 − u[k]
2 )(u

′
2 − u

′[k]
2 )Fu2u

′
2
(θ̄)

+ 2(u2 − u[k]
2 )(ũ2 − ũ[k]

2 )Fu2 ũ2 (θ̄) + 2(u
′
2 − u

′[k]
2 )(ũ2 − ũ[k]

2 )Fu′
2 ũ2

(θ̄)

+ 2(u1 − u[k]
1 )(u

′
2 − u

′[k]
2 )Fu1u

′
2
(θ̄) + 2(ũ2 − ũ[k]

2 )(u1 − u[k]
1 )Fũ2u1 (θ̄)

}
.

Then, we have
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| P [k]
2 (ū[k+1] − ū) | ≤ M

{
| u[k]

1 − u1 |2 + | u[k]
2 − u2 |2 + | u ′[k]

2 − u2 |2

+ | ũ[k]
2 − ũ2 |2 + | u[k]

1 − u1 || u[k]
2 − u2 |

+ | u[k]
2 − u2 || u ′[k]

2 − u
′
2 | + | u ′[k]

2 − u
′
2 || ũ[k]

2 − ũ2 |
+ | ũ[k]

2 − ũ2 || u[k]
1 − u1 | + | u[k]

2 − u2 || ũ[k]
2 − ũ2 |

+ | u[k]
1 − u1 || u ′[k]

2 − u
′
2 |

}
≤ M ‖ ū[k] − ū ‖2 .

Then by Corollary 1, we have the desired result.

To observe the nature of the solution of the linearized singularly perturbed third-order
delay differential equations, we consider the following:

−εu′′′(x) + a(x)u′′(x) − u(x − 1) =
{
1, x ∈ (0, 1],
−1, x ∈ (1, 2),

(21)

u(x) = 1, x ∈ [−1, 0], u′(x) = 0, x ∈ [−1, 0], u′(2) = 2, (22)

where a(x) = 1, x ∈ [0, 1] and a(x) = −1, x ∈ (1, 2]. The reduced problem solu-
tion of (21)–(22) is

u0(x) = 1 + x2

2
, x ∈ [0, 1],

u0(x) = −2

3
+ 2x − (x − 2)3

6
, x ∈ (1, 2].

The solution of (21)–(22) is

u(x) = (1 − C1) − C1x

ε
+ C1 exp(

x

ε
) + x2

2
, x ∈ [0, 1],

u(x) = D1 + x
[1
2

− ε + F1

ε
exp(

−2

ε
) − 2C1

ε
+ C1

2
exp(

1

ε
)
]

+ F1 exp(
−x

ε
)

+
(
1 + C1

ε

) x2
2

− (x − 1)3

6
+ ε

(x − 1)2

2
− C1ε

2
exp(

(x − 1)

ε
), x ∈ [1, 2],

where

C1 = exp(−1
ε

)[ε3 + F1 exp(−1
ε

)]
1 − ε

2 exp(
−1
ε

)
= O(ε exp(−1/ε)),

F1 = ε exp(
1

ε
)
[ 12 − ε(1 + 1

4 exp(
−1
ε

)) + ε2( 12 exp(
−1
ε

) − exp(−2
ε

)) − ε3

2 (exp(−1
ε

) + 1)]
1 − ε

2 − exp(−1
ε

) + exp(−2
ε

)(1 + ε
2 )

= O(ε exp(1/ε)),
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Fig. 1 The exact solution and reduced problem solution of the problem (21)–(22) for ε = 2−6 and
N = 210

D1 = 1

2
+ ε + C1

1

2ε
(1 − 2ε + ε exp(

1

ε
) + ε2) − F1

1

ε
(exp(

−2

ε
) − ε exp(

−1

ε
)) = O(1).

It is observed that

u(x) ∼ u0(x) + O(ε) exp

(−(1 − x)

ε

)
+ O(ε), x ∈ [0, 1] and

u(x) ∼ u0(x) + O(ε) exp

(−(x − 1)

ε

)
+ O(ε2) exp

(−(2 − x)

ε

)
+ O(ε), x ∈ (1, 2].

In [9], the authors considered convection diffusion problem with discontinuous con-
vection coefficient. They analyzed that the solution exhibits strong interior twin layers
and no weak boundary layer at the boundary point(s). In the above model problem
(21)–(22), we considered discontinuous convection coefficient with different signs
in different sub domains and discontinuous source term. But in the above problem
(21)–(22), the solution exhibits twin weak interior layers at x = 1 and a weak bound-
ary layer at x = 2. Figure1 presents the exact solution and reduced problem solution
to (21)–(22).

From the above observation, one can see that the reduced problem solution is a
reasonable approximate solution to the original problem. Therefore, choose the initial
approximation as the reduced problem solution, that is, ū[0] = (u[0]

1 , u[0]
2 ) and u[0]

1 =
u0, u

[0]
2 = u′

0.

Remark 1 The reduced problem of (2)–(3) is stated in (4).

8 Numerical Illustration

In this section, three examples are presented to illustrate the theory discussed in
this paper. We use the double mesh principle to estimate the error and compute the
experiment rate of convergence in our computed solution. For this, we put
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DM
ε = max

0≤i≤M
| UM

i −U 2M
2i |,

whereUM
i andU 2M

2i are the i th components of the numerical solutions on meshes of
M and 2M points, respectively. We compute the uniform error and rate of conver-
gence as

DM = max
ε

DM
ε and pM = log2

( DM

D2M

)
.

For the following examples, the numerical results are presented for the values of
perturbation parameter ε ∈ {2−6, . . . , 2−25}.
Example 1 Consider the following third-order equation

{
−εu′′′(x) + a(x)u′′(x) + b(x)u′(x) + c(x)u(x) + d(x)u′(x − 1) = f (x), x ∈ �∗,
u(x) = φ(x), x ∈ [−1, 0], u′(2) = 2, φ ∈ C1([−1, 0]),

where a1(x) = 16, a2(x) = −17, b(x) = 1 + x, c(x) = −x
4 , d(x) = −x, f1(x) =

x, f2(x) = 1 − x, φ1(x) = 1, φ2(x) = 0.
Table1 presents the values of DM

k and pM
k , k = 1, 2 corresponding to the solu-

tion components u1 and u2, respectively, of this example. Figure2 represents the
numerical solution, and Figs. 4 and 5 present the loglog plots for u1 and for u2.

Example 2 In this example, we consider a1(x) = 3 exp(x), a2(x) = −3(x2 + 1),
b(x) = | sin(x)|, c(x) = −x

20 , d(x) = −x2

10 , f1(x) = x3, f2(x) = 1 − x3, φ1(x) = 1,
φ2(x) = 0.

Table2 presents the values of DM
k and pM

k , k = 1, 2 corresponding to the solu-
tion components u1 and u2, respectively, of this example. Figure3 represents the
numerical solution.

Example 3 Consider the nonlinear BVP

−εu′′′(x) = −a(x)[u′′(x)]2 − 0.5[ũ′(x)]2,
a(x) = −1, x ∈ [0, 1], a(x) = 1, x ∈ (1, 2],
u(x) = 1, x ∈ [−1, 0], u′(x) = 0, u′(2) = 1.

Table 1 Maximum pointwise error estimates and convergence rates for various N of u1 and u2 of
Example 1

N (Number of mesh points)

ε 32 64 128 256 512 1024 2048

DM
1 1.6271e-2 6.9523e-3 3.3909e-3 1.7064e-3 8.6288e-4 4.3664e-4 2.2097e-4

pM1 1.2267e-0 1.0358e-0 9.9074e-1 9.8369e-1 9.8272e-1 9.8258e-1 –

DM
2 4.5658e-2 3.5418e-2 2.6971e-2 1.9276e-2 1.2830e-2 7.5094e-3 4.3557e-3

pM2 3.6639e-1 3.9308e-1 4.8459e-1 5.8725e-1 7.7280e-1 7.8578e-1 –
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Fig. 2 Numerical solution of the above Example 1
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Fig. 3 Numerical solution of the above Example 2
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Fig. 4 Loglog plot for the component u1 of Example 1

Tables5 and 6 present the iterations of u1 and u2, respectively. Figures6 and 7
represent the iterations of u1 and u2 for fixed ε = 2−6 and N = 32.

Remark 2 Error tolarence of successive iterations is 10−3.
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Fig. 5 Loglog plot for the component u2 of Example 1

Table 2 Maximum pointwise error estimates and convergence rates for various N of u1 and u2 of
Example 2

N (Number of mesh points)

ε 32 64 128 256 512 1024 2048

DM
1 1.1306e-2 5.8553e-3 3.0512e-3 1.5975e-3 8.3800e-4 4.3939e-4 2.3006e-4

pM1 9.4934e-1 9.4039e-1 9.3354e-1 9.3080e-1 9.3145e-1 9.3349e-1 –

DM
2 4.3856e-2 4.3080e-2 3.4874e-2 2.5771e-2 1.7173e-2 1.0721e-2 6.2195e-3

pM2 2.5783e-2 3.0487e-1 4.3640e-1 5.8563e-1 6.7963e-1 7.8560e-1 –

Table 3 Numerical results of Example 1 on uniform mesh

N (Number of mesh points)

32 64 128 256 512 1024 2048

DM
1 3.3389e-2 1.6646e-2 8.3124e-3 4.1554e-3 2.0790e-3 1.0405e-3 5.2030e-4

pM1 1.0042 1.0018 1.0003 9.9907e-1 9.9868e-1 9.9983e-1 –

DM
2 7.5829e-2 7.5829e-2 7.5829e-2 7.5829e-2 7.5895e-2 7.5851e-2 7.5829e-2

pM2 0 0 -1.2580e-
3

8.3811e-4 4.1991e-4 0 –

Table 4 Maximum pointwise error estimates and convergence rates

N (Number of mesh points)

ε 32 64 128 256 512 1024 2048

DM
1 2.2960e-2 1.1518e-2 5.8358e-3 2.9442e-3 1.4792e-3 7.4147e-4 3.7118e-4

pM1 9.9516e-1 9.8093e-1 9.8707e-1 9.9310e-1 9.9630e-1 9.9829e-1 –

DM
2 1.5622e-2 1.1728e-2 9.0401e-3 6.3420e-3 4.0544e-3 2.3786e-3 1.4228e-3

pM2 4.1368e-1 3.7549e-1 5.1140e-1 6.4546e-1 7.6938e-1 7.4138e-1 –
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Table 5 Iterations of u1 of the Example 3

xi u[0]
1 u[1]

1 u[2]
1 u[3]

1 u[4]
1 u[5]

1 u[6]
1 u[7]

1 u[8]
1 u[9]

1

0.0135 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

0.0271 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

0.0406 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

0.0542 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

0.1656 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

0.2771 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

0.3885 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

0.5000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

0.6115 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

0.7229 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

0.8344 1.0000 1.0001 1.0001 1.0001 1.0001 1.0001 1.0001 1.0001 1.0001 1.0001

0.9458 1.0000 1.0016 1.0009 1.0013 1.0011 1.0012 1.0012 1.0012 1.0012 1.0012

0.9594 1.0000 1.0020 1.0010 1.0016 1.0014 1.0015 1.0014 1.0015 1.0015 1.0015

0.9729 1.0000 1.0029 1.0014 1.0023 1.0019 1.0021 1.0020 1.0021 1.0020 1.0020

0.9865 1.0000 1.0052 1.0023 1.0040 1.0032 1.0036 1.0035 1.0035 1.0035 1.0035

1.0000 1.0000 1.0113 1.0047 1.0086 1.0067 1.0076 1.0072 1.0074 1.0073 1.0073

1.0135 1.0001 1.0213 1.0084 1.0160 1.0123 1.0141 1.0133 1.0136 1.0135 1.0136

1.0271 1.0004 1.0327 1.0127 1.0245 1.0187 1.0214 1.0203 1.0208 1.0205 1.0206

1.0406 1.0008 1.0444 1.0173 1.0333 1.0255 1.0292 1.0275 1.0282 1.0279 1.0281

1.0542 1.0015 1.0563 1.0221 1.0422 1.0324 1.0370 1.0350 1.0359 1.0355 1.0356

1.1656 1.0137 1.1501 1.0715 1.1155 1.0946 1.1042 1.1001 1.1018 1.1011 1.1014

1.2771 1.0384 1.2399 1.1296 1.1893 1.1615 1.1741 1.1687 1.1710 1.1700 1.1704

1.3885 1.0755 1.3273 1.1956 1.2650 1.2332 1.2474 1.2414 1.2439 1.2428 1.2433

1.5000 1.1250 1.4141 1.2689 1.3439 1.3099 1.3250 1.3186 1.3213 1.3202 1.3207

1.6115 1.1869 1.5024 1.3496 1.4274 1.3923 1.4078 1.4012 1.4040 1.4028 1.4033

1.7229 1.2613 1.5941 1.4377 1.5168 1.4812 1.4969 1.4902 1.4931 1.4919 1.4924

1.8344 1.3481 1.6918 1.5340 1.6136 1.5778 1.5936 1.5869 1.5897 1.5885 1.5890

1.9458 1.4473 1.7977 1.6396 1.7194 1.6835 1.6994 1.6926 1.6955 1.6943 1.6948

1.9594 1.4602 1.8108 1.6526 1.7324 1.6965 1.7124 1.7056 1.7085 1.7073 1.7078

1.9729 1.4733 1.8240 1.6658 1.7456 1.7097 1.7256 1.7188 1.7217 1.7205 1.7210

1.9865 1.4866 1.8373 1.6791 1.7589 1.7230 1.7389 1.7322 1.7350 1.7338 1.7343

2.0000 1.5000 1.8509 1.6927 1.7725 1.7366 1.7524 1.7457 1.7486 1.7473 1.7479
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Table 6 Iterations of u2 of the Example 3

xi u[0]
2 u[1]

2 u[2]
2 u[3]

2 u[4]
2 u[5]

2 u[6]
2 u[7]

2 u[8]
2 u[9]

2

0.0135 0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0271 0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0406 0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.0542 0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.1656 0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.2771 0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.3885 0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.5000 0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.6115 0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.7229 0 0.0001 0.0000 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001

0.8344 0 0.0009 0.0006 0.0008 0.0007 0.0007 0.0007 0.0007 0.0007 0.0007

0.9458 0 0.0136 0.0072 0.0112 0.0094 0.0102 0.0099 0.0100 0.0099 0.0100

0.9594 0 0.0276 0.0130 0.0218 0.0176 0.0196 0.0187 0.0191 0.0189 0.0190

0.9729 0 0.0656 0.0281 0.0503 0.0396 0.0447 0.0425 0.0434 0.0430 0.0432

0.9865 0 0.1696 0.0678 0.1278 0.0985 0.1124 0.1063 0.1089 0.1078 0.1083

1.0000 0 0.4538 0.1719 0.3378 0.2563 0.2950 0.2780 0.2853 0.2822 0.2835

1.0135 0.0135 0.7380 0.2760 0.5478 0.4142 0.4775 0.4496 0.4617 0.4566 0.4587

1.0271 0.0271 0.8378 0.3185 0.6230 0.4736 0.5443 0.5132 0.5267 0.5210 0.5234

1.0406 0.0406 0.8703 0.3400 0.6494 0.4981 0.5695 0.5381 0.5517 0.5459 0.5484

1.0542 0.0542 0.8782 0.3542 0.6582 0.5101 0.5798 0.5492 0.5624 0.5568 0.5592

1.1656 0.1656 0.8414 0.4430 0.6580 0.5583 0.6031 0.5840 0.5921 0.5887 0.5901

1.2771 0.2771 0.8056 0.5212 0.6623 0.6005 0.6269 0.6159 0.6205 0.6186 0.6194

1.3885 0.3885 0.7841 0.5920 0.6789 0.6430 0.6577 0.6517 0.6542 0.6531 0.6536

1.5000 0.5000 0.7789 0.6582 0.7079 0.6884 0.6962 0.6930 0.6943 0.6938 0.6940

1.6115 0.6115 0.7916 0.7232 0.7488 0.7391 0.7430 0.7414 0.7421 0.7418 0.7419

1.7229 0.7229 0.8235 0.7905 0.8020 0.7976 0.7994 0.7986 0.7990 0.7988 0.7989

1.8344 0.8344 0.8760 0.8639 0.8683 0.8664 0.8672 0.8668 0.8670 0.8669 0.8670

1.9458 0.9458 0.9505 0.9479 0.9494 0.9485 0.9490 0.9487 0.9488 0.9488 0.9488

1.9594 0.9594 0.9623 0.9600 0.9613 0.9606 0.9610 0.9608 0.9608 0.9608 0.9608

1.9729 0.9729 0.9745 0.9726 0.9737 0.9730 0.9734 0.9732 0.9733 0.9732 0.9733

1.9865 0.9865 0.9870 0.9857 0.9865 0.9861 0.9863 0.9862 0.9862 0.9862 0.9862

2.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
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Fig. 6 Iterative numerical solutions of u1 stated in Example 3
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Fig. 7 Iterative numerical solutions of u2 stated in Example 3

9 Conclusions

An uniformly valid numerical method for solving Third-order singularly perturbed
delay differential equations is discussed in this article. We considered the prob-
lem with discontinuous source term and discontinuous convection coefficient. From
Theorem 3, we observed that the solution component u2 exhibits strong interior twin
layers at x = 1 and a weak boundary layer at x = 2. This weak boundary layer
occurs due to the presence of the delay term. But this will not happen in the case
of the nondelay differential equations [9]. Since it exhibits interior and boundary
layers, respectively, at x = 1 and x = 2, we divide the domain into five subdomains.
On each subdomain, we define the mesh points with different mesh sizes. On this
mesh, a fitted finite difference method with piecewise linear interpolation is applied.
It has been observed that when i > N/2, the point xi − 1 need not be a mesh point.
Therefore, we are forced to apply the interpolation to approximate u2(xi − 1). Fur-
ther, it has been proved that the present method with piecewise linear interpolation
gives almost linear convergence of order O(N−1(log N )2). Tables1 and 2 validate
Theorem 7. Further, the same finite difference method is applied on uniform mesh,
but the numerical results are not satisfactory (See Table3). This table presents the
numerical results for Example 1 on a uniform mesh. From Figs. 2 and 3, we see that
the component u2 exhibits the interior twin layers at x = 1 and aweak boundary layer
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at x = 2. Figures4 and 5, respectively, provide the loglog plot for the components
u1 and u2 of Example 1. In Sect. 8 a nonlinear problem is considered and Newton’s
linearization method is applied. To illustrate the method, Example 3 is presented.
The maximum pointwise error and computed rate of convergence for Example 3 is
presented in Table4. Figures6 and 7 present the iterations of u1 and u2 for fixed
ε = 2−6 and N = 32. Figures6 and 7 indicate that iterations converge.
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A Parameter-Uniform Essentially
First-Order Convergence of a Fitted
Mesh Method for a Class of Parabolic
Singularly Perturbed System of Robin
Problems

R. Ishwariya, John J. H. Miller, and Valarmathi Sigamani

Abstract In this paper, a class of linear parabolic systems of singularly perturbed
Robin problems is considered. The components of the solution �v of this system
exhibit parabolic boundary layers with sublayers. The numerical method suggested
in this paper is composed of a classical finite difference scheme on a piecewise-
uniform Shishkin mesh. This method is proved to be first-order convergent in time
and essentially first-order convergent in the space variable in the maximum norm
uniformly in the perturbation parameters.

Keywords Singular perturbation problems · Boundary layers · Linear parabolic
differential equations · Robin boundary conditions · Finite difference schemes ·
Shishkin meshes · Parameter-uniform convergence.

1 Introduction

In this paper, a class of linear parabolic systems of singularly perturbed second-order
differential equations of reaction-diffusion type with initial and Robin boundary
conditions is considered.

In [1, 2, 10, 11], a general introduction to singular perturbation problems
and parameter-uniform numerical methods to solve the problems are established.
Franklin et al. [3] constructed a parameter-uniform numerical method to solve a lin-
ear system of singularly perturbed second-order parabolic partial differential equa-
tions of reaction-diffusion type with given initial and Dirichlet boundary conditions.
In [6], a linear parabolic singularly perturbed Dirichlet boundary value problem is
considered, and a uniformly convergent numerical method with respect to the small
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parameter in the maximum norm comprising a standard finite difference operator on
a fitted piecewise-uniform mesh is established.

In [7], J. L. Gracia et.al. suggested a uniformly convergent numerical method with
layer-adapted piecewise-uniformmesh to solve a parabolic coupled system of singu-
larly perturbed reaction-diffusion equations. In [8], a linear system of second-order
singularly perturbed differential equations of reaction-diffusion type with Dirichlet
boundary conditions is considered, and essentially second-order convergent numer-
ical approximations are constructed.

Consider the following parabolic singularly perturbed linear system of second-
order differential equations with initial and Robin boundary conditions.

∂�v
∂t

− E
∂2�v
∂x2

+ A�v = �f , on Ω, (1)

�v(0, t) − E∗
∂�v
∂x

(0, t) = �ξL(t), �v(1, t) + E∗
∂�v
∂x

(1, t) = �ξR(t), 0 ≤ t ≤ T,

�v(x, 0) = �ξB(x), 0 ≤ x ≤ 1,
(2)

where Ω = {(x, t) : 0 < x < 1, 0 < t ≤ T }, Ω̄ = Ω ∪ Γ, Γ = ΓL ∪ ΓB ∪ ΓR

with ΓL = {(0, t) : 0 ≤ t ≤ T }, ΓR = {(1, t) : 0 ≤ t ≤ T } and ΓB = {(x, 0) : 0 <

x < 1}. Here, for all (x, t) ∈ Ω̄, �v(x, t) and �f (x, t) are column n−vectors, E, E∗
and A are n × n matrices, E = diag(�ε), �ε = (ε1, ..., εn), E∗ = diag(

−→√
ε),

−→√
ε =

(
√

ε1, ...,
√

εn) with 0 < εi ≤ 1 for all i = 1, ..., n. The parameters εi are assumed
to be distinct and for convenience, to have the ordering ε1 < · · · < εn.

The operator form of problem (1), (2) is

�H�v = �f on Ω,

�b0�v(0, t) = �ξL(t), �b1�v(1, t) = �ξR(t), �v(x, 0) = �ξB(x),

where the operators �H , �b0, �b1 are defined by

�H = I
∂

∂t
− E

∂2

∂x2
+ A, �b0 = I − E∗

∂

∂x
, �b1 = I + E∗

∂

∂x

where I is the identity operator. The reduced problem corresponding to (1), (2) is
defined by

∂�v0
∂t

+ A�v0 = �f , on Ω, �v0 = �v on ΓB . (3)

The problem (1), (2) is said to be singularly perturbed in the following sense.
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Each component vi , i = 1, ..., n of the solution �v of (1), (2) is expected to exhibit
twin layers of width O(

√
εn) at x = 0 and x = 1 while the components vi , i =

1, ..., n − 1 have additional twin sublayers of width O(
√

εn−1), the components
vi , i = 1, ..., n − 2 have additional twin sublayers of width O(

√
εn−2) and so on.

2 Solution to the Continuous Problem

Standard theoretical results on the existence of the solution of (1), (2) are stated,
without proof, in this section. See [4, 5] for more details. For all (x, t) ∈ Ω̄, it is
assumed that the components ai j (x, t) of A(x, t) satisfy the inequalities

aii (x, t) >

n∑

j 	=i
j=1

|ai j (x, t)| for 1 ≤ i ≤ n, and ai j (x, t) ≤ 0 for i 	= j (4)

and for some α,

0 < α < min
(x,t)∈Ω̄
1≤i≤n

⎛

⎝
n∑

j=1

ai j (x, t)

⎞

⎠ . (5)

It is also assumed, without loss of generality, that

√
εn ≤

√
α

6
. (6)

The norms, ‖ y ‖D = sup{|y(x, t)| : (x, t) ∈ D} for any scalar-valued function y
and domain D, and ‖ �y ‖D = max

1≤k≤n
‖ yk ‖D for any vector-valued function �y =

(y1, ..., yn)
T , are introduced.When D = Ω̄ orΩ , the subscript D is usually dropped.

In a compact domain D, a function u is said to be Hölder continuous of degree
λ, 0 < λ ≤ 1, if, for all (x1, t1), (x2, t2) ∈ D,

|v(x1, t1) − v(x2, t2)| ≤ C(|x1 − x2|2 + |t1 − t2|)λ/2
.

The set of Hölder continuous functions forms a normed linear space C0
λ(D) with the

norm

||v||λ,D = ||v||D + sup
(x1,t1),(x2,t2)∈D

|v(x1, t1) − v(x2, t2)|
(|x1 − x2|2 + |t1 − t2|)λ/2 ,

where ||v||D = sup
(x,t)∈D

|u(x, t)|. For each integer k ≥ 1, the subspaces Ck
λ(D) of

C0
λ(D), which contain functions having Hölder continuous derivatives, are defined

as follows:
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Ck
λ(D) =

{
u : ∂ l+mv

∂xl∂tm
∈ C0

λ(D) for l, m ≥ 0 and 0 ≤ l + 2m ≤ k

}
.

The norm on Ck
λ(D) is taken to be ||v||λ,k,D = max

0≤l+2m≤k
|| ∂ l+mv

∂xl∂tm
||λ,D . For a vector

function �ϑ = (v1, v2, ..., vn), the norm is defined by || �ϑ ||λ,k,D = max
1≤i≤n

||vi ||λ,k,D .

Assume that A, �f are sufficiently smooth. Also assume that �ξL ∈ C2(ΓL), �ξB ∈
C5(ΓB), �ξR ∈ C2(ΓR) and that the compatibility conditions are fulfilled at the corners
(0, 0) and (1, 0) of Γ. Then there exists a unique solution �v of (1), (2) satisfying
vi ∈ C4

λ(Ω̄).
The assumptions (4)–(6) are assumed throughout the paper. Furthermore, C

denotes a generic positive constant, which is independent of x, t, all singular pertur-
bation and discretization parameters. Inequalities between vectors are understood in
the componentwise sense.

3 Analytical Results

The operator �H satisfies the following maximum principle:

Lemma 1 Let ξ �ψ be any vector-valued function in the domain of �H such that
�b0 �ψ(0, t) ≥ �0, �b1 �ψ(1, t) ≥ �0, �ψ(x, 0) ≥ �0.Then �H �ψ(x, t) ≥ �0 on Ω implies that
�ψ(x, t) ≥ �0 on Ω̄.

Proof Let i∗, x∗, t∗ be such that ψi∗(x∗, t∗) = min
i

min
Ω̄

ψi (x, t) and assume that

the lemma is false. Then ψi∗(x∗, t∗) < 0. For x∗ = 0, (�b0 �ψ)i∗(0, t∗) = ψi∗(0, t∗) −
√

εi∗
∂ψi∗

∂x
(0, t∗) < 0, for x∗ = 1, (�b1 �ψ)i∗(1, t∗) = ψi∗(1, t∗) + √

εi∗
∂ψi∗

∂x
(1, t∗) <

0 and for t∗ = 0, ψi∗(x∗, 0) < 0, contradicting the hypothesis. Therefore, (x∗, t∗) /∈
Γ and

∂2ψi∗

∂x2
(x∗, t∗) ≥ 0. Also

( �H �ψ)i∗(x∗, t∗) = ∂ψi∗
∂t

(x∗, t∗) − εi∗
∂2ψi∗
∂x2

(x∗, t∗) +
n∑

j=1

ai∗ j (x∗, t∗)ψ j (x∗, t∗) < 0,

which contradicts the assumption and proves the result for �H .

Lemma 2 If �ψ is any vector-valued function in the domain of �H , then, for each
i, 1 ≤ i ≤ n and (x, t) ∈ Ω̄,

|ψi (x, t)| ≤ max

{
‖ �b0 �ψ(0, t) ‖, ‖ �b1 �ψ(1, t) ‖, ‖ �ψ(x, 0) ‖, 1

α
‖ �H �ψ ‖

}
.

Proof Define the two functions
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�θ±(x, t) = max

{
‖ �b0 �ψ(0, t) ‖, ‖ �b1 �ψ(1, t) ‖, ‖ �ψ(x, 0) ‖, 1

α
‖ �H �ψ ‖

}
�e

± �ψ(x, t), (x, t) ∈ Ω̄

and �e = (1, ..., 1)T .Using the properties of A, it is not hard to verify that �b0 �θ±(0, t) ≥
�0, �b1 �θ±(1, t) ≥ �0, �θ±(x, 0) ≥ �0 and �H �θ± ≥ �0 on Ω. It follows from Lemma 1 that
�θ± ≥ �0 on Ω̄ as required.

A standard estimate of the solution �v to the problem (1), (2) and its derivatives is
contained in the following lemma.

Lemma 3 Let �v be the solution of (1), (2). Then, for all (x, t) ∈ Ω̄ and each i =
1, ..., n,

|vi (x, t)| ≤ C(‖ �ξL(t) ‖ + ‖ �ξR(t) ‖ + ‖ �ξB(x) ‖ + ‖ �f ‖),
|∂

l vi

∂t l
(x, t)| ≤ C(‖ �v ‖ +

l∑

q=0

‖ ∂q �f
∂tq

‖), l = 1, 2,

|∂
l vi

∂xl
(x, t)| ≤ Cε

−l
2

i (‖ �v ‖ + ‖ �f ‖ + ‖ ∂ �f
∂t

‖), l = 1, 2,

| ∂
l vi

∂xl
(x, t)| ≤ Cε−1

i ε
−(l−2)

2
1 (‖ �v ‖ + ‖ �f ‖ + ‖ ∂ �f

∂t
‖ + ‖ ∂2 �f

∂t2
‖ +ε

l−2
2

1 ‖ ∂ l−2 �f
∂xl−2 ‖), l = 3, 4,

| ∂ l vi

∂xl−1∂t
(x, t)| ≤ Cε

−(l−1)
2

i (‖ �v ‖ + ‖ �f ‖ + ‖ ∂ �f
∂t

‖ + ‖ ∂2 �f
∂t2

‖), l = 2, 3.

Proof The bound on �v is an immediate consequence of Lemma 2.

Differentiating (1) partially with respect to ‘t’ once and twice, respectively, and

applying Lemma 2, the bounds on
∂�v
∂t

and
∂2�u
∂t2

, respectively, are derived.

By using mean-value theorem, the bound on
∂vi

∂x
, for each (x, t), is determined

as follows:

|∂vi

∂x
(x, t)| ≤ Cεi

−1
2 (||�v|| + || �f || + ||∂ �f

∂t
||).

Rearranging (1), the following bound is derived:

|∂
2vi

∂x2
(x, t)| ≤ Cε−1

i (||�v|| + || �f || + ||∂ �f
∂t

||).

Following steps similar to those used to bound
∂v

∂x
and

∂2u

∂x2
, the bounds of the mixed

derivatives are also obtained.
Differentiating (1) once and twice partially with respect to ‘x’ and rearranging

the equation, the bounds on
∂3vi

∂x3
and

∂4vi

∂x4
, respectively, are obtained.

The Shishkin decomposition of the solution �v of the problem (1), (2) is
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�v = �ϑ + �ω (7)

where �ϑ and �ω are the smooth and singular components of the solution �v, respectively.
Taking into consideration the sublayers that appear for the components, the smooth

component �ϑ is subjected to further decomposition.

ϑn = ϑ0,n + εnφn,n,

φn−1 = ϑ0,n−1 + εnφ
1
n−1,n,

...

ϑ1 = ϑ0,1 + εnφ
1
1,n,

(8)

as all the components have εn layers. Since components except ϑn have εn−1 sublay-
ers, the components φn−1, ..., ϑ1 take the form:

φn−1 = ϑ0,n−1 + εn(φn−1,n + εn−1φn−1,n−1),

φn−2 = ϑ0,n−2 + εn(φn−2,n + εn−1φ
1
n−2,n−1),

...

ϑ1 = ϑ0,1 + εn(φ1,n + εn−1φ
1
1,n−1).

(9)

Further,ϑn−2, ϑn−3, ..., ϑ2, ϑ1 have εn−2 sublayers andhence that leads to the decom-
position:

φn−2 = ϑ0,n−2 + εn(φn−2,n + εn−1(φn−2,n−1 + εn−2φn−2,n−2)),

φn−3 = ϑ0,n−3 + εn(φn−3,n + εn−1(φn−3,n−1 + εn−2φ
1
n−3,n−2)),

...

ϑ1 = ϑ0,1 + εn(φ1,n + εn−1(φ1,n−1 + εn−2φ
1
1,n−2)).

(10)

Proceeding like this, it is not hard to see that

⎛

⎜⎜⎜⎝

ϑ1

ϑ2
...

ϑn

⎞

⎟⎟⎟⎠ =

⎛

⎜⎜⎜⎝

ϑ0,1

ϑ0,2
...

ϑ0,n

⎞

⎟⎟⎟⎠

⎛

⎜⎜⎜⎝

γ1
γ2
...

γn

⎞

⎟⎟⎟⎠

i.e.
�ϑ(x, t) = �v0(x, t) + �γ (x, t) (11)

where
γ j = �ε n

(�v j
j )

T , (12)

�ε n = (ε1ε2...εn, ε2ε3...εn, ......, εn−1εn, εn), �v i
i = (0, 0, ..., φi,i , φi,i+1, ......, φi,n).
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Then using (7) and (11) in (1) and (2), it is found that the smooth component �ϑ of
the solution �v satisfies

�H �ϑ = �f , on Ω (13)

with

�b0 �ϑ(0, t) = �b0(�v0 + �γ )(0, t), �b1 �ϑ(1, t) = �b1(�v0 + �γ )(1, t), �ϑ(x, 0) = (�v0 + �γ )(x, 0),
(14)

and the singular component �ω of the solution �v satisfies

�H �ω = �0, on Ω (15)

with

�b0 �ω(0, t) = �b0(�v − �ϑ)(0, t), �b1 �ω(1, t) = �b1(�v − �ϑ)(1, t), �ω(x, 0) = �0. (16)

Consider the following parabolic initial-boundary value problem for a singularly
perturbed linear system of second-order differential equations:

∂ �̂v
∂t

(x, t) − Ê
∂2�̂v
∂x2

(x, t) + Â(x, t)�̂v(x, t) = �̂f (x, t), on Ω, (17)

with

û2(0, t) − √
εn

∂ ûn

∂x
(0, t) = α(t), û2(1, t) + √

εn
∂ ûn

∂x
(1, t) = β(t), 0 ≤ t ≤ T,

�̂v(x, 0) = �δ(x), 0 ≤ x ≤ 1,
(18)

where Ê is an n × n matrix, Ê = diag(0, 0, ..., 0, εn) with 0 < εn < 1.
The problem (17), (18) can also be written in the operator form

L̂ �̂v = �̂f on Ω,

μ0ûn(0, t) = α(t), μ1ûn(1, t) = β(t), �̂v(x, 0) = �δ(x),

where the operators L̂, μ0, μ1 are defined by

L̂ = I
∂

∂t
− Ê

∂2

∂x2
+ Â, μ0 = I − √

εn
∂

∂x
, μ1 = I + √

εn
∂

∂x

where I is the identity operator. The reduced problem corresponding to (17), (18) is
defined by

∂ �̂v0
∂t

+ Â�̂v0 = �̂f , on Ω, �̂v0 = �̂v on ΓB .
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The operator L̂ satisfies the following maximum principle:

Lemma 4 Let the assumptions (4)–(6) hold. Let �ψ = (ψ1, ..., ψn)
T be any vector-

valued function in the domain of L̂ such that μ0ψn(0, t) ≥ 0, μ1ψn(1, t) ≥ 0, �ψ
(x, 0) ≥ �0. Then L̂ �ψ(x, t) ≥ �0 on Ω implies that �ψ(x, t) ≥ �0 on Ω̄.

Lemma 5 Let the assumptions (4)–(6) hold. If �ψ = (ψ1, ..., ψn)
T is any vector-

valued function in the domain of L̂, then, for each i = 1, ..., n and (x, t) ∈ Ω̄,

|ψi (x, t)| ≤ max

{
‖ μ0ψ(0, t) ‖, ‖ μ1ψ(1, t) ‖, ‖ �ψ(x, 0) ‖, 1

α
‖ L̂ �ψ ‖

}
.

A standard estimate of the solution �̂v to the problem (17), (18) and its derivatives is
contained in the following lemma.

Lemma 6 Let �̂v be the solution of (17), (18). Then, for all (x, t) ∈ Ω̄ and each
i = 1, ..., n,

|v̂i (x, t)| ≤ C(‖ α(t) ‖ + ‖ β(t) ‖ + ‖ �δ(x) ‖ + ‖ �̂f ‖),
|∂

l v̂i

∂t l
(x, t)| ≤ C(‖ �̂v ‖ +∑l

q=0 ‖ ∂q �̂f
∂tq

‖), l = 1, 2,

|∂ v̂i

∂x
(x, t)| ≤ Cε

−1/2
n (‖ �̂v ‖ + ‖ �̂f ‖ + ‖ ∂ �̂f

∂t
‖ +ε

1/2
n ‖ ∂ �̂f

∂x
‖),

|∂
2v̂i

∂x2
(x, t)| ≤ Cε−1

n (‖ �̂v ‖ + ‖ �̂f ‖ + ‖ ∂ �̂f
∂t

‖ +εn ‖ ∂ �̂f
∂x

‖ +εn ‖ ∂2 �̂f
∂x2

‖),

|∂
3v̂i

∂x3
(x, t)| ≤ Cε

−3/2
n (‖ �̂v ‖ + ‖ �̂f ‖ + ‖ ∂ �̂f

∂t
‖ + ‖ ∂2 �̂f

∂t2
‖ +ε

3/2
n ‖ ∂ �̂f

∂x
‖ +ε

3/2
n ‖

∂2 �̂f
∂x2

‖)

+ε
3/2
n ‖ ∂3 �̂f

∂x3
‖),

|∂
4v̂i

∂x4
(x, t)| ≤ Cε−2

n (‖ �̂v ‖ + ‖ �̂f ‖ + ‖ ∂ �̂f
∂t

‖ + ‖ ∂2 �̂f
∂t2

‖ +ε2n ‖ ∂ �̂f
∂x

‖ +ε2n ‖ ∂2 �̂f
∂x2

‖)

+ε2n ‖ ∂3 �̂f
∂x3

‖) + ε2n ‖ ∂4 �̂f
∂x4

‖),

‖ ∂2v̂i

∂x∂t
(x, t)| ≤ Cε

−1/2
n (‖ �̂v ‖ + ‖ �̂f ‖ + ‖ ∂ �̂f

∂t
‖ + ‖ ∂2 �̂f

∂t2
‖) + ε

1/2
n ‖ ∂ �̂f

∂x
‖),

| ∂3v̂i

∂x2∂t
(x, t)| ≤ Cε−1

n (‖ �̂v ‖ + ‖ �̂f ‖ + ‖ ∂ �̂f
∂t

‖ + ‖ ∂2 �̂f
∂t2

‖) + εn ‖ ∂ �̂f
∂x

‖ +εn ‖ ∂2 �̂f
∂x2

‖).

Bounds on the smooth component �ϑ of �v and its derivatives are contained in

Lemma 7 Let the assumptions (4)–(6) hold. Then there exists a constant C, such
that, for each (x, t) ∈ Ω̄ and i = 1, ..., n,
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|∂
lϑi

∂t l
(x, t)| ≤ C, l = 0, 1, 2, |∂

lϑi

∂xl
(x, t)| ≤ C, l = 1, 2,

|∂
lϑi

∂xl
(x, t)| ≤ Cε

−(l−2)/2
i , l = 3, 4, |∂

l+1ϑi

∂xl∂t
(x, t)| ≤ C, l = 1, 2.

Proof From (8)–(10), it is observed that the components ϑi, j , i = 1, ..., n, j =
i, i + 1, ..., n satisfy the following systems of equations:

∂ϑ1,n

∂t
+ a11ϑ1,n + a12ϑ2,n + · · · + a1nϑn,n = ε1

εn

∂2ϑ0,1

∂x2

∂ϑ2,n

∂t
+ a21ϑ1,n + a22ϑ2,n + · · · + a2nϑn,n = ε2

εn

∂2ϑ0,2

∂x2

...

∂ϑn−1,n

∂t
+ an−11ϑ1,n + an−12ϑ2,n + · · · + an−1nϑn,n = εn−1

εn

∂2ϑ0,n−1

∂x2

∂ϑn,n

∂t
− εn

∂2ϑn,n

∂x2
+ an1ϑ1,n + an2ϑ2,n + ... + annϑn,n = ∂2ϑ0,n

∂x2

(19)

with

(ϑn,n − √
εn

∂ϑn,n

∂x
)(0, t) = 0, (ϑn,n + √

εn
∂ϑn,n

∂x
)(1, t) = 0, ϑi,n(x, 0) = 0,

(20)
where ϑ0,i , i = 1, ..., n is the solution of the reduced problem (3).

∂ϑ1,n−1

∂t
+ a11ϑ1,n−1 + ... + a1n−1ϑn−1,n−1 = ε1

εn−1

∂2ϑ1,n

∂x2

∂ϑ2,n−1

∂t
+ a21ϑ1,n−1 + ... + a2n−1ϑn−1,n−1 = ε2

εn−1

∂2ϑ2,n

∂x2

...

∂ϑn−2,n−1

∂t
+ an−21ϑ1,n−1 + ... + an−2n−1ϑn−1,n−1 = εn−2

εn−1

∂2ϑn−2,n

∂x2

∂ϑn−1,n−1

∂t
− εn−1

∂2ϑn−1,n−1

∂x2
+ an−11ϑ1,n−1 + ... + an−1n−1ϑn−1,n−1

= ∂2ϑn−1,n

∂x2

(21)

with

(ϑn−1,n−1 − √
εn−1

∂ϑn−1,n−1

∂x
)(0, t) = 0, (ϑn−1,n−1 + √

εn−1
∂ϑn−1,n−1

∂x
)(1, t) = 0,

ϑi,n−1(x, 0) = 0,
(22)

and so on.
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Lastly,
∂ϑ1,2

∂t
+ a11ϑ1,2 + a12ϑ2,2 = ε1

ε2

∂2ϑ1,3

∂x2

∂ϑ2,2

∂t
− ε2

∂2ϑ2,2

∂x2
+ a21ϑ1,2 + a22ϑ2,2 = ∂2ϑ2,3

∂x2

(23)

with

(ϑ2,2 − √
ε2

∂ϑ2,2

∂x
)(0, t) = 0, (ϑ2,2 + √

ε2
∂ϑ2,2

∂x
)(1, t) = 0, ϑi,2(x, 0) = 0,

(24)
and

∂ϑ1,1

∂t
− ε1

∂2ϑ1,1

∂x2
+ a11ϑ1,1 = ∂2ϑ1,2

∂x2
(25)

with

(ϑ1,1 − √
ε1

∂ϑ1,1

∂x
)(0, t) = 0, (ϑ1,1 + √

ε1
∂ϑ1,1

∂x
)(1, t) = 0, ϑ1,1(x, 0) = 0.

(26)
From the expressions (19)–(26) and using Lemma (6) for �ϑ , it is found that for
i = 1, ..., n, j = i, i + 1, ..., n, i ≤ j, k = 1, 2, 3, 4, l = 0, 1, 2, m = 1, 2,

|∂
lϑi, j

∂t l
(x, t)| ≤ C(1 +

n∏

r= j+1

ε−1
r ), |∂

kϑi, j

∂xk
(x, t)| ≤ C(1 + ε

−k/2
j

n∏

r= j+1

ε−1
r ),

|∂
m+1ϑi, j

∂xm∂t
(x, t)| ≤ C(1 + ε

−m/2
j

n∏

r= j+1

ε−1
r ).

(27)
From (11), (12) and (27), the following bounds for ϑi , i = 1, 2, ..., n hold:

|∂
lϑi

∂t l
(x, t)| ≤ C, l = 0, 1, 2, |∂

lϑi

∂xl
(x, t)| ≤ C, l = 1, 2,

|∂
lϑi

∂xl
(x, t)| ≤ Cε

−(l−2)/2
i , l = 3, 4, |∂

l+1ϑi

∂xl∂t
(x, t)| ≤ C, l = 1, 2.

The layer functions BL
i , B R

i , Bi , i = 1, . . . , n, associated with the solution �v, are
defined on Ω̄ by

BL
i (x) = e−x

√
α/εi , B R

i (x) = BL
i (1 − x), Bi (x) = BL

i (x) + B R
i (x).

The following elementary properties of these layer functions, for all 1 ≤ i < j ≤ n
and 0 ≤ x < y ≤ 1, should be noted:

Bi (x) = Bi (1 − x). (28)
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BL
i (x) < BL

j (x), BL
i (x) > BL

i (y), 0 < BL
i (x) ≤ 1. (29)

B R
i (x) < B R

j (x), B R
i (x) < B R

i (y), 0 < B R
i (x) ≤ 1. (30)

Bi (x) is monotone decreasing for increasing x ∈ [0, 1
2
]. (31)

Bi (x) is monotone increasing for increasing x ∈ [1
2
, 1]. (32)

Bi (x) ≤ 2BL
i (x) for x ∈ [0, 1

2
], Bi (x) ≤ 2B R

i (x) for x ∈ [1
2
, 1]. (33)

B H
i (2

√
εi√
α
ln N ) = N−2. (34)

The interesting points x (s)
i, j are now defined.

Definition 1 For BL
i , BL

j , each i, j, 1 ≤ i 	= j ≤ n and each s, s > 0, the point

x (s)
i, j is defined by

B H
i (x (s)

i, j )

εs
i

= B H
j (x (s)

i, j )

εs
j

. (35)

It is remarked that
B R

i (1 − x (s)
i, j )

εs
i

= B R
j (1 − x (s)

i, j )

εs
j

. (36)

In the next lemma, the existence, uniqueness and ordering of the points x (s)
i, j are

established. Sufficient conditions for them to lie in the domain Ω̄ are also provided.

Lemma 8 For all i, j such that 1 ≤ i < j ≤ n and 0 < s ≤ 3/2, the points x (s)
i, j

exist, are uniquely defined and satisfy the following inequalities:

B H
i (x)

εs
i

>
B H

j (x)

εs
j

, x ∈ [0, x (s)
i, j ),

B H
i (x)

εs
i

<
B H

j (x)

εs
j

, x ∈ (x (s)
i, j , 1]. (37)

In addition, the following ordering holds:

x (s)
i, j < x (s)

i+1, j , if i + 1 < j and x (s)
i, j < x (s)

i, j+1, if i < j. (38)
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Also

x (s)
i, j < 2s

√
ε j√
α

and x (s)
i, j ∈ (0,

1

2
) if i < j. (39)

Analogous results hold for B R
i , B R

j and the points 1 − x (s)
i, j .

Proof The proof is as given in [8].

Bounds on the singular component �ω of �v and its derivatives are contained in

Lemma 9 Then there exists a constant C, such that, for each (x, t) ∈ Ω̄ and i =
1, ..., n,

|∂
lωi

∂t l
(x, t)| ≤ C Bn(x), for l = 0, 1, 2,

|∂
lωi

∂xl
(x, t)| ≤ C

n∑

r=i

Br (x)

ε
l
2
r

, for l = 1, 2,

|∂
3ωi

∂x3
(x, t)| ≤ C

n∑

r=1

Br (x)

ε
3
2
r

,

|εi
∂4ωi

∂x4
(x, t)| ≤ C

n∑

r=1

Br (x)

εr
.

Proof To derive the bound of �ω, define �ψ±(x, t) = (ψ1, ..., ψn)
T , where

ψi
±(x, t) = Ceαt Bn(x) ± ωi (x, t), for each i = 1, . . . , n.

For a proper choice of C, �b0 �ψ±(0, t) ≥ �0,�b1 �ψ±(1, t) ≥ �0and �ψ±(x, 0) ≥ �0. Also,
for (x, t) ∈ Ω, �H �ψ±(x, t) ≥ �0. By Lemma 1, �ψ± ≥ �0 on Ω̄ and it follows that

|ωi (x, t)| ≤ Ceαt Bn(x) or |ωi (x, t)| ≤ C Bn(x).

Differentiating the homogeneous equation satisfied by ωi , partially with respect to
‘t’, and using Lemma 1, it is not hard to see that

|∂ωi

∂t
(x, t)| ≤ C Bn(x).

Note that | ∂
2ωi

∂x∂t
(x, t)| ≤ | ∂2vi

∂x∂t
(x, t)| + | ∂2vi

∂x∂t
(x, t)|.

Thus, | ∂
2ωi

∂x∂t
(x, t)| ≤ Cεi

−1
2 (‖ �v ‖+ ‖ �f ‖ + ‖ ∂ �f

∂t
‖ + ‖ ∂2 �f

∂t2
‖).

Similarly,

| ∂3ωi

∂x2∂t
(x, t)| ≤ Cε−1

i (‖ �v ‖+ ‖ �f ‖ + ‖ ∂ �f
∂t

‖ + ‖ ∂2 �f
∂t2

‖).
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As before, using suitable barrier functions, it is not hard to verify that

|∂
l+1ωi

∂xl∂t
(x, t)| ≤ Cε

−l
2

i Bn(x), l = 1, 2.

Differentiating the equation satisfied by ωi partially with respect to ‘t ′ once and
rearranging yields

|∂
2ωi

∂t2
(x, t)| ≤ C Bn(x).

The bounds on
∂ lωi

∂xl
, l = 1, 2, 3, 4 and i = 1, . . . , n are now derived by induction

on n. It is then assumed that the required bounds on
∂ωi

∂x
,
∂2ωi

∂x2
,
∂3ωi

∂x3
and

∂4ωi

∂x4
hold

for all systems up to order n − 1. Define �̃ω = (ω1, . . . , ωn−1), then �̃ω satisfies the
system

∂ �̃ω
∂t

− Ẽ
∂2 �̃ω
∂x2

+ Ã �̃ω = �g, (40)

with �b0 �̃ω(0, t) = �b0(�̃v − �̃ϑ)(0, t), �b1 �̃ω(1, t) = �b1(�̃v − �̃ϑ)(1, t), �̃ω(x, 0) = �̃0.

Here, Ẽ and Ã are thematrices obtained by deleting the last row and last column from

E, A, respectively, the components of �g are gi = −ainωn for 1 ≤ i ≤ n − 1 and �̃ϑ =
�̃v0 + �̃γ is the corresponding component decomposition of �̃v similar to (11) of �ϑ.Now
decompose �̃ω into smooth and singular components to get �̃ω = �p + �q,where �H �p =
�g, �b0 �p(0, t) = �b0(�̃v0 + �̃γ )(0, t), �b1 �p(1, t) = �b1(�̃v0 + �̃γ )(1, t), �p(x, 0) = (�̃v0 +
�̃γ )(x, 0) and L �q=�0, �b0 �q(0, t) = �b0 �̃ω(0, t) − �b0 �p(0, t), �b1 �q(1, t) = �b1 �̃ω(1, t) −
�b1 �p(1, t), �q(x, 0) = �̃ω(x, 0) − �p(x, 0).

Consider the equation of the system satisfied by ωi ,

∂ωi

∂t
− εi

∂2ωi

∂x2
+

n∑

j=1

ai jω j = 0.

By using mean-value theorem, the bound on
∂ωi

∂x
, for each (x, t), is determined as

follows:

|∂ωi

∂x
(x, t)| ≤ Cε

−1
2

i Bn(x).

Rearranging the equation of the system satisfied by ωi , yields

|∂
2ωi

∂x2
(x, t)| ≤ Cε−1

i Bi (x).
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Differentiating the equation satisfied by ωi with respect to ‘x’ once and twice and
rearranging, the following bounds are derived:

|∂
3ωi

∂x3
(x, t)| ≤ C

n∑

r=1

εr
− 3

2 Br (x), |εi
∂4ωi

∂x4
(x, t)| ≤ C

n∑

r=1

εr
−1Br (x).

Using the bounds on ωn,
∂ωn

∂x
,
∂2ωn

∂x2
,
∂3ωn

∂x3
and

∂4ωn

∂x4
, it is seen that the func-

tion �g in (40) and its derivatives
∂ �g
∂x

,
∂2 �g
∂x2

,
∂3 �g
∂x3

,
∂4 �g
∂x4

are bounded by C Bn(x),

C
Bn(x)√

εn

, C
Bn(x)

εn
, C

∑n
r=1

Br (x)

ε
3
2
r

andCε−1
n

∑n
r=1

Br (x)

εr
, respectively. Introducing

the functions �ψ±(x, t) = Ceαt Bn(x)�e ± �p(x, t), it is easy to see that �b0 �ψ±(0, t) =
Ceαt Bn(0)�e ± �b0 �p(0, t) ≥ �0, �b1 �ψ±(1, t) = Ceαt Bn(1)�e ± �b1 �p(1, t) ≥ �0, �ψ±
(x, 0) = C Bn(x)�e ± �p(x, 0) ≥ �0 and

(L �ψ±)i (x, t) = C(−εi
α

εn
+ αeαt +

n∑

j=1

ai j )Bn(x) ± (L �p)i ≥ 0, as − εi

εn
≥ −1.

Applying Lemma 1, it follows that ‖ �p(x, t) ‖≤ C Bn(x).

Defining the barrier functions through �θ±(x, t) = Cε
− l

2
n eαt Bn(x)�e ± ∂ l �p

∂xl
, l =

1, 2 and using Lemma 1 for the problem satisfied by �p and the bounds of the deriva-

tives of �g, the bounds of ∂ �p
∂x

and
∂2 �p
∂x2

are derived.

The bounds for
∂ l �p
∂xl

, l = 3, 4 follow from the defining equation of �p.

By induction, the following bounds for �q hold for i = 1, . . . , n − 1 :

| ∂qi

∂x
(x, t)| ≤ C

[
Bi (x)√

εi
+ · · · + Bn−1(x)√

εn−1

]
, | ∂

2qi

∂x2
(x, t)| ≤ C

[
Bi (x)

εi
+ · · · + Bn−1(x)

εn−1

]
,

| ∂
3qi

∂x3
(x, t)| ≤ C

[
B1(x)

ε
3/2
1

+ · · · + Bn−1(x)

ε
3/2
n−1

]
, |εi

∂4qi

∂x4
(x, t)| ≤ C

[
B1

ε1
+ · · · + Bn−1(x)

εn−1

]
.

Combining the bounds for the derivatives of pi and qi , it follows that, for i =
1, 2, . . . , n − 1,

|∂
lω̃i

∂xl
(x, t)| ≤ C

∑n−1
r=i

Br (x)

ε
l
2
r

for l = 1, 2,

|∂
3ω̃i

∂x3
(x, t)| ≤ C

∑n−1
r=1

Br (x)

ε
3
2
r

, |εi
∂4ω̃i

∂x4
(x, t)| ≤ C

∑n−1
r=1

Br (x)

εr
.
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4 The Shishkin Mesh

Apiecewise-uniformShishkinmeshwith N × M mesh-elements is now constructed.
Let ΩM

t = {tk}M
k=1, Ω N

x = {x j }N−1
j=1 , Ω̄M

t = {tk}M
k=0, Ω̄ N

x = {x j }N
j=0, Ω N ,M =

Ω N
x × ΩM

t , Ω̄ N ,M = Ω̄ N
x × Ω̄M

t and Γ N ,M = Γ ∩ Ω̄ N ,M . The mesh Ω̄M
t is cho-

sen to be a uniform mesh with M mesh-intervals on [0, T ].
The mesh Ω̄ N

x is a piecewise-uniform mesh on [0, 1] constructed by dividing
[0, 1] into 2n + 1 mesh-intervals given by

[0, τ1] ∪ · · · ∪ (τn−1, τn] ∪ (τn, 1 − τn] ∪ (1 − τn, 1 − τn−1] ∪ · · · ∪ (1 − τ1, 1].

The n parameters τr , r = 1, ..., n, which determine the points separating the uni-
form meshes, are defined by

τn = min

{
1

4
, 2

√
εn√
α

ln N

}
(41)

and for r = n − 1, . . . 1,

τr = min

{
rτr+1

r + 1
, 2

√
εr√
α

ln N

}
. (42)

Also, τ0 = 0, τn+1 = 1
2 . Clearly,

0 < τ1 < . . . < τn ≤ 1

4
,

3

4
≤ 1 − τn < . . . < 1 − τ1 < 1.

Then, on the subinterval (τn, 1 − τn] a uniform mesh with N
2 mesh-points is placed

and on each of the subintervals (τr , τr+1] and (1 − τr+1, 1 − τr ], r = 0, 1, . . . , n −
1, a uniform mesh of

N

4n
mesh-points is placed. In practice, it is convenient to take

N = 4nq, q ≥ 3, (43)

where n is the number of distinct singular perturbation parameters involved in (1).
This construction leads to a class of 2n piecewise-uniform Shishkin meshes Ω̄ N ,M .

In particular, when all the parameters τr , r = 1, . . . , n, are with the left choice,
the Shishkin mesh Ω̄ N ,M becomes the classical uniform mesh with the transition
parameters τr = r

4n
, r = 1, . . . , n, and with the step size N−1 throughout from

Ω̄ N
x . The Shishkin mesh suggested here has the following features: (i) when all

the transition parameters have the left choice, it is the classical uniform mesh and
(ii) it is coarse in the outer region and becomes finer and finer toward the left and
right boundaries. From the above construction, it is clear that the transition points
{τr , 1 − τr }n

r=1 on [0, 1] are the only points at which the mesh-size can change and
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that it does not necessarily change at each of these points. The following notations
are introduced: if x j = τr , then h−

r = x j − x j−1, h+
r = x j+1 − x j , J = {τr , 1 − τr :

h+
r 	= h−

r }. In general, for each point x j in the mesh-interval (τr−1, τr ],

x j − x j−1 = 4nN−1(τr − τr−1). (44)

Also, for x j ∈ (τn, 1 − τn] x j − x j−1 = 2N−1(1 − 2τn) and for x j ∈ (0, τ1] and
x j ∈ (1 − τ1, 1), x j − x j−1 = 4nN−1τ1. Thus, for 1 ≤ r ≤ n − 1, the change in
the mesh-size at the point x j = τr is

h+
r − h−

r = 4nN−1(dr − dr−1), (45)

where
dr = rτr+1

r + 1
− τr (46)

with the convention d0 = 0. Notice that dr ≥ 0, Ω N ,M is a classical uniform mesh
when dr = 0 for all r = 1 . . . n and, from (42) and (43), that

τr ≤ C
√

εr ln N , 1 ≤ r ≤ n. (47)

It follows from (44) and (47) that for r = 1, … ,n − 1,

h−
r + h+

r ≤ C
√

εr+1N−1 ln N . (48)

Also
τr = r

s
τs, when dr = · · · = ds = 0, 1 ≤ r ≤ s ≤ n. (49)

Lemma 10 Assume that dr > 0 for some r, 1 ≤ r ≤ n. Then the following inequal-
ities hold:

B H
r (1 − τr ) ≤ B H

r (τr ) = N−2. (50)

x (s)
r−1,r ≤ τr − h−

r for 0 < s ≤ 3/2. (51)

BL
q (τr − h−

r ) ≤ C BL
q (τr ) for 1 ≤ r ≤ q ≤ n. (52)

BL
q (τr )√

εq
≤ C

1√
εr ln N

for 1 ≤ q ≤ n. (53)

Analogous results hold for B R
r .

Proof The proof is as given in [8].
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5 The Discrete Problem

In this section, a classical finite difference operator with an appropriate Shishkin
mesh is used to construct a numerical method for the problem (1), (2) which is
shown later to be first-order parameter-uniform convergent in time and essentially
first-order parameter-uniform convergent in the space variable.

The discrete initial-boundary value problem is now defined on any mesh by the
finite difference method

D−
t

�V (x j , tk) − Eδ2x
�V (x j , tk) + A �V (x j , tk) = �f (x j , tk) on Ω N ,M , (54)

�V (0, tk) − E∗ D+
x

�V (0, tk) = �φL(tk), �V (1, tk) + E∗ D−
x

�V (1, tk) = �φR(tk)
�V (x j , 0) = �φB(x j ).

(55)

This is used to compute numerical approximations to the solution of (1), (2). It is
assumed henceforth that the mesh is a Shishkin mesh, as defined in the previous
section. The problem (54) and (55) can also be written in the operator form

�H N ,M �V = �f on Ω N ,M ,

�bN ,M
0

�V (0, tk) = �φL(tk) �bN ,M
1

�V (1, tk) = �φR(tk) �V (x j , 0) = �φB(x j ), (56)

where

�H N ,M = I D−
t − Eδ2x + AI, �bN ,M

0 = I − E∗ D+
x , �bN ,M

1 = I + E∗ D−
x

and D−
t , δ2x , D+

x and D−
x are the difference operators

D−
t

�V (x j , tk) = �V (x j , tk) − �V (x j , tk−1)

tk − tk−1
,

δ2x
�V (x j , tk) = D+

x
�V (x j , tk) − D−

x
�V (x j , tk)

(x j+1 − x j−1)/2
,

D+
x

�V (x j , tk) = �V (x j+1, tk) − �V (x j , tk)

x j+1 − x j
,

D−
x

�V (x j , tk) = �V (x j , tk) − �V (x j−1, tk)

x j − x j−1
.

For any function �Z = (Z1, ..., Zn)
T defined on the Shishkin mesh Ω̄ N ,M , the fol-

lowing norm || �Z || = max
1≤i≤n

max
0≤ j≤N ,

0≤k≤T

|Zi (x j , tk)| is defined.
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The following discrete results are analogous to those for the continuous case.

Lemma 11 Then, for any vector-valued mesh-function �ψ , the inequalities �bN ,M
0

�ψ
(0, tk) ≥ �0, �bN ,M

1
�ψ(1, tk) ≥ �0, �ψ(x j , 0) ≥ �0 and �H N ,M �ψ ≥ �0 on Ω N ,M imply

that �ψ ≥ �0 on Ω̄ N ,M .

Proof Let i∗, j∗, k∗ be such that ψi∗(x j∗ , tk∗) = min
i

min
j,k

ψi (x j , tk) and assume that

the lemma is false. Then ψi∗(x j∗ , tk∗) < 0. Also, ψi∗(x j∗ , tk∗) − ψi∗(x j∗ , tk∗−1) ≤ 0,
ψi∗(x j∗ , tk∗) − ψi∗(x j∗−1, tk∗) ≤ 0, ψi∗(x j∗+1, tk∗) − ψi∗(x j∗ , tk∗) ≥ 0.Thus, D−

t ψi∗

(x j∗ , tk∗) ≤ 0, δ2xψi∗(x j∗ , tk∗) > 0.

If x j∗ = 0, then (�bN ,M
0

�ψ)i∗(0, tk∗) = ψi∗(0, tk∗) − √
εi∗ D+

x ψi∗(0, tk∗) < 0, a con-
tradiction. Therefore, x j∗ 	= 0, for the same reason x j∗ 	= 1. Further,

( �H N ,M �ψ
)

i∗
(x j∗ , tk∗) = D−

t ψi∗(x j∗ , tk∗) − εi∗δ2xψi∗(x j∗ , tk∗)

+
n∑

q=1

ai∗q(x j∗ , tk∗)ψq(x j∗ , tk∗)

< 0,

which is a contradiction. Hence the result.
An immediate consequence of this is the following discrete stability result.

Lemma 12 Then, for any vector-valued mesh-function �ψ on Ω̄ N ,M and i = 1, . . . , n,

|ψi (x j , tk)| ≤ max

{
||�bN ,M

0
�ψ(0, tk)||, ||�bN ,M

1
�ψ(1, tk)||, || �ψ(x j , 0)||, 1

α
|| �H N ,M �ψ ||

}
.

Proof Define the mesh-functions

�θ±(x j , tk) = max{||�bN ,M
0

�ψ(0, tk)||, ||�bN ,M
1

�ψ(1, tk)||, || �ψ(x j , 0)||, 1
α
|| �H N ,M �ψ ||}�e

± �ψ(x j , tk), (x j , tk) ∈ Ω̄ N ,M .

Using the properties of A, it is not hard to verify that �bN ,M
0

�θ±(0, tk) ≥ �0, �bN ,M
1

�θ±

(1, tk) ≥ �0, �θ±(x j , 0) ≥ �0 and �H N ,M �θ± ≥ �0 on Ω N ,M . It follows from Lemma 11
that �θ± ≥ �0 on Ω̄ N ,M .

The following comparison principle will be used in the proof of the error estimate.

Lemma 13 Assume that for each i = 1, . . . , n, the vector-valued mesh-functions
�ξ and �Z satisfy |(�bN ,M

0
�Z)i (0, tk)| ≤ (�bN ,M

0
�φ)i (0, tk), |(�bN ,M

1
�Z)i (1, tk)| ≤ (�bN ,M

1
�φ)i

(1, tk), |Zi (x j , 0)| ≤ φi (x j , 0), and |( �H N ,M �Z)i | ≤ ( �H N ,M �ξ)i on Ω N ,M . Then, for
each i = 1, . . . , n,

|Zi | ≤ φi on Ω
N ,M

.

Proof Define the mesh-functions �ψ± by
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�ψ± = �φ ± �Z .

Then, for each i = 1, . . . , n, ψ±
i satisfy (�bN ,M

0
�ψ±)i (0, tk) ≥ 0, (�bN ,M

1
�ψ±)i (1, tk)

≥ 0, ψ±
i (x j , 0) ≥ 0, and ( �H N ,M �ψ±)i (x j , tk) ≥ 0 on Ω N ,M .

The required result follows from the Lemma 11.

6 The Local Truncation Error

From Lemma 12, it is seen that in order to bound the error �V − �v, it suffices to bound
�H N ,M( �V − �v). Note that, for (x j , tk) ∈ ΩM,N ,

�H N ,M( �V − �v) = �f − �H N ,M�v = �H�v − �H N ,M�v = ( �H − �H N ,M)�v.

It follows that

�H N ,M( �V − �v) = (
∂

∂t
− D−

t )�v − E(
∂2

∂x2
− δ2x )�v.

Let �E, �W be the discrete analogous to �ϑ, �ω, respectively.
�H N ,M �E = �f on Ω N ,M ,

�bN ,M
0

�E(0, tk) = �b0 �ϑ(0, tk), �bN ,M
1

�E(1, tk) = �b1 �ϑ(1, tk), �E(x j , 0) = �ϑ(x j , 0),

�H N ,M �W = �0 on Ω N ,M ,

�bN ,M
0

�W (0, tk) = �b0 �ω(0, tk), �bN ,M
1

�W (1, tk) = �b1 �ω(1, tk), �W (x j , 0) = �ω(x j , 0),

where �ϑ and �ω are the solutions of (13), (14) and (15), (16), respectively. Further,

�bN ,M
0 ( �E − �ϑ)(0, tk) = (

∂

∂x
− D+

x )�ϑ(0, tk),

�bN ,M
1 ( �E − �ϑ)(1, tk) = (D−

x − ∂

∂x
)�ϑ(1, tk),

�bN ,M
0 ( �W − �ω)(0, tk) = (

∂

∂x
− D+

x ) �ω(0, tk),

�bN ,M
1 ( �W − �ω)(1, tk) = (D−

x − ∂

∂x
) �ω(1, tk),
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�H N ,M( �E − �ϑ)(x j , tk) = ((
∂

∂t
− D−

t )�ϑ − E(
∂2

∂x2
− δ2x )

�ϑ)(x j , tk),

�H N ,M( �W − �ω)(x j , tk) = ((
∂

∂t
− D−

t ) �ω − E(
∂2

∂x2
− δ2x ) �ω)(x j , tk),

and so, for each i = 1, 2,

|(�bN ,M
0 ( �E − �ϑ))i (0, tk)| = |( ∂

∂x
− D+

x )vi (0, tk)|,

|(�bN ,M
1 ( �E − �ϑ))i (1, tk)| = |(D−

x − ∂

∂x
)vi (1, tk)|,

|(�bN ,M
0 ( �W − �ω))i (0, tk)| = |( ∂

∂x
− D+

x )ωi (0, tk)|,

|(�bN ,M
1 ( �W − �ω))i (1, tk)| = |(D−

x − ∂

∂x
)ωi (1, tk)|,

|( �H N ,M( �E − �ϑ))i (x j , tk)| ≤ |(( ∂

∂t
− D−

t )vi )(x j , tk)| + |(εi (
∂2

∂x2
− δ2x )vi )(x j , tk)|,

(57)

|( �H N ,M ( �W − �ω))i (x j , tk)| ≤ |(( ∂

∂t
− D−

t )ωi )(x j , tk)| + |(εi (
∂2

∂x2
− δ2x )ωi )(x j , tk)|.

(58)
Therefore, the local truncation error of the smooth and singular components can be
treated separately.Note that, for any smooth functionψ and for each (x j , tk) ∈ Ω N ,M ,
the following distinct estimates of the local truncation error hold:

|( ∂

∂t
− D−

t )ψ(x j , tk)| ≤ C(tk − tk−1) max
s ∈ [tk−1,tk ]

|∂
2ψ

∂t2
(x j , s)|, (59)

|( ∂

∂x
− D−

x )ψ(x j , tk)| ≤ C(x j − x j−1) max
s ∈ [x j−1,x j ]

|∂
2ψ

∂x2
(s, tk)|, (60)

|( ∂

∂x
− D+

x )ψ(x j , tk)| ≤ C(x j+1 − x j ) max
s ∈ [x j ,x j+1]

|∂
2ψ

∂x2
(s, tk)|, (61)

|( ∂2

∂x2
− δ2x )ψ(x j , tk)| ≤ C max

s ∈ I j

|∂
2ψ

∂x2
(s, tk)|, (62)

|( ∂2

∂x2
− δ2x )ψ(x j , tk)| ≤ C(x j+1 − x j−1)max

s∈I j

|∂
3ψ

∂x3
(s, tk)|. (63)

Here I j = [x j−1, x j+1].
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7 Error Estimate

The proof of the theorem on the error estimate is broken into two parts. First, a the-
orem concerning the error in the smooth component is established. Then the error in
the singular component is estimated.

Define the barrier function through

�ξ(x j , tk) = C[M−1 + (r + 1)N−1 ln N + (N−1 ln N )
∑

{r : τr ∈J }

τr√
εi

θr (x j , tk)]�e,

where C is sufficiently large and θr is a piecewise linear polynomial for each x j =
τr ∈ J defined by

θr (x, t) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

x

τr
, 0 ≤ x ≤ τr ,

1, τr < x < 1 − τr ,
1 − x

τr
, 1 − τr ≤ x ≤ 1.

Also note that

( �H N ,Mθr �e)i (x j , tk) ≥

⎧
⎪⎪⎨

⎪⎪⎩

αθr (x j , tk), if x j /∈ J

α + 2εi

τr (h
−
r + h+

r )
, if x j ∈ J, x j ∈ {τr , 1 − τr }.

(64)

Then, on ΩM,N , the components φi of �ξ satisfy

0 ≤ φi (x j , tk) ≤ C(M−1 + N−1 ln N ), 1 ≤ i ≤ n. (65)

Also,

(�b0 �φ)i (0, t)) ≥ C(M−1 + N−1 ln N ), (�b1 �φ)i (1, t)) ≥ C(M−1 + N−1 ln N ).

(66)

For x j /∈ J ,
( �H N ,M �ξ)i (x j , tk) ≥ C(M−1 + N−1 ln N ) (67)

and, for x j ∈ J, using (47), (48) and (64),

( �H N ,M �ξ)i (x j , tk) ≥ C(M−1 + N−1 ln N ). (68)

The following theorem gives the estimate for the error in the smooth component.
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Theorem 1 Let �ϑ denote the smooth component of the solution to the problem (1),
(2) and �E denote the smooth component of the solution to the problem (54), (55).
Then

|| �E − �ϑ || ≤ C(M−1 + N−1 ln N ). (69)

Proof From the expression (61),

|(�bN ,M
0 ( �E − �ϑ))i (0, tk)| ≤ C

√
εi (x1 − x0) max

s ∈ [x0,x1]
|∂

2vi

∂x2
(s, tk)|

≤ C N−1.

(70)

From the expression (60),

|(�bN ,M
1 ( �E − �ϑ))i (1, tk)| ≤ C

√
εi (xN − xN−1) max

s ∈ [xN−1,xN ] |
∂2vi

∂x2
(s, tk)|

≤ C N−1.

(71)

Thus from (70), (71) and (66),

|(�bN ,M
0 ( �E − �ϑ))i (0, tk)| ≤ (�bN ,M

0
�φ)i (0, tk),

|(�bN ,M
1 ( �E − �ϑ))i (1, tk)| ≤ (�bN ,M

1
�φ)i (1, tk),

|( �E − �ϑ)i (x j , 0)| ≤ φi (x j , 0).

(72)

For each mesh-point x j , there are two possibilities: either x j /∈ J or x j ∈ J .
If x j /∈ J , using the bounds of the derivatives of �ϑ and the expressions (59) and (63),

|( �H N ,M( �E − �ϑ))i (x j , tk)| ≤ C[M−1 + N−1]. (73)

On the other hand, if x j ∈ J , then x j ∈ {τr , 1 − τr }, for some r, 1 ≤ r ≤ n.

Consider the case x j = τr and for x j = 1 − τr the proof is analogous.
Using the bounds of the derivatives of �ϑ and the expressions (59) and (63),

|( �H M,N ( �E − �ϑ))i (x j , tk)| ≤ C[M−1 + N−1 ln N ]. (74)

From (72), (73) and (74) and the comparison principle, the required result is obtained.
In order to estimate the error of the singular component, the following lemmas are

required.

Lemma 14 Assume that x j /∈ J . Then, on Ω N ,M , for each 1 ≤ i ≤ n,

|( �H N ,M( �W − �w))i (x j , tk)| ≤ C(M−1 + (x j+1 − x j−1)√
ε1

). (75)
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The following decomposition in the singular components ωi is used in the next
lemma:

ωi =
r+1∑

m=1

ωi,m, (76)

where the components ωi,m are defined by

ωi,r+1 =

⎧
⎪⎨

⎪⎩

p(s)
i on [0, x (s)

r,r+1)

ωi on [x (s)
r,r+1, 1 − x (s)

r,r+1]
q(s)

i on (1 − x (s)
r,r+1, 1]

where

p(s)
i (x, t) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∑3
k=0

∂kωi

∂xk
(x (s)

r,r+1, t)
(x − x (s)

r,r+1)
k

k! , s = 3
2 ,

∑4
k=0

∂kωi

∂xk
(x (s)

r,r+1, t)
(x − x (s)

r,r+1)
k

k! , s = 1,

q(s)
i (x, t) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∑3
k=0

∂kωi

∂xk
(1 − x (s)

r,r+1, t)
(x − (1 − x (s)

r,r+1))
k

k! , s = 3
2 ,

∑4
k=0

∂kωi

∂xk
(1 − x (s)

r,r+1, t)
(x − (1 − x (s)

r,r+1))
k

k! , s = 1,

and, for each m, r ≥ m ≥ 2,

ωi,m =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

p(s)
i on [0, x (s)

m−1,m)

ωi −
r+1∑

k=m+1

ωi,k on [x (s)
m−1,m, 1 − x (s)

m−1,m]

q(s)
i on (1 − x (s)

m−1,m, 1]

where

p(s)
i (x, t) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∑3
k=0

∂kωi

∂xk
(x (s)

m,m+1, t)
(x − x (s)

m,m+1)
k

k! , s = 3
2 ,

∑4
k=0

∂kωi

∂xk
(x (s)

m,m+1, t)
(x − x (s)

m,m+1)
k

k! , s = 1,

q(s)
i (x, t) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∑3
k=0

∂kωi

∂xk
(1 − x (s)

m,m+1, t)
(x − (1 − x (s)

m,m+1))
k

k! , s = 3
2 ,

∑4
k=0

∂kωi

∂xk
(1 − x (s)

m,m+1, t)
(x − (1 − x (s)

m,m+1))
k

k! , s = 1,
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and

ωi,1 = ωi −
r+1∑

k=2

ωi,k on [0, 1].

Notice that the decomposition (76) depends on the choice of the polynomials
p(s)

i , q(s)
i and the definition of x (s)

i, j given by (35).

The following lemma provides estimates of the derivatives of the components

ωi,m, 1 ≤ m ≤ r + 1 of ωi , 1 ≤ i ≤ n.

Lemma 15 Assume that dr > 0 for some r, 1 ≤ r ≤ n. Then, for each 1 ≤ i ≤ n,
the components in the decomposition (76) satisfy the following estimates for each q
and r, 1 ≤ q ≤ r , and all (x j , tk) ∈ Ω N ,M :

|∂
2ωi,q

∂x2
(x j , tk)| ≤ C min{ 1

εq
,
1

εi
}Bq(x j ),

|∂
3ωi,q

∂x3
(x j , tk)| ≤ C min{ 1

εi
√

εq
,

1

ε
3/2
q

}Bq(x j ),

|∂
3ωi,r+1

∂x3
(x j , tk)| ≤ C min{∑n

q=r+1

Bq(x j )

εi
√

εq
,
∑n

q=r+1

Bq(x j )

ε
3/2
q

},

|∂
4ωi,q

∂x4
(x j , tk)| ≤ C

Bq(x j )

εiεq
,

|∂
4ωi,r+1

∂x4
(x j , tk)| ≤ C

∑n
q=r+1

Bq(x j )

εiεq
.

Lemma 16 Assume that dr > 0 for some r, 1 ≤ r ≤ n. Then, if x j /∈ J,

|( �H N ,M( �W − �ω))i (x j , tk)| ≤ C[M−1 + Br (x j−1) + (x j+1 − x j−1)√
εr+1

], (77)

and if x j ∈ J,

|( �H N ,M( �W − �ω))i (x j , tk)| ≤ C[M−1 + N−1 ln N ]. (78)

Lemma 17 Then, on Ω N ,M , for each 1 ≤ i ≤ n, the following estimates hold:

|( �H N ,M( �W − �w))i (x j , tk)| ≤ C(M−1 + Bn(x j−1)). (79)

The following theorem gives the estimate for the error in the singular component.
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Theorem 2 Let �ω denote the singular component of the solution to the problem (1),
(2) and �W be the singular component of the solution to the problem (54), (55). Then

|| �W − �ω|| ≤ C(M−1 + N−1 ln N ). (80)

Proof From the expression (61),

|(�bN ,M
0 ( �W − �ω))i (0, tk)| ≤ C

√
εi (x1 − x0) max

s ∈ [x0,x1]
|∂

2ωi

∂x2
(s, tk)|

≤ C N−1 ln N .

(81)

From the expression (60),

|(�bN ,M
1 ( �W − �ω))i (1, tk)| ≤ C

√
εi (xN − xN−1) max

s ∈ [xN−1,xN ] |
∂2ωi

∂x2
(s, tk)|

≤ C N−1 ln N .

(82)

Thus from (81), (82) and (66),

|(�bN ,M
0 ( �W − �ω))i (0, tk)| ≤ (�bN ,M

0
�φ)i (0, tk),

|(�bN ,M
1 ( �W − �ω))i (1, tk)| ≤ (�bN ,M

1
�φ)i (1, tk),

|( �W − �ω)i (x j , 0)| ≤ φi (x j , 0).
(83)

In the remaining portion, it is shown that for all i, j, k, and some constant C,

|( �H N ,M( �W − �ω))i (x j , tk)| ≤ ( �H N ,M �ξ)i (x j , tk). (84)

This is proved for each mesh-point x j ∈ Ω N
x by considering separately the 8 kinds

of subintervals
(a) (0, τ1),
(b) [τ1, τ2),
(c) [τm, τm+1) for some m, 2 ≤ m ≤ n − 1,
(d) [τn, 1/2),
(e) [1/2, 1 − τn],
(f) (1 − τm+1, 1 − τm], for some m, 2 ≤ m ≤ n − 1,
(g) (1 − τ2, 1 − τ1] and
(h) (1 − τ1, 1).

(a) Clearly, x j /∈ J and x j+1 − x j−1 ≤ C
√

ε1N−1 ln N .

Then, Lemma 14 and expression (67) give (84). Similar arguments hold for the case
(e).

(b) There are 2 possibilities: (b1) d1 = 0 and (b2) d1 > 0.
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(b1) Since τ1 = τ2

2
and the mesh is uniform in (0, τ2), it follows that x j /∈ J, and

x j+1 − x j−1 ≤ C
√

ε1N−1 ln N . Then Lemma 14 and expression (67) give (84).
(b2) Either x j /∈ J or x j ∈ J.

If x j /∈ J then x j+1 − x j−1 ≤ C
√

ε2N−1 ln N and by Lemma 10, B1(x j−1) ≤ B H
1

(x j−1) ≤ B H
1 (τ1 − h−

1 ) ≤ C N−2, so Lemma 16 (77) with r = 1 and expression (67)
give (84).
On the other hand, if x j ∈ J , the expression (78) of Lemma 16 with r = 1 and
expression (68) give (84). Similar arguments hold for the case (f).

(c) There are 3 possibilities:
(c1) d1 = d2 = · · · = dm = 0,
(c2) dr > 0 and dr+1 = . . . = dm = 0 for some r, 1 ≤ r ≤ m − 1 and
(c3) dm > 0.
(c1) Since the mesh is uniform in (0, τm+1), it follows that x j /∈ J and x j+1 − x j−1 ≤
C

√
ε1N−1 ln N . Then Lemma 14 and expression (67) give (84).

(c2) Either x j /∈ J or x j ∈ J.

If x j /∈ J then τr+1 = Cτm+1, x j+1 − x j−1 ≤ C
√

εm+1N−1 ln N and by Lemma
10 Br (x j−1) ≤ B H

r (x j−1) ≤ B H
r (τm − h−

m) ≤ B H
r (τr − h−

r ) ≤ C N−2.Thus, expres-
sion (77) of Lemma 16 and expression (67) give (84).
On the other hand, if x j ∈ J , then x j = τm . The expression (78) of Lemma 16 with
r = m and expression (68) give (84).
(c3) Either x j /∈ J or x j ∈ J.

If x j /∈ J then x j+1 − x j−1 ≤ C
√

εm+1N−1 ln N . From 10 Bm(x j−1) ≤ B H
m (x j−1) ≤

B H
m (τm − h−

m) ≤ C N−2. Expression (77) of Lemma 16 with r = m and expression
(67) give (84).
On the other hand, if x j = τm, expression (78) of Lemma 16 with r = m and expres-
sion (68) give (84). Similar arguments hold for the case (g).

(d) There are 3 possibilities:
(d1) d1 = . . . = dn = 0,
(d2) dr > 0 and dr+1 = . . . = dn = 0 for some r, 1 ≤ r ≤ n − 1 and
(d3) dn > 0.
(d1) Since the mesh is uniform in Ω N

x , it follows that x j /∈ J , 1√
ε1

≤ C ln N and

x j+1 − x j−1 ≤ C N−1. Then Lemma 14 and expression (67) give (84).
(d2) Either x j /∈ J or x j ∈ J.

If x j /∈ J then 1√
εr+1

≤ C ln N , x j+1 − x j−1 ≤ C N−1 and by Lemma 10, Br (x j−1) ≤
B H

r (x j−1) ≤ B H
r (τn − h−

n ) ≤ B H
r (τr − h−

r ) ≤ C N−2. The expression (77) of
Lemma 16 and expression (67) give (84).
On the other hand, if x j ∈ J , then x j = τn.

The expression (78) of Lemma 16 and expression (68) give (84).
(d3) By Lemma 10 with r = n, Bn(x j−1) ≤ B H

n (x j−1) ≤ B H
n (τn − h−

n ) ≤ C N−2.

Then Lemma 17 and expression (67) give (84). Similar arguments hold for the case
(h).
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By using comparison principle, the required result is established from (83) and (84).

The following theorem gives a parameter-uniform bound which is first order in time
and essentially first order in space for the error incurred in the computed solution.

Theorem 3 Let �v denote the solution to the problem (1), (2) and �V denote the
solution to the problem (54), (55). Then

|| �V − �v|| ≤ C(M−1 + N−1 ln N ).

Proof An application of the triangular inequality and the results of Theorems 1 and
2 lead to the required result.

8 Numerical Illustration

The following example illustrates the above-proposed numerical method in this
section. The parameter-uniform order of convergence and the parameter-uniform
error constants are computed. To get the order of convergence in the variable t exclu-
sively, a fine Shishkin mesh is considered for x and the resulting problem is solved
for various uniform meshes with respect to t . A variant of the two-mesh algorithm
for a vector problem which is found in [2] for a scalar problem is applied to get
parameter-uniform t-order of convergence and the error constant. A uniformmesh is
considered for t and the resulting problem is solved for various piecewise-uniform
fine Shishkin meshes with respect to x to get the order of convergence in the variable
x exclusively. The numerical results are presented in Tables1 and 2.
Example 1 Consider the problem

∂�v
∂t

− E
∂2�v
∂x2

+ A�v = �f on (0, 1) × (0, 1],

�b0�v(0, t) = �ξL , �b1�v(1, t) = �ξR, �v(x, 0) = �ξB

where E = diag(ε1, ε2), A =
(
4 + 3t −1
−1 4 + 3t

)
, �f =

(
2 + e3t

2 + e3t

)
,

�ξL =
(
1 + t8

1 + t8

)
, �ξR =

(
1 + t8

1 + t8

)
, �ξB =

(
1
1

)
.

For various values of ε1 and ε2, the maximum errors, the �ε-uniform order of
convergence and the �ε-uniform error constant are computed. The value of η is varied
as shown in the tables. α is taken to be 0.9. Fixing a fine Shishkin mesh with 128
points horizontally, the problem is solved by the method suggested above. The order
of convergence and the error constant for �v are calculated for t , and the results are
presented in Table1. A fine uniform mesh on t with 32 points is considered, and the
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Table 1 Values of DN
�ε , DN , pN , p∗ and C N

p∗ for ε1 = η

16
, ε2 = η

8
, α = 2.9 and N = 128

η Number of mesh-points M

32 64 128 256

2−7 0.153E-01 0.783E-02 0.397E-02 0.199E-02

2−8 0.155E-01 0.788E-02 0.397E-02 0.200E-02

2−9 0.156E-01 0.790E-02 0.398E-02 0.200E-02

2−10 0.156E-01 0.790E-02 0.398E-02 0.200E-02

2−11 0.156E-01 0.790E-02 0.398E-02 0.200E-02

DN 0.156E-01 0.790E-02 0.398E-02 0.200E-02

pN 0.980E+00 0.990E+00 0.995E+00

C N
p∗ 0.945E+00 0.945E+00 0.939E+00 0.929E+00

Computed t-order of �ε—uniform convergence, p∗ = 0.9803767

Computed �ε—uniform error constant, C∗
p∗ = 0.9451866

Table 2 Values of DN
�ε , DN , pN , p∗ and C N

p∗ for ε1 = η

16
, ε2 = η

8
, α = 2.9 and M = 32

η Number of mesh-points N

32 64 128 256

2−7 0.530E-01 0.339E-01 0.172E-01 0.689E-02

2−8 0.530E-01 0.339E-01 0.172E-01 0.689E-02

2−9 0.530E-01 0.339E-01 0.172E-01 0.689E-02

2−10 0.530E-01 0.339E-01 0.172E-01 0.689E-02

2−11 0.530E-01 0.339E-01 0.172E-01 0.689E-02

DN 0.530E-01 0.339E-01 0.172E-01 0.689E-02

pN 0.644E+00 0.977E+00 0.132E+01

C N
p∗ 0.137E+01 0.137E+01 0.109E+01 0.679E+00

Computed x-order of �ε—uniform convergence, p∗ = 0.6436486

Computed �ε—uniform error constant, C∗
p∗ = 1.371360

order of convergence for �v in the variable x is calculated and the results are presented
in Table2.

It is evident from Figs. 1 and 2 that the solution �v exhibits parabolic twin boundary
layers at (0, t) and (1, t), 0 ≤ t ≤ 1. Further, the t-order of convergence and the x-
order of convergence of the numerical method presented in Tables1 and 2 agree with
the theoretical result.
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Fig. 1 The numerical
approximation of �v for
ε1 = 2−15, ε2 = 2−14 and
M = 32
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Fig. 2 The numerical
approximation of �v for
ε1 = 2−15, ε2 = 2−14 and
N = 128

 0
 0.2

 0.4
 0.6

 0.8
 1  0

 0.1
 0.2

 0.3
 0.4

 0.5
 0.6

 0.7
 0.8

 0.9
 1

 0.8
 1

 1.2
 1.4
 1.6
 1.8

 2
 2.2
 2.4
 2.6
 2.8

u1
u2

References

1. Miller, J.J.H., O’Riordan, E., Shishkin, G.I.: Fitted numerical methods for singular perturbation
problems. World Scientific Revised Edition (2012)

2. Farrell, P.A., Hegarty, A., Miller, J.J.H., O’Riordan, E., Shishkin, G.I.: In: Knops, R.J., Morton,
K.W. (eds.), Robust computational techniques for boundary layers. Applied Mathematics &
Mathematical Computation. Champman & Hall/CRC Press (2000)

3. Franklin, V., Paramasivam, M., Miller, J.J.H., Valarmathi, S.: Second order parameter-uniform
convergence for a finite difference method for a singularly perturbed linear parabolic system.
Int. J. Numer. Anal. Model. 10(1), 178–202 (2013)

4. Friedman, A.: Partial Differential Equations of Parabolic Type. Prentice Hall (1964)
5. Ladyzhenskaya, O.A., Ural’tseva, N.N.: Linear and Quasilinear Elliptic Equtions. Academic

Press, New York, London (1968)
6. Miller, J.J.H., O’Riordan, E., Shishkin, G.I., Shishkina, L.P.: Fittedmeshmethods for problems

with parabolic boundary layers. Math. Proc. R. Irish Acad. 98(A), 173–190 (1998)
7. Gracia, J.L., Lisbona, F.J., O’Riordan, E.: A coupled system of singularly perturbed parabolic

reaction-diffusion equations. Adv. Comput. Math. 32, 43–61 (2010)
8. Paramasivam, M., Valarmathi, S., Miller, J.J.H.: Second order parameter-uniform convergence

for a finite difference method for a singularly perturbed linear reaction diffusion system. Math.
Commun. 15(2) (2010)

9. Ishwariya, R., Miller, J.J.H., Valarmathi, S.: A parameter uniform essentially second order
convergence of a fitted mesh method for a class parabolic singularly perturbed Robin problem
of reaction-diffusion equation (communicated)

10. Roos, H.-G., Stynes, M., Tobiska, L.: Numerical Methods for Singularly Perturbed Differential
Equations. Springer (1996)

11. Doolan, E.P.,Miller, J.J.H., Schilders,W.H.A.: UniformNumericalMethods for Problemswith
Initial and Boundary Layers. Boole Press, Dublin, Ireland (1980)



Finite Difference Methods with
Interpolation for First-Order Hyperbolic
Delay Differential Equations

S. Karthick and V. Subburayan

Abstract First-order hyperbolic delay differential equations are considered in this
article. Finite difference methods with piecewise linear interpolation are suggested
to solve the problems. The proposed methods are consistent, conditionally stable and
hence they converge by Lax-Richtmyer equivalence theorem. It is observed that the
solution of the first-order hyperbolic delay differential equation exhibits wave nature
and due to the presence of delay argument one or more additional waves appear in the
solution. Further, the wave propagation occurs in forward and backward direction,
respectively, if a > 0 and a < 0. Numerical results are presented to validate the
theoretical results.

Keywords Hyperbolic delay differential equations · Piecewise linear
interpolation · Forward time backward space scheme · Forward time forward space
scheme · Matrix method
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1 Introduction

Hyperbolic delay differential equations appear in many branches of applied science.
For example, the study of distributed networks containing lossless transmission lines
[1], the theoretical analysis of neuronal variability [2] have been modeled as hyper-
bolic delay differential equations. The numericalmethods for ordinary delay differen-
tial equations and hyperbolic partial differential equations have been well studied in
the literature, to list a few: [3–13] and the references therein. In the recent past years,
there has been growing interest in developing numericalmethods for hyperbolic delay
differential equation. To cite a few, the authors Kapil K Sharma and Paramjeet Singh
have applied Forward Time Backward Space (FTBS) and Backward Time Backward
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Space (BTBS) numerical methods suggested in [4] for hyperbolic delay differen-
tial equations [14–16]. The existence results pertaining to the hyperbolic system of
equations have been well addressed in [17]. Protter andWeinberger [18] have studied
extensively the maximum principle for hyperbolic, parabolic, and elliptical differen-
tial equations. For first-order impulsive hyperbolic equation, comparison principles
have been studied in [19]. The maximum principle for a modified triangle-based
adaptive difference scheme for hyperbolic conservation laws is discussed in [20]. In
this present paper, as mentioned in the abstract, we consider first-order hyperbolic
delay differential equations and suggested the numerical methods with interpolation.
They have been proved that the methods are convergence of order one in time and
space.

The article is organized as follows: in Sect. 2 the problems under study are stated.
The finite difference schemes with linear interpolation are presented in Sect. 3. Fur-
ther, we proved that the methods are consistent and stable. The error analysis of the
methods is carried out in the Sect. 4. The paper is concluded with the Concluding
Remark as the Sect. 6.

2 Problem Statements

In the present section, motivated by the works of [1, 2, 14, 15], we consider the
following two problems. The delay argument δ is a fixed positive constant throughout
the article.

2.1 Problem I

Consider the first-order hyperbolic delay differential equation

L1u(x, t) := ∂u

∂t
+ a(x, t)

∂u

∂x
− b(x, t)u(x − δ, t) = 0, (x, t) ∈ (0, x f ] × (0, T ],

(1)

u(x, t) = φl(x, t), (x, t) ∈ [−δ, 0] × [0, T ], (2)

u(x, 0) = u0(x), x ∈ [0, x f ]. (3)

The coefficient functions a, b and the data functions u0, and φl are sufficiently
differentiable on their domains. In this problem a(x, t) > 0, ∀(x, t) and φl(0, 0) =
u0(0).
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2.2 Problem II

Further we consider the first-order hyperbolic delay differential equation

L2u(x, t) := ∂u

∂t
+ a(x, t)

∂u

∂x
− b(x, t)u(x − δ, t) = 0, (x, t) ∈ [0, x f ) × (0, T ],

(4)

u(x, t) = φl(x, t), (x, t) ∈ [−δ, 0) × [0, T ], (5)

u(x, 0) = u0(x), x ∈ [0, x f ], (6)

u(x f , t) = φr (t), t ∈ [0, T ]. (7)

Here also the functions a, b, u0, φl and φr are sufficiently differentiable on their
domains. Here a(x, t) < 0, ∀(x, t) and u0(x f ) = φr (0).

3 Finite Difference Methods

This section presents the mesh selection procedure and the finite difference methods
for the above stated problems (1)–(3) and (4)–(7). In the subsequent sections we
use the following: U j

i denotes the numerical solution at the mesh point (xi , t j ), and
a(xi , t j ) = a j

i , b(xi , t j ) = b j
i .

3.1 Mesh Points

Let N and M be the number of mesh points in [0, x f ] and [0, T ], respectively.
Define Δx = x f /N and Δt = T/M. Then the mesh Ω̄ N ,M is defined as Ω̄ N ,M =
{(xi , t j )|i = 0, 1, . . . , N , j = 0, 1, . . . , M}, where xk = kΔx and tm = mΔt.

3.2 Finite Difference Scheme with Piecewise Linear
Interpolation for the Problem I

The Forward Time Backward Space (FTBS) finite difference scheme with piecewise
linear interpolation for the above problem (1)–(3) is as follows:
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L N ,M
1 U j

i := D+
t U j

i + a j
i D−

x U j
i − b j

i φl(xi − δ, t j ) = 0, xi − δ ≤ 0, (8)

L N ,M
1 U j

i := D+
t U j

i + a j
i D−

x U j
i

−b j
i

[
U j

k lk(xi − δ) + U j
k+1lk+1(xi − δ)

]
= 0, xi − δ > 0, (9)

U 0
i = u0(xi ), i = 0, 1, · · · , N , U j

0 = φl(x0, t j ), j = 0, 1, . . . , M (10)

where D+
t U j

i = U j+1
i − U j

i

Δt
, D−

x U j
i = U j

i − U j
i−1

Δx
, lk(x) = xk+1 − x

Δx
and lk+1(x)

= x − xk

Δx
.

3.3 Finite Difference Scheme with Piecewise Linear
Interpolation for the Problem II

The Forward Time Forward Space (FTFS) finite difference scheme with piecewise
linear interpolation for the above problem (4)–(7) is as follows:

L N ,M
2 U j

i := D+
t U j

i + a j
i D+

x U j
i − b j

i φl(xi − δ, t j ) = 0, xi − δ ≤ 0, (11)

L N ,M
2 U j

i := D+
t U j

i + a j
i D+

x U j
i

−b j
i

[
U j

k lk(xi − δ) + U j
k+1lk+1(xi − δ)

]
= 0, xi − δ > 0,

(12)

U 0
i = u0(xi ), i = 0, 1, · · · , N , U j

N = φr (t j ), j = 0, 1, . . . , M (13)

where D+
x U j

i = U j
i+1 − U j

i

Δx
.

3.4 Consistency of the Schemes

Following the arguments of [14, 15] we prove the consistency of the proposed
schemes. Consider the scheme (8)–(10). Let e j

i = u(xi , t j ) − U j
i , then

L N ,M
1 e j

i = D+
t e j

i + a j
i D−

x e j
i − b j

i

{
0, xi − δ ≤ 0,

e j
k lk(xi − δ) + e j

k+1lk+1(xi − δ), xi − δ > 0,

= L N ,M
1 u(xi , t j ) − L1u(xi , t j )

= O(Δx) + O(Δt) + O((Δx)2).

Therefore the scheme is consistent. Similarly one can prove that
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L N ,M
2 e j

i = D+
t e j

i + a j
i D+

x e j
i − b j

i

{
0, xi − δ ≤ 0,

e j
k lk(xi − δ) + e j

k+1lk+1(xi − δ), xi − δ > 0,

= O(Δx) + O(Δt) + O((Δx)2).

3.5 Matrix Method for Stability of the Schemes

This section presents the stability of the proposed schemes. First we consider the
scheme (8)–(10).

Lemma 1 If |an
j λ| + 2|bn

j |Δt ≤ 1 then the scheme is (8)–(10) stable, where λ = Δt
Δx .

Proof Rewrite the scheme (8)–(10) as

U n+1
j =(1 − an

j λ)U n
j + an

j λU n
j−1

+ Δtbn
j

{
φl(x j − δ, tn), j = 1, 2, . . . , r, and x j − δ ≤ 0

[U n
k lk(x j − δ) + U n

k+1lk+1(x j − δ)], j = r + 1, . . . , N .

For simplicity let us assume that the coefficient functions a and b are constants. Then,

U n+1
j = (1 − aλ)U n

j + aλU n
j−1 + bΔt[U n

k lk(x j − δ) + U n
k+1lk+1(x j − δ)], j = 1, . . . , N

Further, the above scheme can be written in the following matrix form

U n+1 = AU n + Bn + Cn, ∀ n.

Using the above recursion formula, we get

U n = AnU 0 +
n∑

l=0

(
An−l Bl + An−lCl

)

where A =
(

Vr×r 0r×(N−r)

W(N−r)×r V(N−r) ×(N−r)

)
,

Vr×r = (vl,k), vl,k =

⎧
⎪⎨
⎪⎩

1 − aλ, if l = k = i, i = 1, . . . , r,

aλ, if l = i, k = i − 1, i = 2, . . . , r,

0, otherwise

W(N−r)×r = (wl,k), wl,k =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

bΔtli (xr+i − δ), if l = r + i, k = i, i = 1, . . . , N − r,

bΔtli+1(xr+i − δ), if l = r + i, k = i + 1, i = 1, . . . , N − r,

aλ, l = k = r + 1,

0, otherwise
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V(N−r)×(N−r) = (vl,k), vl,k =

⎧
⎪⎨
⎪⎩

1 − aλ, if l = k = i, i = r + 1, . . . , N ,

aλ, if l = i, k = i − 1, i = r + 2, . . . , N ,

0, otherwise

Bn = (aλU n
0 , 0, . . . , 0)t

︸ ︷︷ ︸
k times

, Cn = (bΔtφl (x1 − δ, tn), . . . , bΔtφl (xr − δ, tn), 0, . . . , 0)t

︸ ︷︷ ︸
k times

.

Here, the superscript on B and C is the index for the time level tn, whereas the
superscript on A indicates the multiplicative power. It is observed that

An =
(

V n
r×r 0r×(N−r)

W ∗
(N−r)×r V n

(N−r) ×(N−r)

)
, W ∗

(N−r)×r =
n∑

j=0

V j
(N−r) ×(N−r)W(N−r)×r V n− j

r×r .

We use the matrix norm ‖ A ‖= max
1≤i≤N

N∑
j=1

|ai, j |.

‖ A ‖ = max
1≤i≤N

N∑
l=1

|ai,l |

= |1 − aλ| + |aλ| + |b|Δt |lk(x j − δ)| + |b|Δt |lk+1(x j − δ)|
≤ |1 − aλ| + |aλ| + 2|b|Δt

and ‖ An ‖≤‖ A ‖n≤ (|1 − aλ| + |aλ| + 2|b|Δt)n. If |aλ| + 2|b|Δt ≤ 1, then
|aλ| ≤ 1. The stable region is plotted in Fig. 1.

It is easy to see that ‖ An ‖ are bounded uniformly for 0 ≤ nΔt ≤ T (See [4]),
we get
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Fig. 1 Stability Region
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Δx ‖ U n ‖≤ CT

⎛
⎝Δx ‖ U 0 ‖ +Δt

n∑
j=0

‖ U j
0 ‖ +ΔtΔx ‖ φl(x, tn) ‖

⎞
⎠ (14)

where CT is a constant.

Similarly, one can prove that the scheme (11)–(13) is also stable.

Remark 1 From the Lax-Richtmyer equivalence theorem [4], the proposed scheme
(8)–(10) is convergent.

Remark 2 For variable coefficients problems, one can use the appropriate bounds
of A, B, C to derive the above result.

4 Error Analysis

In this section, we present the convergence results of the proposed schemes. Consider
the scheme (8)–(10).

Definition 1 [4] A finite difference scheme PΔx,Δt u = RΔx,Δt f is consistent with
the differential equation Pu = f is accurate of order p in time and order q in space
if for any smooth function u

PΔx,Δt u − RΔx,Δt Pu = O(Δxq) + O(Δt p).

We say that the scheme accurate of order (q, p).

Using the arguments given in [14, 15] one can prove the following theorems.

Theorem 1 Let u(x, t)be the solution of the problem (1)–(3) and U j
i be its numerical

solution defined by (8)–(10). Then | u(xi , t j ) − U j
i |≤ C(N−1 + M−1), ∀i, ∀ j.

Theorem 2 Let u(x, t)be the solution of the problem (4)–(7) and U j
i be its numerical

solution defined by (11)–(13). Then | u(xi , t j ) − U j
i |≤ C(N−1 + M−1), ∀i, ∀ j.

5 Numerical Examples

Two examples are taken in this section to illustrate the numerical methods presented
in this paper. We use the half mesh principle to estimate the maximum error. For this
we put

E N ,M = max
0≤i≤N , 0≤ j≤M

| U j
i (Δx,Δt) − U j

i (Δx/2,Δt/2) |,

where U j
i (Δx,Δt) and U j

i (Δx/2,Δt/2) are the numerical solution at the node
(xi , t j ) with mesh sizes (Δx,Δt) and (Δx/2,Δt/2), respectively.
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Example 1 Consider the following first-order hyperbolic delay differential equation

∂u

∂t
+ a(x, t)

∂u

∂x
= b(x, t)u(x − δ, t), (x, t) ∈ (0, 2] × (0, 5],

u(x, t) = φl(x, t), (x, t) ∈ [−δ, 0] × [0, 5],
u(x, 0) = u0(x), x ∈ [0, 2].

Numerical solution of the above problem for different cases are analyzed in the
following six cases. In all the cases, we assumed that

a(x, t) = 1 + x2

1 + 2t x + 2x2 + x4
, (x, t) ∈ [0, 2] × [0, 5],

φl(x, t) = 0, (x, t) ∈ [0, 2] × [0, 5],
u0(x) = x(2 − x) exp(−(4x − 1)2), x ∈ [0, 2].

Case 1: In this case b(x, t) = 0.5 and the delay argument is δ = 1. Due to the
presence of the delay term, an additional wave propagation occurs in the
forward direction of x at δ unit distance. It is depicted in the Fig. 2 and for
different time levels the solution curves are plotted in Fig. 3.

Case 2: In this case it is assumed that b(x, t) = 2 and δ = 1. If the magnitude of
the function b(x, t) increases then the amplitude of the additional waves
increases. It is depicted in Fig. 4 and the numerical solution at different time
level is presented in Fig. 5.

Case 3: Here it is assumed that b(x, t) = 2 but δ = 0.5. It is observed that in every
δ unit distance in the x-direction the waves are created. Numerical solution
and numerical solution at different time levels are presented in the Figs. 6
and 7, respectively.

Case 4: If b(x, t) = −1 and δ = 1 then the wave propagation occurs in positive
x-direction and in δ unit distance additional waves are created. The numer-
ical solution and its different time levels are plotted in the Figs. 8 and 9,
respectively.

Case 5: If b(x, t) = 0 (that is, the given differential equation is not a delay dif-
ferential equation), then there is no additional wave propagation in the
x-direction, see Figs. 10 and 11.

Example 2 Consider the following first-order hyperbolic delay differential equation

∂u

∂t
+ a(x, t)

∂u

∂x
= b(x, t)u(x − δ, t), (x, t) ∈ [0, 2) × (0, 5],

u(x, t) = φl(x, t), (x, t) ∈ [−δ, 0) × [0, 5],
u(2, t) = φr (2, t), t ∈ [0, 5],
u(x, 0) = u0(x), x ∈ [0, 2].
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Fig. 2 The surface plot of the numerical solution of Example 1 for the Case 1
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Fig. 3 Numerical solution of Example 1 at different time level for Case 1
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Fig. 4 The surface plot of the numerical solution of Example 1 for the Case 2

Numerical solution of the above problem for two different cases are analyzed. Here,
we assumed that

a(x, t) = −1, (x, t) ∈ [0, 2] × [0, 5],
φl(x, t) = 0, (x, t) ∈ [0, 2] × [0, 5], δ = 1.

Case 1 Here it is assumed that b(x, t) = 0.5, u0(x) = 0 and φr (2, t) =
exp(−(10t − 1)2)t . The numerical solution of the above problem is plotted
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Fig. 5 Numerical solution of Example 1 at different time level for Case 2
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Fig. 6 The surface plot of the numerical solution of Example 1 for the Case 3
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Fig. 7 Numerical solution of Example 1 at different time level for Case 3

in the following Figs. 12 and 13. Here also the additional waves are created
and they move in the negative x-direction (Tables1 and 2).

Case 2 In this case it assumed that b(x, t) = 1, u0(x) = x(2 − x) exp(−4(4x −
1)2) andφr (2, t) = 0.Thenumerical solutionof the aboveproblem is plotted
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Fig. 8 The surface plot of the numerical solution of Example 1 for the Case 4
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Fig. 9 Numerical solution of Example 1 at different time level for Case 4
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Fig. 10 The surface plot of the numerical solution of Example 1 for the Case 5
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Fig. 11 Numerical solution of Example 1 at different time level for Case 5
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Fig. 12 The surface plot of the numerical solution of Example 2 for the Case 1
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Fig. 13 Numerical solution of Example 2 at different time level for Case 1
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Table 1 Case 1: Maximum error for the Example 1

N

M ↓ 64 128 256 512 1024

2048 4.5243e-03 7.2475e-03 1.4026e-02 3.7054e-02 1.3188e+16

4096 2.2289e-03 3.5481e-03 6.2369-03 1.3608e-02 3.6488e-02

8192 1.1063e-03 1.7556e-03 2.9537e-03 6.0507e-03 1.3400e-02

16384 5.5112e-04 8.7325e-04 1.4404e-03 2.8655e-03 5.9582e-03

32768 2.7506e-04 4.3550e-04 7.1127e-04 1.3973e-03 2.8217e-03

Table 2 Case 2: Maximum error for the Example 1

N

M ↓ 64 128 256 512 1024

2048 7.1756e-03 1.1203e-02 1.6021e-02 3.7054e-02 1.3188e+16

4096 3.5525e-03 5.5075e-03 7.7946e-03 1.3608e-02 3.6488e-02

8192 1.7676e-03 2.7310e-03 3.8461e-03 6.0507e-03 1.3400e-02

16384 8.8165e-04 1.3599e-03 1.9106e-03 2.8655e-03 5.9582e-03

32768 4.4029e-04 6.7853e-04 9.5222e-04 1.3973e-03 2.8217e-03

Table 3 Case 2: Maximum error for the Example 2

N

M ↓ 64 128 256 512 1024

2048 7.0881e-03 1.1139e-02 1.5024e-02 2.9687e-02 1.3100e+16

4096 3.4629e-03 5.3935e-03 7.2177e-03 1.0318e-02 2.5154e-02

8192 1.7117e-03 2.6545e-03 3.5390e-03 4.4702e-03 9.6547e-03

16384 8.5099e-04 1.3169e-03 1.7525e-03 2.0955e-03 4.3030e-03

32768 4.2429e-04 6.5588e-04 8.7206e-04 1.0326e-03 2.0383e-03

in the following Figs. 12 and 13. The Table3 presents the maximum error
for this case.

6 Concluding Remarks

In this article, hyperbolic partial delay differential equations are considered. Numer-
ical methods FTBS scheme and FTFS schemes combined with piecewise linear
interpolations are suggested, respectively, for the cases a(x, t) > 0 and a(x, t) < 0.
The methods are proved that they are of almost first-order convergence in space and
time. It is observed that space delay argument produces some non-trivial lineament
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Fig. 14 The surface plot of the numerical solution of Example 2 for the Case 2
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Fig. 15 Numerical solution of Example 2 at different time level for Case 1

in the solution, see Figs. 2 and 3. In the Example 1, we analyzed various cases. Due
to presence of the delay argument δ, there are some additional propagated waves that
occurred in the solution, see Figs. 2, 4, 6, and 8. Figures3, 5, 7, 9, and 11 present the
numerical solution of the problem for different time levels for the above five cases.
If the size of the delay argument δ reduces, then the solution exhibits more number
of propagated waves (See Fig. 6). Further if the magnitude of the coefficient function
b(x, t) increases, then the amplitude of the propagated waves increases (See Fig. 4).
Tables1 and 2 present the maximum errors of the Example 1 for the case (1) and case
(2), respectively and the Table 3 presents the maximum errors of the Example 2 for
the case (2). It is observed that when N = 1024 and M = 2048 the magnitude of the
maximum error is very high. If N and M satisfies the relation |an

j λ| + 2|bn
j Δt | ≤ 1,

then this unacceptable situation will not arise. Further, for fixed N , if the number of
mesh points in t direction increases then the maximum error decreases, whereas for
fixed M , if N increases then the maximum error increases. This is due to the viola-
tion of the relation among N and M. If a(x, t) > 0 then the waves move in positive
x-direction, whereas if a(x, t) < 0 then the waves move in negative x-direction, see
the Figs. 12, 13, 14, and 15.
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Fitted Mesh Methods for a Class
of Weakly Coupled System of Singularly
Perturbed Convection–Diffusion
Equations

Saravanasankar Kalaiselvan, John J. H. Miller, and Valarmathi Sigamani

Abstract In this paper, a class of singularly perturbed coupled linear systems of
second-order ordinary differential equations of convection–diffusion type is consid-
ered on the interval [0, 1]. Due to the presence of different perturbation parameters
multiplying the diffusion terms of the coupled system, each of the solution compo-
nents exhibits multiple layers in the neighbourhood of the origin. This fact is proved
in the estimates of the derivatives of the solution.Anumericalmethod composed of an
upwind finite difference scheme applied on a piecewise uniform Shishkin mesh that
resolves all the layers is suggested to solve the problem. The method is proved to be
almost first-order convergent in the maximum norm uniformly in all the perturbation
parameters. Numerical examples are provided to support the theory.

Keywords Singular perturbation problems · System of convection-diffusion
equations · Finite difference method · Shishkin Mesh · Parameter uniform method

1 Introduction

Singularly perturbed differential equations of convection–diffusion type appear in
several branches of applied mathematics. Roos et al. [1] describes linear convection–
diffusion equations and related non-linear flow problems. Modelling real-life prob-
lems such as fluid flow problems, control problems, heat transport problems, river
networks results in singularly perturbed convection–diffusion equations. Some of
those models were discussed in [2]. A form of linearized Navier Stokes equations
called Oseen system of equations, which models many of the physical problems,
is a system of singularly perturbed convection–diffusion equations. Also systems
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of singularly perturbed convection–diffusion equations have applications in control
problems [3].

For a broad introduction to singularly perturbed boundary value problems of
convection–diffusion type and robust computational techniques to solve them, one
can refer to [4–6]. In [7], a coupled system of two singularly perturbed convection–
diffusion equations is analysed and a parameter uniform numerical method is sug-
gested to solve the same. Here, in this paper, the following weakly coupled system
of n-singularly perturbed convection–diffusion equations is considered.

Lu(x) ≡ Eu′′(x) + A(x)u′(x) − B(x)u(x) = f(x), x ∈ Ω = (0, 1) (1)

u(0) = l, u(1) = r, (2)

where u(x) = (u1(x), u2(x), . . . , un(x)
)T
, f(x) = ( f1(x), f2(x), . . . , fn(x)

)T
,

E =

⎡

⎢⎢⎢
⎣

ε1 0 . . . 0
0 ε2 . . . 0
...

...
...

0 0 . . . εn

⎤

⎥⎥⎥
⎦

, A =

⎡

⎢⎢⎢
⎣

a1 0 . . . 0
0 a2 . . . 0
...

...
...

0 0 . . . an

⎤

⎥⎥⎥
⎦

, B =

⎡

⎢⎢⎢
⎣

b11 b12 . . . b1n

b21 b22 . . . b2n
...

...
...

bn1 bn2 . . . bnn

⎤

⎥⎥⎥
⎦

.

Here, ε1, ε2, ..., εn are distinct small positive parameters and for convenience, it is
assumed that εi < ε j , for i < j . The functions ai , bi j and fi , for all i and j , are taken
to be sufficiently smooth on Ω . It is further assumed that, ai (x) ≥ α > 0, bi j (x) <

0, i �= j and
n∑

j=1

bi j (x) ≥ β > 0, for all i = 1, 2, . . . , n. The case ai (x) < 0 can be

treated in a similar way with a transformation of x to 1 − x .

In [9], Linss has analysed a broader class of weakly coupled system of singularly
perturbed convection–diffusion equations andpresented an estimate of the derivatives
of ui depending only on εi , for i = 1, 2, . . . , n. He has claimed first order and almost
first-order convergence if solved on Bakhvalov and Shishkin meshes, respectively,
with the classical finite difference scheme.

The reduced problem corresponding to (1)–(2) is

L0u0(x) ≡ A(x)u′
0(x) − B(x)u0(x) = f(x), x ∈ Ω

u0(1) = r,
(3)

where u0(x) = (u01(x), u02(x), ..., u0n(x))T .

If uk(0) �= u0k(0) for any k such that 0 ≤ k ≤ n, then a boundary layer of width
O(εk) is expected near x = 0 in each of the solution component ui , 1 ≤ i ≤ k.

Notations. For any real valued function y on D, the norm of y is defined as ‖y‖D =
sup
x∈D

|y(x)|. For any vector valued function z(x) = (z1(x), z2(x), . . . ,
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zn(x))T , ‖z‖D = max
{‖z1‖D, ‖z2‖D, . . . , ‖zn‖D

}
. For any mesh function Y on a

mesh DN = {x j
}N

j=0, ‖Y‖DN = max
0≤ j≤N

|Y (x j )| and for any vector valued mesh func-

tion Z = (Z1, Z2, . . . , Zn)
T , ‖Z‖DN = max

{‖Z1‖DN , ‖Z2‖DN , . . . , ‖Zn‖DN

}
.

Throughout this paper, C denotes a generic positive constant which is independent
of the singular perturbation and discretization parameters.

2 Analytical Results

In this section, amaximumprinciple, a stability result and estimates of the derivatives
of the solution of the system of Eqs. (1)–(2) are presented.

Lemma 1 (Maximum Principle) Let ψ = (ψ1, ψ2, ..., ψn)
T be in the domain of L

with ψ(0) ≥ 0 and ψ(1) ≥ 0. Then Lψ ≤ 0 on Ω implies that ψ ≥ 0 on Ω.

Lemma 2 (Stability Result) Let ψ be in the domain of L, then for x ∈ Ω and
1 ≤ i ≤ n

|ψi (x)| ≤ max
{
‖ψ(0)‖, ‖ψ(1)‖, 1

β
‖Lψ‖

}
.

Theorem 1 Let u be the solution of (1)–(2), then for x ∈ Ω and 1 ≤ i ≤ n, the
following estimates hold.

|ui (x)| ≤ C max
{
‖l‖, ‖r‖, 1

β
‖f‖
}
, (4)

|u(k)
i (x)| ≤ Cε−k

i

(
‖u‖ + εi‖f‖

)
f or k = 1, 2, (5)

|u(3)
i (x)| ≤ Cε−2

i ε−1
1

(
‖u‖ + εi‖f‖

)
+ ε−1

i | f ′
i (x)|. (6)

Proof The estimate (4) follows immediately from Lemma 2 and Eq. (1). Let x ∈
[0, 1], then for each i, 1 ≤ i ≤ n, there exists a ∈ [0, 1 − εi ] such that x ∈ Na =
[a, a + εi ]. By the mean value theorem, there exists yi ∈ (a, a + εi ) such that

u′
i (yi ) = ui (a + εi ) − ui (a)

εi

and hence
|u′

i (yi )| ≤ Cε−1
i ‖u‖.

Also,

u′
i (x) = u′

i (yi ) +
∫ x

yi

u′′
i (s)ds.
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Substituting for u′′
i (s) from (1), |u′

i (x)| ≤ Cε−1
i

(
‖u‖ + εi‖f‖

)
. Again from (1),

|u′′
i (x)| ≤ Cε−2

i

(
‖u‖ + εi‖f‖

)
. Differentiating (1) once and substituting the above

bounds lead to

|u(3)
i (x)| ≤ Cε−2

i ε−1
1

(
‖u‖ + εi‖f‖

)
+ ε−1

i | f ′
i (x)|.

2.1 Shishkin Decomposition of the Solution

The solution u of the problem (1)–(2) can be decomposed into smooth v = (v1, ...,

vn)
T and singular w = (w1, ..., wn)

T components given by u = v + w, where

Lv = f, v(0) = γ , v(1) = r, (7)

Lw = 0, w(0) = l − v(0), w(1) = 0, (8)

where γ = (γ1, γ2, . . . , γn)
T is to be chosen.

2.1.1 Estimates for the Bounds on the Smooth Components and Their
Derivatives

Theorem 2 For a proper choice of γ , the solution of the problem (7) satisfies for
1 ≤ i ≤ n and 0 ≤ k ≤ 3,

|v(k)
i (x)| ≤ C(1 + ε2−k

i ), x ∈ Ω.

Proof Considering the layer pattern of the solution, first, the decomposition is done
with εn , for all the components of v. The second level decomposition with εn−1 is
for the first n − 1 components of v. Then, the decomposition continues with εn−2 for
the first n − 2 components of v and so on. It is carried out in the following way.
First, the smooth component v is decomposed into

v = yn + εnzn + ε2nqn (9)

where yn = (yn1, yn2, . . . , ynn)
T is the solution of

A(x)y ′
n(x) − B(x)yn(x) = f(x), yn(1) = r, (10)

zn = (zn1, zn2, . . . , znn)
T is the solution of

A(x)z ′
n(x) − B(x)zn(x) = −ε−1

n Ey ′′
n (x), zn(1) = 0 (11)
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and qn = (qn1, qn2, . . . , qnn)
T is the solution of

Lqn(x) = −ε−1
n Ez ′′

n (x), qn(1) = 0 and qn(0) remains to be chosen. (12)

Using the fact that ε−1
n E is a matrix of bounded entries, and from the results in [10]

for (10) and (11), it is not hard to see that

‖y (k)
n ‖ ≤ C and ‖z (k)

n ‖ ≤ C, 0 ≤ k ≤ 3. (13)

Now, using Theorem 1 and (13), with the choice that qnn(0) = 0,

|q (k)
nn (x)| ≤ Cε−k

n , 0 ≤ k ≤ 3. (14)

Then from (9), it is clear that vn(0) = γn = ynn(0) + εnznn(0). Also from (13) and
(14),

|v(k)
n (x)| ≤ C(1 + ε2−k

n ), 0 ≤ k ≤ 3. (15)

Now, having found the estimates of v(k)
n , to estimate the bounds v

(k)
i , for 1 ≤ i ≤

n − 1, the following notations are introduced, for 1 ≤ l ≤ n,

El =

⎡

⎢⎢⎢
⎣

ε1 0 . . . 0
0 ε2 . . . 0
...

...
...

0 0 . . . εl

⎤

⎥⎥⎥
⎦

, Al =

⎡

⎢⎢⎢
⎣

a1 0 . . . 0
0 a2 . . . 0
...

...
...

0 0 . . . al

⎤

⎥⎥⎥
⎦

, Bl =

⎡

⎢⎢⎢
⎣

b11 b12 . . . b1l

b21 b22 . . . b2l
...

...
...

bl1 bl2 . . . bll

⎤

⎥⎥⎥
⎦

,

q̃l = (ql1, ql2, . . . , ql(l−1)
)T
, g(l−1) = (g(l−1)1, g(l−1)2, . . . , g(l−1)(l−1)

)T
, with g(l−1) j

= −ε j

εl
z′′

l j + b jlqll .

Now, considering the first (n − 1) equations of the system (12), it follows that

L̃nq̃n ≡ En−1q̃
′′

n (x) + An−1(x)q̃ ′
n(x) − Bn−1(x)q̃n(x) = gn−1(x), (16)

where q̃n(1) = 0 and q̃n(0) remains to be chosen.
Furthermore, decomposing q̃n in a similar way to (9), we obtain

q̃n = yn−1 + εn−1zn−1 + ε2n−1qn−1 (17)

where yn−1 = (y(n−1)1, y(n−1)2, . . . , y(n−1)(n−1)
)T

is the solution of the problem

An−1(x)y ′
n−1(x) − Bn−1(x)yn−1(x) = gn−1(x), yn−1(1) = 0, (18)

zn−1 = (z(n−1)1, z(n−1)2, . . . , z(n−1)(n−1)
)T

is the solution of the problem
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An−1(x)z ′
n−1(x) − Bn−1(x)zn−1(x) = −ε−1

n−1En−1y ′′
n−1(x), zn−1(1) = 0 (19)

and qn−1 = (q(n−1)1, q(n−1)2, . . . , q(n−1)(n−1)
)T

is the solution of the problem

L̃nqn−1(x) = −ε−1
n−1En−1z ′′

n−1(x), qn−1(1) = 0 and qn−1(0) remains to be chosen.
(20)

Now choose qn−1(0) so that its (n − 1)th component is zero (i.e. q(n−1)(n−1)(0) = 0).
Problem (18) is similar to the problem (11). Using the estimates (13)–(14), the
solution of the problem (18) satisfies the following bound for 0 ≤ k ≤ 3.

‖y(k)
n−1‖ ≤ C

(
1 + ε1−k

n

)
. (21)

Using (21) and Lemma 2.2 in [10], the solution of the problem (19) satisfies

‖zn−1‖ ≤ Cε−1
n . (22)

and from (19), for 1 ≤ k ≤ 3,

‖z (k)
n−1‖ ≤ Cε−k

n . (23)

Now, using Theorem 1 and (23), the following estimate holds:

|q (k)

(n−1)(n−1)(x)| ≤ Cε−2
n ε−k

n−1, 0 ≤ k ≤ 3. (24)

By the choice of q(n−1)(n−1)(0), from (9) and (17), it is clear that vn−1(0) = γn−1 =
yn(n−1)(0) + εnzn(n−1)(0) + ε2n y(n−1)(n−1)(0) + ε2nεn−1z(n−1)(n−1)(0). Also, the esti-
mates (21)–(24) imply that

|v(k)
n−1(x)| ≤ C(1 + ε2−k

n−1). (25)

Proceeding in a similar way, one can derive singularly perturbed systems of l equa-
tions, l = n − 2, n − 3, . . . , 2, 1,

L̃l+1q̃l+1 ≡ El q̃
′′

l+1(x) + Al(x)q̃ ′
l+1(x) − Bl(x)q̃l+1(x) = gl(x), (26)

with q̃l+1(1) = 0 and q̃l+1(0), to be chosen.
Now, decomposing q̃l+1 in a similar way to (9), we obtain

q̃l+1 = yl + εlzl + ε2l ql (27)

where yl = (yl1, yl2, . . . , yll)
T and zl = (zl1, zl2, . . . , zll)

T satisfy

Al(x)y ′
l (x) − Bl(x)yl(x) = gl(x), yl(1) = 0, (28)

Al(x)z ′
l (x) − Bl(x)zl(x) = −ε−1

l Ely ′′
l (x), zl(1) = 0 (29)
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respectively and ql = (ql1, ql2, . . . , qll)
T is the solution of the problem

L̃l+1ql(x) = −ε−1
l Elz ′′

l (x), ql(1) = 0 where ql(0) remains to be chosen. (30)

We choose ql(0) so that its lth component is zero (i.e. qll(0) = 0).
From (28) it is clear that, for 0 ≤ k ≤ 3,

‖y (k)
l ‖ ≤ C

(
1 + ε1−k

l+1

) n∏

i=l+2

ε−2
i . (31)

Using (31) in (29), ‖zl‖ ≤ C
(
1 + ε−1

l+1

)∏n
i=l+2 ε−2

i and for 1 ≤ k ≤ 3,

‖z(k)
l ‖ ≤ C

(
1 + ε−k

l+1

) n∏

i=l+2

ε−2
i . (32)

Now, using Theorem 1 for ql , we obtain

|q (k)
ll (x)| ≤ Cε−k

l

n∏

i=l+1

ε−2
i , 0 ≤ k ≤ 3. (33)

Since qll(0) = 0, it is clear that

vl(0) = γl = ynl(0) + εnznl(0) + ε2n y(n−1)l(0) + . . . +
⎛

⎝
n∏

j=l+1

ε2j

⎞

⎠ εl zll(0).

Also, the estimates (31)–(33) imply that

|v(k)
l (x)| ≤ C(1 + ε2−k

l ), 0 ≤ k ≤ 3. (34)

Thus, by the choice made for γn, γn−1, . . . , γ2, γ1, the solution v of the problem (7)
satisfies the following bound for 1 ≤ i ≤ n and 0 ≤ k ≤ 3

|v(k)
i (x)| ≤ C(1 + ε2−k

i ), x ∈ Ω. (35)

2.1.2 Estimates for the Bounds on the Singular Components and Their
Derivatives

Let Bi (x), 1 ≤ i ≤ n, be the layer functions defined on [0, 1] as

Bi (x) = exp(−αx/εi ). (36)
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Theorem 3 Let w(x) be the solution of (8), then for x ∈ Ω and 1 ≤ i ≤ n the
following estimates hold.

|wi (x)| ≤ CBn(x), (37)

|w′
i (x)| ≤ C

(
ε−1

i Bi (x) + ε−1
n Bn(x)

)
, (38)

|w(2)
i (x)| ≤ C

n∑

k=i

ε−2
k Bk(x), (39)

|w(3)
i (x)| ≤ Cε−1

i

( i−1∑

k=1

ε−1
k Bk(x) +

n∑

k=i

ε−2
k Bk(x)

)
. (40)

Proof Consider the barrier function φ = (φ1, φ2, . . . , φn)
T defined by φi (x) =

CBn(x), 1 ≤ i ≤ n. Put ψ±(x) = φ(x) ± w(x), then for sufficiently large C,
ψ±(0) ≥ 0, ψ±(1) ≥ 0 and Lψ±(x) ≤ 0. Using Lemma 1, it follows that,ψ±(x) ≥
0. Hence, estimate (37) holds. From (8), for 1 ≤ i ≤ n

εi (w
′
i )

′
(x) + ai (x)(w′

i )(x) = gi (x) (41)

where gi (x) =
n∑

j=1

bi j (x)w j (x). Let Ai (x) =
∫ x

0
ai (s)ds, then solving (41) leads

to

w′
i (x) = w′

i (0) exp
(− Ai (x)/εi

)+ ε−1
i

∫ x

0
gi (t) exp

(− (Ai (x) − Ai (t))/εi
)
dt.

Using Theorem 1 for w, |w′
i (0)| ≤ Cε−1

i . Further from the inequalities, exp
(−

(Ai (x) −Ai (t))/εi
)≤ exp

(− α(x − t)/εi
)
for t ≤ x and |gi (t)| ≤ CBn(t), it is

clear that

|w′
i (x)| ≤ Cε−1

i exp
(− αx/εi

)+ Cε−1
i

∫ x

0
exp
(− αt/εn

)
exp
(− α(x − t)/εi

)
dt.

Using integration by parts, it is not hard to see that

|w′
i (x)| ≤ Cε−1

i exp
(− αx/εi

)+ Cε−1
n exp

(− αx/εn
)
. (42)

Differentiating (41) once leads to

εi (w
′′
i )

′
(x) + ai (x)(w′′

i )(x) = hi (x) ≡ g′
i (x) − a′

i (x)w′
i (x). (43)

Then,
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w′′
i (x) = w′′

i (0) exp
(− Ai (x)/εi

)+ ε−1
i

∫ x

0
hi (t) exp

(− (Ai (x) − Ai (t))/εi
)
dt.

Using |w′′
i (0)| ≤ Cε−2

i , |hi (t)| ≤ C
n∑

k=1

ε−1
k Bk(t) and hence

|w′′
i (x)| ≤ C

n∑

k=i

ε−2
k Bk(x). (44)

Using the bounds given in (42) and (44) in (43), (40) can be derived.

As the estimates of the derivatives are to be used in the different segments of the
piecewise uniform Shishkin meshes, the estimates are improved using the layer
interaction points as given below.

2.1.3 Improved Estimates for the Bounds on the Singular Components
and Their Derivatives

For Bi ,B j , each i, j, 1 ≤ i < j ≤ n and each s = 1, 2 the point x (s)
i, j is defined

by
Bi (x (s)

i, j )

εs
i

= B j (x (s)
i, j )

εs
j

. (45)

Lemma 3 For all i, j such that 1 ≤ i < j ≤ n and s = 1, 2 the points x (s)
i, j exist,

are uniquely defined and satisfy the following inequalities

Bi (x)

εs
i

>
B j (x)

εs
j

, x ∈ [0, x (s)
i, j ),

Bi (x)

εs
i

<
B j (x)

εs
j

, x ∈ (x (s)
i, j , 1]. (46)

In addition, the following ordering holds

x (s)
i, j < x (s)

i+1, j , if i + 1 < j and x (s)
i, j < x (s)

i, j+1, if i < j. (47)

Proof Proof is similar to the Lemma 2.3.1 of [8].

Consider the following decomposition of wi (x)

wi =
n∑

q=1

wi,q , (48)

where the components wi,q are defined as follows.
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wi,n =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

3∑

k=0

(x − x (2)
n−1,n)

k

k! w
(k)
i (x (2)

n−1,n) on [0, x (2)
n−1,n)

wi otherwise

(49)

and, for each q, n − 1 ≥ q ≥ i ,

wi,q =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

3∑

k=0

(x − x (2)
q−1,q)

k

k! p(k)
i,q (x (2)

q−1,q) on [0, x (2)
q−1,q)

pi,q otherwise

(50)

and, for each q, i − 1 ≥ q ≥ 2,

wi,q =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

3∑

k=0

(x − x (1)
q−1,q)

k

k! p(k)
i,q (x (1)

q−1,q) on [0, x (1)
q−1,q)

pi,q otherwise

(51)

with pi,q = wi −
n∑

k=q+1

wi,k

and

wi,1 = wi −
n∑

k=2

wi,k on [0, 1]. (52)

Theorem 4 For each q and i, 1 ≤ q ≤ n, 1 ≤ i ≤ n and all x ∈ Ω, the com-
ponents in the decomposition (48) satisfy the following estimates.

|w ′′′
i,q(x)| ≤ C ε−1

i ε−2
q Bq(x), if i ≤ q, |w ′′′

i,q(x)| ≤ C ε−2
i ε−1

q Bq(x), if i > q,

|w ′′
i,q(x)| ≤ C ε−1

i ε−1
q Bq(x), if i ≤ q < n, |w ′′

i,q(x)| ≤ C ε−2
i Bq(x), if i > q,

|w ′
i,q(x)| ≤ C ε−1

i Bq(x), if q < n.

Proof Differentiating (49) thrice,

|w′′′
i,n(x)| =

⎧
⎨

⎩

|w′′′
i (x (2)

n−1,n)| on [0, x (2)
n−1,n)

|w′′′
i (x)| otherwise

.

Then for x ∈ [0, x (2)
n−1,n), using Theorem 3,
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|w′′′
i,n(x)| ≤ Cε−1

i

( i−1∑

k=1

ε−1
k Bk(x (2)

n−1,n) +
n∑

k=i

ε−2
k Bk(x (2)

n−1,n)
)
.

Since x (2)
k,n ≤ x (2)

n−1,n for k < n, using (46) ε−2
k Bk(x (2)

n−1,n) ≤ ε−2
n Bn(x (2)

n−1,n) and hence

|w′′′
i,n(x)| ≤ Cε−1

i ε−2
n Bn(x (2)

n−1,n) ≤ Cε−1
i ε−2

n Bn(x). (53)

For x ∈ [x (2)
n−1,n, 1],

|w′′′
i,n(x)| = |w′′′

i (x)| ≤ Cε−1
i

( i−1∑

k=1

ε−1
k Bk(x) +

n∑

k=i

ε−2
k Bk(x)

)
.

As x ≥ x (2)
n−1,n , using (46) ε−2

k Bk(x) ≤ ε−2
n Bn(x) and hence for x ∈ [x (2)

n−1,n, 1]

|w′′′
i,n(x)| ≤ Cε−1

i ε−2
n Bn(x). (54)

From (49) and (50), it is not hard to see that for each q, n − 1 ≥ q ≥ i and x ∈
[x (2)

q,q+1, 1], wi,q(x) = pi,q(x) = wi (x) −
n∑

k=q+1

wi,k(x) = wi (x) − wi (x) = 0. Dif-

ferentiating (50) thrice, on x ∈ [0, x (2)
q−1,q)

|w′′′
i,q(x)| = |p′′′

i,q(x (2)
q−1,q)| ≤ Cε−1

i ε−2
q Bq(x).

For x ∈ [x (2)
q−1,q , x (2)

q,q+1), using Lemma 3,

|w′′′
i,q(x)| ≤ C ε−1

i ε−2
q Bq(x). (55)

From (50) and (51), it is not hard to see that for each q, i − 1 ≥ q ≥ 2 and x ∈
[x (1)

q,q+1, 1], wi,q(x) = 0. Differentiating (51) thrice on x ∈ [0, x (1)
q−1,q)

|w′′′
i,q(x)| = |p′′′

i,q(x (1)
q−1,q)| ≤ Cε−2

i ε−1
q Bq(x).

For x ∈ [x (1)
q−1,q , x (1)

q,q+1), using Lemma 3,

|w′′′
i,q(x)| ≤ Cε−2

i ε−1
q Bq(x). (56)

From (51) and (52), it is not hard to see that wi,1(x) = 0 for x ∈ [x (1)
1,2, 1] and for

x ∈ [0, x (1)
1,2), |w′′′

i,1(x)| ≤ |w′′′
i (x)| ≤ Cε−2

i ε−1
1 B1(x). Since w′′

i,q(1) = 0, for q < n,
it follows that for any x ∈ [0, 1] and i > q,
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|w′′
i,q(x)| =

∣∣∣
∫ 1

x
w

(3)
i,q (t)dt

∣∣∣ ≤ C
∫ 1

x
ε−2

i ε−1
q Bq(t)dt ≤ Cε−2

i Bq(x).

Hence,
|w′′

i,q(x)| ≤ C ε−2
i Bq(x), for i > q. (57)

Similar arguments lead to

|w′′
i,q(x)| ≤ C ε−1

i ε−1
q Bq(x), for i ≤ q, (58)

and
|w′

i,q(x)| ≤ C ε−1
i Bq(x), 1 ≤ i ≤ n, 1 ≤ q ≤ n. (59)

3 Numerical Method

To solve the BVP (1)–(2), a numerical method comprising of a Classical Finite Dif-
ference(CFD) Scheme and a piecewise uniform Shishkin mesh fitted on the domain
[0, 1] is suggested.

3.1 Shishkin Mesh

A piecewise uniform Shishkin mesh with N mesh-intervals is now constructed.

The mesh Ω
N

is a piecewise uniform mesh on [0, 1] obtained by dividing [0, 1]
into n + 1 mesh-intervals as [0, τ1] ∪ [τ1, τ2] ∪ · · · ∪ [τn−1, τn] ∪ [τn, 1]. Transition
parameters τr , 1 ≤ r ≤ n, are defined as τn = min

{
1

2
, 2

εn

α
ln N

}
and, for r =

n − 1, . . . 1, τr = min

{
rτr+1

r + 1
, 2

εr

α
ln N

}
. On the sub-interval [τn, 1], N

2 + 1

mesh-points are placed uniformly and on each of the subintervals [τr , τr+1), r =
n − 1, . . . 1, a uniform mesh of N

2n mesh-points is placed. A uniform mesh of N
2n

mesh-points is placed on the sub-interval [0, τ1).

The Shishkin mesh is coarse in the outer region and becomes finer and finer in
the inner (layer) regions. From the above construction, it is clear that the transition
points τr , r = 1, . . . , n, are the only points at which the mesh-size can change and
that it does not necessarily change at each of these points.

If each of the transition parameters τr , r = 1, . . . , n, are with the left choice,

the Shishkin mesh Ω
N

becomes the classical uniform mesh with τr = r
2n , r =

1, . . . , n, and hence the step size is N−1 .
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The following notations are introduced: h j = x j − x j−1 and if x j = τr , then
h−

r = x j − x j−1, h+
r = x j+1 − x j , J = {τr : h+

r �= h−
r }. Let Hr = 2n N−1(τr −

τr−1), 2 ≤ r ≤ n denote the step size in the mesh interval (τr−1, τr ]. Also, H1 =
2 nN−1τ1 and Hn+1 = 2 N−1(1 − τn). Thus, for 1 ≤ r ≤ n − 1, the change in the
step size at the point x j = τr is

h+
r − h−

r = 2 nN−1
( (r + 1)

r
dr − dr−1

)
, (60)

where dr = rτr+1

r+1 − τr with the convention dn = 0,when τn = 1/2. Themesh Ω
N

becomes a classical uniform mesh when dr = 0 for all r = 1, . . . , n and τr ≤
C εr ln N , 1 ≤ r ≤ n. Also τr = r

s τs when dr = · · · = ds = 0, 1 ≤ r ≤ s ≤ n.

3.2 Discrete Problem

To solve the BVP (1)–(2) numerically the following upwind classical finite difference

scheme is applied on the mesh Ω
N
.

L NU(x j ) ≡ Eδ2U(x j ) + A(x j )D+U(x j ) − B(x j )U(x j ) = f(x j ), (61)

U(x0) = l, U(xN ) = r, (62)

where U(x j ) = (U1(x j ), U2(x j ), . . . , Un(x j ))
T and for 1 ≤ j ≤ N − 1,

D+U (x j ) = U (x j+1) − U (x j )

h j+1
, D−U (x j ) = U (x j ) − U (x j−1)

h j
,

δ2U (x j ) = 1

h j

(
D+U (x j ) − D−U (x j )

)
,

with

h j = (h j + h j+1)

2
.

4 Numerical Results

In this section a discrete maximum principle, a discrete stability result and the first-
order convergence of the proposed numerical method are established.

Lemma 4 (Discrete Maximum Principle) Assume that the vector valued mesh func-
tion ψ(x j ) = (ψ1(x j ), ψ2(x j ), . . . , ψn(x j ))

T satisfies ψ(x0) ≥ 0 and ψ(xN ) ≥ 0.
Then L N ψ(x j ) ≤ 0 for 1 ≤ j ≤ N − 1 implies that ψ(x j ) ≥ 0 for 0 ≤ j ≤ N .
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Lemma 5 (Discrete Stability Result) If ψ(x j ) = (ψ1(x j ), ψ2(x j ), . . . , ψn(x j ))
T is

any vector valued mesh function defined on Ω
N
, then for 1 ≤ i ≤ n and 0 ≤ j ≤ N,

|ψi (x j )| ≤ max
{
‖ψ(x0)‖, ‖ψ(xN )‖, 1

β
‖L N ψ‖Ω N

}
.

4.1 Error Estimate

Analogous to the continuous case, the discrete solution U can be decomposed into
V and W as defined below.

L NV(x j ) = f(x j ), for 0 < j < N , V(x0) = v(x0), V(xN ) = v(xN ) (63)

L NW(x j ) = 0, for 0 < j < N , W(x0) = w(x0), W(xN ) = w(xN ) (64)

Lemma 6 Let v be the solution of (7) and V be the solution of (63), then

‖V − v‖
Ω

N ≤ C N−1.

Proof For 1 ≤ j ≤ N − 1,

L N (V − v)(x j ) =

⎛

⎜⎜⎜⎜
⎝

ε1(
d2

dx2 − δ2)v1(x j ) + a1(x j )(
d

dx − D+)v1(x j )

ε2(
d2

dx2 − δ2)v2(x j ) + a2(x j )(
d

dx − D+)v2(x j )
...

εn(
d2

dx2 − δ2)vn(x j ) + an(x j )(
d

dx − D+)vn(x j )

⎞

⎟⎟⎟⎟
⎠

.

By the standard local truncation used in the Taylor expansions,

|εi

(
d2

dx2
− δ2

)
vi (x j ) + ai (x j )

(
d

dx
− D+

)
vi (x j )| ≤ C(x j+1 − x j−1)(εi ‖v(3)

i ‖ + ‖v(2)
i ‖).

Since (x j+1 − x j−1) ≤ C N−1, by using (35),

‖L N (V − v)‖Ω N ≤ C N−1.

As v and V agree at the boundary points, using Lemma 5,

‖V − v‖
Ω

N ≤ C N−1. (65)

To estimate the error in the singular component (W − w), themesh functions B N
i (x j )

for 1 ≤ i ≤ n on Ω
N
are defined by
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B N
i (x j ) =

j∏

k=1

(
1 + αhk

2εi

)−1

with B N
i (x0) = 1. It is to be observed that B N

i are monotonically decreasing.

Lemma 7 The singular components Wi , 1 ≤ i ≤ n satisfy the following bound on

Ω
N

;
|Wi (x j )| ≤ C B N

n (x j ).

Proof Consider the following vector valued mesh functions on Ω
N
,

ψ±(x j ) = C B N
n (x j )e ± W(x j )

where e is the n- vector e = (1, 1, . . . , 1)T .
Then for sufficiently large C, ψ±(x0) ≥ 0, ψ±(xN ) ≥ 0 and L N ψ±(x j ) ≤ 0, for

1 ≤ j ≤ N − 1. Using Lemma 4, ψ±(x j ) ≥ 0 on Ω
N
, which implies that

|Wi (x j )| ≤ C B N
n (x j ).

Lemma 8 Assume that dr = 0, for r = 1, 2, . . . , n. Letw be the solution of (8) and
W be the solution of (64). Then

‖W − w‖
Ω

N ≤ C N−1 ln N .

Proof By the standard local truncation used in the Taylor expansions,

∣∣
∣εi (

d2

dx2
− δ2)wi (x j ) + ai (x j )(

d

dx
− D+)wi (x j )

∣∣
∣ ≤ C(x j+1 − x j−1)(εi ‖w(3)

i ‖ + ‖w(2)
i ‖)

where the norm is taken over the interval [x j−1, x j+1].
Since dr = 0, the mesh is uniform, h = N−1 and ε−1

k ≤ C ln N . Then,

|(LN (W − w))i (x j )| ≤ C N−1
( i−1∑

k=1

ε−1
k Bk(x j−1) +

n∑

k=i

ε−2
k Bk(x j−1)

)
(66)

≤ C N−1 ln N + C N−1 ln N
n∑

k=i

ε−1
k Bk(x j−1). (67)

Consider the barrier function φ = (φ1(x j ), φ2(x j ), . . . , φn(x j ))
T given by

φi (x j ) = C N−1 ln N + C N−1 ln N

γ (α − γ )

( n∑

k=i

exp(2γ h/εk)Yk(x j )
)
, on Ω

N
,
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where γ is a constant such that 0 < γ < α,

Yk(x j ) = λ
N− j
k − 1

λN
k − 1

with λk = 1 + γ h

εk
.

It is not hard to see that, 0 ≤ Yk(x j ) ≤ 1, D+Yk(x j ) ≤ − γ

εk
exp(−γ x j+1/εk) and

(εkδ
2 + γ D+)Yk(x j ) = 0. Hence,

(L N φ)i (x j ) ≤ −C N−1 ln N − C N−1 ln N
n∑

k=i

ε−1
k Bk(x j−1).

Consider the discrete functions

ψ±(x j ) = φ(x j ) ± (W − w)(x j ), x j ∈ Ω
N
.

Then for sufficiently large C,ψ±(x0) > 0,ψ±(xN ) ≥ 0 and L N ψ±(x j ) ≤ 0 onΩ N .

Using Lemma 4,ψ±(x j ) ≥ 0 onΩ
N
. Hence, |(W − w)i (x j )| ≤ C N−1 ln N for 1 ≤

i ≤ n, implies that
‖(W − w)‖

Ω
N ≤ C N−1 ln N . (68)

Lemma 9 Let w be the solution of (8) and W be the solution of (64); then

‖W − w‖
Ω

N ≤ C N−1 ln N .

Proof This is proved for each mesh point x j ∈ (0, 1) by dividing (0, 1) into n + 1
subintervals (a) (0, τ1), (b) [τ1, τ2), (c) [τm, τm+1) for some m, 2 ≤ m ≤ n − 1 and
(d) [τn, 1).

For each of these cases, an estimate for the local truncation error is derived and
a barrier function is defined. Lastly, using these barrier functions, the required esti-
mate is established.

Case (a): x j ∈ (0, τ1).
Clearly x j+1 − x j−1 ≤ Cε1N−1 ln N . Then, by standard local truncation used in
Taylor expansions, the following estimates hold for x j ∈ (0, τ1) and 1 ≤ i ≤ n.

|(LN (W − w))i (x j )| ≤ C (x j+1 − x j−1)(εi‖w(3)
i ‖ + ‖w(2)

i ‖)
≤ C N−1 ln N

n∑

k=i

ε−1
k Bk(x j−1).

Consider the following barrier functions for x j ∈ (0, τ1) and 1 ≤ i ≤ n.
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φi (x j ) = C N−1 ln N
n∑

k=i

exp(2αH1/εk)B N
k (x j ) +

n∑

k=1

B N
k (τk). (69)

Case (b): x j ∈ [τ1, τ2).
There are 2 possibilities: Case (b1): d1 = 0 and Case (b2): d1 > 0.
Case (b1): d1 = 0
Since the mesh is uniform in (0, τ2), it follows that x j+1 − x j−1 ≤ C ε1N−1 ln N ,

for x j ∈ [τ1, τ2) . Then,

|(LN (W − w))i (x j )| ≤ C N−1 ln N
n∑

k=i

ε−1
k Bk(x j−1). (70)

Now for x j ∈ [τ1, τ2) and 1 ≤ i ≤ n, define,

φi (x j ) = C N−1 ln N
n∑

k=i

exp(2αH2/εk)B N
k (x j ) +

n∑

k=2

B N
k (τk). (71)

Case (b2): d1 > 0.
For this case, x j+1 − x j−1 ≤ C ε2N−1 ln N , and hence for x j ∈ [τ1, τ2)
∣∣∣(LN (W − w))i (x j )

∣∣∣ ≤
∣∣∣εi (

d2

dx2
− δ2)wi (x j )

∣∣∣+ C
∣∣∣(

d

dx
− D+)wi (x j )

∣∣∣

≤
∣∣
∣εi (

d2

dx2
− δ2)

n∑

k=1

wi,k

∣∣
∣+ C

∣∣
∣(

d

dx
− D+)

n∑

k=1

wi,k

∣∣
∣.

By the standard local truncation used in Taylor expansions

|(LN (W − w))i (x j )| ≤ C εi |w(2)
i,1 (x j−1)| + C (x j+1 − x j−1)εi

n∑

k=2

|w(3)
i,k (x j−1)|

+C |w(1)
i,1 (x j−1)| + C (x j+1 − x j−1)

n∑

k=2

|w(2)
i,k (x j−1)|.

(72)

Now using Theorem 4, it is not hard to derive that

|(LN (W − w))1(x j )| ≤ C N−1 ln N
n∑

k=2

ε−1
k Bk(x j−1) + C ε−1

1 B1(x j−1) (73)

and for 2 ≤ i ≤ n,
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|(LN (W − w))i (x j )| ≤ C N−1 ln N
n∑

k=i

ε−1
k Bk(x j−1) + C ε−1

i B1(x j−1). (74)

Define

φ1(x j ) = C N−1 ln N
n∑

k=2

exp(2αH2/εk)B N
k (x j ) + C B N

1 (x j ) + C
n∑

k=2

B N
k (τk)

and for 2 ≤ i ≤ n,

φi (x j ) = C N−1 ln N
n∑

k=i

exp(2αH2/εk)B N
k (x j ) + C B N

1 (x j ) + C
n∑

k=2

B N
k (τk).

Case (c): x j ∈ (τm, τm+1]. There are 3 possibilities:

Case (c1): d1 = d2 = · · · = dm = 0,
Case (c2): dr > 0 and dr+1 = . . . = dm = 0 for some r, 1 ≤ r ≤ m − 1 and
Case (c3): dm > 0.

Case (c1): d1 = d2 = · · · = dm = 0,
Since τ1 = Cτm+1 and the mesh is uniform in (0, τm+1), it follows that, for x j ∈
(τm, τm+1], x j+1 − x j−1 ≤ C ε1N−1 ln N and hence

|(LN (W − w))i (x j )| ≤ C N−1 ln N
n∑

k=i

ε−1
k Bk(x j−1). (75)

For 1 ≤ i ≤ n,

φi (x j ) = C N−1 ln N
n∑

k=i

exp(2αHm+1/εk)B N
k (x j ) + C

n∑

k=m+1

B N
k (τk). (76)

Case (c2): dr > 0 and dr+1 = . . . = dm = 0 for some r, 1 ≤ r ≤ m − 1
Since, τr+1 = Cτm+1, the mesh is uniform in (τr , τm+1), it follows that x j+1 −
x j−1 ≤ C εr+1N−1 ln N , for x j ∈ (τm, τm+1].
By the standard local truncation used in Taylor expansions

|(LN (W − w))i (x j )| ≤ C εi

r∑

k=1

|w(2)
i,k (x j−1)| + C (x j+1 − x j−1)εi

n∑

k=r+1

|w(3)
i,k (x j−1)|

+C
r∑

k=1

|w(1)
i,k (x j−1)| + C (x j+1 − x j−1)

n∑

k=r+1

|w(2)
i,k (x j−1)|.

(77)

Now using Theorem 4, it is not hard to derive that for i ≤ r



Fitted Mesh Methods for a Class of Weakly Coupled System … 181

|(LN (W − w))i (x j )| ≤ C N−1 ln N
n∑

k=r+1

ε−1
k Bk(x j−1) + C

r∑

k=i

ε−1
k Bk(x j−1)

and for i > r

|(LN (W − w))i (x j )| ≤ C N−1 ln N
n∑

k=i

ε−1
k Bk(x j−1) + Cε−1

i Br (x j−1).

Now define, for i ≤ r

φi (x j ) = C N−1 ln N
n∑

k=r+1

exp

(
2αHm+1

εk

)
B N

k (x j ) + C
r∑

k=i

B N
k (x j ) + C

n∑

k=m+1

B N
k (τk)

and for i > r

φi (x j ) = C N−1 ln N
n∑

k=i

exp

(
2αHm+1

εk

)
B N

k (x j ) + C B N
r (x j ) + C

n∑

k=m+1

B N
k (τk).

Case (c3): dm > 0
Replacing r by m in the arguments of the previous case Case(c2) and using x j+1 −
x j−1 ≤ Cεm+1N−1 ln N , the following estimates hold for x j ∈ (τm, τm+1].
For i ≤ m,

|(LN (W − w))i (x j )| ≤ C N−1 ln N
n∑

k=m+1

ε−1
k Bk(x j−1) + C

m∑

k=i

ε−1
k Bk(x j−1)

(78)
and for i > m

|(LN (W − w))i (x j )| ≤ C N−1 ln N
n∑

k=i

ε−1
k Bk(x j−1) + C ε−1

i Bm(x j−1). (79)

For i ≤ m, define,

φi (x j ) = C N−1 ln N
n∑

k=m+1

exp

(
2αHm+1

εk

)
B N

k (x j ) + C
m∑

k=i

Bk(x j ) + C
n∑

k=m+1

B N
k (τk)

and for i > m

φi (x j ) = C N−1 ln N
n∑

k=i

exp

(
2αHm+1

εk

)
B N

k (x j ) + C Bm(x j ) + C
n∑

k=m+1

B N
k (τk).

Case (d): There are 3 possibilities.
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Case (d1): d1 = . . . = dn = 0,
Case (d2): dr > 0 and dr+1 = . . . = dn = 0 for some r, 1 ≤ r ≤ n − 1 and
Case (d3): dn > 0.

Case (d1): d1 = . . . = dn = 0,
The mesh is uniform in [0, 1] and the result is established in the Lemma 8.
Case (d2): dr > 0 and dr+1 = . . . = dn = 0 for some r, 1 ≤ r ≤ n − 1
In this case from the definition of τn it follows that x j+1 − x j−1 ≤ C εr+1N−1 ln N
and arguments similar to theCase(c2) lead to the following estimates for x j ∈ (τn, 1].
For i ≤ r ,

|(LN (W − w))i (x j )| ≤ C N−1 ln N
n∑

k=r+1

ε−1
k Bk(x j−1) + C

r∑

k=i

ε−1
k Bk(x j−1)

(80)
and for i > r

|(LN (W − w))i (x j )| ≤ C N−1 ln N
n∑

k=i

ε−1
k Bk(x j−1) + C ε−1

i Br (x j−1). (81)

Define the barrier functions φi for i ≤ r by

φi (x j ) = C N−1 ln N
n∑

k=r+1

exp(2αHn+1/εk)B N
k (x j ) + C

r∑

k=i

B N
k (x j ) (82)

and for i > r

φi (x j ) = C N−1 ln N
n∑

k=i

exp(2αHn+1/εk)B N
k (x j ) + C B N

r (x j ). (83)

Case (d3): dn > 0

Now τn = 2
εn

α
ln N . Then on (τn, 1],

|(Wi − wi )(x j )| ≤ |Wi (x j )| + |wi (x j )|
≤ C B N

n (x j ) + CBn(x j ), using Lemma 7 and Theorem 3

Hence,
|(Wi − wi )(x j )| ≤ C N−1, on [τn, 1]. (84)

Now using the estimates derived and the barrier functions φi , 1 ≤ i ≤ n, defined
for all the four cases, the main proof is split into two cases

Case 1: dn > 0. Consider the following discrete functions for 0 ≤ j ≤ N/2,
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ψ±(x j ) = φ(x j ) ± (W − w)(x j ) (85)

where φ(x j ) = (φ1(x j ), φ2(x j ), . . . , φn(x j ))
T .

For sufficiently large C, it is not hard to see that

ψ±(x0) ≥ 0, ψ±(x N
2
) ≥ 0 and L N ψ±(x j ) ≤ 0, for 0 < j < N/2.

Then by Lemma 4, ψ±(x j ) ≥ 0 for 0 ≤ j ≤ N/2. Consequently,

|(Wi − wi )(x j )| ≤ C N−1, on [0, τn]. (86)

Hence, (84) and (86) imply that, for dn > 0

‖(W − w)‖
Ω

N ≤ C N−1 ln N . (87)

Case 2: dn = 0. Consider the following discrete functions for 0 ≤ j ≤ N ,

ψ±(x j ) = φ(x j ) ± (W − w)(x j ). (88)

For sufficiently large C , it is not hard to see that

ψ±(x0) ≥ 0, ψ±(xN ) ≥ 0 and L N ψ±(x j ) ≤ 0, for 0 < j < N .

Then by Lemma 4, ψ±(x j ) ≥ 0 for 0 ≤ j ≤ N . Hence, for dn = 0,

‖(W − w)‖
Ω

N ≤ C N−1 ln N .

Theorem 5 Let u be the solution of the problem (1)–(2) and U be the solution of the
problem (61)–(62), then,

‖(u − U)‖
Ω

N ≤ C N−1 ln N .

Proof From the Eqs. (7), (8), (63) and (64), we have

‖(u − U)‖
Ω

N = ‖(v + w − V+W)‖
Ω

N

≤ ‖(v − V‖
Ω

N + ‖(w − W)‖
Ω

N

Then the result follows from Lemmas 6 and 9.
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5 Numerical Illustrations

Example 1 Consider the following boundary value problem for the system of
convection–diffusion equations on (0, 1)

ε1u′′
1(x) + (1 + x)u′

1(x) − 4u1(x) + 2u2(x) + u3(x) = −ex ,

ε2u′′
2(x) + (2 + x2)u′

2(x) + u1(x) − 6u2(x) + 2u3(x) = − sin x,

ε3u′′
3(x) + (ex )u′

3(x) + 3u1(x) + 2u2(x) − 8u3(x) = − cos x,

with u1(0) = 1, u2(0) = 1, u3(0) = 1 u1(1) = 0, u2(1) = 0 u3(1) = 0.

The above problem is solved using the suggested numerical method and plot of
the approximate solution for N = 1536, ε1 = 5−4, ε2 = 3−4, ε3 = 2−5 is shown in
Fig. 1.

Parameter uniform error constant and the order of convergence of the numerical
method for ε1 = η/625, ε2 = η/81 and ε3 = η/32 are computed using a variant of
the two mesh algorithm suggested in [6] and are shown in Table1.

It is found that the parameter εi for any i, influences the components u1, u2, . . . , ui

and causes multiple layers for these components, in the neighbourhood of the ori-
gin and has no significant influence on ui+1, ui+2, . . . , un . The following examples
illustrate this.

Example 2 Consider the following boundary value problem for the system of
convection–diffusion equations on (0, 1)

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1

u1
u2
u3

Fig. 1 Approximate solution of Example 1
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Table 1 Maximum errors and order of convergence

η Number of mesh elements N

96 192 384 768 1536

20 0.1604E − 01 0.9767E − 02 0.5495E − 02 0.2860E − 02 0.1430E − 02

2−1 0.1626E − 01 0.9895E − 02 0.5560E − 02 0.2893E − 02 0.1446E − 02

2−2 0.1637E − 01 0.9955E − 02 0.5587E − 02 0.2905E − 02 0.1451E − 02

2−3 0.1643E − 01 0.9983E − 02 0.5598E − 02 0.2910E − 02 0.1452E − 02

2−4 0.1645E − 01 0.9995E − 02 0.5603E − 02 0.2911E − 02 0.1453E − 02

2−5 0.1647E − 01 0.1000E − 01 0.5604E − 02 0.2911E − 02 0.1453E − 02

2−6 0.1647E − 01 0.1000E − 01 0.5604E − 02 0.2911E − 02 0.1453E − 02

2−7 0.1648E − 01 0.1000E − 01 0.5604E − 02 0.2911E − 02 0.1453E − 02

2−8 0.1648E − 01 0.1000E − 01 0.5604E − 02 0.2911E − 02 0.1453E − 02

DN 0.1648E − 01 0.1000E − 01 0.5604E − 02 0.2911E − 02 0.1453E − 02

P N 0.7203E + 00 0.8358E + 00 0.9447E + 00 0.1002E + 01

C N
p 0.1123E + 01 0.1123E + 01 0.1037E + 01 0.8877E + 00 0.7300E + 00

The computed order of εi -uniform convergence, p∗ = 0.7203.
The computed εi -uniform error constant, C N

p∗ = 1.1235.
From Table1, it is to be noted that the error decreases as the number of mesh elements N increases.
Also for each N, the error stabilises as η tends to zero

ε1u′′
1(x) + (1 + x)u′

1(x) − 4u1(x) + 2u2(x) + u3(x) = 1 − x,

ε2u′′
2(x) + (2 + x2)u′

2(x) + 2u1(x) − 6u2(x) + 3u3(x) = 3 − 3x,

ε3u′′
3(x) + u′

3(x) + 3u1(x) + 3u2(x) − 7u3(x) = 7x − 8,

with u1(0) = 0, u2(0) = 1, u3(0) = 1 u1(1) = 0, u2(1) = 0 u3(1) = 0

The above problem is solved using the suggested numerical method. As u2(0) �=
u02(0) and ui (0) = u0i (0), i = 1, 3 for this problem, a layer of width O(ε2) is
expected to occur in the neighbourhood of the origin for u1 and u2 but not for
u3. Further u1 cannot have ε1 layer or ε3 layer. The plot of an approximate solution
of this problem for N = 384, ε1 = 5−4, ε2 = 3−4, ε3 = 2−5 is shown in Fig. 2a–d.

Example 3 Consider the following boundary value problem for the system of
convection–diffusion equations on (0, 1)

ε1u′′
1(x) + (1 + x)u′

1(x) − 4u1(x) + 2u2(x) + u3(x) = x,

ε2u′′
2(x) + (2 + x2)u′

2(x) + 2u1(x) − 6u2(x) + 3u3(x) = 3x,

ε3u′′
3(x) + u′

3(x) + 3u1(x) + 3u2(x) − 7u3(x) = 1 − 7x,

with u1(0) = 0, u2(0) = 0, u3(0) = 1 u1(1) = 0, u2(1) = 0 u3(1) = 1.

The above problem is solved using the suggested numerical method. As u3(0) �=
u03(0) and ui (0) = u0i (0), i = 1, 2 for this problem, a layer of width O(ε3) is
expected to occur in the neighbourhood of the origin for u1, u2 and u3. Further
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 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1

u1
u2
u3

(a) u

 0

 0.001

 0.002

 0.003

 0.004

 0.005

 0.006

 0.007

 0.008

 0  0.2  0.4  0.6  0.8  1

u1

(b) u1

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1

u2

(c) u2

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1

u3

(d) u3

Fig. 2 Approximation of solution components of Example 2

u1 will not have ε1 layer or ε2 layer. Similarly u2 will not have ε2 layer. The plot of
an approximate solution of this problem for N = 384, ε1 = 5−4, ε2 = 3−4, ε3 = 2−5

is shown in Fig. 3a–d.

6 Conclusions

The method presented in this paper is the extension of the work done for the scalar
problem in [4]. The novel estimates of derivatives of the solution help us to establish
the desired error bound for the Classical Finite Difference Scheme when applied on
any of the 2n Shishkin meshes.

The examples given are to facilitate the reader to note the effect of coupling with
the assumed order of the perturbation parameters.
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 0
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 0  0.2  0.4  0.6  0.8  1

u1
u2
u3

(a) u

 0

 0.005

 0.01

 0.015

 0.02

 0  0.2  0.4  0.6  0.8  1

u1

(b) u1

 0

 0.005

 0.01

 0.015

 0.02

 0  0.2  0.4  0.6  0.8  1

u2

(c) u2

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  0.2  0.4  0.6  0.8  1

u3

(d) u3

Fig. 3 Approximation of solution components of Example 3
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Numerical Analysis of a Finite Difference
Method for a Linear System of Singularly
Perturbed Parabolic Delay Differential
Reaction-Diffusion Equations
with Discontinuous Source Terms

Parthiban Saminathan and Franklin Victor

Abstract On the rectangular domainΔ = {(x, t) : 0 < x < 2, 0 < t ≤ T }, a singu-
larly perturbed linear system of parabolic second-order delay differential equations
of reaction-diffusion type with discontinuous source terms is considered. InΔ, there
is a discontinuity in the source terms at (d, t). The components of the solution of this
system exhibit boundary layers near x = 0 and x = 2, and interior layers at (1, t)
and/or (d, t) and (1 + d, t) as the highest order space derivative is multiplied by a
singular perturbation parameter. To approximate the solution, a numerical method
based on the classical finite difference scheme on a Shishkin piecewise-uniform
mesh is proposed. For all values of singular perturbation parameters, the method is
shown to be first-order convergent. The theoretical results are supported by numerical
illustrations.

1 Introduction

Singularly perturbed delay differential equations are used to model a variety of
phenomena such as population dynamics, physiology, and control systems. However,
in some circumstances, the condition that the source function be continuous may be
impractical. The paper considers a singularly perturbed system of reaction-diffusion
type linear parabolic delay differential equations with discontinuous source terms.
Because of the perturbation parameters, delay term, and discontinuous source terms,
the components of the solution of these systems include boundary and interior layers.

A singularly perturbed linear system of second-order partial differential equations
of the parabolic reaction-diffusion type has been considered in [3] with provided
initial and boundary conditions. Each equation diffusion term is multiplied by a
small positive parameter. It is assumed that these singular perturbation parameters are
distinct. Overlapping layers appear in the solution components. Shishkin piecewise-
uniformmeshes are introduced, and they are used in conjunctionwith a classical finite
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difference discretization to construct a numerical method for solving this problem.
The numerical approximations obtained with this method are first-order convergent
in time and essentially second-order convergent in the space variable in themaximum
norm, uniformly with respect to all of the parameters. The work in the previous study
is extended to a linear system of singularly perturbed parabolic delay differential
reaction-diffusion equations with discontinuous source terms in this paper.

The following is the outline of the paper. The problem is defined in Sect. 2, and
the existence and regularity of the solution are discussed. Section3 establishes the
maximum principle for the differential operator and, as a result, the stability result.
Standard estimates of the solution derivatives are also presented. Improved estimates
for the derivatives of solution components are presented in Sect. 4. Section5 provides
piecewise-uniform Shishkin meshes, whereas Sect. 6 defines the discrete problem
and establishes the discrete maximum principle and discrete stability properties. The
numerical analysis is presented in Sect. 7 along with the error bounds. Section8
provides numerical illustrations, and Sect. 9 includes the conclusion.

2 The Continuous Problem

A singularly perturbed boundary value problem for a linear system of n parabolic
second-order delay differential equations of reaction-diffusion type with discontinu-
ous source terms is considered in the rectangular domain Δ. Discontinuity occurs in
the source terms at (d, t) ∈ Δ. Introduce the notations Δ− = (0, d) × (0, T ],Δ− =
[0, d−] × [0, T ],Δ+ = (d, 2) × (0, T ],Δ+ = [d+, 2] × [0, T ]. The correspond-
ing boundary value problem is

Lu(x, t) = ut (x, t) − Euxx (x, t) + A(x, t)u(x, t) + B(x, t)u(x − 1, t) = f(x, t)

on Δ− ∪ Δ+, u given on Γ, f(d−, t) �= f(d+, t) and

u(x, t) = χ(x, t), (x, t) ∈ [−1, 0] × [0, T ], (1)

where Γ = ΓL ∪ ΓB ∪ ΓR with u(0, t) = χ(0, t) on ΓL = {(0, t) : 0 ≤ t ≤ T },
u(x, 0) = φB(x) on ΓB = {(x, 0) : 0 ≤ x ≤ 2}, and u(2, t) = φR(t) on ΓR =
{(2, t) : 0 ≤ t ≤ T }. For all (x, t) ∈ Δ,u(x, t) = (u1(x), u2(x), . . . , un(x))T and
f(x, t) = ( f1(x), f2(x), . . . , fn(x))T .E, A(x, t) and B(x, t) are n × n matrices.
E = diag(ε̄), ε̄ = (ε1, ε2, . . . , εn) and B(x, t) = diag(b(x, t)),b(x, t) = (b1(x, t),
b2(x, t), . . . , bn(x, t)). The function χ is sufficiently smooth on [−1, 0] × [0, T ].

The cases (i) (d, t) ∈ (0, 1) × (0, T ], (ii) (d, t) ∈ (1, 2) × (0, T ], and (iii) (d, t) =
(1, t) × (0, T ] are treated separately. The problem is analogous to the problem in [2]
for case (iii). This paper looks at the cases (i) and (ii).
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The singular perturbation parameters satisfy

0 < ε1 < ε2 < · · · < εn << 1

For all (x, t) ∈ [0, 2] × [0, T ], it is also assumed that the entries ai j (x, t) of A(x, t)
and the components bi (x, t) of b(x, t) satisfy

bi (x, t), ai j (x, t) ≤ 0 for 1 ≤ i �= j ≤ n, aii (x, t) >
∑

i �= j

|ai j (x, t) + bi (x, t)|
(2)

and 0 < α < min
(x,t)∈[0,2]×[0,T ]

i=1,2...,n

(

n∑

j=1

ai j (x) + bi (x)), for some α (3)

The functions ai j (x, t) and bi (x, t), 1 ≤ i, j ≤ n are in C2([0, 2] × [0, T ]).
The following notations, which will be used subsequently, are introduced. Δ̃ =
{(0, 1−) × (0, T ]} ∪ {(1+, 2) × (0, T ]}, Δ̃ = {[0, 1−] × [0, T ]} ∪ {[1+, 2]
×[0, T ]}, Δ̃1 = {(0, d) × (0, T ]} ∪ {(d, 1−) × (0, T ]}, Δ̃2 = {(1+, 1 + d) ×
(0, T ]} ∪ {(1 + d, 2) × (0, T ]}, Δ̃3 = {(1+, d) × (0, T ]} ∪ {(d, 2) × (0, T ]},Δ1 =
{[0, d) × [0, T ]} ∪ {(d, 1−) × [0, T ]} ∪ {(1+, 1 + d) × [0, T ]} ∪ {(1 + d, 2] ×
[0, T ]}, Δ2 = {[0, 1−) × [0, T ]} ∪ {(1+, d) × [0, T ]} ∪ {(d, 2] × [0, T ]}, Δ =
Δ ∪ Γ. The problem (1) can be rewritten for the Case (i) as follows:

L1u(x, t) = ut (x, t) − Euxx (x, t) + A(x, t)u(x, t) = g(x, t), on Δ̃1 (4)

where g(x, t) = f(x, t) − B(x, t)χ(x − 1, t)

L2u(x, t) = ut (x, t) − Euxx (x, t) + A(x, t)u(x, t) + B(x, t)u(x − 1, t) = f(x, t), on Δ̃2
(5)

and for Case (ii) as follows:

L1u(x, t) = ut (x, t) − Euxx (x, t) + A(x, t)u(x, t) = g(x, t), on (0, 1) × (0, T ] (6)

where g(x, t) = f(x, t) − B(x, t)χ(x − 1, t)

L2u(x, t) = ut (x, t) − Euxx (x, t) + A(x, t)u(x, t)B(x, t)u(x − 1, t) = f(x, t), on Δ̃3
(7)

u(x, t) = χ(x, t) on [−1, 0] × [0, T ], f(d−, t) �= f(d+, t),u(0, t) = χ(0, t),
u(d−, t) = u(d+, t),
ux (d−, t) = ux (d+, t),u(x, 0) = φB(x) on ΓB1 = {(x, 0) : 0 ≤ x ≤ 1−},
u(1−, t) = u(1+, t),
ux (1−, t) = ux (1+, t),u(x, 0) = φB(x) on ΓB2 = {(x, 0) : 1+ ≤ x ≤ 2},
u(2, t) = φR(t) on ΓR .
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The reduced problem corresponding to (4)–(5) is defined by

ut0(x, t) + A(x, t)u0(x, t) = g(x, t), on Δ̃1 (8)

ut0(x, t) + A(x, t)u0(x, t) + B(x, t)u0(x − 1, t) = f(x, t), on Δ̃2. (9)

and the reduced problem corresponding to (6)–(7) is defined by

ut0(x, t) + A(x, t)u0(x, t) = g(x, t), on (0, 1) × (0, T ] (10)

ut0(x, t) + A(x, t)u0(x, t) + B(x, t)u0(x − 1, t) = f(x, t), on Δ̃3. (11)

The solutionu has the following layer pattern. Each component ui for i = 1, 2, . . . , n
exhibits twin layers at x = 0 and x = 2 and twin interior layers at x = 1 of width
O(

√
εn), while the components ui for i = 1, 2, . . . , n − 1 have additional twin lay-

ers at x = 0 and x = 2 and twin interior layers at x = 1 of width O(
√

εn−1), the
components ui for i = 1, 2, . . . , n − 2 have additional twin boundary layers at x = 0
and x = 2 and twin interior layers at x = 1 of width O(

√
εn−2) and so on.

In addition to this, at x = d and x = 1 + d in Case (i) and at x = d in Case (ii),
the components ui for i = 1, 2, . . . , n exhibit twin interior layers of width O(

√
εn),

while the components ui for i = 1, 2, . . . , n − 1 have additional twin interior layers
of width O(

√
εn−1), the components ui for i = 1, 2, . . . , n − 2 have additional twin

interior layers of width O(
√

εn−2) and so on.
The compatibility conditions for Γ corners (0, 0) and (2, 0) are derived using

similar arguments as in [2] Theorem 2.1.

3 Analytical Results

The proofs of most of the results in this section could be derived by using similar
arguments as in paper [2] and hence proofs are omitted.

Theorem 1 The given problem (1) has a solution

u ∈ C = C0
λ([0, 2] × [0, T ]) ∩ C1

λ((0, 2) × (0, T ]) ∩ C4
λ(Δ̃\{d}).

Lemma 1 Let conditions (2) and (3) hold. Letψ(x, t) be any function in the domain
of L such that ψ(0, t) ≥ 0,ψ(2, t) ≥ 0,L1ψ(x, t) ≥ 0 on Δ̃1,L2ψ(x, t) ≥ 0 on
Δ̃2 in Case (i) and L1ψ(x, t) ≥ 0 on (0, 1) × (0, T ],L2ψ(x, t) ≥ 0 on Δ̃3 in
Case (ii) and [ψ](d, t) = 0, [ψ](1, t) = 0,

[
ψ x

]
(d, t) ≤ 0 and

[
ψ x

]
(1, t) ≤ 0 then

ψ(x, t) ≥ 0 on [0, 2] × [0, T ].
The uniqueness of the analytical solution follows from the maximum principle for
all (x, t) �= (d, t) and for (d, t) it follows from the continuity of the solution.
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Lemma 2 Let conditions (2) and (3) hold. Let ψ be any function in the domain of L
such that [ψ](1, t) = 0, [ψ](d, t) = 0,

[
ψ x

]
(1, t) = 0 and

[
ψ x

]
(d, t) = 0 in cases

(i) and (ii), then for all (x, t) ∈ [0, 2] × [0, T ],

|ψ(x, t)| ≤ max

{
||ψ ||Γ ,

1

α
||f||Δ−∪Δ+

}
+ |[f](d, t)|

Standard estimates of the solution of (1) and its derivatives are contained in the
following lemma:

Lemma 3 Let conditions (2) and (3) hold. Let u be the solution of (1). Then, in

Case (i), for all (x, t) ∈ Δ̃\{(d, t), (1 + d, t)},
|ukt (x, t)| ≤ C(||u||Γ + ∑k

q=0 ||fqt ||), k = 0, 1, 2

|ukx (x, t)| ≤ CE
−k
2 (||u||Γ + ||f||Δ1 + ||f t ||Δ1), k = 1, 2

|ukx (x, t)| ≤ CE
−k
2 (||u||Γ + ||f||Δ1 + ||f t ||Δ1 + ||f2t ||Δ1 + E

k−2
2 ||fk−2

x ||Δ1),

k = 3, 4

|uk−1
x (x, t)ut (x, t)| ≤ CE

1−k
2 (||u||Γ + ||f ||Δ1 + ||f t ||Δ1 + ||f2t ||Δ1), k = 2, 3.

and in Case (ii), for all (x, t) ∈ Δ̃\{(d, t)},
|ukt (x, t)| ≤ C(||u||Γ + ∑k

q=0 ||fqt ||), k = 0, 1, 2

|ukx (x, t)| ≤ CE
−k
2 (||u||Γ + ||f||Δ2 + ||f t ||Δ2 ), k = 1, 2

|ukx (x, t)| ≤ CE
−k
2 (||u||Γ + ||f||Δ2 + ||f t ||Δ2 + ||f t t ||Δ2 + E

k−2
2 ||fk−2

x ||Δ2 ),

k = 3, 4

|uk−1
x (x, t)ut (x, t)| ≤ CE

1−k
2 (||u||Γ + ||f ||Δ2 + ||f t ||Δ2 + ||f t t ||Δ2 ), k = 2, 3.

The Shishkin decomposition of the solution u of (1) is u = v + w, where the smooth
component v is the solution of

L1v = g on (0, d−) × (0, T ], v(0, t) = u0(0, t), v(x, 0) = φB(x), v(d−, t) = u0(d−, t)

L1v = g on (d+, 1−) × (0, T ], v(d+, t) = u0(d+, t), v(x, 0) = φB(x),

v(1−, t) = u0(1−, t)

L2v = f on (1+, 2) × (0, T ], v(1+, t) = u0(1+, t), v(x, 0) = φB(x), v(2, t) = u0(2, t)

and the singular component w is the solution of

L1w = 0 on Δ̃1, L2w = 0 on (1, 2) × (0, T ]
with w(0, t) = u(0, t) − v(0, t), [w](1, t) = −[v](1, t), [w](d, t) = −[v](d, t),

w(x, 0) = 0,

[wx ] (1, t) = − [vx ] (1, t), [wx ] (d, t) = − [vx ] (d, t),w(2, t) = u(2, t) − v(2, t).
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for Case (i) and the smooth component v is the solution of

L1v = g on (0, 1−) × (0, T ], v(0, t) = u0(0, t), v(x, 0) = φB(x), v(1−, t) = u0(1−, t)

L2v = f on (1+, d−) × (0, T ], v(1+, t) = u0(1+, t), v(x, 0) = φB(x),

v(d−, t) = u0(d−, t)

L2v = f on (d+, 2) × (0, T ], v(d+, t) = u0(d+, t), v(x, 0) = φB(x), v(2, t) = u0(2, t)

and the singular component w is the solution of

L1w = 0 on (0, 1) × (0, T ], L2w = 0 on Δ̃3

with w(0, t) = u(0, t) − v(0, t), [w](1, t) = −[v](1, t), [w](d, t) = −[v](d, t),

w(x, 0) = 0,

[wx ] (1, t) = − [vx ] (1, t), [wx ] (d, t) = − [vx ] (d, t),w(2, t) = u(2, t) − v(2, t).

for Case (ii).
The singular component is given a further decomposition, for Case (i),

w(x, t) = w̃1(x, t) + w̃2(x, t) + ŵ(x, t)

where w̃1 is the solution of

w̃1t (x, t) − Ew̃1xx (x, t) + A(x, t)w̃1(x, t) = 0 on (0, d) × (0, T ],
w̃1(x, 0) = 0, w̃1(0, t) = w(0, t), w̃1(d, t) = K1,

w̃1(x, t) = 0 on (d, 2) × (0, T ]

w̃2 is the solution of

w̃2t (x, t) − Ew̃2xx (x, t) + A(x, t)w̃2(x, t) = 0 on (d, 1) × (0, T ],
w̃2(x, 0) = 0, w̃2(d, t) = K2, w̃2(1, t) = K3,

w̃2(x, t) = 0 on ((0, d) ∪ (1, 2)) × (0, T ]

and ŵ is the solution of

ŵt (x, t) − Eŵxx (x, t) + A(x, t)ŵ(x, t) + B(x, t)ŵ(x − 1, t) = 0 on (1, 2) × (0, T ],
ŵ(x, 0) = 0, ŵ(1, t) = K4, ŵ(2, t) = w(2, t),

ŵ(x, t) = 0 on (0, 1) × (0, T ]

Here, K1, K2, K3, and K4 are constants to be chosen in such a way that the jump
conditions at x = d and x = 1 are satisfied.
For Case (ii)

w(x, t) = w̃(x, t) + ŵ1(x, t) + ŵ2(x, t)
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where w̃ is the solution of

w̃t (x, t) − Ew̃xx (x, t) + A(x, t)w̃(x, t) = 0 on (0, 1) × (0, T ],
w̃(x, 0) = 0, w̃(0, t) = w(0, t), w̃(1, t) = K5,

w̃(x, t) = 0 on (1, 2) × (0, T ]

ŵ1 is the solution of

ŵ1t (x, t) − Eŵ1xx (x, t) + A(x, t)ŵ1(x, t) + B(x, t)ŵ1(x − 1, t) = 0

on (1, d) × (0, T ],
ŵ1(x, 0) = 0, ŵ1(1, t) = K6, ŵ1(d, t) = K7,

ŵ1(x, t) = 0 on ((0, 1) ∪ (d, 2)) × (0, T ]

and ŵ2 is the solution of

ŵ2t (x, t) − Eŵ2xx (x, t) + A(x, t)ŵ2(x, t) + B(x, t)ŵ2(x − 1, t) = 0

on (d, 2) × (0, T ],
ŵ2(x, 0) = 0, ŵ2(d, t) = K8, ŵ2(2, t) = w(2, t),

ŵ2(x, t) = 0 on (0, d) × (0, T ]

Here, K5, K6, K7 and K8 are constants to be chosen in such a way that the jump
conditions at x = 1 and x = d are satisfied.
In Case (i) and (ii), the bounds on the smooth component v of u and its derivatives
are contained in the following.

Lemma 4 Let conditions (2) and (3) hold. Then the smooth component v and its

derivatives satisfy, for all (x, t) ∈ Δ̃\{(d, t), (1 + d, t)}, for Case (i) and (x, t) ∈
Δ̃\{(d, t)} for Case (ii),
|vkt (x, t)| ≤ C, for k = 0, 1, 2
|vkx (x, t)| ≤ C(1 + E1− k

2 ), for k = 0, 1, 2, 3
|vk−1

x (x, t)vkt (x, t)| ≤ C, for k = 2, 3.

The layer functions Bl
1,i , B

r
1,i , B

l
2,i , B

r
2,i , B

l
3,i , B

r
3,i , B

l
4,i , B

r
4,i , B1,i , B2,i , B3,i ,

B4,i , i = 1, 2, . . . , n, associated with the solution u of Case (i), are defined by

Bl
1,i (x) = e

−x
√

α√
εi , Br

1,i (x) = e
−(d−x)

√
α√
εi , B1,i (x) = Bl

1,i (x) + Br
1,i (x), on [0, d] × [0, T ],

Bl
2,i (x) = e

−(x−d)
√

α√
εi , Br

2,i (x) = e
−(1−x)

√
α√
εi , B2,i (x) = Bl

2,i (x) + Br
2,i (x),

on [d, 2] × [0, T ],
Bl
3,i (x) = e

−(x−1)
√

α√
εi , Br

3,i (x) = e
−(1+d−x)

√
α√
εi , B3,i (x) = Bl

3,i (x) + Br
3,i (x),

on [1, 1 + d] × [0, T ],
Bl
4,i (x) = e

−(x−(1+d))
√

α√
εi , Br

4,i (x) = e
−(2−x)

√
α√
εi , B4,i (x) = Bl

4,i (x) + Br
4,i (x),

on [1 + d, 2] × [0, T ].
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The layer functions Bl
1,i , B

r
1,i , B

l
2,i , B

r
2,i , B

l
3,i , B

r
3,i , B1,i , B2,i , B3,i , associated with

the solution u of Case (ii), are defined by

Bl
1,i (x) = e

−x
√

α√
εi , Br

1,i (x) = e
−(1−x)

√
α√
εi , B1,i (x) = Bl

1,i (x) + Br
1,i (x), on [0, 1] × [0, T ],

Bl
2,i (x) = e

−(x−1)
√

α√
εi , Br

2,i (x) = e
−(d−x)

√
α√
εi , B2,i (x) = Bl

2,i (x) + Br
2,i (x),

on [1, d] × [0, T ],
Bl
3,i (x) = e

−(x−d)
√

α√
εi , Br

3,i (x) = e
−(2−x)

√
α√
ε , B3,i (x) = Bl

3,i (x) + Br
3,i (x),

on [d, 2] × [0, T ].

The existence, uniqueness and the properties of x (s)
i, j can be verified as in [3]. In cases

(i) and (ii), the bounds on the singular component w of u and its derivatives are
contained in the following.

Lemma 5 Let conditions (2) and (3) hold. Then there exists a constant C, such that,
for i = 1, 2, . . . , n and for k = 0, 1, 2, 3,
∣∣wk

t (x, t)
∣∣ ≤ CB1,i (x),∣∣wk

x (x, t)
∣∣ ≤ CE

−k
2 B1,i (x)

}
for (x, t) ∈ (0, d) × (0, T ]

∣∣wk
t (x, t)

∣∣ ≤ CB2,i (x),∣∣wk
x (x, t)

∣∣ ≤ CE
−k
2 B2,i (x)

}
for (x, t) ∈ (d, 1) × (0, T ]

∣∣wk
t (x, t)

∣∣ ≤ CB3,i (x),∣∣wk
x (x, t)

∣∣ ≤ CE
−k
2 B3,i (x)

}
for (x, t) ∈ (1, 1 + d) × (0, T ]

∣∣wk
t (x, t)

∣∣ ≤ CB4,i (x),∣∣wk
x (x, t)

∣∣ ≤ CE
−k
2 B4,i (x)

}
for (x, t) ∈ (1 + d, 2) × (0, T ]

in Case (i) and∣∣wk
t (x, t)

∣∣ ≤ CB1,i (x),∣∣wk
x (x, t)

∣∣ ≤ CE
−k
2 B1,i (x)

}
for (x, t) ∈ (0, 1) × (0, T ]

∣∣wk
t (x, t)

∣∣ ≤ CB2,i (x),∣∣wk
x (x, t)

∣∣ ≤ CE
−k
2 B2,i (x)

}
for (x, t) ∈ (1, d) × (0, T ]

∣∣wk
t (x, t)

∣∣ ≤ CB3,i (x),∣∣wk
x (x, t)

∣∣ ≤ CE
−k
2 B3,i (x)

}
for (x, t) ∈ (d, 2) × (0, T ]

in Case (ii).

4 Improved Estimates

In the following lemma, sharper estimates of the smooth component are presented.

Lemma 6 Let conditions (2) and (3) hold. Then the smooth component v of the
solution u of (1) satisfies,

|vkx (x, t)| ≤ C (1 + B1,2(x)), for k = 0, 1, 2 and |v3x (x, t)| ≤ C

⎛

⎝1 +
n∑

q=i

B1,q (x)√
εq

⎞

⎠

on (0, d) × (0, T ],
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|vkx (x, t)| ≤ C (1 + B2,2(x)), for k = 0, 1, 2 and |v3x (x, t)| ≤ C

⎛

⎝1 +
n∑

q=i

B2,q(x)√
εq

⎞

⎠

on (d, 1) × (0, T ],
|vkx (x, t)| ≤ C (1 + B3,2(x)), for k = 0, 1, 2 and |v3x (x, t)| ≤ C

⎛

⎝1 +
n∑

q=i

B3,q(x)√
εq

⎞

⎠

on (1, 1 + d) × (0, T ],
|vkx (x, t)| ≤ C (1 + B4,2(x)), for k = 0, 1, 2 and |v3x (x, t)| ≤ C

⎛

⎝1 +
n∑

q=i

B4,q(x)√
εq

⎞

⎠

on (1 + d, 2) × (0, T ],
in Case (i) and

|vkx (x, t)| ≤ C (1 + B1,2(x)), for k = 0, 1, 2 and |v3x (x, t)| ≤ C

⎛

⎝1 +
n∑

q=i

B1,q(x)√
εq

⎞

⎠

on (0, 1) × (0, T ],
|vkx (x, t)| ≤ C (1 + B2,2(x)), for k = 0, 1, 2 and |v3x (x, t)| ≤ C

⎛

⎝1 +
n∑

q=i

B2,q(x)√
εq

⎞

⎠

on (1, d) × (0, T ],
|vkx (x, t)| ≤ C (1 + B3,2(x)), for k = 0, 1, 2 and |v3x (x, t)| ≤ C

⎛

⎝1 +
n∑

q=i

B3,q(x)√
εq

⎞

⎠

on (d, 2) × (0, T ],
in Case (ii).

5 The Shishkin Mesh

Case (i):
A piecewise-uniform ShishkinmeshwithM × N mesh-intervals is now constructed.

Let ΔM
t = {tk}Mk=1,Δ

M
t = {tk}Mk=0,Δ

N
x = ΔN

x1 ∪ ΔN
x2 ∪ ΔN

x3 where ΔN
x1 = {x j }

N
4 −1
j=1 ,

ΔN
x2 = {x j }

N
2 −1

j= N
4 +1

,ΔN
x3 = {x j }N−1

j= N
2 +1

, x N
4

= d and x N
2

= 1. Then Δ
N
x1 = {x j }

N
4
j=0,

Δ
N
x2 = {x j }

N
2

j= N
4
,Δ

N
x3 = {x j }Nj= N

2
,Δ

N
x1 ∪ Δ

N
x2 ∪ Δ

N
x3 = Δ

N
x = {x j }Nx=0,

ΔM,N = ΔM
t × ΔN

x ,Δ
M,N = Δ

M
t × Δ

N
x ,Δ

M,N
1 = ΔM

t × ΔN
x1 ,Δ

M,N
1 = Δ

M
t × Δ

N
x1 ,

Δ
M,N
2 = ΔM

t × ΔN
x2 ,Δ

M,N
2 = Δ

M
t × Δ

N
x2 ,Δ

M,N
3 = ΔM

t × ΔN
x3 ,Δ

M,N
3 =Δ

M
t × Δ

N
x3 ,

Δ
M,N = Δ

M,N
1 ∪ Δ

M,N
2 ∪ Δ

M,N
3 and Γ M,N = Γ ∩ Δ

M,N
.

The mesh Δ
M
t is chosen to be a uniform mesh with M mesh-intervals on [0, T ]. The

meshΔ
N
x is chosen to be a piecewise-uniform mesh with N mesh-intervals on [0, 2].

The interval [0, d] is divided into 2n + 1 sub-intervals as follows [0, τ1] ∪ (τ1, τ2] ∪
· · · ∪ (τn−1, τn] ∪ (τn, d − τn] ∪ (d − τn, d − τn−1] ∪ · · · ∪ (d − τ2, d − τ1] ∪ (d −
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τ1, d]. The parameters τr , r = 1, 2 . . . , n, which determine the points separating the
uniform meshes, are defined by τ0, τn+1 = d

2 ,

τn = min

{
d

4
,
2
√

εn√
α

ln N

}
and for k = 1, 2, . . . , n − 1, τk = min

{
kτk+1

k + 1
,
2
√

εk√
α

ln N

}
.

(12)
Then, on the sub-interval (τn, d − τn] a uniform mesh with N

4 mesh points is placed
and on each of the sub-intervals [0, τ1], (d − τ1, d], (τk, τk+1], and(d − τk+1, d −
τk], k = 1, . . . , n − 1, a uniform mesh of N

16n mesh points is placed. Similarly, the
interval (d, 1] is divided into 2n + 1 sub-intervals (d, d + η1], (d + η1, d + η2], ...,
(d + ηn−1, d + ηn], (d + ηn, 1 − ηn], ..., (d + η2, 1 − η2], (1 − η2, 1 − η1] and
(1 − η1, 1].

The parameters ηr , r = 1, ..., n, which determine the points separating the uni-
form meshes, are defined by η0 = d, ηn+1 = 1−d

2 ,

ηn = min

{
1 − d

4
,
2
√

εn√
α

ln N

}
and for k = 1, . . . , n − 1, ηk = min

{
k ηk+1

k + 1
,
2
√

εk√
α

ln N

}
.

(13)
The interval (1, 1 + d] is divided into 2n + 1 sub-intervals (1, 1 + τ1], (1 + τ1, 1 +
τ2], ..., (1 + τn−1, 1 + τn], (1 + τn, 1 + d − τn], (1 + d − τ2, 1 + d − τ1] and
(1 + d − τ1, 1 + d] and the interval (1 + d, 2] is divided into 2n + 1 sub-intervals
(1 + d, 1 + d + η1], (1 + d + η1, 1 + d + η2], ..., (1 + d + ηn−1, 1 + d + ηn],
(1 + d + ηn, 2 − ηn], ..., (2 − η2, 2 − η1] and (2 − η1, 2] having the samemesh pat-
tern as in [0, 1].
In practice, it is convenient to take N = 32k, k ≥ 2.

From the above construction of Δ
N
, it is clear that the transition points {τr , d − τr ,

d + ηr , 1 − ηr , 1 + τr , 1 + d − τr , 1 + d + ηr , 2 − ηr }, r = 1, ..., n, are the only
points at which the mesh-size can change and that it does not necessarily change at
eachof these points. The followingnotations are introduced:h j = x j − x j−1, h j+1 =
x j+1 − x j and if x j is a transition point, then h−

j = x j − x j−1, h+
j = x j+1 − x j ,

J = {x j : h+
j �= h−

j }.
Case (ii):
In this case, a piecewise-uniform Shishkin mesh with M × N mesh-intervals is now
constructed.
Let ΔM

t = {tk}Mk=1,Δ
M
t = {tk}Mk=0,Δ

N
x = ΔN

x1 ∪ ΔN
x2 ∪ ΔN

x3 where ΔN
x1 = {x j }

N
3 −1
j=1 ,

ΔN
x2 = {x j }

2N
3 −1

j= N
3 +1

,ΔN
x3 = {x j }N−1

j= 2N
3 +1

, x N
3

= 1 and x 2N
3

= d. Then Δ
N
x1 = {x j }

N
3
j=0,

Δ
N
x2 = {x j }

2N
3

j= N
3
,Δ

N
x3 = {x j }Nj= 2N

3
,Δ

N
x1 ∪ Δ

N
x2 ∪ Δ

N
x3 = Δ

N
x = {x j }Nx=0,

ΔM,N = ΔM
t × ΔN

x ,Δ
M,N = Δ

M
t × Δ

N
x ,Δ

M,N
1 = ΔM

t × ΔN
x1 ,Δ

M,N
1 = Δ

M
t × Δ

N
x1 ,

Δ
M,N
2 = ΔM

t × ΔN
x2 ,Δ

M,N
2 = Δ

M
t × Δ

N
x2 ,Δ

M,N
3 = ΔM

t × ΔN
x3 ,Δ

M,N
3 =Δ

M
t × Δ

N
x3 ,

Δ
M,N = Δ

M,N
1 ∪ Δ

M,N
2 ∪ Δ

M,N
3 and Γ M,N = Γ ∩ Δ

M,N
.

The interval [0, 1] is subdivided into 2n + 1 sub -intervals as follows

[0, τ1] ∪ (τ1, τ2] ∪ ... ∪ (τn−1, τn] ∪ (τn, 1 − τn] ∪ ... ∪ (1 − τ2, 1 − τ1] ∪ (1 − τ1, 1].
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The parameters τr , r = 1, ..., n, which determine the points separating the uniform
meshes, are defined by τ0 = 0, τn+1 = 1

2 ,

τn = min

{
1

4
,
2
√

εn√
α

ln N

}
and fork = 1, .., n − 1, τk = min

{
k τk+1

k + 1
,
2
√

εk√
α

ln N

}
. (14)

On the sub -interval (τn, 1 − τn] a uniform mesh with
N

6
mesh points is placed

and on each of the sub -intervals [0, τ1], (1 − τ1, 1], (τk, τk+1] and (1 − τk+1, 1 −
τk], k = 1, ..., n − 1, a uniform mesh of

N

12n
mesh points is placed.

The interval (1, d] is divided into 2n + 1 sub-intervals (1, 1 + σ1], (1 + σ1, 1 +
σ2], ..., (1 + σn−1, 1 + σn], (1 + σn, d − σn], (d − σ2, d − σ1] and (d − σ1, d].
The parameters σr , r = 1, ..., n, which determine the points separating the uniform
meshes, are defined by σ0 = 1, σn+1 = 1+d

2 ,

σn = min

{
d − 1

4
,
2
√

εn√
α

ln N

}
and fork = 1, .., n − 1, σk = min

{
k σk+1

k + 1
,
2
√

εk√
α

ln N

}
.

(15)
And the interval (d, 2] is divided into 2n + 1 sub-intervals (d, d + γ1], (d + γ1, d +
γ2], ..., (d + γn−1, d + γn], (d + γn, 2 − γn], ..., (2 − γ2, 2 − γ1] and (2 − γ1, 2].
The parameters γr , r = 1, ..., n, which determine the points separating the uniform
meshes, are defined by γ0 = d, γn+1 = 2+d

2 ,

γn = min

{
2 − d

4
,
2
√

εn√
α

ln N

}
and for k = 1, ..., n − 1, γk = min

{
k γk+1

k + 1
,
2
√

εk√
α

ln N

}
. (16)

In practice, it is convenient to take N = 24k, k ≥ 2.

From the above construction of Δ
N
, it is clear that the transition points {τr , 1 − τr ,

1 + σr , d − σr , d + γr , 2 − γr }, r = 1, ..., n, are the only points at which the mesh-
size can change and that it does not necessarily change at each of these points. The
following notations are introduced: h j = x j − x j−1, h j+1 = x j+1 − x j and if x j is
a transition point, then h−

j = x j − x j−1, h+
j = x j+1 − x j , J = {x j : h+

j �= h−
j }.

6 The Discrete Problem

In this section, a numerical method for (1) is constructed using a classical finite
difference operator and an appropriate Shishkin mesh, which is later proven to be
first-order parameter-uniform in time and essentially first-order parameter-uniform
in the space variable.
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The finite difference method can now solve the discrete initial boundary value
problem on any mesh.

LM,NU(x j , tk) = D−
t U(x j , tk) − Eδ2xU(x j , tk) + A(x j , tk)U(x j , tk)

+B(x j , tk)U(x j − 1, tk) = f(x j , tk) on ΔM,N , 0 ≤ j ≤ N , 0 ≤ k ≤ M
(17)

U = u on Γ M,N andU(x j − 1, tk) = φ(x j − 1, tk) for (x j , tk) ∈ Δ
M,N
1 ∪ Δ

M,N
2 in

Case (i) and for (x j , tk) ∈ Δ
M,N
1 in Case (ii).

The problem (17) can be rewritten as,

LM,N
1 U(x j , tk) = D−

t U(x j , tk) − Eδ2xU(x j , tk) + A(x j , tk)U(x j , tk)

= g(x j , tk) on Δ
M,N
1 ∪ Δ

M,N
2

(18)

where g(x j , tk) = f(x j , tk) − B(x j , tk)χ(x j − 1, tk)

LM,N
2 U(x j , tk) = D−

t U(x j , tk) − Eδ2xU(x j , tk) + A(x j , tk)U(x j , tk)

+B(x j , tk)U(x j − 1, tk) = f(x j , tk) on Δ
M,N
3

(19)

U = u on Γ M,N

D−
x U(x N

4
, tk) = D+

x U(x N
4
, tk), D

−
x U(x N

2
, tk) = D+

x U(x N
2
, tk),

in Case (i) and

LM,N
1 U(x j , tk ) = D−

t U(x j , tk ) − Eδ2xU(x j , tk ) + A(x j , tk )U(x j , tk ) = g(x j , tk ) on Δ
M,N
1 (20)

where g(x j , tk ) = f(x j , tk ) − B(x j , tk )χ(x j − 1, tk )

LM,N
2 U(x j , tk ) = D−

t U(x j , tk ) − Eδ2xU(x j , tk ) + A(x j , tk )U(x j , tk )

+B(x j , tk )U(x j − 1, tk ) = f(x j , tk ) on Δ
M,N
2 ∪ Δ

M,N
3 (21)

U = u on Γ M,N

D−
x U(x N

3
, tk ) = D+

x U(x N
3

, tk ), D
−
x U(x 2N

3
, tk ) = D+

x U(x 2N
3

, tk ),

in Case (ii).
The results for the discrete case are similar to those for the continuous case.

Lemma 7 Let conditions (2) and (3) hold. Then, for any mesh function
−→
Ψ (x j , tk),

0 ≤ j ≤ N , 0 ≤ k ≤ M, the inequalities
−→
Ψ ≥ 0 on Γ M,N ,

LM,N
1

−→
Ψ (x j , tk) ≥ 0, on Δ

M,N
1 ∪ Δ

M,N
2 , LM,N

2
−→
Ψ (x j , tk) ≥ 0 on Δ

M,N
3 and

D+
x
−→
Ψ (x j , tk) − D−

x
−→
Ψ (x j , tk) ≤ 0, j = N

4 , N
2 , in Case (i) and
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LM,N
1

−→
Ψ (x j , tk) ≥ 0, on Δ

M,N
1 , LM,N

2
−→
Ψ (x j , tk) ≥ 0 on Δ

M,N
2 ∪ Δ

M,N
3 and

D+
x
−→
Ψ (x j , tk) − D−

x
−→
Ψ (x j , tk) ≤ 0, j = N

3 , 2N
3 , in Case (ii) imply that−→

Ψ (x j , tk) ≥ 0 on Δ
M,N

.

Proof The result is obtained by applying the same arguments as in [2] Lemma 6.1.
The following discrete stability result is an immediate result of this.

Lemma 8 Let conditions (2) and (3) hold. Then, for anymesh function
−→
Ψ satisfying,

for i = 1, . . . , n, D+
x
−→
Ψ (x j , tk) − D−

x
−→
Ψ (x j , tk) = 0, j = N

4 , N
2 , in Case (i), then for

0 ≤ j ≤ N , 0 ≤ k ≤ M

|−→Ψ (x j , tk)| ≤ max

{
||−→Ψ ||Γ M,N ,

1

α
||LM,N

1
−→
Ψ ||ΔM,N

1 ∪Δ
M,N
2

,
1

α
||LM,N

2
−→
Ψ ||ΔM,N

3

}
,

and D+
x
−→
Ψ (x j , tk) − D−

x
−→
Ψ (x j , tk) = 0, j = N

4 , N
2 , in Case (ii), then for 0 ≤ j ≤

N , 0 ≤ k ≤ M.

|−→Ψ (x j , tk)| ≤ max

{
||−→Ψ ||Γ M,N ,

1

α
||LM,N

1
−→
Ψ ||ΔM,N

1
,
1

α
||LM,N

2
−→
Ψ ||ΔM,N

2 ∪Δ
M,N
3

}
,

Proof It is not difficult to derive the results using similar reasons as in Lemma 7.2
of [2].

7 Error Estimate

The discrete solutionU can be decomposed intoV andW, which can then be further
decomposed as follows:

V =

⎧
⎪⎨

⎪⎩

Ṽ on Δ̄
M,N
1

V̂ on Δ̄
M,N
2

V̆ on Δ̄
M,N
3

,W =

⎧
⎪⎨

⎪⎩

W̃ on Δ̄
M,N
1

Ŵ on Δ̄
M,N
2

W̆ on Δ̄
M,N
3

where

LM,N
1 Ṽ(x j , tk) = g(x j , tk), (x j , tk) ∈ Δ

M,N
1 (22)

LM,N
1 V̂(x j , tk) = g(x j , tk), (x j , tk) ∈ Δ

M,N
2 (23)

Ṽ(0, tk) = v(0, tk), Ṽ(xN/4−1, tk) = v(d−, tk), V̂(xN/4+1, tk) = v(d+, tk),

V̂(xN/2−1, tk) = v(1−, tk), Ṽ(x j , 0) = φB(x j ), j = 1, 2, . . . , N
4 ,
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V̂(x j , 0) = φB(x j ), j = N
4 + 1, . . . , N

2

LM,N
2 V̆(x j , tk) = f(x j , tk), (x j , tk) ∈ Δ

M,N
3 , (24)

V̆(xN/2+1, tk) = v(1+, tk), V̆(xN , tk) = v(2, tk), V̆(x j , 0) = φB(x j ), j = N
2 + 1, . . . N

and

LM,N
1 W̃(x j , tk) = 0, (x j , tk) ∈ Δ

M,N
1 ,

LM,N
1 Ŵ(x j , tk) = 0, (x j , tk) ∈ Δ

M,N
2 ,

LM,N
2 W̆(x j , tk) = 0, (x j , tk) ∈ Δ

M,N
3 ,

W̃(0, tk) = w(0, tk), Ŵ(xN , tk) = w(2, tk),

Ṽ(xN/4, tk) + W̃(xN/4, tk) = V̂(xN/4, tk) + Ŵ(xN/4, tk),

V̂(xN/2, tk) + Ŵ(xN/2, tk) = V̆(xN/2, tk) + W̆(xN/2, tk);

D−
x W̃(xN/4, tk) + D−

x Ṽ(xN/4, tk) = D+
x Ŵ(xN/4, tk) + D+

x V̂(xN/4, tk),

D−
x Ŵ(xN/2, tk) + D−

x V̂(xN/2, tk) = D+
x W̆(xN/2, tk) + D+

x V̆(xN/2, tk),

W(x j , 0) = 0, j = 1, . . . , N .

(25)

in Case (i) and

LM,N
1 Ṽ(x j , tk) = g(x j , tk), (x j , tk) ∈ Δ

M,N
1 , (26)

Ṽ(0, tk) = v(0, tk), Ṽ(xN/3−1, tk) = v(1−, tk), Ṽ(x j , 0) = φB(x j ), j = 1, 2 . . . N
3

LM,N
2 V̂(x j , tk) = f(x j , tk), (x j , tk) ∈ Δ

M,N
2 , (27)

V̂(xN/3+1, tk) = v(1+, tk), V̂(x2N/3−1, tk) = v(d−, tk), V̂(x j , 0) = φB(x j ),

j = N
3 + 1, . . . , 2N

3 ,

LM,N
2 V̆(x j , tk) = f(x j , tk), (x j , tk) ∈ Δ

M,N
3 , (28)

V̆(x2N/3+1, tk ) = v(d+, tk ), V̆(xN , tk ) = v(2, tk ), V̆(x j , 0) = φB (x j ), j = 2N
3 + 1, . . . , N
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and

LM,N
1 W̃(x j , tk) = 0, (x j , tk) ∈ Δ

M,N
1 ,

LM,N
2 Ŵ(x j , tk) = 0, (x j , tk) ∈ Δ

M,N
2 ,

LM,N
2 W̆(x j , tk) = 0, (x j , tk) ∈ Δ

M,N
3 ,

W̃(0, tk) = w(0, tk), Ŵ(xN , tk) = w(2, tk),

Ṽ(xN/3, tk) + W̃(xN/3, tk) = V̂(xN/3, tk) + Ŵ(xN/3, tk),

V̂(x2N/3, tk) + Ŵ(x2N/3, tk) = V̆(x2N/3, tk) + W̆(x2N/3, tk);

D−
x W̃(xN/3, tk) + D−

x Ṽ(xN/3, tk) = D+
x Ŵ(xN/3, tk) + D+

x V̂(xN/3, tk),

D−
x Ŵ(x2N/3, tk) + D−

x V̂(x2N/3, tk) = D+
x W̆(x2N/3, tk) + D+

x V̆(x2N/3, tk),

W(x j , 0) = 0, j = 1, . . . , N .

(29)

in Case (ii).

The error at each point (x j , tk)∈Δ
M,N

is denoted by e(x j , tk) = U(x j , tk) − u(x j , tk).
Then the local truncation error LM,Ne(x j , tk), for j �= N/4, N/2 in Case (i) and
j �= N/3, 2N/3 in Case (ii), has the decomposition

LM,Ne(x j , tk) = LM,N (V − v)(x j , tk) + LM,N (W − w)(x j , tk).

In the following theorem, the error in the smooth and singular components is bounded.

Lemma 9 Let conditions (2) and (3) hold. If v(x j , tk) denotes the smooth component
of the solution of (1) and V(x j , tk) the smooth component of the solution of the
problem (17), then, for i = 1, 2, . . . , n,

||LM,N
1 (V − v)i (x j , tk)|| ≤ C(M−1 + (N−1 ln N )2), for l = 1, 2 and j �= N

4
,
N

2

in Case (i) and



204 P. Saminathan and F. Victor

||LM,N
1 (V − v)i (x j , tk)|| ≤ C(M−1 + (N−1 ln N )2), for l = 1, 2 and j �= N

3
,
2N

3

in Case (ii).
If w(x j , tk) denotes the singular component of the solution of (1) andW(x j , tk) the
singular component of the solution of the problem (17), then, for i = 1, 2, . . . , n,

||LM,N
1 (W − w)i (x j , tk)|| ≤ C(M−1 + (N−1 ln N )2), for l = 1, 2 and j �= N

4
,
N

2

in Case (i) and

||LM,N
1 (W − w)i (x j , tk)|| ≤ C(M−1 + (N−1 ln N )2), for l = 1, 2 and j �= N

3
,
2N

3

in Case (ii).

Proof: The needed bounds hold because the expressions for the local truncation
error in V andW, as well as estimates for the derivatives of the smooth and singular
components, are exactly in the form found in [3].
Case (i) :
At the points x j , j = N

4 , N
2 ,

(D+
x − D−

x )e(x j , tk) = (D+
x − D−

x )(U − u)(x j , tk), 0 ≤ k ≤ M

Recall that (D+
x − D−

x )U(x j , tk) = 0 for j = N
4 , N

2 . Let h∗ = max{hN/4, hN/2},
where h j = h−

j = h+
j , h

−
j = x j − x j−1 and h+

j = x j+1 − x j for j = N
4 , N

2 .

Then

|(D+
x − D−

x )e(x j , tk)| ≤ C
h∗

ε
, for j = N

4
,
N

2
. (30)

Define, for i = 1, 2, . . . , n, a set of discrete barrier functions on Δ
M,N

by
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ωi (x j , tk) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Π
j
l=1

(
1 +

√
α

εi
hl

)

Π
N/4
l=1

(
1 +

√
α

εi
hl

) , 0 ≤ j ≤ N
4

Π
(3N/8)−1
l= j

(
1 +

√
α

εi
hl+1

)

Π
(3N/8)−1
l=N/4

(
1 +

√
α

εi
hl+1

) , N
4 ≤ j ≤ 3N

8

Π
j−1
l=3N/8

(
1 +

√
α

εi
hl

)

Π
(N/2)−1
l=3N/8

(
1 +

√
α

εi
hl

) , 3N
8 ≤ j ≤ N

2

Π
(5N/8)−1
l= j

(
1 +

√
α

εi
hl+1

)

Π
(5N/8)−1
l=N/2

(
1 +

√
α

εi
hl+1

) , N
2 ≤ j ≤ 5N

8

Π
j−1
l=5N/8

(
1 +

√
α

εi
hl

)

Π
(3N/4)−1
l=5N/8

(
1 +

√
α

εi
hl

) , 5N
8 ≤ j ≤ 3N

4

Π N−1
l= j

(
1 +

√
α

εi
hl+1

)

Π N−1
l=3N/4

(
1 +

√
α

εi
hl+1

) , 3N
4 ≤ j ≤ N

(31)

It is not hard to see that,

(L1
M,Nω)i (x j , tk) = D−

t ωi (x j , tk) − εi δ
2
xωi (x j , tk) +

n∑

l=1

ail(x j , tk)ωl(x j , tk)

> −αωi (x j , tk) +
i∑

l=1

ail(x j , tk)ωi (x j , tk) +
2∑

l=i+1

ail(x j , tk).

And
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(L2
M,Nω)i (x j , tk) = D−

t ωi (x j , tk) − εi δ
2
xωi (x j , tk)

+
2∑

l=1

ail(x j , tk)ωl(x j , tk) + bi (x j , tk)ωi (x j − 1, tk)

≥ −αωi (x j , tk) +
i∑

l=1

ail(x j , tk)ωi (x j , tk)

+
2∑

l=i+1

ail(x j , tk) + bi (x j , tk).

Case (ii) :
At the points x j , j = N

3 , 2N
3 ,

(D+
x − D−

x )e(x j , tk) = (D+
x − D−

x )(U − u)(x j , tk), 0 ≤ k ≤ M

Recall that (D+
x − D−

x )U(x j , tk) = 0 for j = N
3 , 2N

3 . Let h∗ = max{hN/3, h2N/3},
where h j = h−

j = h+
j , h

−
j = x j − x j−1 and h+

j = x j+1 − x j for j = N
3 , 2N

3 .

Then

|(D+
x − D−

x )e(x j , tk)| ≤ C
h∗

ε
, for j = N

3
,
2N

3
.

Define, for i = 1, 2, . . . , n, a set of discrete barrier functions on Δ
M,N

by

ωi (x j , tk) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Π
j
l=1

(
1 +

√
α

εi
hl

)

Π
N/3
l=1

(
1 +

√
α

εi
hl

) , 0 ≤ j ≤ N
3

Π
(N/2)−1
l= j

(
1 +

√
α

εi
hl+1

)

Π
(N/2)−1
l=N/3

(
1 +

√
α

εi
hl+1

) , N
3 ≤ j ≤ N

2

Π
j−1
l=N/2

(
1 +

√
α

εi
hl

)

Π
(2N/3)−1
l=N/2

(
1 +

√
α

εi
hl

) , N
2 ≤ j ≤ 2N

3

Π N−1
l= j

(
1 +

√
α

εi
hl+1

)

Π N−1
l=2N/3

(
1 +

√
α

εi
hl+1

) , 2N
3 ≤ j ≤ N

(32)

It is not hard to see that,
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(L1
M,Nω)i (x j , tk) = D−

t ωi (x j , tk) − εi δ
2
xωi (x j , tk) +

n∑

l=1

ail(x j , tk)ωl(x j , tk)

> −αωi (x j , tk) +
i∑

l=1

ail(x j , tk)ωi (x j , tk) +
2∑

l=i+1

ail(x j , tk).

And

(L2
M,Nω)i (x j , tk) = D−

t ωi (x j , tk) − εi δ
2
xωi (x j , tk)

+
2∑

l=1

ail(x j , tk)ωl(x j , tk) + bi (x j , tk)ωi (x j − 1, tk)

≥ −αωi (x j , tk) +
i∑

l=1

ail(x j , tk)ωi (x j , tk)

+
2∑

l=i+1

ail(x j , tk) + bi (x j , tk).

We now state and prove the main theoretical result of this section.

Theorem 2 Let u(x j , tk) denote the exact solution of (1) and U(x j , tk) the solution
of (17). Then, for 0 ≤ j ≤ N , 0 ≤ k ≤ M,

||U(x j , tk) − u(x j , tk)|| ≤ C(M−1 + N−1 ln N ). (33)

Proof Consider the mesh function
−→
Ψ ± given by

Ψ ±
i (x j , tk) = C1(M−1 + N−1 ln N ) + C2

h∗√
εi

ωi (x j , tk) ± ei (x j , tk), i = 1, 2, . . . ,
n, 0 ≤ j ≤ N , 0 ≤ k ≤ M, where C1 and C2 are constants. Then the result follows
by using the mesh function

−→
Ψ ±, Lemma 9, Lemma 7 and the procedure adopted in

Lemma 7.2 in [2].

8 Numerical Illustration

The numerical method provided in this section ε-uniform convergence is illustrated
in the examples below. For numerical example, a singularly perturbed boundary
value problem is considered for a linear system of n parabolic second-order delay
differential equations of reaction-diffusion type with discontinuous source terms.

The problem is solved using the method provided in Sect. 6 by fixing a piece-
wise uniform Shishkin mesh with 96 points in space. For t , the order of convergence
and the error constant are calculated. A uniform mesh in time is considered, with 16
points. For x , the order of convergence and the error constant are calculated. Tables1,
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Table 1 Values of DM,N , pM,N , p∗,CM,N
p∗ and C∗

p∗ for ε1 = η/64, ε2 = η/32, ε3 = η/16, N =
96 and α = 0.9

η Number of mesh points M

32 64 128 256 512

2−3 1.013E-02 5.366E-03 2.774E-03 1.411E-03 7.116E-04

2−6 9.726E-03 5.095E-03 2.610E-03 1.321E-03 6.650E-04

2−9 9.592E-03 5.021E-03 2.573E-03 1.303E-03 6.556E-04

2−12 9.591E-03 5.020E-03 2.573E-03 1.303E-03 6.556E-04

2−15 9.591E-03 5.020E-03 2.573E-03 1.303E-03 6.556E-04

DM,N 1.013E-02 5.366E-03 2.774E-03 1.411E-03 7.116E-04

pM,N 0.9169 0.9521 0.9752 0.9874

CM,N
p∗ 0.5167 0.5167 0.5043 0.4843 0.4612

t-order of convergence, p∗= 0.9169

The error constant, C∗
p∗= 0.5167

Where DM,N—the ε-uniform maximum point-wise errors, pM,N—the ε- uniform order of local

convergence, p∗—the ε- uniformorder of convergence,CM,N
p∗ = DM,N N p∗

1−2−p∗ andC∗
p∗—error constant

2, 3, and 4 give the parameter-uniform order of convergence and the error constant,
respectively, using a variant of the two mesh algorithm found in [7] (Figs. 1 and 2).

Example: Consider the following problem

ut (x, t) − Euxx (x, t) + A(x, t)u(x, t) + B(x, t)u(x − 1, t) = f(x, t),

(x, t) ∈ (0, 2) × [0, T ], (34)

u(x, t) = (1, 1, 1)T , for (x, t) ∈ [−1, 0] × [0, T ], u(0, t) = (1, 1, 1)T ,u(x, 0) =
(1, 1, 1)T and u(2, t) = (1, 1, 1)T .

where

E=diag(ε1, ε2, ε3), A(x, t)=
⎛

⎝
5 + t −2 −1
−2 5 −1
−1 −1 5 + x

⎞

⎠ , B(x, t) = diag(−1,−1,−1),

f =
{

(1 + t, 5, 1 + x)T , (x, t) ∈ (0, d) × [0, T ]
(0, 1.5, 1)T , (x, t) ∈ (d, 2) × [0, T ].

Case (i) (d, t) = (0.4, t)
Case (ii) (d, t) = (1.4, t)
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Table 2 Values of DM,N , pM,N , p∗,CM,N
p∗ and C∗

p∗ for ε1 = η/64, ε2 = η/32, ε3 = η/16, M =
16 and α = 0.9

η Number of mesh points N

96 192 384 768

2−3 1.440E-02 7.659E-03 3.890E-03 1.953E-03

2−6 2.562E-02 1.893E-02 1.066E-02 5.499E-03

2−9 1.056E-02 1.079E-02 7.925E-03 4.905E-03

2−12 1.056E-02 1.079E-02 7.925E-03 4.905E-03

2−15 1.056E-02 1.079E-02 7.925E-03 4.905E-03

DM,N 2.562E-02 1.893E-02 1.066E-02 5.499E-03

pM,N 0.4365 0.8281 0.9554

CM,N
p∗ 0.7195 0.7195 0.5484 0.3827

x-order of convergence, p∗= 0.4365

The error constant, C∗
p∗= 0.7195

Table 3 Values of DM,N , pM,N , p∗,CM,N
p∗ and C∗

p∗ for ε1 = η/64, ε2 = η/32, ε3 = η/16, N =
96 and α = 0.9

η Number of mesh points M

32 64 128 256 512

2−3 1.013E-02 5.366E-03 2.774E-03 1.411E-03 7.116E-04

2−6 9.726E-03 5.095E-03 2.610E-03 1.321E-03 6.650E-04

2−9 9.544E-03 4.993E-03 2.559E-03 1.297E-03 6.530E-04

2−12 9.544E-03 4.993E-03 2.559E-03 1.297E-03 6.530E-04

2−15 9.544E-03 4.993E-03 2.559E-03 1.297E-03 6.530E-04

DM,N 1.013E-02 5.366E-03 2.774E-03 1.411E-03 7.116E-04

pM,N 0.9169 0.9521 0.9752 0.9874

CM,N
p∗ 0.5167 0.5167 0.5043 0.4843 0.4612

t-order of convergence, p∗= 0.9169

The error constant, C∗
p∗= 0.5167

9 Conclusion

In this study, a first-order convergent numerical technique for a parabolic system of
singularly perturbed reaction-diffusion delay differential equations with discontinu-
ous source terms is proposed and studied. The location of the point of discontinuity
influences the solution profile. The occurrence of interior layers is also influenced
by the delay term. Due to the presence of the delay term, an additional interior layer
occurs at the point 1 + d if the point of discontinuity d is located in the interval
(0, 1). The numerical results right close the established convergence analysis.
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Table 4 Values of DM,N , pM,N , p∗,CM,N
p∗ and C∗

p∗ for ε1 = η/64, ε2 = η/32, ε3 = η/16, M =
16 and α = 0.9

η Number of mesh points N

96 192 384 768

2−3 1.48E-02 7.83E-03 3.97E-03 1.99E-03

2−6 2.66E-02 1.94E-02 1.09E-02 5.61E-03

2−9 1.06E-02 1.08E-02 7.92E-03 4.91E-03

2−12 1.06E-02 1.08E-02 7.92E-03 4.91E-03

2−15 1.06E-02 1.08E-02 7.92E-03 4.91E-03

DM,N 2.66E-02 1.94E-02 1.09E-02 5.61E-03

pM,N 0.452 0.835 0.957

CM,N
p∗ 0.778 0.778 0.597 0.421

x-order of convergence, p∗= 0.452

The error constant, C∗
p∗= 0.778
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Fig. 1 TheFigure displays the numerical solution for the problem (34), computed forM = 16, N =
96, and ε = 2−3. The solution components u1(x, t), u2(x, t), and u3(x, t) have boundary layers at
(0, t) and (2, t) and interior layers at (0.4, t), (1, t), and (1.4, t)
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Fig. 2 TheFigure displays the numerical solution for the problem (34), computed forM = 16, N =
96 and ε = 2−6. The solution components u1(x, t), u2(x, t) and u3(x, t) have boundary layers at
(0, t) and (2, t) and interior layers at (1, t) and (1.4, t)
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