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Abstract DEX (Decision EXpert) is a hierarchical, qualitative, rule-based, multi-
criteria decision modeling method. It combines multi criteria decision analysis
with artificial intelligence and is particularly suited for sorting/classification deci-
sion problems. DEX puts special attention on the transparency, comprehensibility,
consistency, and completeness of decision models, as well as on methods for
the analysis, justification, and explanation of decisions. The approach relies on
using software tools that actively support the decision maker in both the creation
and utilization stages of the process. Since its inception in the 1980s, DEX has
been successfully applied in hundreds of real-world decision projects in various
areas, including economy, ecology, agronomy, medicine, and health care. In the
last decade, there is an increasing trend of including DEX models in decision
support systems. In this chapter, DEX is described from the theoretical and prac-
tical viewpoint and further explained in terms of motivation, history, software, appli-
cations, and method extensions. The presentation is supported by three examples:
a didactic example of employee selection and two real-world industrial applica-
tions of choosing a raw-material location and assessing electric energy production
technologies, respectively.
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Ai ∈ A, Ai = {ax,i ∈ Ex ,∀x ∈ X} An alternative
ax,i ∈ Ai Value of Ai assigned to attribute x
Bx ⊂ Dx Subset of bad values of attribute x
Cy = ∏

x∈S(y) Dx Domain of fy

Dx Value scale of attribute x
Ex Range of values that can be assigned to

attribute x
Ey Range of fy

e = (x, y) ∈ Ty Elementary decision rule, an entry in Ty

F Set of aggregation functions of a DEX model
Fy Fuzzy distributions over Dy

fy : Cy → Ey Aggregation function associatedwith attribute
y

gy An approximation of fy

Gx ⊂ Dx Subset of good values of attribute x
Ii ⊂ Ai Subset of values of Ai , assigned to input

attributes
Iy Set of intervals over Dy

mx = |Dx | Number of categories of scale Dx

M = (X, D, S, F) A DEX model
Nx ⊂ Dx Subset of neutral values of attribute x
Oi ⊂ Ai Subset of values of Ai , assigned to output

(aggregate) attributes
ord(vx,i ) = i Ordinal value of vx,i

P(x) Set of parents of attribute x
Py Probability distributions over Dy

ry = |Cy| Size of Cy and the corresponding Ty

S : X → 2x Descendant function
S(x) Set of descendants of attribute x
Sy The power set of Dy

Ty = {(x, y), x ∈ Cy, y ∈ Ey} Decision table associated with attribute y
vx,i ∈ Dx i-th qualitative value (category) of attribute x
vx,i� vx, j Weak preference relation
w,wi ∈ R Relative weight (importance) of an attribute
x, xi , y ∈ X An attribute
X = {x1, x2, . . . , xn} Set of attributes
ω ∈ [−0.5,+0.5] An offset to qualitative value v

Abbreviations

3D Three-dimensional
AHP Analytic Hierarchy Process, an MCDM

method
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AQ Algorithm Quasi-optimal, a machine rule
learning algorithm

CDPC Consistency-Driven Pairwise Comparisons,
an MCDM method

DECMAK DECision MAKing, an early predecessor of
DEX

DEX Decision EXpert, a qualitative MCDM
method

DEXi Software implementing the DEX method
DRSA Dominance-based Rough Set Analysis, an

MCDM approach
DSS Decision Support System
ELECTRE ELimination Et Choix Traduisant la REalité

(ELimination Et Choice Translating REality),
a family of MCDM methods

HINT Hierarchical INduction Tool, a machine-
learning method for developing DEX models
from data

MACBETH Measuring Attractiveness by a Categorical
Based Evaluation Technique, an MCDM
method

MCDM Multi-Criteria Decision Modeling
MCHP Multi-Criteria Hierarchy Process, a hierar-

chical MCDM approach
QQ Qualitative-Quantitative, an approach to

ranking of alternatives using a DEX model

1 Introduction

DEX (Decision EXpert) [19] is a multi-criteria decision modeling (MCDM)method,
conceived in the 1980s as a fusion of multi-criteria decision analysis and artificial
intelligence. From MCDM, it adopted the ideas of modeling decision situations
using multiple criteria, structuring and decomposing complex decision problems in
smaller and less complex sub-problems, and solving problems through evaluation
and analysis of decision alternatives. From artificial intelligence, it primarily adopted
concepts used in expert systems: using qualitative (symbolic) variables, representing
decision knowledge in terms of “if–then” rules, handling imprecision and uncertainty,
emphasizing the transparency of decision models, and facilitating the explanation of
results. DEX also includes some elements of machine learning, e.g., for constructing
compact decision rules from decision tables.
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According to the classification in [49], DEX belongs to the category of full aggre-
gation or “American school” methods. This approach is characterized by using an
explicit multi-criteria model, which is developed first, more or less independently
from individual decision alternatives. These alternatives are then evaluated by the
model, first by scoring them for each criterion and then aggregating these evaluations
into a global score.

DEX is also characterized as follows [22]:

1. DEX is hierarchical: a DEX model consists of hierarchically structured
attributes (in MCDM, also called criteria or performance variables). In this
aspect, DEX is similar to other hierarchical MCDM methods [3, 45], such as
AHP [85] and MCHP [34].

2. DEX is qualitative: all attributes in aDEXmodel are symbolic, taking values that
are words rather than numbers, such as “bad”, “medium”, “excellent”, “low”,
or “high”. This relates DEX to verbal decision analysis [65], linguistic MCDM
[31, 42], and MCDM methods that use words, such as MACBETH [2].

3. DEX is rule-based: hierarchical aggregation of values is defined with decision
rules, acquired and represented in the form of decision tables. In this way, DEX
is most similar to Dominance-Based Rough Set Analysis [43], which also uses
decision tables and constructs decision rules from them.

Given its qualitative nature, DEX is particularly suitable for sorting [82] or classi-
fication [39, 53] decision tasks,which are aimed at assigning each decision alternative
to the one category among a family of predefined categories. These categories can
be preferentially ordered (sorting) or not (classification). There are also variations of
DEX adapted for the ranking problem [8, 60].

In the remaining part of this chapter, the DEX method is presented in detail.
After a brief historical overview, the concept of a DEX model is formally defined
and illustrated using an employee selection example. This is followed by dynamic
aspects of DEX, which are reflected in algorithms that support the creation andmodi-
fication of decision tables and perform the evaluation and analysis of alternatives.
Practical applications of DEX are reviewed and illustrated by two real-world indus-
trial examples: choosing a clay-pit location and assessing electric energy production
technologies. Final sections include notes on DEX extensions and a summary.

2 DEX Method and Software: A Brief History

The development of DEX can be traced back to Efstathiou and Rajkovič [40] who
proposed using fuzzy sets [93, 94] and fuzzy inference rules to represent and evaluate
decision alternatives. The authors also suggested representing decision knowledge in
terms of a decision table togetherwith fuzzy operators. The following development of
DEX was mainly continued at the Jožef Stefan Institute, Ljubljana, Slovenia, where
elements of expert systems [50, 73] and machine learning [30, 64] were gradually
added to the basic concepts, leaving the fuzzy aspects somewhat aside. The method,
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presented by presented by Rajkovič, et al. [77] and Bohanec and Rajkovič [6] under
the name DECMAK, already had all the main ingredients: tree-structured qualitative
attributes, decision tables and decision rules, and algorithms supporting knowledge
acquisition and explanation, including a graphical representation of decision tables
and amachine-learning algorithm for constructing aggregate rules.About 30practical
applications, mainly in Slovenia, were reported at that time [6].

The name DEX (Decision EXpert) was first used in [7], to denote both the method
and the supporting software that was developed at that time. In 2000, the DEX
software was replaced by next-generation software called DEXi; at that point, the
development team decided to keep the name DEX only for the method and use other
names for its implementations.

DEX has always been closely tiedwith the supporting software. Due to the combi-
natorial nature of DEX’s decision tables (explained in the next section), the method
is unsuitable for manual construction of models and becomes practical only when
supported by appropriate user interfaces and algorithms for knowledge elicitation,
representation, verification, and explanation. In many aspects, the definition of the
DEX method followed the actual software implementations, which is a somewhat
unusual practice in the MCDM area.

Three generations of DEX-related software have been developed so far:

1. DECMAK [6] was released in 1981 for mini and personal computers under
operating systems RT-11, VAX/VMS, and MS-DOS.

2. DEX [7] was released in 1987 as an integrated interactive computer program
for VAX/VMS and MS-DOS.

3. DEXi [27] was released in 2000 for Microsoft Windows.

Originally, DEXi was designed as educational software (the letter “i” in DEXi,
pronounced “ee”, actually comes from the Slovenian “izobraževanje”, education).
DEXi was—and still is—used in Slovenian secondary schools and universities in
MCDMand decision-support courses. Since 2000, additional featureswere gradually
added to DEXi, which eventually became a complete, stable, and de facto standard
implementation of DEX. DEXi supports an interactive creation and editing of all
components of DEX models (attributes, their hierarchy and scales, decision tables,
and alternatives) and provides methods for the evaluation and analysis of alterna-
tives (what-if analysis, “plus-minus-1” analysis, selective explanation, comparison
of alternatives). DEXi is free software, available at http://kt.ijs.si/MarkoBohanec/
dexi.html together with other DEX-related software, which includes the following:

• DEXiEval, JDEXi, and DEXi.NET: Implementations of DEX evaluation proce-
dure in different environments: command-line, Java, and C#, respectively,

• DEXi HTML Evaluator: A software package for running DEXi models in Web
browsers, and

• DEXx: A Java-based software library [90].

http://kt.ijs.si/MarkoBohanec/dexi.html
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3 Formal Representation of a DEX Model

The DEX method is defined from two aspects: static and dynamic. The static aspect
gives a formal description of components and concepts of aDEXmodel. The dynamic
aspect addresses algorithms and tools necessary to develop andmodify themodel and
to use it for the evaluation and analysis of alternatives. In this section, we begin with
static aspects and continue with dynamic aspects in the next. The formal notation is
adapted from Trdin and Bohanec [90].

A DEX model M is a four-tuple M = (X, D, S, F), where X is the set of
attributes, S is the descendant function that determines the hierarchical structure
of attributes, D is the set of value scales of attributes in X , and F is the set of
aggregation functions.

3.1 Attributes

The set X contains n attributes: X = {x1, x2, . . . , xn}. Attributes are variables that
represent observable properties of the decision problem and decision alternatives. In
DEXmodels, attributes are usually givenunique andmeaningful names, such asPrice
and Productivity. In such cases, the notation xi is conveniently and conventionally
replaced by the corresponding attribute name.

3.2 Model Structure: Hierarchy of Attributes

Attributes in a DEX model are structured hierarchically. The structure is defined by
the function S : X → 2x , which associates each x ∈ X with a set of its descendants
S(x) in the hierarchy. The relation between an attribute and its descendants represents
both dependence and influence: an attribute x depends on attributes in S(x) and
attributes from S(x) influence x .

Given S, the set of parents of each x ∈ X is defined as P(x) = {p ∈ X :
x ∈ S(p)}. Attributes without parents are called roots and represent main outputs
of the model. Attributes without descendants, S(x) = ∅, are called basic attributes
and represent model inputs. Attributes with S(x) �= ∅ are referred to as aggregate
attributes and are also considered (partial, lower-level) outputs of the model.

The function S is required to represent a hierarchy, i.e., a connected and directed
(from attributes to their descendants) acyclic graph with one or more roots. Figure 1
shows an example of a hierarchy, composed of ten attributes x1 to x10 so that S(x1) =
{x3, x4}, S(x2) = {x5, x6}, S(x4) = {x7, x8, x9}, S(x6) = {x9, x10}, and S(xi ) =
∅, i ∈ {3, 5, 7, 8, 9, 10}. This means that x1 and x2 are roots. There are six basic
attributes: x3, x5, x7, x8, x9, and x10. Among these, x9 influences two parents, x4 and
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Fig. 1 Example of a
hierarchy of attributes with
two roots and 6 input
attributes

x6, while each of the remaining ones influences only one parent. Attributes x1, x2, x4,
and x6 are aggregate and depend on their respective descendants.

In practice, DEX models are most often structured as trees rather than general
hierarchies. A tree is a special type of hierarchy in which all attributes, except a
single root attribute, have exactly one parent.

Example. Hereafter, we illustrate DEX concepts using a simple didactic model called
Employ, which is distributed with the DEXi software. The model is aimed at the
assessment of applicants for a Project Manager position in a small company. An
earlier version was published in [8].

Figure 2 shows the structure of Employ. It consists of 12 tree-structured attributes.
The root attribute is also called Employ and represents the output evaluation of
job applicants. Applicants are assessed according to three groups of attributes,
represented by aggregate attributes Educat, Years, and Personal. All of them are
structured further, leading to seven basic attributes: Formal, For.lang, Exper, Age,
Comm, Leader, and Test (see Fig. 2 for descriptions). These represent the observed
characteristics of applicants and have the role of input variables.

Fig. 2 Structure of the
Employ model with
descriptions of attributes

Attribute Description
Employ Employee selection demo: Project manager

Educat Education
Formal Formal education (degree)
For.lang Mastering of foreign language (English)

Years Age and experience
Exper Professional experience in the field
Age Age of the candidate

Personal Personal characterisrics
Abilit Abilities

Comm Cummunicability
Leader Leadership ability

Test Result of a psychological test
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3.3 Scales

Each attribute x ∈ X is associated with a value scale Dx ∈ D, which is defined as
an ordered set of symbolic (qualitative) values: Dx = {vx,1, vx,2, . . . , vx,mx }. Here,
mx ≥ 2 denotes the number of discrete values that can be assigned to x . Usually,
value scales are small and rarely consist of more than five values. Scale values are
typically represented by words rather than numbers, for instance “low”, “high”,
“unacceptable”, and “good”.

DEX scales can be either ordered or unordered.1 Values of an ordered scale are
assumed to be preferentially ordered so that vx,1� vx,2 � · · · � vx,mx , where ‘�’
denotes a weak preference relation. Additionally, each scale Dx is partitioned in three
subsets Bx , Nx , Gx : Bx ∪ Nx ∪ Gx = Dx , Bx ∩ Nx = Bx ∩ Gx = Nx ∩ Gx = ∅.
These subsets represent particularly bad, neutral, and particularly good values from
Dx , respectively. They are convenient for displaying DEX values using different
colors and fonts (usually red bold for and green bold italic for values).
By default, ordered scales are partitioned to Bx = {vx,1}, Gx = {vx,mx } and Nx =
Dx − (Bx ∪ Gx ), and unordered scales to Bx = Gx = ∅ and Nx = Dx .

According to the definition in [43], attributes that are associated with ordered
scales are called criteria. In this way, a DEX model generally consists of attributes
X , some of which are criteria. An attribute can be considered a criterion only after it
has been associated with an ordered scale. For this reason, DEX is often referred to
as a multi-attribute rather than multi-criteria method.

Example. Figure 3 shows the scales assigned to the attributes of Employ. The colors
indicate that all scales, except DAge, are ordered (increasingly) and partitioned using
the default rule so that the worst and best attribute values appear at the beginning and
end of the value list, respectively. Scale DAge is unordered. Most of the values are
represented by words: “unacc”, “high”, etc. Even though some values, for instance
“1–5” and “21–25”, are formulated as numeric intervals, they still represent single
discrete symbols.

Fig. 3 Attributes of the
Employ model associated
with scales

Attribute Scale
Employ unacc; acc; good; exc

Educat unacc; acc; good
Formal prim-sec; high; univ; MSc; PhD
For.lang no; pas; act

Years unacc; acc; good
Exper no; to1year; 1-5; 6-10; more
Age 18-20; 21-25; 26-40; 41-55; more

Personal unacc; acc; good
Abilit unacc; acc; good

Comm poor; aver; good; exc
Leader less; approp; more

Test D; C; B; A

1 Actually, DEX implementations distinguish between increasing, decreasing and unordered scales.
Here, we simplify the definition without loss of generality.
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3.4 Aggregation Functions

The fourth and final component of the static DEX model definition is F = { fx , x ∈
X}, a set of aggregation functions (also called utility functions in some software and
older publications). An aggregation function serves for the evaluation of an aggregate
attribute based on values of its immediate descendants in the model structure. Each
aggregate attribute y ∈ X, S(y) �= ∅ is thus associated with a total function.

fy : D(1) × D(2) × · · · × D(ky) → Ey,

where the Cartesian product refers to scales of S(y) = {
x(1), x(2), . . . , x(kx )

}
, where

x(1), x(2), . . . , x(kx ) are all descendants of y. In this way, x(1), x(2), . . . , x(kx ) are argu-
ments of fy ; in the context of fy and corresponding decision tables, they are also
referred to as incoming attributes. Ey denotes the range of fy . Normally, the output
range corresponds to the scale of y, that is, Ey ≡ Dy . However, for reasons that are
explained later, Ey is often extended to:

• Iy , the set of intervals over Dy ,
• Sy , the power set of Dy ,
• Py , probability distributions over Dy , or
• Fy , fuzzy distributions over Dy .

In DEX, aggregation functions are represented by decision tables. Let us denote
Cy = D(1) × D(2) × · · · × D(kx ) and ry = |Cy|. Then, a decision table Ty consists
of ry entries Ty = {(xi , yi ), xi ∈ Cy, yi ∈ Ey, i = 1, 2, . . . , ry}. Entries are often
referred to as elementary decision rules: each rule defines the function value yi for
some combination of values of its arguments xi . Entries are required to be unique so
that xi �= x j , i, j = 1, . . . , ry, i �= j . When completely defined, a decision table is
normally expected to define output values for all possible x ∈ Cy .

Example. Two completely defined decision tables are shown in Fig. 4. They define the
functions that aggregate attributes Abilit and Test to Personal (left), and Comm and
Leader toAbility (right). Each table contains 12 elementary decision rules, according

Fig. 4 Two decision tables,
defining aggregation
functions of Personal (left),
and Abilit (right)

Abilit Test Personal
1 unacc D unacc
2 unacc C unacc
3 unacc B unacc
4 unacc A unacc
5 acc D unacc
6 acc C unacc
7 acc B acc
8 acc A good
9 good D unacc

10 good C acc
11 good B good
12 good A good

Comm Leader Abilit
1 poor less unacc
2 poor approp unacc
3 poor more unacc
4 aver less unacc
5 aver approp acc
6 aver more acc
7 good less unacc
8 good approp acc
9 good more good

10 exc less unacc
11 exc approp good
12 exc more good
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to the number of possible value combinations of the corresponding Cy . Each value
combination appears only once in each table. Each row in the table can be easily
interpreted as an elementary “if–then” rule; for instance, rule 4 in the Personal table
can be read as.

if Abilit = “unacc” and Test = “A” then Personal = “unacc”.

In addition to two functions shown in Fig. 4, the Employ model contains three
other decision tables, associated with attributes Employ, Educat, and Years; these are
not shown here.

3.5 Alternatives

Once developed, a DEX model serves for the evaluation and analysis of decision
alternatives. Formally, alternatives A = {A1, A2, . . . , Aq} are not part of a DEX
model M , but are rather considered as external data objects processed by M . Each
alternative Ai , i = 1, 2, . . . , q, is represented by a set of values:

Ai = {ax,i ∈ Ex ,∀x ∈ X},

where each ax,i represents the value of Ai that is assigned to attribute x . Similarly
as with aggregation functions, Ex is normally identical to Dx . However, in order to
represent incomplete and/or uncertain information about alternatives, Ex may be in
some contexts extended to value intervals, subsets, or value distributions.

The sets Ai are naturally partitioned in subsets Ii and Oi so that Ai = Ii ∪
Oi , Ii ∩ Oi = ∅. The two subsets correspond to basic and aggregate attributes of
X , respectively. The former, Ii , represents basic observable properties of each Ai ,
which are defined by the decision maker and provide input data for the evaluation.
In contrast, the values aligned with aggregate attributes, Oi , are calculated using the
model and are thus obtained as results (outputs) of the evaluation. Themost important
results are those assigned to one or more roots of the model.

Example. In the Employ use case, alternatives are job applicants. Table 1 shows input
data (that is, the corresponding Bi ) of four applicants, named A, B, C, and D. In
this case, all alternatives are represented by single values taken from the scales of
corresponding attributes.
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Table 1 Four job applicants, described by the values of basic attributes

3.6 Evaluation of Alternatives

Evaluation of alternatives is a process aimed at calculating output values of all alter-
natives that have been previously described by values of input attributes. Given some
model M , the evaluation is carried out as a bottom-up aggregation of model inputs
toward its outputs, according to the hierarchical structure of attributes and associ-
ated aggregation functions. Algorithmically, considering that aDEXmodel generally
consists of a hierarchy of attributes, all attributes in M are first topologically sorted
with respect to S. This determines the order of aggregation function evaluations and
ensures the availability of all incoming inputs for calculating the output values of
each subsequent aggregation function. Given function arguments, the output of that
function is determined by a simple lookup in the corresponding decision table.

Example. Figure 5 shows evaluation results of the four applicants, defined previ-
ously in Table 1. Each column in Fig. 5 represents a complete set of values Ai of
the corresponding applicant. The main outputs are assigned to the attribute Employ,
indicating that the applicant Dwas assessed as “exc”, A as “good”, and the remaining
two applicants as “unacc”. Other outputs include values assigned to the remaining

Fig. 5 Evaluation of job
applicants

Attribute
Employ good unacc unacc exc

Educat acc good good good
Formal MSc PhD PhD PhD
For.lang pas act act act

Years acc good good good
Exper to1year more 6-10 6-10
Age 21-25 26-40 26-40 26-40

Personal good unacc unacc good
Abilit good unacc unacc good

Comm good aver good exc
Leader more less less more

Test

A B C D

B B C A
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aggregate attributes Educat, Years, Personal, and Abilit. These values provide addi-
tional information about the candidates and help explaining the main results. For
instance, one can easily see that the “unacc” Personal values of B and C have likely
caused their “unacc” overall assessments, despite excellent assessments achieved at
Educat and Years.

4 Dynamic Aspects of DEX

Dynamic aspects of DEX modeling refer to procedures, algorithms, and tools that
are primarily used in two distinct decision analysis stages:

1. Creation: Here, the task is to develop an operationalDEXmodel, usually starting
from the scratch and aiming to satisfy both the goals of the decision maker and
formal requirements, presented in the previous section. The main challenges
addressed in this stage are how to (1) define the model and its components, (2)
modify, edit, and maintain the model, (3) verify the model and its components
(e.g., for completeness and consistency), (4) deal with uncertainty of knowledge
and modeled phenomena, and (5) ensure transparency and comprehensibility of
the model.

2. Usage: In this stage, one or more DEX models are already available and we
want to use them to effectively solve the decision problem. This is associated
with questions of how to (1) obtain and represent data about alternatives, (2)
handle incomplete or uncertain data about alternatives, (3) evaluate alternatives,
and (4) analyze, explain, justify, and validate results.

Among these, the representation and evaluation of alternatives have already been
covered in the previous section. The remaining aspects are addressed in this section.
The presentation is restricted to—and illustrated by—solutions implemented in the
DEXi software.

4.1 Developing Model Components and Structure

DEXmodels are typically developed by individual decision makers or groups, the so-
called decision-problem ownerswho are responsible for making the decision at hand.
In the case of complex decision problems, the team is often extended with experts
and decision analysts. The former provides expertise about the problem domain and
help formulate model components. The latter are responsible for an appropriate use
of the methodology and supporting tools and usually guide or even lead the process.

In most cases, DEX models are developed through expert modeling, i.e., “hand-
crafting” of model components and structure, following the approach of expert
systems. In this process, DEX models do not only “grow” from the scratch, but
are often changed in other ways: attributes are added or deleted, their scales and
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Fig. 6 DEXi model editor

aggregation functions are defined or changed, attribute hierarchies are restructured,
etc. In practice, it is essential to support these needs by providing suitable software
tools, such as DEXi.

For creating, editing and structuring attributes, DEXi provides an editor, shown
in Fig. 6. All operations, mentioned above, are implemented, including model
restructuring through drag-drop, duplicate, and copy-paste operations.

In addition to using software tools, many recommendations and “rules of thumb”
of how to approach DEX modeling have been formulated from practical experience
[27]. Regarding the selection of attributes, recommendations are the same as for
any MCDM method: use attributes that are relevant for the problem and try not to
overlook really important ones; avoid using redundant or closely correlated (non-
orthogonal) attributes; assure that all input attributes are operational so that their
values can be obtained for all alternatives in a sufficiently straightforward, well-
defined, and accurate way.

With regard to developing model structure, DEX is similar to other hierarchical
methods, such as AHP, but has some specific characteristics. In order to avoid too
large decision tables (see the next section), it is recommended to make “narrow”
hierarchies and limit the number of descendants of aggregate attributes to three or
four at most. If an attribute requires, say, four descendants, consider structuring them
further into sub-trees of 2 + 2, 3 + 1, or 2 + 1 + 1 attributes.

InMCDM, two primary approaches are generally advocated formodel structuring
(see an overview in [58]): top-down (recursive decomposition of the root attribute
to sub-trees) and bottom-up (defining input attributes first and gradually combining
them toward the root). From practical experience, we can assure that none of them
alone works really well; the most effective is the middle-out approach that combines
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both. Usually, the process starts by making a preliminary and unstructured list of
attributes. Related attributes from the list are then grouped together in a bottom-up
way, and attributes that seem too complex, too general, or too difficult to measure are
decomposed into simpler ones using the top-down approach. Often, new attributes
are created in this process and old ones discarded, which normally requires several
iterations of restructuring the model.

When combining attributes into a subtree, it is very important to group together
attributes that are conceptually related and bear a common meaning. An excellent
practical criterion is whether or not we can give a meaningful name to the newly
created parent attribute. For example, considering basic attributes in Table 1, these
were grouped together as shown in Fig. 2. For instance, Formal and For.lang were
combined into Educat, and Exper and Age were combined into Years, which are both
easy to interpret. As a didactic exercise, the reader is invited to combine the pairs
{Formal, Exper}, {Formal, Test}, {Exper, Leader}, and {For.lang, Test} and try to
find suitable names for the corresponding parent attributes.

With regard to designing scales, the following recommendations have been
formulated [27]:

• For basic attributes: use the least number of values that is still sufficient to distin-
guish between importantly different characteristics of alternatives with respect to
that attribute. Usually, two to four values are sufficient. For instance, there are only
three qualitatively different levels relevant to assess mastering of formal language
(For.lang) in the Employ model: “no”, “passive”, and “active”.

• For aggregate attributes: The number of values should gradually increase from
input attributes toward the root. For example, three four-valued attributes might
be aggregated into a five-valued attribute. Five-valued scales are generally
recommended for root attributes, as they are usually sufficient and work quite
well.

• Onscale ordering:Usepreferentially ordered scaleswhenever possible; they really
help in the definition of decision tables. If some attribute does not have a natural
preferential order, try reformulating or converting it to an ordered one.Avoid using
decreasing scales; they tend to be less comprehensible than increasing ones.

4.2 Acquiring Decision Tables and Decision Rules

The evaluation process in DEX is guided by decision tables. In general, a decision
table consists of elementary decision rules that determine output values for each
combination of input values. This adds a combinatorial aspect and makes DEX deci-
sion tables somewhat harder to define than the corresponding aggregation functions
in other MCDMmethods, including AHP. In practice, it turned out that it was really
important to provide interactive software tools that aid the development of decision
tables.

Figure 7 illustrates three typical stages of creating a decision table in DEXi.
The leftmost screenshot shows that DEXi automatically generates all possible value
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Fig. 7 Three stages of creating aggregation function for Abilit in DEXi

combination of descendant attributes (Comm and Leader in this example), releasing
the decision maker from the burden of keeping track of all combinations. The right-
most column initially contains asterisks ‘*’, which indicate any possible value of the
output attributeAbilit. It is important to understand that ‘*’ represents thewhole range
of Abilit’s values, indicating that DEXi actually extends the notation Ey , introduced
previously, to intervals over Dy . This extension is necessary for practical reasons and
facilitates a smooth and user-friendly creation of decision tables from the scratch.

The second screenshot in Fig. 7 illustrates another important concept of DEX:
considering the principle of dominance and trying to maintain the consistency of
decision rules and monotonicity of aggregation function; for theoretical founda-
tions, see [43, 44]. Let us assume that some decision table maps incoming attributes
x1, x2, . . . , xk to y, and all attributes are preferentially ordered. Suppose that a
decision table already contains the entry

e = (xe, ye), xe = (
a1,e, a2,e, . . . , ak,e

)
, ai,e ∈ Di , i = 1, 2, . . . , k, ye ∈ Dy .

Then, the principle of dominance requires that for any other entry f , where x f �
xe, it should hold y f � ye (and analogously for ‘�’). Here, x f � xe is defined to
hold if ai, f � ai,e for all i = 1, 2, . . . , k, and ai, f � ai,e is true for at least one i . In
this case, f is said to dominate e. If none of the x f � xe or x f � xe are true, the
entries e and f are incomparable. A decision table in which all comparable pairs of
entries comply with the principle of dominance is consistent and defines a monotone
aggregation function.

Even though one can define decision table entries one by one in succession, this
is rarely done in DEXi because of the substantial help provided by the dominance
principle. The second screenshot in Fig. 7 shows the situation where the decision
maker has already defined eight entries: 3, 4, 6, 7, 8, 9, 11, and 12 (the respective
output values are shown in bold). Comparing the entries 3 and 2, one can easily
see that they differ only in the value of Leader. Since “more” � “approp”, rule 3
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dominates 2. The output value of rule 3 is “unacc”, and the value of rule 2 should
be worse or equal than that; this leaves only one possibility for the value of rule 2:
“unacc”. In this way, the value of rule 2 has been fully determined only from the
previously defined value of rule 3. In this case, rule 3 provided an upper bound for
the value of rule 2.

Rule 5 in the second screenshot in Fig. 7 illustrates two additional facts: (1)
rule values are indeed intervals (the display “<= acc” actually denotes the interval
[“unacc”, “acc”]), and (2) both lower and upper bounds of such intervals can be
determined from already defined entries. Rule 5 dominates rules 1, 2, and 4, which
are all “unacc”, which sets the lower bound of rule 5. Rule 5 is dominated by rules 6,
8, 9, 11, and 12. The worst value of these rules is “acc”, which is taken as the upper
bound of rule 5.

In this way, one can effectively develop a decision table by first providing a
few entries, and then gradually assigning single values to entries that still contain
intervals.

The third screenshot in Fig. 7 shows a fully developed table. If not overridden by
the user, DEXi checks the consistency at all times and issues awarning if it is violated.
Strictly following this procedure assures that the resulting tables (and consequently
thewholemodel) are consistent and complete, i.e., they explicitly define output values
for all possible combinations of input attribute values.

As already mentioned, DEX decision tables are sensitive to the number of
incoming attributes and the size of their value scales: for k incoming attributes
x1, x2, . . . , xk , the total number of entries equals to r = ∏k

i=1|Di |. In practice, it
turns out that decision tables with sizes of up to 25 are small and usually quite easy
to define. The difficulty increases toward the size of about 100, which is already
quite difficult. Everything above 100 is very difficult, and everything above 500 is
extremely hard if not impossible to define. The number of incoming attributes also
matters: the more the attributes, the more difficult the rules to define, even if the size
of the tables is comparable. In all such cases, it is strongly recommended [27] to
restructure the model into narrower subtrees.

4.3 Restructuring Decision Tables

In some circumstances, it might be necessary to restructure the space around some
already defined decision table, for instance by adding or deleting an incoming
attribute or changing the definition of bounding scales. In practice, it is important
to preserve as much information already contained in the table as possible. DEXi
automatically restructures tables whenever possible. For example, Fig. 8 shows what
happens with the table when the value “acc” is deleted from the scale of Abilit: the
rules with previously assigned values “unacc” and “good” are preserved, and only
previous “acc” entries need to be redefined.
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Fig. 8 Decision table Abilit before and after deleting “acc” from the output scale

4.4 Representation of Decision Tables: Complex Rules
and 3D Graphics

Decision tables in DEXi are always acquired in terms of elementary decision
rules (table rows). However, once completed, larger tables tend to become diffi-
cult to read and understand. To alleviate this problem, DEXi employs two methods:
representation using complex rules and 3D graphic visualization.

The first method uses an algorithm that constructs a more compact table represen-
tation using complex rules. These are obtained by joining several elementary rules
which have the same function value. The algorithm, whose presentation is beyond
the scope of this chapter, belongs to the class of rule learning algorithms. Originally
[6], it was adopted from the machine learning algorithm called AQ [59]. Recently, it
has been enhanced for efficiency [51].

Using this algorithm, the Abilit decision table is presented in a more compact way
with only 6 complex rules as shown in Fig. 9.

Fig. 9 Decision table Abilit
represented with complex
rules

Comm Leader Abilit
1 poor * unacc
2 * less unacc
3 aver >=approp acc
4 aver:good approp acc
5 >=good more good
6 exc >=approp good
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more

Fig. 10 Decision table Abilit represented with 3D graphic

The second method displays decision tables using 3D graphics (Fig. 10). There,
table entries are interpreted as points in a multi-dimensional space. In the case of
three or more incoming attributes, 3D intersections through the space are shown
interactively. It is important to note that lines in Fig. 10 are there only to aid the
3D perception and are not part of the function definition, which remains discrete. It
is also worth noticing that the function in Fig. 10 is somewhat typical for DEX; it
resembles the minimum function and is not linear, in contrast with MCDMmethods
that use linear aggregation functions and weights.
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4.5 Handling Incomplete Knowledge and Data

With this section, we turn attention to the usage stage, in which decision alternatives
are represented and evaluated as described above in the formal section. In this stage,
DEXi addresses two practically important issues: (1) handling incomplete data about
alternatives and incompletely defined decision tables (this section) and (2) supporting
analysis of the decision situation and individual alternatives (the next section).

As already indicated, DEX was inspired by ideas of expert systems. One of the
most fundamental requirements for expert systems is that theymust be able to process
incomplete and uncertain knowledge. An expert system is expected to provide some
answers, albeit incomplete or less accurate, even in the case of missing or uncertain
input data, or “holes” in knowledge captured in the system.

The DEXi software implements a very simple version of this requirement using
value sets: the notation Ex , introduced above, is extended to sets over Dx . In this
way, values assigned to attributes by the evaluation algorithm are generally not single
discrete values any more, but rather subsets of the corresponding scales. The eval-
uation algorithm iterates over all members of the input sets, and accumulates indi-
vidual evaluations in corresponding output sets. Note that this approach handles both
missing input data (which might be represented by ‘*’, i.e., all values from the corre-
sponding scale) and incompletely defined decision tables (by converting outgoing
intervals to sets).

Figure 11 illustrates what happens in DEXi when some input data about job appli-
cants is unknown. Candidate A has not been assessed with respect to his leadership
abilities. Consequently, the model cannot really assess his Personal characteristics.
The overall evaluation is represented by the set {“unacc”, ‘acc”, “good”}, which
does not say much, but indicates that A cannot reach the “exc” result. In contrast,
candidates B and C are both assessed as “unacc”, despite missing data of Comm
and For.lang, respectively. Canididate D, whose Test results are currently unknown,
achieved an extreme evaluation {“unacc”, “exc”}. This indicates that she has the
potential for becoming an excellent candidate, but subject to Test results, which may
importantly determine the outcome.

Fig. 11 Evaluation of job
applicants based on missing
input data

Attribute A B C D
Employ unacc; acc; good unacc unacc unacc; exc

Educat acc good * good
Formal MSc PhD PhD PhD
For.lang pas act * act

Years acc good good good
Exper to1year more 6-10 6-10
Age 21-25 26-40 26-40 26-40

Personal * unacc unacc *
Abilit * unacc unacc good

Comm good * good exc
Leader * less less more

Test B B C *
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4.6 Analysis of Alternatives

Analysis is one of the key concepts of MCDM and decision analysis in general. In
contrast with evaluation, which merely calculates output results, analysis of alterna-
tives is understood as an active involvement of participants who are trying to under-
stand the decision situation, explain, and justify individual evaluations, explore the
consequences of potential changes and search for better solutions. In DEXi, decision
analysis is supported by threemethods [27]: “what-if” analysis, selective explanation
and “plus-minus-one” analysis.

What-if analysis is an exploration of consequences caused by changes of input data
or aggregation functions. In DEXi, it is carried out through an iterative interactive
process consisting of duplicating some alternative, changing data in one instance,
and comparing both alternatives.

Selective explanation is aimed at the identification of particularly strong and weak
characteristics of some alternative. Here, DEXi takes advantage of partitioning
attribute scales into “good” and “bad” subsets. The method finds and displays all
connected subtrees of attributes whose values are either all “good” or “bad”. An
example of such a display for job applicant B is shown in Fig. 12. It clearly high-
lights the candidate’s main disadvantage, i.e., leadership abilities. On the other hand,
the candidate does have advantages, reflected in Educat and Exper, so she might
be considered for some other job position. Although based on a very simple idea,
selective explanation has been found indispensable in practice for explaining and
justifying decisions.

Plus-minus-one analysis investigates the effects of changing each basic attribute
by one value down or up (if possible), independently of other attributes. Figure 13
shows results for candidate A. The column labeled A shows the current values,
and the topmost value “good” is the current overall evaluation. The column “–1”
shows the overall evaluation in the case that the corresponding attribute’s value

Fig. 12 Job candidate B:
Selective explanation

Weak points
Attribute B
Employ unacc

Personal unacc
Abilit unacc

Leader less

Strong points
Attribute B

Educat good
Formal PhD
For.lang act

Years good
Exper more
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Fig. 13 Job candidate A:
Plus-minus-one analysis

Attribute -1 A +1
Employ good

Formal MSc
For.lang unacc pas exc
Exper unacc to1year
Age unacc 21-25

Comm acc good
Leader acc more ]

Test acc B  

drops by one. For instance, if For.lang were not “pas” but one step less (i.e., “no”),
the candidate would have been evaluated as “unacc”. In a similar way, the column “
+ 1” displays all possible improvements caused by one-step changes; it indicates that
the candidate’s evaluation may improve to “exc” if he improves his foreign language
skills. Such displays require some practice to get used to, but effectively replace
multiple “what-if” interactions.

5 Applications

The author of this chapter maintains a collection of DEXmodels that are available to
him; theywere developedmostly in the frameworkof various research and application
projects, educational courses, or donated by other authors. In [22], he presented a
study that included 582models developed in 140 decision-making projects conducted
in the period 1979–2015. Among these, 52 projects (38%) were documented in
conference or journal publications, and further 20 (14%) projectswere documented in
internal reports. The collection is highly representative with respect to the addressed
decision problems, decision makers involved, covered time period, and observed
model characteristics.

The studiedmodels addressed various decision problems from the following areas
[22]:

• Computer technology: software, hardware, IT tools, programming languages, data
base management systems, decision support systems;

• Projects: investments, research and R&D projects, tenders;
• Organisations: public enterprises, banks, business partners;
• Schools: quality of schools, programmes and teachers, school admission, choosing

sports for schoolchildren;
• Management: production, portfolio management, trade, personnel (employees,

jobs, teams), privatization, motorway;
• Production: location of facilities, technology, logistics, suppliers, office opera-

tions, construction, electric energy production, sustainability;
• Ecology and Environment: dumpsite/deposit assessment and remediation, emis-

sions, ecological impacts, soil quality, ecosystem, sustainable development,
protected areas;
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• Medicine and Health Care: risk assessment (breast cancer, diabetes, ski injuries),
nursing, technical analysis, knowledge management, healthcare network, therapy
management for the Parkinson’s disease and congestive heart failure;

• Agriculture and Food Production: economic and ecological effects of using genet-
icallymodified crops (GMOs), identification of (un)approvedGMOs, coexistence
of GMOs, crop protection, hop hybrids, garden quality;

• Tourism: nature trail, tourism farm facilities, mountain huts;
• Services: loans, housing loans, public portals, public services, leasing;
• Other: cars, hotels, electric motors, radars, game devices, awards, options, drug

addiction, roof covering, coin design, data mining.

The study [22] also revealed some statistical properties of DEX models. An
average model consists of roughly 28 attributes (16 of which are basic), 3.5 levels,
and 2.5 descendants per aggregate attribute. The largest models may contain up to
400 attributes and 10 levels. An average scale contains 3.4 values and is preferen-
tially ordered. An average decision table has 2.5 arguments, 3.7 output values, and 40
decision rules (with the median of 16). The overall completeness of decision tables
is high (93%).

DEX applications generally belong to one of the following categories: (1) one-
time decisions, (2) recurring decisions, and (3) decision support systems. These are
reviewed next together with representative examples from the literature.

5.1 One-Time Decisions

Making one-time decisions is a classic MCDM task in which, given a set of decision
alternatives, the goal is to choose the best alternative or to rank/sort them according to
decision maker’s preferences. Here, the main emphasis is on the quality of decision,
i.e., trying to make the best possible decision in a given context. Consequently, the
models tend to be very specific, they are often developed from the scratch or partly
adapted from other sources, and they are quickly abandoned after the decision has
been made.

First applications of DEX were mostly one-time and addressed decision prob-
lems related to computer technology, for instance choosing a data base manage-
ment system [76] and purchasing a mainframe computer for a large factory [5].
The focus gradually shifted to other problem domains, such as employee selection
[77]. Bohanec and Rajkovič [6] already report about 30 applications, including the
selection of educational and production control software, microcomputers, as well as
evaluation of trading partners, projects, and expert teams. Bohanec and Rajkovič [12]
report on industrial applications, such as site suitability evaluation, product portfolio
evaluation, and remediation of dumpsites. Similar problem types were approached
ever since, for instance for evaluating public administration e-portals [57], project
self-evaluation [99], mountain huts [88], and mountain lakes [79].



DEX (Decision EXpert): A Qualitative Hierarchical … 61

5.2 Recurring Decisions

Recurring decisions are essentially one-time decisions that occur periodically in
similar circumstances, for instance, in approving loan applications or prescribing
medical therapies. In this category, the emphasis shifts from the quality of individual
decisions to the quality, generality, and usability of the model itself. Themodel has to
“survive” multiple tries and be general enough to cope with changes from one case to
another. The number of alternatives is initially unknown; sometimes, it may increase
to hundreds or even thousands over time. This puts additional constraints on model
design, which often proceeds by seeking the balance between including as many
general attributes as possible (to facilitate considering cases that might emerge in the
future) and reducing their number to only the most representative and easy to assess
ones (to ease the burden of collecting input data for each considered alternative).
Also, attributes and the whole decision-support procedure have to be clearly defined
and meticulously documented, to prepare for multiple applications that may occur
in long periods of time.

Since 1990s, with further development of supporting software, recurring decision
problems becamemore andmore accessible. Examples include supporting admission
procedures in public schools [69], performance evaluation of enterprises [7], and
evaluation of research and development projects [10]. Bohanec et al. [13] reported
about recurring applications in health care in the assessment risks associated with
breast cancer and diabetic foot. Probably the most important applications in the
1990s were Talent, a system for advising children in choosing sports [14], and a
series of housing loan-allocation applications in collaboration with the Slovenian
Housing Fund [11]. Both paved the way for decision support systems in the next
period. More recent applications in recurring problems addressed, for instance, the
evaluation of researchers [89], data mining workflows [100], detection of financial
market manipulations [1], and water management investment projects [28].

5.3 Decision Support Systems

Many recurring decision problems look for the implementation of decision process
in the form of a decision support system (DSS). DSSs are defined as interactive
computer-based systems intended to help decisionmakers use communications tech-
nologies, data, documents, knowledge, and/ormodels to identify and solve problems,
complete decision process tasks, and make decisions [72]. DEX models, developed
for solving recurring problems, can be embedded in such DSSs in order to assess and
analyze the given decision situations. DEX models usually provide just a fraction
of the actual DSS functionality, which often adds a problem-specific user interface
and includes additional support for user management, data acquisition, representa-
tion, search, and visualization, as well as other statistical, decision-analytic, and/or
simulation methods.
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Since 2005, many DSSs using DEX models were developed, most notably:

• SMAC Advisor: an advisory system on maize co-existence [16],
• ESQI: assessment of the impact of cropping systems on soil quality [17],
• a motorway traffic management system [70],
• RIM: assessment of bank reputational risk [20],
• OVJE: a DSS for the assessment of electric energy production technologies in

Slovenia [23];
• SIGMO: assessment of GM presence in a food or feed products [24];
• HeartMan: a personal DSS for congestive heart management [25];
• PD_manager: a platform for Parkinson’s disease management [91] with a DSS

for the management of medication change [26, 63],
• Soil Navigator: assessment and management of soil functions [37],
• IPSIM Chayote: prediction and management of damage caused by fruit flies on

the chayote in Reunion Island [38].

5.4 Other Recent Applications

Since 2005, DEX has been gaining more and more international reputation. It has
been particularlywell received in agronomy, agriculture, and relatedfields. Following
a successful attempt of assessing economic and ecological impact of genetically
modified crops [18, 98], a number of applications addressed the assessment of various
cropping systems and their characteristics [4, 29, 33, 35, 36, 47, 54, 66, 71, 78, 80],
production andmarketing systems [32, 48, 55, 75, 83, 84], geneticallymodified crops
[81, 92], farm management [67] and agri-food chains [61, 62].

Other recently conducted international applications of DEX addressed
hydropower plant investments [87], assessment of offshore installation risks [41],
employee redeployment [46], and development of ethno villages [74]. Ohunakin and
Saracoglu [68] conducted a comparative study of methods MCDM, AHP, CDPC,
DEX, ELECTRE III, and IV on the use case of very large concentrated solar power
plants.

6 Two Real-World Examples

Among the above applications, we chose two for a more detailed showcase of the
DEX approach and capabilities.
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6.1 Example 1: Clay Pit Location

The first example came from the industry and was chosen because it represents a
typical MCDM setting: a one-time decision problem aimed at choosing the best
alternative from a given set. The problem was difficult and might have had critical
consequences on the company and its long-term survival. Furthermore, initial alter-
natives were all unacceptable and better options had to be sought for in the process.
The project was carried out in the 1990s; it is fully documented in the internal report
[9] and partly in [12].

The company is called Goriške opekarne and is located near the Slovenian city
of Nova Gorica. The company produces bricks and tiles. In 1993, they were faced
with a difficult situation: the clay pit that had been providing raw material for their
production became exhausted. The company had to find a replacement location, but
this was difficult for a number of technological, logistic, financial, and environmental
reasons, including a possible rejection of proposed solutions by local inhabitants. A
group consisting of companymanagers, experts, and decision analysts was formed to
define a DEXmodel and propose alternatives, while communicating with employees
and inhabitants in a series of socio-psychological studies.

Eventually, a DEXmodel, whose complete structure is shown in Fig. 14, has been
developed. A detailed description of individual attributes is beyond the scope of this
chapter; however, one should note that the whole model is split in two main subtrees
that address environmental and feasibility aspects of clay-pit locations, respectively.
The model contains 30 basic and 19 aggregate attributes. Also, let us add that all
scales in themodel are preferentially ordered and themajority of them are either two-
valued {“less-suit”, “suit”} or three-valued {“unsuit”, “less-suit”, “suit”}. Scales of
ENVIRONMENT and ATTRACT have four values, and the root attribute SITE has
the scale {“unacc”, “marg-acc”, “less-acc”, “acc”, “good”}.

Decision rules from this model are illustrated here with just two examples
shown in Fig. 15. The first example presents complex rules associated with attribute
TECH, which aggregates three basic attributes: TRANSPORT, CONSTRUCT, and
LAND_ARCH. TECH is located at the bottom of the tree; such attributes are often
associated with specific decision rules and tables, which aim to resolve the decision
problem at that level and provide useful evaluations/interpretations for higher levels
of the model. The second example in Fig. 15 is located at the very root of the model
and aggregates ENVIRONMENT and FEASIBILITY to the overall location evalu-
ation (SITE). This is a typical representative of high-level aggregation functions,
which tend to be symmetric or near-symmetric, and rule out all the cases that are
evaluated poorly (i.e., “unacc”) on lower levels of the hierarchy.

Three clay-pit locations were considered by this model: Okroglica, Marjetnica,
and Bukovnik. Initially, all of them were assessed as “unacc”. The team carried out
a series of “what-if” scenarios, exploring possible improvements of the locations’
characteristics, and anticipating an “optimistic” or “pessimistic” development of
the investment project. Ultimately, eight variations were considered, which were
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Attribute Description
SITE Site suitability

ENVIRONMENT Environmental components
ATTRACT Site attractiveness

DEVELOP Development factor
CHARACT Site characteristics
LAND Land

ACCESS Land accessibility
QUALITY Land quality (infrastructure)
TIME_AVAIL Time availability (short/long term)

VULNER Site vulnerability
POLLUTION Polution: Environmental impact

LIV_ENV Pollution impacts to living environment
HUMAN Pollution impacts to humans

HEALTH Health impacts
OTHER Other impacts (e.g., noise)

FAUNA Pollution impacts on fauna
FLORA Pollution impacts on flora

SOC_ENV Pollution impacts on social environment
NON-LIV_ENV Pollution impacts on non-living environment

SOIL Impacts on soil
WATER Impacts on water
AIR Impacts on air

SITE_ORG Site organization
VALUATION Site valuation

ECOLOG Ecological valuation
UNIQUE Site uniqueness
DIVERS Site diversity

PERCEP Perceptional valuation
USE Land use

DEMOGR Demography
INFRAST Infrastructure
POTENTIAL Site potentials

PRIM_USE Primary use
AGRICULT Agriculture
FOREST Forestry
WATER Water management

OTH_POT Other potentials
NAT_HER Natural heritage
CULT_HER Cultural heritage
REC_TOUR Recreation and tourism

FEASIBILITY Feasibility of the project
SOC-PSYCH Socio-psychological feasibility
TECH Technical feasibility

TRANSPORT Transportation
CONSTRUCT Construction
LAND_ARCH Landscape architecture design

ECON Economic feasibility
DIRECT Direct expenses
INDIRECT Indirect expenses

Fig. 14 Structure of the Clay Pit DEX model
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TRANSPORT CONSTRUCT LAND_ARCH TECH
1 * * unsuit unsuit
2 less-suit * >=less-suit less-suit
3 * less-suit >=less-suit less-suit
4 * * less-suit less-suit
5 suit suit suit suit

ENVIRONMENT FEASIBILITY SITE
1 unacc * unacc
2 * unacc unacc
3 less-acc less-acc marg-acc
4 less-acc acc less-acc
5 >=acc less-acc less-acc
6 acc acc acc
7 good acc good

Fig. 15 Two decision tables represented by complex rules: TECH and SITE

ENVIRONMENT

goodaccless-accunacc

FE
AS

IB
IL

IT
Y

acc

less-acc

unacc

Okroglica p; Okroglica Op; Marjetnica p; Bukovnik p

Bukovnik o

Marjetnica o

Okroglica o; Okroglica Oo

Fig. 16 Evaluation of Clay Pit locations along FEASIBILITY and ENVIRONMENT

evaluated as shown in the scatterplot in Fig. 16. Among these, “Marjetnica o” was
considered the best and proposed for implementation.

6.2 Example 2: Electric Energy Production Technologies

The second example is taken from a more recent project aimed at the identifica-
tion of reliable, rational, and environmentally sound production of electric energy in
Slovenia by 2050 [23, 56]. Technology alternatives included both conventional and
renewable energy sources: coal, gas, biomass, oil, nuclear, hydro, wind, and photo-
voltaic. This use case belongs to the category of complex and (potentially) recurring
strategic decision problems, which occur and are relevant for any country. Without
the ambition to go into any substantial detail, we wish to illustrate the capabilities
of DEX to address really difficult real-world decision problems and handle models
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consisting of several tens of attributes, which are eventually incorporated in a DSS
(called OVJE in this case, see above).

The methodological approach consisted of three stages, in which two DEX and
one simulation model were developed:

• DEX Model T for the evaluation of eight electric energy production technologies.
• DEX Model M for the evaluation of mixtures of technologies, considering the

shares of individual technologies in the total installed capacity.
• Simulation Model S for the evaluation of possible implementations of tech-

nology mixtures in the period 2014–2050, taking into account various scenarios
of shutting down the existing power plants and constructing new ones.

Here, we shall briefly sketch only the first one; formore information, the interested
reader is referred to [23, 56]. Figure 17 shows the hierarchical structure of Model T.
There are 35 input and 28 aggregate attributes. There are two attributes that influence
more than one parent (Licences and Contribution to development); therefore, this is
a true hierarchy rather than a tree. The model consists of three main subtrees:

• Rationality: assesses how much a particular technology contributes to the overall
societal development, the economy, and the prudent use of landwith lowpollution.

• Feasibility: addresses the Technical, Economic, and Spatial feasibility aspects of
the technology.

• Uncertainties: addresses common uncertainty themes associated with energy
policy and comprises Technological dependence, Possible changes in society and
in the world, and Perception of risks with respect to technical advancement of a
technology and trust into safety management system.

Among the 28 decision tables that were formulated by an expert team, we show
here only two in the form of complex rules. Both tables are complete, consistent,
and monotone. The first one (Fig. 18) aggregates the assessments of Rationality,
Feasibility, and Uncertainties into the root assessment of the suitability of Tech-
nology. This table is evaluative because it evaluates some criterion (in this case
Technology) according to evaluations of the incoming criteria: the better the value
of each incoming criterion, the better the overall evaluation. Evaluative aggregation
functions are typical for most MCDM methods.

The second table (Fig. 19) combines possible societal and world changes into a
common perception of Possible changes. Here, the values “neg”, “no”, and “pos”
refer to the direction of changes. Despite that one can assign preferences to these
categories, they are not really evaluative. The table actually specifies a multi-variate
logic for combining some basic concepts into higher-level concepts. This shows
that in DEX, using multi-valued qualitative variables, it is possible to express both
evaluative and logical rules. The latter usually occur at lower model levels and define
concepts that enter the evaluation process at higher levels of the hierarchy. Inference
based on logic is rarely featured in MCDM methods.

Using Model T, the study [23] concluded that there were only three technologies
of sufficient suitability for Slovenia:Hydro,Gas, andNuclear. Among these,Hydro is
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Fig. 18 Decision rules for
the assessment of Technology

Rationality Feasibility Uncertainties Technology
1 inapprop * * unsuit
2 <=low <=med v_high unsuit
3 <=med low v_high unsuit
4 >=low low high:med weak
5 >=low high v_high weak
6 >=med >=med v_high weak
7 high low <=med weak
8 high * v_high weak
9 low:med low >=low suit

10 >=low low low suit
11 >=low >=med high suit
12 low >=med >=med good
13 low:med med med:low good
14 >=low >=med med good
15 high low none good
16 >=med >=med none exc
17 >=med high >=low exc
18 high >=med >=low exc

Fig. 19 Decision rules for
determining the direction of
Possible changes

Possible societal changes Possible world changes Possible changes
1 neg * neg
2* neg neg
3 no no no
4 >=no pos pos
5 pos >=no pos

the best. Gas and Nuclear are similar, with Nuclear worse in terms of Feasibility and
Perception of risks, but better in terms of Economic feasibility and Possible changes.
Coal and Oil are unsuitable particularly because of inappropriate Rationality due
to Land use and pollution. All the remaining “green” technologies are unsuitable
for a number of reasons, including Economy, Land use, Economic feasibility, and
Technological dependence.

7 DEX Extensions

Anumber of extensions toDEXhave been proposed over the years, mostlymotivated
by the needs of complex real-world decision problems. The proposals were mainly
coming from two directions:

1. Bridging the gap between qualitative aspects of DEX and quantitative aspects
of the “traditional” MCDM. This includes introducing numeric variables and
weights in DEX models and facilitating numeric evaluation to better support
ranking tasks.

2. Taking advantage of artificial intelligence approaches. This includes extended
uncertainty handling mechanisms and using machine learning algorithms to



DEX (Decision EXpert): A Qualitative Hierarchical … 69

develop DEX models (semi)automatically from examples of past decisions,
whenever such data is available.

7.1 Numeric Attributes

In its basic form, DEX is strictly qualitative. Currently, for instance, this requires that
all numeric input data is pre-processed and discretized externally; introducing numer-
ical variables to DEX models would definitely alleviate such problems and advance
the generality of the approach, making it suitable for a larger class of problems. In
principle, adding numerical attributes per se to the static formal model is easy, one
should only extend the types of scales D. However, this is not enough because any
such change should also preserve the dynamic aspects of the method: supporting
the creation and modification of aggregation functions, considering completeness,
consistency, and monotonicity of aggregation functions, and performing in the case
of missing or uncertain data or knowledge. This is much harder and explains why
the progress is slow and hesitant. Trdin and Bohanec [90] proposed a number of
methodological extensions of this type, which will guide future evolution of DEX.

7.2 Weights

Traditional MCDM methods heavily rely on weights to define the importance of
attributes [45]. The formal DEX model does not define any weights to be associated
with qualitative attributes and decision rules. However, to bridge the gap between
MCDM and also for practical reasons, DEX actually was extended with the notion
of weights. The principle is simple:

• given a decision table that defines the function y = f (x1, x2, . . . , xk) and consists
of entries (xe, ye), e = 1, 2, . . . , r ,

• interpret the entries as points in a multi-dimensional space, and
• construct g as an approximation of f in the form

g(x1, x2, . . . , xk) = w0 + w1ord(x1) + · · · + wkord(xk).

Here, ord(x) denotes the ordinal number of value x , andwi ∈ R are relative weights
of the corresponding arguments for i = 1, . . . , k. These coefficients are determined
using the least squares measure.

This method is actually implemented in DEXi and is used for approximate bi-
directional transformations between weights and decision tables: (1) estimating
weights from defined rules using the above approximation and (2) determining the
values of yet undefined decision rules on the basis of already defined rules and
user-specified weights. For more information, the reader is referred to [15, 27] and
supplementary material in [38].
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7.3 Combining Qualitative and Quantitative Evaluation

As already indicated, the qualitative foundation of DEXmakes it particularly suitable
for sorting and classification problems. In practice, however, it is sometimes neces-
sary to use an already developedmodel also for ranking. For instance, whenever there
are several alternatives assigned to the same evaluation category, it is often still neces-
sary to tell them apart in some way. In qualitative DEX, this is in principle possible
by refining the model by adding new categories and/or modifying decision rules to
improve the separation; however, this requires redefining at least some parts of the
model. Or alternatively, one can proceed by comparing similar alternatives, using
analytic techniques to understand their advantages and disadvantages, and ranking
them on this basis. In any case, both approaches are time consuming, and a better
out-of-the-box support for ranking might alleviate such issues.

In principle, it is not difficult to think of some kind of numerical evaluation based
on a DEX model. For instance, why not just taking the weights from the previous
section and use the function g to carry out the calculations? Unfortunately, this
does not work well because f and g might give different rankings based on the
same inputs. The real challenge is how to assure that both evaluation procedures are
consistent with each other. We are actually looking for a method that would first
assign alternatives to distinct classes and only then rank them within each class. If
possible, the process should not involve any additional work and should rely only on
information already available in the model.

So far, therewere two attempts at this kind of approach [8, 60]. They both explored
the idea of representing values of some ordered attribute x ∈ X in the form v + ω,
where v ∈ Dx is a qualitative value of x , and ω ∈ [−0.5,+0.5] is a numerical
offset to that value. The offset−0.5 is interpreted as “particularly bad” in the context
of v, and +0.5 is interpreted as “particularly good”. For instance, a job candidate
evaluated asEmploy = “good”+0.33wouldhavebeen consideredbetter than another
candidate with Employ = “good”–0.12. In the evaluation algorithm, the qualitative
evaluation of v remains exactly the same as before, and ω is assessed from the
corresponding decision table using the principle of dominance and some additional
assumptions. The approachof [8] uses a locally linear approximation of rules thatmap
to some output category, whereas [60] uses copulas for the same purpose. The first
approach is now called QQ (Qualitative-Quantitative). Unfortunately, these methods
are not implemented in any currently available public software.We also think that the
problem has not been solved in an entirely satisfactory way and remains a challenge
for the future.
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7.4 Handling Uncertainty Using Value Distributions

The idea of using fuzzy and probabilistic value distributions to cope with uncertain
data and evaluations in DEX is actually quite old and originates from expert systems;
it was first proposed in [5]. The idea is to allow using value distributions instead of
single qualitative values in all places denoted Ex and Ey in the formal model. For
instance, instead of assigning a single value to some input attribute, say For.lang =
”pas”, one can express their uncertainty about the real input using the probability
distribution:

For.lang =
( ′′no′′ ′′pas′′ ′′act′′

0.1 0.7 0.2

)

.

The same representation type can also be used for the outgoing values of decision
rules.

This extension puts additional requirements on the evaluation procedure: the
uncertainties, represented by probabilities or fuzzy possibilities, have to be propa-
gated from input to output attributes in the hierarchy. Probabilistic inference employs
product/sum operators, and fuzzy inference employs min/max or more general t-
norm/t-conorm operators. For a more formal treatment of the subject, please see
[90].

This evaluation procedure was actually implemented in the previous generation
of DEX software and is still supported by software libraries JDEXi, DEXi.NET, and
DEXx. It has been left out fromDEXi for simplicity, but is destined to return in future
software implementations.

7.5 Machine Learning of DEX Models

A large number of DEX application indicated that it is feasible for an individual
decision maker or a group to develop a DEX model manually even for very difficult
decision problems. On the other hand, it is also true that the task is demanding,
particularly because the definition of decision rules generally requires more effort
than definition of comparable aggregation functions in other MCDM methods. A
natural question arising fromDEX’s artificial intelligence foundations is: could DEX
models be constructed from data following the principles of machine learning? The
answer is “yes, but it is hard”; none of the approaches attempted so far resulted in
an entirely satisfactory solution for practice and no current general-purpose software
implements any of the related methods.

The first and most ambitious attempt so far was made by Zupan et al. [95]. They
proposed a method called HINT (Hierarchical Induction Tool) that is capable of
transforming a large flat decision table into a hierarchical model, creating aggregate
attribute and corresponding smaller decision tables along the way. This puts HINT in
the category of concept learning methods [86]. Theoretically, the method did solve
the task, but it also turned out very sensitive to noisy data (which is almost inevitable
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in practice) and required a very good coverage of the decision space by input data
(which is also difficult to assure in practice).

The second attempt by Žnidaršič et al. [96, 97] was somewhat more modest and
explored the approach of model revision: given an already developed DEX model
and some data, the task is to revise model’s decision rules so as to better match the
data. Eventually, the method worked satisfactory, but its implementation proDEX
[96] has become obsolete and is currently unsupported.

In the third attempt, [21] took an intermediate approach: given the structure of
attributes and data, construct all aggregation tables in the model, taking into account
probability distributions of input attributes and enforcing the principle of dominance.
The authors demonstrated the approach by developing a model for predicting injury
risk in ski resorts. The approach seems promising and will be further investigated in
the future.

8 Summary

DEX is a qualitative decision modeling method that combines hierarchical and rule-
based MCDM with artificial intelligence, specifically expert modeling and machine
learning. The basic concepts of DEX are very simple and only involve hierarchically
structured attributes, discrete scales, and decision tables consisting of elementary
decision rules.

Despite simplicity, DEX has been successfully used in hundreds of real-world
applications. According to its qualitative design, it is best suited for supporting
sorting and classification decision problems. Choosing and ranking problems can
be addressed, too, but they generally require some additional effort (interactive
exploration and analysis of alternatives) or methodological extensions (such as QQ).
Although DEX is suitable for one-time decision problems, recent trends indicate
a shift toward recurring decision problems and including DEX models in DSSs.
This is probably related with the effort that is required to develop a DEX model,
which is generally greater thanwith comparableMCDMmethods.One-time decision
problems rarely justify the effort, whereas recurring and DSS ones do.

Practical applicability of DEX depends on the availability of supporting software.
This is particularly true for the acquisition of decision tables, which might be very
difficult on paper but becomes feasible when supported by appropriate tools and
user interfaces. In addition to merely representing a static formal DEX model, DEX
software always attempted to actively support dynamic aspects of creating and using
the model. For DEX, it is really important to:

• facilitate editingof themodel and its components: attributes, their structure, scales,
aggregation functions, and alternatives;

• support the acquisition of decision rules, which includes enforcing the principle
of dominance and checking for consistency and completeness at all times;
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• maintain the transparency of the model and provide comprehensible representa-
tions of its components, such as complex rules and 3D graphics;

• provide various methods for the analysis of alternatives and explanation of
evaluations.

DEX models may suffer from the combinatorial explosion: the size of decision
tables increases exponentially with the number of incoming attributes. When devel-
oping a DEXmodel, it is thus important to follow recommendations that aim to keep
the size below about 100: make “narrow” hierarchies with only 2 or 3 descendants
of an aggregate attribute, and use the least number of values per attribute that still
distinguishes between qualitatively different states of that attribute. Another potential
disadvantage is that DEX, in its original form, is alien to numbers. When alternatives
are prevalently described by numeric properties, the options are either to discretize
them externally or use another MCDM method.

In the future, the main evolution will go in the direction of Extended DEX, as
proposed by [90]. The proposal includes introduction of numeric attributes in DEX
models and explicitly addressing uncertainty using probabilistic and fuzzy distribu-
tions of values. Software that partly supports these extensions already exists (DEXx
software library), and full support is under development. The plan is to gradually
replace the existing software DEXi with a new generation of web-based [52] and
desktop applications. There also two challenges still open for further research and
eventual software implementation: combined qualitative-quantitative evaluation of
alternatives and learning DEX models from data.
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13. Bohanec, M., Zupan, B., Rajkovič, V.: Applications of qualitative multi-attribute decision
models in health care. Int. J. Med. Inf. 58–59, 191–205 (2000)
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76. Rajkovič, V., Bohanec,M. (1980): A cyberneticmodel of the computer aided decisionmaking.
In: Proceeding of 9th Internatioal Congress on Cybernetics, pp. 185–199, Namur
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