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Preface

Multiple criteria decision-making (MCDM) provides a mathematical methodology
that incorporates the values of decision-makers and stakeholders along with the tech-
nical information to select the best solution for a given problem. In general, decision-
makingoccurs in all domains; however, it is challenging to dealwith different tangible
and intangible alternatives from diverse aspects with an intention of selecting the best
one amongst them. The MCDM techniques are indispensable for decision-makers
as the evaluation of a problem with different alternatives has conflicting and incom-
mensurable objectives and is required to be optimized simultaneously. Importantly,
the use of these techniques reduces subjectivity because of the psychology–human
interaction. The aim of MCDM is to obtain the optimal alternative/choice that has
the highest degree of satisfaction for most of the criteria. The growing recognition
of MCDM approaches has motivated several researchers to further develop, test and
apply them in various fields. In recent times, digital automation, machine learning,
big data, IoT and artificial-intelligence-based methods offer promising solutions to
the growing complexity. Today’s strategic decision-making needs to be re-evaluated
and addressed through advanced MCDM and integrated approaches of AI, big data
and IoT, to provide more realistic and robust solutions to the current problems.

The edited book intends to provide a platform for interdisciplinary state-of-the-
art discussion on MCDM with a focus on critical literature, underlying principles of
methods and models, solution approaches, testing and validation, real-world appli-
cations, case studies etc. The book may provide guidelines to the potential MCDM
researchers about the choice of approaches for dealing with the complexities and
modalities. The contributions of the book may further help to explore new avenues
leading towards multi-disciplinary research discussions.

Every chapter submitted to the book has been critically evaluated by at least two
expert reviewers. The critical suggestions by the reviewers helped and influenced
the authors of the individual chapter to enrich the quality in terms of experimenta-
tion, performance evaluation, representation etc. The book may serve as a valuable
reference for the researchers working in the domain of MCDM.

Chapter “MIVES: A Multi-Attribute Value Function-Based Methodology
for Sustainability Assessment” by Biswal et al. highlights that any process or product
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design depends on the triple bottom approach of economic, environment and social
criteria; however, sustainability assessment remains an important aspect of it. It
further emphasizes the necessity of handling the associated subjectivity and diffi-
culty in assessment. Accordingly, the chapter discusses MIVES (Modelo Integrado
de Valor para una Evaluación Sostenible), a multi-attribute value function-based
methodology framework for the necessary sustainability assessments. The applica-
tions of thismethodology in construction, aviation, education andbiomass processing
industries are thoroughly discussed, which further underscores the need for a
framework for sustainability evaluation in different domains of various industries.

One of the very recent MCDM methods referred to as the base-criterion method
(BCM) is thoroughly discussed by Haseli and Sheikh in chapter “Base Criterion
Method (BCM)”. The discussion includes the detailed theoretical and mathemat-
ical formulation of the BCM. The essential characteristic of this method is that it
removes a large number of unnecessary comparisons by dividing pairwise compar-
isons into two categories, viz., base comparisons and final comparisons. Importantly,
the chapter provides illustrative examples showcasing the problem-solving process
using the BCM method. The examples involving several criteria are associated with
staff selection, product development and mode of transportation of products to the
market. The examples are utilized to highlight the characteristics of the method;
however, the chapter distinctively provides the limitations of the method along with
recommendations.

DEX (Decision EXpert) is a method combining multi-criteria decision analysis
and artificial intelligence suited particularly for sorting/classification decision prob-
lems. It is characterized by its hierarchical, qualitative, rule-based, multi-criteria
decision modeling approaches. Chapter “DEX (Decision EXpert): A Qualitative
Hierarchical Multi-criteria Method” by Marko Bohanec described DEX from the
theoretical and practical viewpoint, and further explained it in terms of motivation,
history, software, applications and method extensions. The work is supported and
illustrated using three examples: a didactic example of employee selection and two
real-world industrial applications of choosing a raw-material location and assessing
electric energy production technologies, respectively. Importantly, the chapter in
detail lists the limitations and the associated solutions as well.

The MCDM methods, such as the analytic hierarchy process (AHP) and the
technique for order of preference by similarity to ideal solution (TOPSIS), work
on the crisp data. The data may be inadequate and vague when dealing with
real-world problems. This issue is addressed in chapter “Analysis of Fuzzy AHP
and Fuzzy TOPSISMethods for the Prioritization of the Software Requirements” by
Nazim et al. by successfully applying them under a fuzzy environment in different
areas, like management science, software engineering etc. The chapter attempts to
present a comparison of the accuracy of the fuzzy AHP and fuzzy TOPSIS methods
using different cases of software requirements prioritization problems. The chapter
describes detailed mathematical formulations of the fuzzy AHP and fuzzy TOPSIS
methods. The authors have also thrown light on limitations as well as possible
enhancement of the study in terms of the number and size of the test cases.
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Digital image forensic science is one of the very niche areas working towards
checking the authenticity of digital images. Even though several algorithms have
been developed to verify the forged images, the evaluation and selection of the
digital image forensic tools based on different features, like error-level analysis,
metadata analysis etc., are still required to be explored. This issue is addressed by
Parveen et al. in chapter “A Fuzzy-BasedMulti-Criteria Decision-Making Approach
for the Selection of Digital Image Forensic Tools”. It discusses an algorithm specif-
ically developed for the selection of the digital image forensic tools based on the
ranking values. The ranking values of the digital image forensic tools are computed
using TOPSIS method by using the triangular fuzzy numbers. The utilization of the
proposed method is discussed with the help of an example in which the tools, such
as FotoForensics, JPEGsnoop, Forensically, Ghiro and Izitru, are utilized during the
analysis.

The decision matrix in the multi-criteria decision analysis (MCDA) problem
necessarily involves a set of criteria and alternatives. They may have different units
of measurement and are not suitable for a direct comparison. In chapter “Why Does
the Choice of Normalization Technique Matter in Decision-Making”, Shekhovtsov
et al. underscore this issue and highlight that most of the MCDA methods require
normalization of the decisionmatrixwhich can contribute to change in the final result.
The chapter provides a significant investigation to show the fundamental differences
between the five most common and prominent normalization techniques, viz., the
minimum–maximum method, the maximum method, the sum method, the vector
method and the logarithmic method. The methods have been statistically compared
by using six randomly generated diverse data sets, differing in range, size and sign.
The chapter highlights that the characteristics of data sets have a significant impact
on normalization results. It further highlights the need for further investigation in
interval normalization as well as fuzzy numbers.

Aggregation–disaggregation or ordinal regression approach is currently consid-
ered as an important tool at the disposal of potential analysts and decision-makers
when addressingMCDMproblems.Chapter “BipolarMulticriteriaAggregation-Dis-
aggregation Robustness Approach: Theory and Application on European e-Govern-
ment Benchmarking” by Siskos et al. proposed a bipolar robustness control approach,
implemented in conjunctionwith theUTASTARmethod characterized by an additive
value function referred to as the multi-criteria evaluation model. The methodology is
applied to the problem of an e-government readiness evaluation in Europe, resulting
in the ranking of 22 European countries. This application is based on one of the
author’s earlier developed multi-criteria e-government modeling approaches. The
authors bring attention to certain robustness issues of the ordinal regression frame-
work and theway that the preferential parameters are estimated through theUTA-type
inference engine as well. The chapter in detail discusses the additive value model
and UTASTAR method, and the principle of bipolar ordinal regression process and
the robustness control.

Chapter “The COMETMethod: Study Case of Swimming Training Progress” by
Wiȩckowski and Watróbski in detail describes an MCDA technique referred to as
characteristic objects method (COMET). The theory of fuzzy numbers combined



x Preface

with the COMET method is used to create an evaluation model with complete
knowledge and a certain degree of inherent uncertainty. The COMET and linear
regression method have been used in a practical application in determining the trend
of a swimmer’s form. The use of the method is quite important and practically
significant as several factors influence the preparation of the top form for the main
swimming competition. The direct preparation period lasts for about three months,
during which the competitor swims hundreds of kilometers on different intensities.
Using the COMET, the values of attributes for each swimmer are introduced. The
obtainedmodel allows a broader analysis of the progress in terms of particular criteria
sensitivity and robustness analysis.

Chapter “Brown-Gibson Model as a Multi-criteria Decision Analysis (MCDA)
Method: Theoretical and Mathematical Formulations, Literature Review, and Appli-
cations” by Yimen et al. highlighted that different models of the MCDA method
referred to as the Brown-Gibson model have so far been applied in various engi-
neering and science fields, and different versions. The authors have provided a rich,
complete and critical state-of-the-art literature surveyof different versions. It includes
theoretical andmathematical formulations of different versions, viz., original Brown-
Gibsonmodel,Buffa andSarin versionofBrown-Gibsonmodel, the extendedBrown-
Gibson model, the Yimen & Dagbasi version of Brown-Gibson model, analytical
hierarchy process (AHP)-integrated Brown-Gibson model and fuzzy Brown-Gibson
model. An illustrative application of the original Brown-Gibson model in deter-
mining the optimal location to set a commercial center in Cameroon is provided
with the choice associated with certain critical factors, objective factors and subjec-
tive factors. The authors highlighted that two facts confirm the importance of the
Brown-Gibson model, viz., the model has seen several developments and applica-
tions since its inception and themodel has a unique ability of combining the objective
and subjective factors in decision-making.

In chapter “A Grey Approach for the Computation of Interactions Between Two
Groups of Irrelevant Variables of Decision Matrices” Zakeri et al. emphasized that
the existing MCDM methods merely provide solutions for the one-stage decision-
making procedure and do not take other effective variables outside of the decision
matrix into account, while in real-world processes, the decisions always have an
impact on the variables where they appear to be irrelevant. The chapter aims at
finding a mathematical solution to compute the impact between two irrelevant deci-
sion matrices in a complex decision-making problem using MCDM methods. The
proposed strategies interaction model (SIM) approach is applied to a case of supplier
selection and the strategies of the firm inwhich the interaction of selected strategies is
investigated on the selection of the best supplier. The inherent uncertainty is handled
using a four-section approach implemented as a grey framework and deals with grey
Entropy, grey TOPSIS and the grey strategies interaction model.

Chapter “Statistical Analysis of KMM Program—An Educational Intervention”
by Vaidya et al. highlighted that the educational interventions are intended to help
struggling students by addressing their behavioral issues and social skills. Several
criteria and factors need to be considered. In this regard, the chapter presents the
complete life cycle of the intervention process implemented by the Keep Moving
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Movement (KMM) as a pilot study. The impact of the KMM programme is analysed
using correlation analysis, factor analysis and paired t-test. The group-wise and
student-wise analysis of students reveals significant positive changes in positive
thinking and willingness. The study provides possible extension towards a larger set
of students to improve positive thinking, confidence and willingness.

Pune, India Anand J. Kulkarni
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Py Probability distributions over Dy

ry = |Cy| Size of Cy and the corresponding Ty

S : X → 2x Descendant function
S(x) Set of descendants of attribute x
Sy The power set of Dy

Ty = {(x, y), x ∈ Cy, y ∈ Ey} Decision table associated with attribute y
vx,i ∈ Dx i-th qualitative value (category) of attribute x
vx,i� vx, j Weak preference relation
w,wi ∈ R Relative weight (importance) of an attribute
x, xi , y ∈ X An attribute
X = {x1, x2, . . . , xn} Set of attributes
ω ∈ [−0.5,+0.5] An offset to qualitative value v∑

Summation
⊗ Fuzzy multiplication operator
min ( ) Returns minimum value
max ( ) Returns maximum value
α The objective factor decision weight
μ Ã is the value of the membership function
Cr set of the fuzzy numbers, where Ci represents

each criterion
CO Characteristic Objects as Cartesian Product
aij element of the matrix of expert judgement,

where i = 1, 2, . . ., n is and index of row
in matrix and j = 1, 2, . . ., m is an index of
matrix’ column
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SJi is the sum of the i-th row of matrix of expert
judgement

y is the value of linear function
β0 is the coefficient of the independent variable

in linear function
β1 is a directional coefficient in linear function
x is the independent variable in linear function
⊗G1 A grey number[
G1,G1

]
Grey interval

G1 Grey lower bound
G1 Grey upper bound
e Entropy
w Weight
Smax Positive ideal alternative
Smin Negative ideal alternative
γoi The grey relation coefficient
Ci The grade of grey relation

⊗P =
[
Pi j , Pi j

]
A normalized grey number

ND =
[
NGi j

, NGi j

]
The normalized decision matrix

D The decision matrix
� The distance between the elements of each

cloud with lower and upper bound
� GUV
ξ The coefficient of uncertainty/probability



MIVES: A Multi-Attribute Value
Function-Based Methodology
for Sustainability Assessment

Divyajyoti Biswal, Saurabh N. Joglekar, and Sachin A. Mandavgane

Abstract Sustainability assessment remains an important aspect of any process or
product design and is dependent on the triple bottom approach of economic, envi-
ronment and social criteria. However, the subjectivity associated with it makes the
results of the assessment difficult to comprehend. MIVES—a multi-attribute value
function-based methodology—provides the necessary framework for sustainability
assessments. The methodology compares the alternative with respect to other avail-
able alternatives or arbitrary standards. The value function for each indicator is
evaluated (between 0 and 1) based on the maximum (value 1) and minimum (Value
0) desired value of the indicators. The overall value function is then calculated based
on the weightage of each indicator and criteria. Thus the overall value function
or “Sustainability index” takes into account the different aspects of the alterna-
tives considered for evaluation. The sustainability index nearing 1 represents greater
sustainability and vice versa. The framework assigns a number to each alternative
based on the indicator values, weightage of indicators and most and least desired
conditions. With this perspective, the chapter discusses different case studies such as
construction, aviation, education and process industries where this methodology is
applied to come up with a logical and more comprehensive sustainability evaluation
framework.
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Abbreviations

AHP Analytical Hierarchy Process
BPE Biomass Processing Enterprise
BREEAM Building Research Establishment Environmental Assessment Method
EEA European Environmental Agency
LCA Life cycle assessment
GRIHA Green Rating for Integrated Habitat Assessment
LEED Leadership in Energy and Environmental Design
MIVES Modelo Integrado de Valor para una Evaluación Sostenible
SDGs Sustainability Development Goals

List of Symbols

Xmin Indicator value generating minimum satisfaction value
Xmax Indicator value associated to maximum satisfaction
Xind Value of indicator for which value function is to be calculated
V Value function
Pi Shape factor that is decided on the shape of the curve
Ci Axis value of the point where the curve changes its direction
Ki Response value to the Ci

A A constant, usually considered to be 0
B A constant, limits the function to a range of 0 to 1

1 Introduction

Sustainability assessment is gaining importance in several areas of research. The
implementation of ambitious sustainable development goals (SDGs) has enabled
the industry to think of sustainability not as a mere compliance but also as a tool
to plan growth. Sustainability assessment is a multi-dimensional subjective concept
and hence there are many attempts to develop a framework that addresses the subjec-
tivity involved. Multi-criteria decision-making methods show great promise in the
integration of different aspects involved in overall sustainability assessment.

Themajority of the sustainability assessment frameworks such as BREAM, LCA,
GRIHA, EcoEffect, Green Star, LEED, etc. have been developed focusing on the
construction sector. Most of the newly proposed frameworks address more than
one sustainability requirement such as technical, functional and governance. With
a view to addressing the subjectivity involved in overall sustainability assessment,
MIVESmethodology was developed for industrial buildings [1]. The chapter intends
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to explore MIVES (Modelo Integrado de Valor para una Evaluación Sostenible)-
integrated multi-criteria decision-making methods applied to processes. MIVES—a
tool developed by researchers from three Spanish universities and institutes (UPC,
UPV and Labein-Tecnalia)—was initially applied in the field of sustainability and
industrial buildings. MIVES integrates the multi-criteria decision method and the
multi-attribute utility theory through the incorporation of the value function concept
to the different criteria. The criteria are assigned weightages through an analyt-
ical hierarchy process. Analytical hierarchy process (AHP)—originally developed
by Saaty [2]—is a linear additive model that assigns scores or weightages to
different criteria based on their relative importance. The model is based on pairwise
comparisons of the criteria/indicators.

MIVES approach prescribes a common equation that evaluates the alternatives
based on the decision-maker’s preference and presents the results in a comprehen-
sive and easy way. The value function takes into account the physically meaningful
variables and allows a common platform for their comparison. In short, the value
function converts the qualitative and quantitative indicators of particular criteria on a
scale of 0 (least desirable) and 1 (most desirable) [3]. The value function for the most
desirable indicator value is assigned value 1, whereas the least desirable indicator
value is assigned value 0. The alternative’s indicator value function is defined based
on this scale of 0–1. The value function is primarily dependent on the following
variables—tendency of function (increasing or decreasing), nature of curve (linear,
S-shaped, convex or concave), the variable value, shape factors and minimum and
maximum satisfaction values. The maximum and minimum satisfaction values can
be either among the available alternatives or they can be arbitrarily decided based on
the industry/societal/economic/product standards as well.

The fundamental definition of sustainable development was published in the
Brundtland Commission of 1987 that stated the development to meet the present
needs without compromising the future needs. Since then there are various attempts
to define sustainable development. One such school of thought represents sustainable
development to be based on the triple bottom line concept. That implies sustain-
ability assessment be based on economic, environment and social criteria having
equal importance in decision-making [4].

Hence MIVES methodology with its ability to incorporate different variables in
one common framework can play a significant role in evaluating the overall sustain-
ability of any product, process and service. MIVES though initially was developed
to compare different products or services related to the construction industry, the
methodology can be applied to other sectors such as chemical processes as well.
The framework is dependent on the indicators and their weightage, hence caution
has to be exercised while deciding on the indicators and weightages. The number
of indicators describing the alternative is also of prime importance. The number of
indicators should be based on “necessary and sufficient” conditions to describe the
alternative. A high number of indicators would result in decreased sensitivity of the
framework as the relative weightage would be distributed among the alternatives.

A broad outline of the methodology can be explained in Fig. 1.
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Fig. 1 Different stages of MIVES methodology

2 Methodology

Stage 1: The first step in adopting the methodology is to decide the tendency of the
curve. If the satisfaction increases with an increase in the indicator value in such
a case an increasing function is used. If the satisfaction decreases with a decrease
or increase in indicator values, a decreasing function is adopted. The example of
increasing function can be margins offered; percentage of renewable energy utilized
etc. The example of decreasing function can be hazardous byproduct generation,
environmental impacts etc.

Stage 2: Identification of the indicator values that generate the minimum and
maximum satisfaction values is necessary. The methodology compares the present
alternative based on the minimum and maximum desired value. Xmin is an indicator
value-generating minimum satisfaction value; Xmax is an indicator value associated
withmaximum satisfaction. Theminimum satisfaction condition can be the indicator
among the alternatives or it can be decided based on presiding rules and regula-
tions pertaining to the alternatives, with prior experiences of the operator. The range
between the minimum and maximum desired conditions is not necessarily decided
by the indicators of alternatives available.

Stage 3: Post decision on the maximum and minimum desired values, the type
of curve is decided. The curves can be of four types—concave, convex, linear and
S-shaped. Table 1 shows the reasoning for choosing a particular type of curve.

Stage 4: The value functions are calculated based on the general exponential
equation Eq. (1), as mentioned below [5]:

V = A + B

[
1 − e−K (|Xind−Xmin|/Ci )Pi

i

]
(1)

Generally A = 0.
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Table 1 Types of curve, characteristic and conditions of use

Type of curve Reason Condition of use

Concave Satisfaction increases at a higher rate
with respect to an increase in indicator
values from the point of minimum
satisfaction

A change in point generating minimum
satisfaction is highly valued

Convex Satisfaction hardly increases with
respect to an increase in indicator
values from the point of minimum
satisfaction

It is more important to reach the
maximum satisfaction value

Linear Linear or proportional relationship Can be used as default

S-shaped A significant change in satisfaction at
central values

The slope of satisfaction with respect to
indicator value is flat near to point of
minimum and maximum satisfaction
values

Pi is the shape factor that is decided on the shape of the curve.

Xind is the value of the indicator for which the value function is to be calculated.

Ci is the axis value of the point where the curve changes its direction.

Ki is the response value to the Ci.

B limits the function to a range of 0 and 1.

B = 1

1 − e−Ki (|Xmax−Xmin|/Ci )
Pi

(2)

It is seen from Eq. (1) that the shape of the value function is strongly dependent
on the values of C, K and P. The conditions for selecting values of C, K and P are
shown in Table 2.

3 Application of MIVES in Different Sectors

3.1 MIVES in Aviation Industry

The application of MIVES can be observed in a plethora of industries and sectors. A
case study done on El Prat Airport, Spain explains the application ofMIVES coupled
with life cycle assessment for sustainability evaluation of ground-handling operations
at the location. The data collected in real time encompasses airport ground operations
over a span of twoweeks, one to represent regular traffic and another tomimic holiday
gridlock. The environmental impact due to landing and takeoff (LTO) activities in
the airport was quantified using the tool “Master Emission Calculator for Aviation”,
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Table 2 Conditions for selecting values of C, K and P

Increasing function

Function C K P

Linear C ≈ Xmin ≈ 0 ≈ 1

Convex Xmin + Xmax−Xmin
2 < C < Xmin < 0.5 > 1

Concave Xmin < C < Xmin + Xmax−Xmin
2 > 0.5 < 1

S-shaped Xmin + Xmax−Xmin
5 < C < Xmin + 4(Xmax−Xmin )

5 0.2/0.8 > 1

Decreasing function

Linear C ≈ Xmin ≈ A0 ≈ 1

Convex Xmax < C < Xmax + Xmin−Xmax
2 < 0.5 > 1

Concave Xmin − Xmin−Xmax
2 < C < Xmin > 0.5 < 1

S-shaped Xmax − 4(Xmax−Xmin )
5 < C < Xmax − Xmax−Xmin

5 0.2/0.8 > 1

developed by the European Environmental Agency (EEA) while SIMAPRO was
used for LCA. MIVES methodology was used to determine the sensitivity to change
of desired values of parameters set for evaluation in two different scenarios. The first
corresponds to the use of a 100% combustion engine vehicle fleet while the second
enlists a net 20% substitution of the ground vehicles fleet by electricity-powered
counterparts [6].

3.2 MIVES in Construction and Architecture

Alberti et al. [7] reported a specific case study associated with the construction
sector. The study considered differing reinforcements used in concrete slabs used
for the construction of the La Canda Tunnels, where some concrete slabs were rein-
forced with conventional steel mesh while the others with polyolefin [7]. Concrete
is put together by mixing cement, water and, in some cases, chemical additives for
suitability and pliability. The variety in the production of different types of cement
decides the strength and other parameters for concrete. Infrastructure development
inevitably requires the application of concrete for structural purposes. Concrete is
typically reinforcedwith steel for increased strength and flexibility. Depending on the
load-bearing conditions specified for the construction, conventional steel of different
dimensions may be used. However, the research in the field of alternate construc-
tion materials has rapidly increased in recent times due to the current emphasis
on the sustainability aspect. Alberti et al. [7] discuss the sustainability assessments
carried out for one such alternate construction reinforcement material, polyolefin, in
comparison with the conventional steel augmentation. Such raw materials used for
reinforcement for the purpose of building green construction materials are mostly
used in non-structural applications. The study analyzes the usage of concrete slabs
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separately reinforced with conventional steel mesh and polyolefin fibers for handling
equal amounts of load across their service life, thereby creating an immaculate
comparison between the two. Environmental, social and economic parameters were
evaluated for the determination of the overall sustainability scores of the two alterna-
tives. The steel mesh consisted of B500S steel bars (dimensions: 150× 150× 6mm)
while commercial fibers (SikaFibre T48) were used as polyolefin supplements. The
overall better alternative turned out to be the conventional steel mesh with a sustain-
ability score of 74 out of 100 [7]. Table 3 enumerates the different indicators used
for the sustainability evaluation and their corresponding category-wise scores.

Pons et al. [1] have discussed the use of MIVES as a sustainability assessment
method in civil engineering and architecture [1]. The article discusses the application
ofMIVES for the sustainability assessment of different technologies used in building
schools [8] and an array of methods for manufacturing structural concrete columns
[9]. Pons and Aguado [8] analyzed a diversity of technologies used for the construc-
tion of academic edifices, which include the following construction systems—onsite
concrete system, prefabricated concrete framed structure, prefabricated steelmodular
arrangement and prefabricated timber structure system. The latter is considered only
because of its superlative environmental performance, even though in practice they
are seldom used [10]. The requirement tree for the analysis of the alternatives was
constructed with an emphasis on economic indicators (50% weightage) while envi-
ronmental and social indicators were given 30% and 20% weightages, respectively.
Subsequent calculations following the standard procedure revealed that the prefabri-
cated concrete framed structure systems turned out to have the highest sustainability
index, i.e., 0.72 on a scale of 0 to 1. Prefabricated steel modules structure system
also secured a score in the same neighborhood (0.71 on a scale of 0 to 1). However,
the onsite concrete structure system received the lowest sustainability score (0.35).
Figure 2 presents the comparison made on the basis of sustainability indices as
obtained from the analysis.

The article by Pons et al. [1] also discusses the study done by Pons and Fuente
in 2013 that discussed sustainability index evaluation of structural concrete columns
divided across three baselines—cross-section shape (square or circular), character-
istic concrete strength (compressive strength of cylindrical cross-section at 28 days)
and manner of compacting of concrete (self-compacting or vibrating). These divi-
sions were studied across 12 different sample structures. Ten different indicators
spread across the categories of social, economic and environmental aspects were
evaluated for the determination of the overall sustainability index. The study was
conducted with 50% of weightage given to economic preconditions while environ-
mental and social factorswereweighed in at 33%and17%, respectively. Thebehavior
of each indicatorwas evaluated through thevalue functions for their respective param-
eters. The study concludedwith the circular cross-sectioned self-compacting concrete
pillar with 30 cm diameter as the best alternative of the 12 available options (Table
4). The following observations were also made:

• Greater strength concrete have higher sustainability
• Self-compacting mode preferred over vibrational packing
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Table 3 Indicator list and category-wise sustainability scores—comparison between steel mesh
and polyolefin reinforcement [7]

Requirement Indicator name Indicator score Overall score

Polyolefin
fibers

Steel mesh Polyolefin
fibers

Steel mesh

Economic (50%) Total costs
(inclusive of
construction
time)

71.67 72.00 22.47 40.03

Non-quality
costs

45.50 72.00

Dismantling
costs

30.00 80.00

Cost of service,
maintenance,
energy, change
of use

8.48 76.80

Resilience, risk
of disaster × cost
of reconstruction
+ lack of use

13.33 13.33

Environmental
(30%)

Cement,
construction

3.00 3.00 13.87 8.37

Aggregates 3.17 3.17

Reinforcement
(steel mesh, steel
fibers, polyolefin
fibers),
construction

2.40 9.30

Water,
construction

4.03 4.03

Auxiliary
materials,
construction

3.75 3.75

Reused material,
construction

0.00 0.00

Cement,
maintenance

7.84 9.22

Aggregates,
maintenance

0.98 4.92

Reinforcement
(steel mesh, steel
fibers, polyolefin
fibers),
maintenance

0.31 1.55

(continued)
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Table 3 (continued)

Requirement Indicator name Indicator score Overall score

Polyolefin
fibers

Steel mesh Polyolefin
fibers

Steel mesh

Water,
maintenance

1.15 5.76

Auxiliary
materials,
maintenance

0.63 3.13

Reused material,
maintenance

0.00 0.00

Global warming
potential,
construction

19.12 42.40

Total waste,
construction

5.98 13.25

Global warming
potential,
maintenance

19.12 42.40

Total waste,
construction,
maintenance

5.98 13.25

Embodied
energy

20.00 20.00

Construction
energy

40.00 40.00

Service and
maintenance
energy

8.00 12.00

Social (20%) Comfort,
thermal, air,
noise, etc.

10.00 10.00 20.00 13.20

Noise pollution,
construction

15.00 15.00

Particles
pollution,
construction

15.00 15.00

Traffic
disturbances,
construction

15.00 15.00

(continued)
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Table 3 (continued)

Requirement Indicator name Indicator score Overall score

Polyolefin
fibers

Steel mesh Polyolefin
fibers

Steel mesh

Noise pollution
maintenance

3.00 15.00

Particles
pollution,
maintenance

3.00 15.00

Traffic
disturbances,
maintenance

3.00 15.00

Health and
safety during
construction

40.00 40.00

Health and
safety during
maintenance

8.00 40.00

Occupant safety,
risk of disaster ×
cost of life
disruption

20.00 20.00

Fig. 2 Sustainability indices of construction frame alternatives [1], where OC—onsite concrete
structure; PC—prefabricated concrete frame, PS—prefabricated steel modules, PT—prefabricated
timber structure
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Table 4 Sustainability indices of concrete pillar alternatives [9]

S. No. Alternative Cross-section type Concrete
characteristic
strength

Compaction Sustainability
index

1 Sq1 Square 25 Self 0.61

2 Sq2 Square 25 Vibrated 0.62

3 Sq3 Square 50 Self 0.72

4 Sq4 Square 50 Vibrated 0.66

5 Sq5 Square 75 Self 0.77

6 Sq6 Square 75 Vibrated 0.71

7 Ci1 Circular 25 Self 0.56

8 Ci2 Circular 25 Vibrated 0.56

9 Ci3 Circular 50 Self 0.77

10 Ci4 Circular 50 Vibrated 0.72

11 Ci5 Circular 75 Self 0.85

12 Ci6 Circular 75 Vibrated 0.79

• Circular cross-section pillars are preferred when high performance concretes are
used with lower cross-sectional area while square ones are preferred in case of
higher cross-sections [9]

Another study conducted by Hosseini et al. in 2016 evaluates the alternatives
proposed for the construction of temporary housing units (THUs) for the displaced
population of the Bam earthquake (2003), a region in the Kerman province of Iran.
The aftermath left 80%of buildings inBam in ruins [11] and roughly 30%of the popu-
lation was wiped out [12], leaving around 75,000 people homeless [13]. THUs are
a temporary alternative to shelter people affected by natural disasters till permanent
housing projects are complete. Often provided as prefabricated systems, THUs have
long faced opposition on economic, environmental and social grounds despite being
the default alternative while handling displaced populations. In this study, substitute
technologies for manufacture/prefabrication of THUs as suggested by a private tech
firm are evaluated with the objectives of determining the most sustainable alternative
as well as testing the designed model. The alternatives included four variations in
wall composition while sporting two different compositions for the roof (Fig. 3). The
analysis indicated that concrete masonry units (CMU) were more sustainable than
the others [14].

In another study, Joglekar et al. [15] reported the sustainability assessment of
brickwork used for low-cost housing units. This study takes into account five specific
alternatives to the production of bricks for low-cost housing units and evaluates the
most sustainable option. Five different wall materials, namely clay bricks (CB),
fly ash bricks (FB), cotton and paper waste bricks (CWB), paper and RHA waste
bricks (RHAB) and paper mill waste bricks (PWB), were evaluated under social,
economic, environmental and technical categories. Data for the same were generated
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Fig. 3 Sustainability indices for alternative technologies used for construction of THUs in Bam,
2003 [14], where AAC—autoclaved aerated concrete blocks; CMU—concretemasonry units; PR—
pressed reeds; 3D—3D sandwich panels

through literature assessment and process development (in case of unavailability
of desired data). The system boundary of the study strictly included the life cycle
phases of the production of bricks till the production stage. Apart from conventional
indicators for social, economic and environmental index evaluation, specific technical
indicators like thermal conductivity, compressive strength and bulk density were
considered for appropriate evaluation of comparative assessment. Interestingly, in
comparison with the conventional bricks used for the purpose, CWB turned out to
have the highest sustainability index of 0.94 (on a scale of 0 to 1) with exceptional
economic advantages while exhibiting comparable scores on environmental, social
and technical fronts. Figure 4 shows the graphical representation of the results and
contribution of each criterion to the overall sustainability index [15].

3.3 MIVES in Education and Teaching

The application of MIVES can also be observed in the education sector. A study
conducted byViñolas et al. (2009) discusses the application ofmulti-criteria decision-
makingmethods for the evaluation of thework of professors in universities taking into
account aspects of the profession. The work evaluation considers the assessment of
professors on the basis of the investigative outlook, teaching ability, commitment to
the system and extended work engagements. These requirements are divided across
a plethora of indicators that carefully assess the performance of a professor in each
category. The analysis was conducted on a relative scale, where the faculties were
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Fig. 4 Sustainability index for five alternative bricks for the brickwork of low-cost housing [15]

Table 5 Requirement
category and respective
criteria of evaluation used

S. No. Requirement Criteria

1 Investigation (35%) Competitive projects with
public resources

Competitive projects with
private resources

Research results

2 Teaching (35%) Teaching experience

Teaching innovation

Teaching results

3 Commitment to
system (10%)

External to university

Internal to university

4 Extended work
engagements (20%)

Professional

Social

weighed in comparison with one another. Table 5 enlists the requirement category
and respective criteria of evaluation used in the study [16].

3.4 MIVES in Enterprise—Case Study of Biomass
Processing Enterprise

ApplyingMIVES, Joglekar et al. (2019) have discussed the evaluation of the sustain-
ability index of an existing biomass processing enterprise (BPE). The author also
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Fig. 5 General methodology to be adopted for sustainability evaluation of BPE [17]

prescribed the general framework to be adopted for applying MIVES to any enter-
prise (Fig. 5). The BPE is an establishment rearing breeds of cattle that use cow
dung and urine as raw materials for the processing of products. The BPE consid-
ered in the study is representative of small-scale agricultural ventures that play vital
roles in generating employment, mostly in the vicinity of the establishment, that are
key to the socio-economic development of the region. Contrary to the other case
studies discussed above that discuss the application of MIVES through a compara-
tive approach, this study focuses on the evaluation of the sustainability index of the
individual enterprise alone. The activities undertaken by the organization are evalu-
ated under categories of social, economic and environmental criteria. The economic
criteria are evaluated by gross profit earned by the BPE. As detailed inventory values
were not available life cycle assessment was not performed and the environmental
criteria are evaluated using indicators renewable energy used and product replace-
ment potential. The social criteria are evaluated using indicators such as financial
status, health impact, prerequisite skill requirement and social stature. The social
criterion is evaluated by considering the feedback obtained from the workers of the
BPE. The evaluation results in an overall sustainability index of 0.69 [17]. The appli-
cation of MIVES for sustainability evaluation of enterprises can have an excellent
reach, especially for social enterprises. Themethodology can also be used by existing
industries to benchmark their performance and can be used for comparison.
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4 Conclusion

Sustainability evaluation has been gaining importance in the recent context, espe-
cially in chemical processing industries. Sustainability evaluations should include
economic, environment, social, technical and ecological criteria/indicators. Thus
a major obstacle of sustainability assessments is the subjectivity associated with
these criteria/indicators. MIVES provides a solution to address the subjectivity,
through which one can compare different alternatives product or process based on
the maximum and minimum satisfaction values. Though the framework has been
developed for the construction sector, the same can be applied with modifications
to other domains as well. However, the basis of the framework stands on the pillars
of overall weightage assigned to indicator/criteria and hence the results are entirely
dependent on the same. With an increase in the number of indicators and/or criteria,
the sensitivity of the results seems to reduce. Hence it is advisable to consider only the
relevant indicators for analysis and improved dependence evaluation. The indicator,
ideally, should take into account precise considerations depending on the different
aspects of the criteria under which it is defined. Moreover, since the method uses
constants (C, K and P) that are indicator-dependent, condition specifications for the
same become utterly essential.

With this viewpoint, the chapter discusses the application of MIVES to different
domains such as construction, aviation, education and process industry. The
prescribed methodology is followed in each scenario with minor case-specific modi-
fications. The methodology primarily rates the alternative based on its indicator
values with respect to the least desired (value 0) and most desired value (value 1).
The value function of the indicator is evaluated based on a generalized equation
that compares the alternative with respect to other alternatives or defined limits.
The overall value function generated for a specific alternative is dependent on the
weightage of criteria/subcriteria/indicator, the value of the indicator and maximum
and minimum desired conditions. Thus the overall function represents the sustain-
ability rating or “Sustainability index” of the alternative for the specific evaluation
procedure.

The methodology holds promise to address the need for a framework for
sustainability evaluation in different domains of the industry.
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Base Criterion Method (BCM)

Gholamreza Haseli and Reza Sheikh

Abstract The base criterion method (BCM) is one of the latest MCDM methods
introduced to obtain theweight of the criteria. Thismethodwas introduced in 2020 by
Haseli et al. The BCM method uses the pairwise comparison approach to obtain the
weight of the criteria. This method removes a large number of unnecessary compar-
isons by dividing pairwise comparisons into two categories: base comparisons and
final comparisons. To obtain the weight of the criteria with the BCM method, only
base comparisons are needed. In the base comparisons for n criteria, n − 1 pairwise
comparisons need to be performed. The results in the BCM method will be fully
consistent because instead of the controlling outputs of the pairwise comparisons to
measure the inconsistency, the BCMmethod controls the inputs of pairwise compar-
isons. By controlling the input values of pairwise comparisons, there will be no more
errors in the process of obtainingweights. The zero error accuracymeans optimal and
full consistent weights. Therefore, the BCM method can obtain the optimal weight
of the criteria quite accurately. Also, it is required to perform fewer pairwise compar-
isons compared to the other existing MCDM methods. In this chapter, examples are
provided to become more familiar with the problem-solving process for obtaining
the weight of criteria using the BCM method.

1 Introduction

Problems in the real world are very complex and it is impossible to make a deci-
sion just by considering one criterion [1]. Decision-making is a complex and diffi-
cult process because the decision-makers have to consider several factors at the
same time. Therefore, to reach an optimal decision, identifying and evaluating
all the criteria is necessary. Decision-making in which multiple criteria influence
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the decision is known as multi-criteria decision-making (MCDM) [2]. In MCDM
methods, decision-makers evaluate the different options based on the set of criteria
and then choose the best one as a preferred option [3, 4]. Therefore, the MCDM
methods have attracted a lot of attention in various scientific fields [5]. Based on
the problem-solving space, MCDM can be divided into two categories: the multi-
attribute decision-making (MADM) andmulti-objective decision-making (MODM).
The MADM first evaluates the different options, then listed the superior and inferior
options, and then selects the desired option. Also, the MODM methods employ the
vector-based optimization method, which is a type of mathematical programming
method [2].

The MCDM methods are divided into two parts when dealing with practical
problems. First, obtain decision information, including the weight of the criteria.
Second, evaluate the options according to the criteria information [6]. In the last
years, several methods have been introduced for obtaining the weight of criteria
based on pairwise comparisons, such as the analytic hierarchy process (AHP) [7],
analytic network process (ANP) [8], best-worst method (BWM) [6, 9] and finally
base criterion method (BCM) [10, 11].

TheAHP is an importantmethod that used pairwise comparisons for building pref-
erential relationships between the criteria [12]. In this method, the factors are sorted
in a hierarchical structure from the overall goal to the criteria (C1, C2, …, Cn), sub-
criteria (C11, C12, …, C21, C22, …, Cnn) and alternatives (A1, A2, …, An). Then, the
relative importance of the criteria and alternatives is measured by the expert(s) using
the pairwise comparison introduced by Thurston [13] on a scale of 1–9. An impor-
tant issue that occurs in the pairwise comparisons performing is the inconsistency of
the pairwise comparison matrix. It is impossible to ignore the inconsistency in the
pairwise comparison matrix [14]. The inconsistency in the decision-making process
occurs for various reasons such as lack of decision-makers focus [15]. Performing
a large number of pairwise comparisons (n(n − 1)/2) to calculate the weights of n
criteria is caused to carelessness and fatigue in the decision-makers’ minds. This
fatigue can lead to inconsistencies in decisions. Therefore, despite the popularity
and ease of the AHP, it is sometimes unable to sufficiently control the accuracy
of decision-making preferences and the consistency of pairwise comparisons [16].
Pairwise comparison matrix inconsistency is an AHP defect, which may lead to
unreasonable ranking results [17].

Rezaei [6] introduced the BWM method requiring fewer pairwise comparison
data than the AHP (2n − 3) method, while it can make more consistent compar-
isons. The BWMmethod allows the decision-maker to produce more reliable results
based on previous analyses [18]. In the BWMmethod, the best (most important) and
worst (least important) criteria are determined by decision-makers. Then, the relative
importance of other criteria is measured based on the best and worst criteria. Rezaei
[6], by comparing the results of BWM and AHP methods, showed that the results
of BWM are more accurate than the AHP [6]. However, there are inconsistencies in
the BWMmethod that can affect the decision problems. It is sometimes difficult for
decision-makers to identify the best and worst criteria in the first step, because there
may be several best or worst criteria of the same importance. To overcome all the
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mentioned problems of AHP and BWM methods, Haseli et al. [10, 11] introduced
the BCM method. The BCM method was able to obtain the weight of criteria full
consistency by using fewer pairwise comparisons.

TheBCMmethod similar to theBWMmethod is vector-basedbut uses a numerical
scale of 1/9 to 9 to determine the relative importance of pairwise comparisons. The
BWMmethod measurement consistencies are based on outputs of pairwise compar-
isons rather than directly on pairwise comparisons inputs [18]. Unlike previous
methods such as AHP, ANP and BWM, the BCM method directly measures inputs
of pairwise comparisons to achieve absolute compatibility. By using a framework for
measuring pairwise comparison inputs, any inconsistencies in pairwise comparisons
can be prevented. In the BCM method, the decision-maker first selected a criterion
(preferential) as the base criterion and then performed pairwise comparisons between
the base criterion and other criteria. Using the base criterion for comparisons results
in better consistency in terms of strength and direction than the other methods. Also,
the BCM method is able to complete the pairwise comparison matrix using its own
model so that in case of shortage or loss of data, incomplete data can be calculated
in full consistency mode by using the BCM framework [10, 11].

2 Base Criterion Method

2.1 Strength and Direction in the Pairwise Comparisons

The main reason for introducing the BCMmethod is the improvement of the consis-
tency ratio. The weight of the criteria is obtained through pairwise comparisons. In
performing pairwise comparisons, the strength and direction of the comparisons are
very important [10, 11]. Saaty [7] in the AHP method claims that pairwise compar-
isons between all criteria are considered independently. To illustrate, he uses the
example of football teams playing against each other. His explanation that if there
are three criteria for a decision problem (C1, C2 and C3) and the relative importance
of C1 greater than C2 and the relative importance of C2 greater than C3, then there
is no requirement for the relative importance of C1 to be greater than C3 [7]. On the
other hand, the consistency ratio in the AHP method conflicts by performing inde-
pendent pairwise comparisons. Therefore, this approach to performing the pairwise
comparisons leads to inconsistency in pairwise comparison directions [10, 11].

Inconsistency in pairwise comparisons occurs in both statuses of direction and
strength. A directional inconsistency occurs when the relative importance is applied
inversely to another criterion in pairwise comparisons. For example, if the relative
importance of the C1 is less than C3 in the above case, it will cause an inconsistency
in the direction. Also, inconsistency in the strength occurs when the decision-maker
does not accurately evaluate the pairwise comparisons. For example, if the relative
importanceofC1 toC2 is 5 (according to the scale of 1 to 9) and the relative importance
of C2 to C3 is 1 (equal), then the relative importance of C1 to C3 should be 5.
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If the decision-maker instead of the value of 5 entered other numbers such as 4
or 6, it will cause inconsistency in strength. Unlike the AHP method, in which
inconsistencies in direction and strength are observed, in the BWM method, only
inconsistencies in strength occur. In secondary comparisons of the BWM method,
directional inconsistency does not occur due to its dependence on the reference
comparisons. Inconsistency in strength or direction causes the error and reduced
accuracy in determining the optimal weights [10, 11]. Several methods have been
introduced over the years to improve the consistency rate [19]. But none of them
were able to completely solve the inconsistency problem.

To deal with inconsistencies in strength and direction, it is necessary to reduce
the number of pairwise comparisons required and to avoid performing unnecessary
pairwise comparisons. Also, a framework is needed to control the inputs of pair-
wise comparisons instead of evaluating outputs to determine consistency. The BCM
method can deal with strength and direction inconsistencies by performing fewer
pairwise comparisons required and controlling the inputs of pairwise comparisons.
In the BCMmethod, first base comparisons are performed and if necessary, the final
comparisons are calculated based on base comparisons. For more explanation about
the base and final comparisons, see Figs. 1 and 2.

Suppose there are six criteria for the MCDM problem. To determine the optimal
criteria weights, instead of performing the pairwise comparisons between all criteria,
one of the criteria is to select as the base criterion. Then, the relative importance of
the base criterion to other criteria is evaluated by using a numerical scale of 1/9 to
9. If necessary, Eq. (1) can be used to complete the matrix of pairwise comparisons.

aBase,i × ai j = aBase, j (1)

C1 C2
C4C3 C5 C6

a31
a32

a34

a35

a36

Fig. 1 Base comparisons [10, 11]



Base Criterion Method (BCM) 21

C1 C2
C4C3 C5 C6

a34

a35

a45

a46a36

Fig. 2 Final comparisons [10, 11]

The pairwise comparison of ai j indicates the importance of criterion relative to
criterion j. Also, the pairwise comparison of a ji indicates the importance of criterion
j to criterion i, which is written inversely (a ji = 1/ai j ). If ai j > 0, then criterion i is
preferable to criterion j. The pairwise comparison of aBase,i indicates the importance
of base criterion relative to criterion i, and thepairwise comparisonofaBase, j indicates
the importance of the base criterion relative to criterion j.

In fact, the pairwise comparisons of the BCM method are divided into two parts:

1. Base comparisons
2. The final comparisons which calculated using the data of base comparisons.

The pairwise comparison of ai j is a base comparison if i is a base criterion.Otherwise,
the pairwise comparison of ai j is one of the final comparisons used to complete
the pairwise comparison matrix. The weight values of the criteria can be obtained
without performing the final comparisons. The final comparisons are only provided
to complete the pairwise comparisons matrix.

As can be seen in Fig. 1, among the six criteria presented, the third criterion
(C3) is selected as the base criterion with the decision-maker preference. Note that
there are no restrictions on the choice of base criterion for the decision-maker and
the decision-maker by his preference can choose each of the criteria as the base
criterion. In the next step, the decision-maker evaluates the relative importance of
the base criterion to each of the criteria using a numerical scale of 1/9 to 9.

As shown in Fig. 2, to calculate the relative importance of the pairwise comparison
of C4 to C5 (dashed line C45), according to Eq. (1), the relative importance of the two
base comparisons (C34 and C35) is required. For example, if the relative importance
value of C34 is 2 and the relative importance value of C35 is 1/2, then the relative
importance of the final comparison of C45 will be 1/4. In other words, the value of
all final comparisons can be calculated using base comparisons.
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aBase,i × ai j = aBase, j

aBase,4 × a45 = aBase,5

a34 × a45 = a35 → 2 × a45 = 1/2 → a45 = 1/4

The relative importance values of C4 to C6 (dashed line C46) can also be calculated
like the A45 pairwise comparison.

The controlling inputs and assigning a logical value to the base comparisons
are important points in performing pairwise comparisons in the BCMmethod. If the
decision-maker considers the value for the relative importance of the base comparison
C3 to C4 (line a34 in Fig. 1), it is obvious that C3 is higher than C4. Thus, the decision-
maker considers a number greater than 1 to indicate relative importance. On the
other hand, C2, C5 and C6 are also larger than C3. Therefore, the decision-maker
must assign a number to a34 that does not exceed the numerical scale of 1/9 to 9
in subsequent comparisons. The value of 2 is suitable for the relative importance
of a34, but if the decision-maker considered values 3 or 4 for a34, then it will be
inconsistent in subsequent comparisons. So if we assign 1/4 to a36 (in Fig. 1), then
the relative importance of C4 to C6 (dashed line a46 in Fig. 2) will be 1/12 or 1/16.
While the numbers greater than 9 and less than 1/9 are not allowed for assignment
to comparisons. To solve this problem, the BCM method considers a framework for
controlling the inputs in the base comparisons. According to Eq. (2), the assignment
of a number to the relative importance value in the base comparisons must be done
in such a way that the values of the final comparisons do not exceed about 1/9 to 9
[10, 11].

1/9 ≤ aBase, j, j = 1, 2, . . . , n

aBase, j, j = 1, 2, . . . , n
≤ 9 (2)

If the values are assigned to the base comparisons according to Eq. (2), the calcu-
lated weights will be optimal and fully consistent. Using Eq. (2) to control the inputs
of pairwise comparisons, there will be no inconsistencies in direction or strength.
The BCMmethod, instead of evaluating the outputs and trying to improve the incon-
sistency, produces accurate and reliable results by preventing and controlling the
outputs using Eq. (2).

2.2 Steps of BCM

The steps of the BCM method are similar to the BWM method with minor modi-
fications. The BCM method is vector-based and performs only necessary pairwise
comparisons to determine the optimal criteria weights. The steps of the BCMmethod
for determining the weight of the criteria include the following four steps [10, 11]:
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Step (1) Specify the effective criteria for the decision-making problem.

Step (2) Select one of the criteria as the base criterion.
The base criterion is chosen by the decision-maker and there is no limitation to

the decision-maker in choosing it.

Step (3) Perform the base comparisons.

Performing the pairwise comparisons between the base criterion and other criteria
using the numerical scale of 1/9 to 9. In this step, for each n criterion n − 1 pairwise
comparison is required. The base comparison vector will be in the form of relation
(3).

aBase, j = (aB1, aB2, aB3, · · · , aBn) (3)

The principle of Eq. (2) should be considered when performing base comparisons
to control inputs. If the relative importance values of any pairwise comparison are
inconsistent with the principle of Eq. (2), it will cause inconsistencies in the results.
According to the principle of Eq. (2), if all the values for the base comparisons are
correct, enter the next step.

Step (4) Determine the optimal weight for each of the criteria.

After performing the base comparisons, Eq. (4) is used to determine theweights of the
criteria (w1, w2, w3, · · · , wn). To obtain the weight of the criteria, wB

w j
indicates the

pairwise comparison of the base criterion relative to the criterion j, and aBj indicates
the relative importance value of this pairwise comparison.

Min max
∣
∣
∣
wB
w j

− aBj
∣
∣
∣

such that,
⎧

⎨

⎩

n∑

j=1

(

w j
) = 1

w j ≥ 0 f or all j

(4)

Considering the deviations leading to the inconsistency, Eq. (4) can be written in
the form of Eq. (5).

Min ξ

such that
⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

∣
∣
∣
wB
w j

− aBj
∣
∣
∣ ≤ ξ

n∑

j=1
(w j )

w j ≥ 0 f or all j

(5)
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2.3 BCM Consistency Ratio

Paying attention to the consistency ratio in pairwise comparisons performing is a
very important issue. Each of the introduced methods to date has proposed a specific
approach for measuring the consistency ratio. These methods (AHP and BWM)
measure the consistency ratio through the outputs of comparisons. Therefore, an
acceptable value is considered for the inconsistency ratio. This value is often less
than 0.1 for the consistency ratio. For example, the BWM method calculates the
degree of consistency using Eq. (6). ξ indicates the error rate obtained from the
problem-solving algorithm and the consistency index is the rate provided by Rezaei
[6].

Consistency Ratio = ξ

Consistency Index
(6)

The BCM method reduces the error (ξ) resulting from the problem-solving algo-
rithm to zero by controlling the inputs of pairwise comparisons in the base compar-
isons step. The BCMmethod uses Eq. (3) to control the inputs of base comparisons.
When the value of ξ is zero, the inconsistency ratio will also be zero. The BCM
method’s goal is to eliminate existing errors to achieve fully consistent weights,
which are possible by controlling the inputs of pairwise comparisons. For more
information, see solving the examples in Sect. 2.4.

2.4 Examples

This section provides some numerical examples to illustrate the use of the proposed
method for decision-making problems. The equations of numerical examples are
solved by LINGO software to calculate the optimal weights.

Example 1A company has considered five criteria for evaluating its staff to selection
as a manager. The company intends to assess the importance of each of these criteria
in selecting managers. The criteria set include C1: age, C2: education, C3: work
experience, C4: personal competencies and C5: organizational performance (step 1).
The decision-maker needs to select a criterion as the base criterion to evaluate the
criteria using the BCM method. The work experience (C3) is selected as the base
criterion by the decision-maker (step 2). Then, to determine the relative importance
of criteria, pairwise comparisons are performed between the base criterion and other
criteria (step 3). The values assigned by the decision-maker to the base comparisons
can be seen in Table 1. In this step, the values assigned to the base comparisons are
examined according to the principle of Eq. (2). Given that all the values are correct,
the optimal weight of the criteria can be calculated.

According to the BCM method mathematical algorithm (Eq. 5), the solution
algorithm will be as follows:
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Table 1 The base comparisons results

Criteria C1 C2 C3 C4 C5

Base criterion C3 8 4 1 3 2

Min ξ

such that
⎧

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∣
∣
∣
w3
w1

− a31
∣
∣
∣ ≤ ξ

∣
∣
∣
w3
w2

− a32
∣
∣
∣ ≤ ξ

∣
∣
∣
w3
w4

− a34
∣
∣
∣ ≤ ξ

∣
∣
∣
w3
w5

− a35
∣
∣
∣ ≤ ξ

n∑

j=1

(

w j
) = 1

w1 ≥ 0, w2 ≥ 0, w3 ≥ 0, w4 ≥ 0, w5 ≥ 0

(7)

By placing the values of base comparisons in Table 1, the final algorithm will be
as follows:

Min ξ

such that
⎧

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
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− 8
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∣ ≤ ξ
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∣
∣
w3
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w4

− 3
∣
∣
∣ ≤ ξ

∣
∣
∣
w3
w5

− 2
∣
∣
∣ ≤ ξ

n∑

j=1

(

w j
) = 1

w1 ≥ 0, w2 ≥ 0, w3 ≥ 0, w4 ≥ 0, w5 ≥ 0

(8)

By solving the above mathematical Eq. (8) in Lingo software, the weight of the
criteria is obtained. The optimal weight of each criterion according to the steps
taken is w1 = 0.05660377, w2 = 0.1132075, w3 = 0.4528302, w4 = 0.1509434,
w5 = 0.2264151 and ξ = 0. As can be seen, the total weight of the criteria is also
equal to 1.

Example 2 Suppose seven criteria are effective to product quality. To determine the
importance of each criterion, it is necessary to determine the weight of the criteria.
To obtain the criteria weights by the BCM method, one of the criteria is chosen as
a base criterion (step 2). In this example, the fifth criterion is selected as the base
criterion. By performing the base comparisons, values of the relative importance of
the base criterion compared to other criteria are obtained (step 3). Table 2 shows the
values of the base comparisons.
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Table 2 The base comparisons results

Criteria C1 C2 C3 C4 C5 C6 C7

Base criterion C5 2 3 1/3 1/2 1 1/2 1

According to the values of the base comparisons, the mathematical equation of
the problem will be as follows:

Min ξ

such that
⎧

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
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∣
∣
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∣
∣
∣
w5
w7

− 1
∣
∣
∣ ≤ ξ

n∑

j=1
(w j )

w1 ≥ 0, w2 ≥ 0, w3 ≥ 0, w4 ≥ 0,
w5 ≥ 0, w6 ≥ 0, w7 ≥ 0

(9)

By solving the mathematical Eq. (9) in Lingo software, the results will be
w1 = 0.05084746, w2 = 0.3389831, w3 = 0.3050847, w4 = 0.2033898,
w5 = 0.1016949, w6 = 0.2033898, w5 = 0.1016949 and ξ = 0.

Note 1 The important point in this example is the existence of several criteria with
equal importance. Sometimes theremay be several criteria of equal importance in the
decision-making process. The equality of the importance of several criteria should
not influence the decision-maker in choosing the base criterion.

Note 2 By comparing the number of pairwise comparisons required to obtain the
optimal weights for this problem, the advantage of the BCM method is able to
realize so that for seven criteria by using the AHP method 21 pairwise comparisons,
by using the BWMmethod 11 pairwise comparisons and by using the BCMmethod
only 6 pairwise comparisons are required.

Example 3 This example provided a mode to compare the answers and analyze
the results. The totality of the example and the values of pairwise comparisons for
solving this problem are derived from the numerical examples of [6] and Haseli et al.
[10, 11]. A company has identified three criteria for choosing the optimal mode of
transportation of products to the market. The decision-maker wants to determine the
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Table 3 The base
comparisons results

Criteria C1 C2 C3

Base criterion C3 8 2 1

impact (weight) of each criterion on the optimal model. The criteria identified are as
follows:

C1 Load flexibility
C2 Accessibility
C3 Cost

The cost criterion is chosen as the base criterion by the decision-maker. Table 3
shows the base comparisons made by the decision-maker.

According to the BCM method algorithm (Eq. 5), the solution algorithm will be
as follows:

Min ξ

such that
⎧

⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∣
∣
∣
w3
w1

− a31
∣
∣
∣ ≤ ξ

∣
∣
∣
w3
w2

− a32
∣
∣
∣ ≤ ξ

n∑

j=1
(w j ) = 1

w1 ≥ 0, w2 ≥ 0, w3 ≥ 0

(10)

By replacing the values of base comparisons in Eq. (10), the final algorithm will
be as follows:

Min ξ

such that
⎧

⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∣
∣
∣
w3
w1

− 8
∣
∣
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∣
∣
∣
w3
w2

− 2
∣
∣
∣ ≤ ξ

w1 + w2 + w3 = 1
w1 ≥ 0, w2 ≥ 0, w3 ≥ 0

(11)

The optimal weight of each criterion according to the evaluation of the decision-
maker is w1 = 0.07692308, w2 = 0.3076923 and w3 = 0.6153846. Also, the
error rate is zero (ξ = 0), which indicates full consistency. According to Eq. (2), the
complete pairwise comparison matrix can be calculated (can be seen in Table 4).

Note 3 If the weights obtained from the BCM method are compared with the result
weights of the BWM method, we will notice a difference in the calculated values.
The main reason for this difference in the value of obtained weights is the error rate
of 0.26 that occurred in the BWM pairwise comparisons. Table 5 shows the obtained
results of solved examples by BWM [6] and BCM [10, 11] methods
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Table 4 The values of the
complete pairwise
comparison matrix

Criteria Load flexibility Accessibility Cost

Load flexibility 1 1/4 1/8

Accessibility 4 1 1/2

Cost 8 2 1

Table 5 The results of BCM
and BWM

Weights BCM BWM

Load flexibility 0.07692308 0.0714

Accessibility 0.3076923 0.03387

Cost 0.6153846 0.5899

ξ 0.00 0.26

Note 4 In Table 6, all the values for s31 and a32 are considered so that the different
weights of the criteria and ξ for the consistency ratio can be seen. Table 6 shows
that the weight of the criteria changes as the value of each of the base comparisons
changes. It is observed that in some cases, the values for a13 and a23 in Table 6 are
not consistent with Eq. (2), but the error (ξ) is zero. In fact, Eq. (2) is used to control
inputs, ensure consistency and obtain fully optimal weights

In real-lifeMCDMproblems, ambiguity in evaluating comparisons is often due to
a lack of complete knowledge, and ambiguity of decision-makers in qualitative judg-
ment is quite common, so sometimes using clear values to evaluate criteria is insuf-
ficient [20]. Thus, based on the uncertainty and complexity of the goal and human
thinking, fuzzy recruitment variables may reflect a better approach to addressing the
MCDM’s scientific topics [2]. Fuzzy set theory by [21] helps decision-maker to deal
with vague, inaccurate and subjective data that characterize human behavior and
judgment [22].

Haseli et al. [10, 11] proposed a fuzzy BCM method based on triangular fuzzy
numbers for ambiguous decision problems that have subjective criteria. The fuzzy
BCMmethod is similar to the BCMmethod and is able to obtain the optimal weight
for the subjective criteria. See (Haseli et al. 2020) for more details and familiarity.

3 Conclusion

The BCM method uses pairwise comparisons to obtain the weight of the criteria.
The results show that the BCM method is more reliable than other MCDMmethods
and provides more accurate results. Also, the BCMmethod needed to perform fewer
pairwise comparisons to obtain the weight of the criteria (n − 1) than the other
MCDM methods. An important principle that makes the BCM method superior to
other existing MCDM methods is the control of inputs of pairwise comparisons
instead of checking outputs. In the BCMmethod, the inputs of pairwise comparisons
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are controlled using Eq. (2) so that inconsistencies in direction and strength do not
occur. Due to the full consistency of the results based on input controlling, theweights
obtained using the BCM method will be quite accurate. This method is simple and
requires fewer equations to obtain the weight of the criteria. Using the BCMmethod,
decision-makers will have the option of selecting each of the criteria as the base
criterion for performing pairwise comparisons. Using the BCM method, the values
of missing data in the incomplete pairwise comparison matrix can be calculated
under full compatibility conditions.

One of the limitations of this method is reduced attractiveness when there are a
large number of criteria. It is recommended that when dealingwith decision problems
that affectmore than 12 criteria, the criteria be divided into different groups or criteria
of lesser importance be removed.Also, sometimes the inputs of pairwise comparisons
may not be based on Eq. (2) but still, the results are consistent (as can be seen in
Table 6). It is recommended that Eq. (2) is always considered by the decision-makers
as the basic element for controlling inputs of pairwise comparisons.
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DEX (Decision EXpert): A Qualitative
Hierarchical Multi-criteria Method

Marko Bohanec

Abstract DEX (Decision EXpert) is a hierarchical, qualitative, rule-based, multi-
criteria decision modeling method. It combines multi criteria decision analysis
with artificial intelligence and is particularly suited for sorting/classification deci-
sion problems. DEX puts special attention on the transparency, comprehensibility,
consistency, and completeness of decision models, as well as on methods for
the analysis, justification, and explanation of decisions. The approach relies on
using software tools that actively support the decision maker in both the creation
and utilization stages of the process. Since its inception in the 1980s, DEX has
been successfully applied in hundreds of real-world decision projects in various
areas, including economy, ecology, agronomy, medicine, and health care. In the
last decade, there is an increasing trend of including DEX models in decision
support systems. In this chapter, DEX is described from the theoretical and prac-
tical viewpoint and further explained in terms of motivation, history, software, appli-
cations, and method extensions. The presentation is supported by three examples:
a didactic example of employee selection and two real-world industrial applica-
tions of choosing a raw-material location and assessing electric energy production
technologies, respectively.

Keywords Decision Expert (DEX) · Multi-criteria modeling · Qualitative decision
model · Decision rules · Decision support system · DEXi
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Ai ∈ A, Ai = {ax,i ∈ Ex ,∀x ∈ X} An alternative
ax,i ∈ Ai Value of Ai assigned to attribute x
Bx ⊂ Dx Subset of bad values of attribute x
Cy = ∏

x∈S(y) Dx Domain of fy

Dx Value scale of attribute x
Ex Range of values that can be assigned to

attribute x
Ey Range of fy

e = (x, y) ∈ Ty Elementary decision rule, an entry in Ty

F Set of aggregation functions of a DEX model
Fy Fuzzy distributions over Dy

fy : Cy → Ey Aggregation function associatedwith attribute
y

gy An approximation of fy

Gx ⊂ Dx Subset of good values of attribute x
Ii ⊂ Ai Subset of values of Ai , assigned to input

attributes
Iy Set of intervals over Dy

mx = |Dx | Number of categories of scale Dx

M = (X, D, S, F) A DEX model
Nx ⊂ Dx Subset of neutral values of attribute x
Oi ⊂ Ai Subset of values of Ai , assigned to output

(aggregate) attributes
ord(vx,i ) = i Ordinal value of vx,i

P(x) Set of parents of attribute x
Py Probability distributions over Dy

ry = |Cy| Size of Cy and the corresponding Ty

S : X → 2x Descendant function
S(x) Set of descendants of attribute x
Sy The power set of Dy

Ty = {(x, y), x ∈ Cy, y ∈ Ey} Decision table associated with attribute y
vx,i ∈ Dx i-th qualitative value (category) of attribute x
vx,i� vx, j Weak preference relation
w,wi ∈ R Relative weight (importance) of an attribute
x, xi , y ∈ X An attribute
X = {x1, x2, . . . , xn} Set of attributes
ω ∈ [−0.5,+0.5] An offset to qualitative value v

Abbreviations

3D Three-dimensional
AHP Analytic Hierarchy Process, an MCDM

method
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AQ Algorithm Quasi-optimal, a machine rule
learning algorithm

CDPC Consistency-Driven Pairwise Comparisons,
an MCDM method

DECMAK DECision MAKing, an early predecessor of
DEX

DEX Decision EXpert, a qualitative MCDM
method

DEXi Software implementing the DEX method
DRSA Dominance-based Rough Set Analysis, an

MCDM approach
DSS Decision Support System
ELECTRE ELimination Et Choix Traduisant la REalité

(ELimination Et Choice Translating REality),
a family of MCDM methods

HINT Hierarchical INduction Tool, a machine-
learning method for developing DEX models
from data

MACBETH Measuring Attractiveness by a Categorical
Based Evaluation Technique, an MCDM
method

MCDM Multi-Criteria Decision Modeling
MCHP Multi-Criteria Hierarchy Process, a hierar-

chical MCDM approach
QQ Qualitative-Quantitative, an approach to

ranking of alternatives using a DEX model

1 Introduction

DEX (Decision EXpert) [19] is a multi-criteria decision modeling (MCDM)method,
conceived in the 1980s as a fusion of multi-criteria decision analysis and artificial
intelligence. From MCDM, it adopted the ideas of modeling decision situations
using multiple criteria, structuring and decomposing complex decision problems in
smaller and less complex sub-problems, and solving problems through evaluation
and analysis of decision alternatives. From artificial intelligence, it primarily adopted
concepts used in expert systems: using qualitative (symbolic) variables, representing
decision knowledge in terms of “if–then” rules, handling imprecision and uncertainty,
emphasizing the transparency of decision models, and facilitating the explanation of
results. DEX also includes some elements of machine learning, e.g., for constructing
compact decision rules from decision tables.
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According to the classification in [49], DEX belongs to the category of full aggre-
gation or “American school” methods. This approach is characterized by using an
explicit multi-criteria model, which is developed first, more or less independently
from individual decision alternatives. These alternatives are then evaluated by the
model, first by scoring them for each criterion and then aggregating these evaluations
into a global score.

DEX is also characterized as follows [22]:

1. DEX is hierarchical: a DEX model consists of hierarchically structured
attributes (in MCDM, also called criteria or performance variables). In this
aspect, DEX is similar to other hierarchical MCDM methods [3, 45], such as
AHP [85] and MCHP [34].

2. DEX is qualitative: all attributes in aDEXmodel are symbolic, taking values that
are words rather than numbers, such as “bad”, “medium”, “excellent”, “low”,
or “high”. This relates DEX to verbal decision analysis [65], linguistic MCDM
[31, 42], and MCDM methods that use words, such as MACBETH [2].

3. DEX is rule-based: hierarchical aggregation of values is defined with decision
rules, acquired and represented in the form of decision tables. In this way, DEX
is most similar to Dominance-Based Rough Set Analysis [43], which also uses
decision tables and constructs decision rules from them.

Given its qualitative nature, DEX is particularly suitable for sorting [82] or classi-
fication [39, 53] decision tasks,which are aimed at assigning each decision alternative
to the one category among a family of predefined categories. These categories can
be preferentially ordered (sorting) or not (classification). There are also variations of
DEX adapted for the ranking problem [8, 60].

In the remaining part of this chapter, the DEX method is presented in detail.
After a brief historical overview, the concept of a DEX model is formally defined
and illustrated using an employee selection example. This is followed by dynamic
aspects of DEX, which are reflected in algorithms that support the creation andmodi-
fication of decision tables and perform the evaluation and analysis of alternatives.
Practical applications of DEX are reviewed and illustrated by two real-world indus-
trial examples: choosing a clay-pit location and assessing electric energy production
technologies. Final sections include notes on DEX extensions and a summary.

2 DEX Method and Software: A Brief History

The development of DEX can be traced back to Efstathiou and Rajkovič [40] who
proposed using fuzzy sets [93, 94] and fuzzy inference rules to represent and evaluate
decision alternatives. The authors also suggested representing decision knowledge in
terms of a decision table togetherwith fuzzy operators. The following development of
DEX was mainly continued at the Jožef Stefan Institute, Ljubljana, Slovenia, where
elements of expert systems [50, 73] and machine learning [30, 64] were gradually
added to the basic concepts, leaving the fuzzy aspects somewhat aside. The method,
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presented by presented by Rajkovič, et al. [77] and Bohanec and Rajkovič [6] under
the name DECMAK, already had all the main ingredients: tree-structured qualitative
attributes, decision tables and decision rules, and algorithms supporting knowledge
acquisition and explanation, including a graphical representation of decision tables
and amachine-learning algorithm for constructing aggregate rules.About 30practical
applications, mainly in Slovenia, were reported at that time [6].

The name DEX (Decision EXpert) was first used in [7], to denote both the method
and the supporting software that was developed at that time. In 2000, the DEX
software was replaced by next-generation software called DEXi; at that point, the
development team decided to keep the name DEX only for the method and use other
names for its implementations.

DEX has always been closely tiedwith the supporting software. Due to the combi-
natorial nature of DEX’s decision tables (explained in the next section), the method
is unsuitable for manual construction of models and becomes practical only when
supported by appropriate user interfaces and algorithms for knowledge elicitation,
representation, verification, and explanation. In many aspects, the definition of the
DEX method followed the actual software implementations, which is a somewhat
unusual practice in the MCDM area.

Three generations of DEX-related software have been developed so far:

1. DECMAK [6] was released in 1981 for mini and personal computers under
operating systems RT-11, VAX/VMS, and MS-DOS.

2. DEX [7] was released in 1987 as an integrated interactive computer program
for VAX/VMS and MS-DOS.

3. DEXi [27] was released in 2000 for Microsoft Windows.

Originally, DEXi was designed as educational software (the letter “i” in DEXi,
pronounced “ee”, actually comes from the Slovenian “izobraževanje”, education).
DEXi was—and still is—used in Slovenian secondary schools and universities in
MCDMand decision-support courses. Since 2000, additional featureswere gradually
added to DEXi, which eventually became a complete, stable, and de facto standard
implementation of DEX. DEXi supports an interactive creation and editing of all
components of DEX models (attributes, their hierarchy and scales, decision tables,
and alternatives) and provides methods for the evaluation and analysis of alterna-
tives (what-if analysis, “plus-minus-1” analysis, selective explanation, comparison
of alternatives). DEXi is free software, available at http://kt.ijs.si/MarkoBohanec/
dexi.html together with other DEX-related software, which includes the following:

• DEXiEval, JDEXi, and DEXi.NET: Implementations of DEX evaluation proce-
dure in different environments: command-line, Java, and C#, respectively,

• DEXi HTML Evaluator: A software package for running DEXi models in Web
browsers, and

• DEXx: A Java-based software library [90].

http://kt.ijs.si/MarkoBohanec/dexi.html
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3 Formal Representation of a DEX Model

The DEX method is defined from two aspects: static and dynamic. The static aspect
gives a formal description of components and concepts of aDEXmodel. The dynamic
aspect addresses algorithms and tools necessary to develop andmodify themodel and
to use it for the evaluation and analysis of alternatives. In this section, we begin with
static aspects and continue with dynamic aspects in the next. The formal notation is
adapted from Trdin and Bohanec [90].

A DEX model M is a four-tuple M = (X, D, S, F), where X is the set of
attributes, S is the descendant function that determines the hierarchical structure
of attributes, D is the set of value scales of attributes in X , and F is the set of
aggregation functions.

3.1 Attributes

The set X contains n attributes: X = {x1, x2, . . . , xn}. Attributes are variables that
represent observable properties of the decision problem and decision alternatives. In
DEXmodels, attributes are usually givenunique andmeaningful names, such asPrice
and Productivity. In such cases, the notation xi is conveniently and conventionally
replaced by the corresponding attribute name.

3.2 Model Structure: Hierarchy of Attributes

Attributes in a DEX model are structured hierarchically. The structure is defined by
the function S : X → 2x , which associates each x ∈ X with a set of its descendants
S(x) in the hierarchy. The relation between an attribute and its descendants represents
both dependence and influence: an attribute x depends on attributes in S(x) and
attributes from S(x) influence x .

Given S, the set of parents of each x ∈ X is defined as P(x) = {p ∈ X :
x ∈ S(p)}. Attributes without parents are called roots and represent main outputs
of the model. Attributes without descendants, S(x) = ∅, are called basic attributes
and represent model inputs. Attributes with S(x) �= ∅ are referred to as aggregate
attributes and are also considered (partial, lower-level) outputs of the model.

The function S is required to represent a hierarchy, i.e., a connected and directed
(from attributes to their descendants) acyclic graph with one or more roots. Figure 1
shows an example of a hierarchy, composed of ten attributes x1 to x10 so that S(x1) =
{x3, x4}, S(x2) = {x5, x6}, S(x4) = {x7, x8, x9}, S(x6) = {x9, x10}, and S(xi ) =
∅, i ∈ {3, 5, 7, 8, 9, 10}. This means that x1 and x2 are roots. There are six basic
attributes: x3, x5, x7, x8, x9, and x10. Among these, x9 influences two parents, x4 and
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Fig. 1 Example of a
hierarchy of attributes with
two roots and 6 input
attributes

x6, while each of the remaining ones influences only one parent. Attributes x1, x2, x4,
and x6 are aggregate and depend on their respective descendants.

In practice, DEX models are most often structured as trees rather than general
hierarchies. A tree is a special type of hierarchy in which all attributes, except a
single root attribute, have exactly one parent.

Example. Hereafter, we illustrate DEX concepts using a simple didactic model called
Employ, which is distributed with the DEXi software. The model is aimed at the
assessment of applicants for a Project Manager position in a small company. An
earlier version was published in [8].

Figure 2 shows the structure of Employ. It consists of 12 tree-structured attributes.
The root attribute is also called Employ and represents the output evaluation of
job applicants. Applicants are assessed according to three groups of attributes,
represented by aggregate attributes Educat, Years, and Personal. All of them are
structured further, leading to seven basic attributes: Formal, For.lang, Exper, Age,
Comm, Leader, and Test (see Fig. 2 for descriptions). These represent the observed
characteristics of applicants and have the role of input variables.

Fig. 2 Structure of the
Employ model with
descriptions of attributes

Attribute Description
Employ Employee selection demo: Project manager

Educat Education
Formal Formal education (degree)
For.lang Mastering of foreign language (English)

Years Age and experience
Exper Professional experience in the field
Age Age of the candidate

Personal Personal characterisrics
Abilit Abilities

Comm Cummunicability
Leader Leadership ability

Test Result of a psychological test
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3.3 Scales

Each attribute x ∈ X is associated with a value scale Dx ∈ D, which is defined as
an ordered set of symbolic (qualitative) values: Dx = {vx,1, vx,2, . . . , vx,mx }. Here,
mx ≥ 2 denotes the number of discrete values that can be assigned to x . Usually,
value scales are small and rarely consist of more than five values. Scale values are
typically represented by words rather than numbers, for instance “low”, “high”,
“unacceptable”, and “good”.

DEX scales can be either ordered or unordered.1 Values of an ordered scale are
assumed to be preferentially ordered so that vx,1� vx,2 � · · · � vx,mx , where ‘�’
denotes a weak preference relation. Additionally, each scale Dx is partitioned in three
subsets Bx , Nx , Gx : Bx ∪ Nx ∪ Gx = Dx , Bx ∩ Nx = Bx ∩ Gx = Nx ∩ Gx = ∅.
These subsets represent particularly bad, neutral, and particularly good values from
Dx , respectively. They are convenient for displaying DEX values using different
colors and fonts (usually red bold for and green bold italic for values).
By default, ordered scales are partitioned to Bx = {vx,1}, Gx = {vx,mx } and Nx =
Dx − (Bx ∪ Gx ), and unordered scales to Bx = Gx = ∅ and Nx = Dx .

According to the definition in [43], attributes that are associated with ordered
scales are called criteria. In this way, a DEX model generally consists of attributes
X , some of which are criteria. An attribute can be considered a criterion only after it
has been associated with an ordered scale. For this reason, DEX is often referred to
as a multi-attribute rather than multi-criteria method.

Example. Figure 3 shows the scales assigned to the attributes of Employ. The colors
indicate that all scales, except DAge, are ordered (increasingly) and partitioned using
the default rule so that the worst and best attribute values appear at the beginning and
end of the value list, respectively. Scale DAge is unordered. Most of the values are
represented by words: “unacc”, “high”, etc. Even though some values, for instance
“1–5” and “21–25”, are formulated as numeric intervals, they still represent single
discrete symbols.

Fig. 3 Attributes of the
Employ model associated
with scales

Attribute Scale
Employ unacc; acc; good; exc

Educat unacc; acc; good
Formal prim-sec; high; univ; MSc; PhD
For.lang no; pas; act

Years unacc; acc; good
Exper no; to1year; 1-5; 6-10; more
Age 18-20; 21-25; 26-40; 41-55; more

Personal unacc; acc; good
Abilit unacc; acc; good

Comm poor; aver; good; exc
Leader less; approp; more

Test D; C; B; A

1 Actually, DEX implementations distinguish between increasing, decreasing and unordered scales.
Here, we simplify the definition without loss of generality.
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3.4 Aggregation Functions

The fourth and final component of the static DEX model definition is F = { fx , x ∈
X}, a set of aggregation functions (also called utility functions in some software and
older publications). An aggregation function serves for the evaluation of an aggregate
attribute based on values of its immediate descendants in the model structure. Each
aggregate attribute y ∈ X, S(y) �= ∅ is thus associated with a total function.

fy : D(1) × D(2) × · · · × D(ky) → Ey,

where the Cartesian product refers to scales of S(y) = {
x(1), x(2), . . . , x(kx )

}
, where

x(1), x(2), . . . , x(kx ) are all descendants of y. In this way, x(1), x(2), . . . , x(kx ) are argu-
ments of fy ; in the context of fy and corresponding decision tables, they are also
referred to as incoming attributes. Ey denotes the range of fy . Normally, the output
range corresponds to the scale of y, that is, Ey ≡ Dy . However, for reasons that are
explained later, Ey is often extended to:

• Iy , the set of intervals over Dy ,
• Sy , the power set of Dy ,
• Py , probability distributions over Dy , or
• Fy , fuzzy distributions over Dy .

In DEX, aggregation functions are represented by decision tables. Let us denote
Cy = D(1) × D(2) × · · · × D(kx ) and ry = |Cy|. Then, a decision table Ty consists
of ry entries Ty = {(xi , yi ), xi ∈ Cy, yi ∈ Ey, i = 1, 2, . . . , ry}. Entries are often
referred to as elementary decision rules: each rule defines the function value yi for
some combination of values of its arguments xi . Entries are required to be unique so
that xi �= x j , i, j = 1, . . . , ry, i �= j . When completely defined, a decision table is
normally expected to define output values for all possible x ∈ Cy .

Example. Two completely defined decision tables are shown in Fig. 4. They define the
functions that aggregate attributes Abilit and Test to Personal (left), and Comm and
Leader toAbility (right). Each table contains 12 elementary decision rules, according

Fig. 4 Two decision tables,
defining aggregation
functions of Personal (left),
and Abilit (right)

Abilit Test Personal
1 unacc D unacc
2 unacc C unacc
3 unacc B unacc
4 unacc A unacc
5 acc D unacc
6 acc C unacc
7 acc B acc
8 acc A good
9 good D unacc

10 good C acc
11 good B good
12 good A good

Comm Leader Abilit
1 poor less unacc
2 poor approp unacc
3 poor more unacc
4 aver less unacc
5 aver approp acc
6 aver more acc
7 good less unacc
8 good approp acc
9 good more good

10 exc less unacc
11 exc approp good
12 exc more good
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to the number of possible value combinations of the corresponding Cy . Each value
combination appears only once in each table. Each row in the table can be easily
interpreted as an elementary “if–then” rule; for instance, rule 4 in the Personal table
can be read as.

if Abilit = “unacc” and Test = “A” then Personal = “unacc”.

In addition to two functions shown in Fig. 4, the Employ model contains three
other decision tables, associated with attributes Employ, Educat, and Years; these are
not shown here.

3.5 Alternatives

Once developed, a DEX model serves for the evaluation and analysis of decision
alternatives. Formally, alternatives A = {A1, A2, . . . , Aq} are not part of a DEX
model M , but are rather considered as external data objects processed by M . Each
alternative Ai , i = 1, 2, . . . , q, is represented by a set of values:

Ai = {ax,i ∈ Ex ,∀x ∈ X},

where each ax,i represents the value of Ai that is assigned to attribute x . Similarly
as with aggregation functions, Ex is normally identical to Dx . However, in order to
represent incomplete and/or uncertain information about alternatives, Ex may be in
some contexts extended to value intervals, subsets, or value distributions.

The sets Ai are naturally partitioned in subsets Ii and Oi so that Ai = Ii ∪
Oi , Ii ∩ Oi = ∅. The two subsets correspond to basic and aggregate attributes of
X , respectively. The former, Ii , represents basic observable properties of each Ai ,
which are defined by the decision maker and provide input data for the evaluation.
In contrast, the values aligned with aggregate attributes, Oi , are calculated using the
model and are thus obtained as results (outputs) of the evaluation. Themost important
results are those assigned to one or more roots of the model.

Example. In the Employ use case, alternatives are job applicants. Table 1 shows input
data (that is, the corresponding Bi ) of four applicants, named A, B, C, and D. In
this case, all alternatives are represented by single values taken from the scales of
corresponding attributes.
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Table 1 Four job applicants, described by the values of basic attributes

3.6 Evaluation of Alternatives

Evaluation of alternatives is a process aimed at calculating output values of all alter-
natives that have been previously described by values of input attributes. Given some
model M , the evaluation is carried out as a bottom-up aggregation of model inputs
toward its outputs, according to the hierarchical structure of attributes and associ-
ated aggregation functions. Algorithmically, considering that aDEXmodel generally
consists of a hierarchy of attributes, all attributes in M are first topologically sorted
with respect to S. This determines the order of aggregation function evaluations and
ensures the availability of all incoming inputs for calculating the output values of
each subsequent aggregation function. Given function arguments, the output of that
function is determined by a simple lookup in the corresponding decision table.

Example. Figure 5 shows evaluation results of the four applicants, defined previ-
ously in Table 1. Each column in Fig. 5 represents a complete set of values Ai of
the corresponding applicant. The main outputs are assigned to the attribute Employ,
indicating that the applicant Dwas assessed as “exc”, A as “good”, and the remaining
two applicants as “unacc”. Other outputs include values assigned to the remaining

Fig. 5 Evaluation of job
applicants

Attribute
Employ good unacc unacc exc

Educat acc good good good
Formal MSc PhD PhD PhD
For.lang pas act act act

Years acc good good good
Exper to1year more 6-10 6-10
Age 21-25 26-40 26-40 26-40

Personal good unacc unacc good
Abilit good unacc unacc good

Comm good aver good exc
Leader more less less more

Test

A B C D

B B C A
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aggregate attributes Educat, Years, Personal, and Abilit. These values provide addi-
tional information about the candidates and help explaining the main results. For
instance, one can easily see that the “unacc” Personal values of B and C have likely
caused their “unacc” overall assessments, despite excellent assessments achieved at
Educat and Years.

4 Dynamic Aspects of DEX

Dynamic aspects of DEX modeling refer to procedures, algorithms, and tools that
are primarily used in two distinct decision analysis stages:

1. Creation: Here, the task is to develop an operationalDEXmodel, usually starting
from the scratch and aiming to satisfy both the goals of the decision maker and
formal requirements, presented in the previous section. The main challenges
addressed in this stage are how to (1) define the model and its components, (2)
modify, edit, and maintain the model, (3) verify the model and its components
(e.g., for completeness and consistency), (4) deal with uncertainty of knowledge
and modeled phenomena, and (5) ensure transparency and comprehensibility of
the model.

2. Usage: In this stage, one or more DEX models are already available and we
want to use them to effectively solve the decision problem. This is associated
with questions of how to (1) obtain and represent data about alternatives, (2)
handle incomplete or uncertain data about alternatives, (3) evaluate alternatives,
and (4) analyze, explain, justify, and validate results.

Among these, the representation and evaluation of alternatives have already been
covered in the previous section. The remaining aspects are addressed in this section.
The presentation is restricted to—and illustrated by—solutions implemented in the
DEXi software.

4.1 Developing Model Components and Structure

DEXmodels are typically developed by individual decision makers or groups, the so-
called decision-problem ownerswho are responsible for making the decision at hand.
In the case of complex decision problems, the team is often extended with experts
and decision analysts. The former provides expertise about the problem domain and
help formulate model components. The latter are responsible for an appropriate use
of the methodology and supporting tools and usually guide or even lead the process.

In most cases, DEX models are developed through expert modeling, i.e., “hand-
crafting” of model components and structure, following the approach of expert
systems. In this process, DEX models do not only “grow” from the scratch, but
are often changed in other ways: attributes are added or deleted, their scales and
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Fig. 6 DEXi model editor

aggregation functions are defined or changed, attribute hierarchies are restructured,
etc. In practice, it is essential to support these needs by providing suitable software
tools, such as DEXi.

For creating, editing and structuring attributes, DEXi provides an editor, shown
in Fig. 6. All operations, mentioned above, are implemented, including model
restructuring through drag-drop, duplicate, and copy-paste operations.

In addition to using software tools, many recommendations and “rules of thumb”
of how to approach DEX modeling have been formulated from practical experience
[27]. Regarding the selection of attributes, recommendations are the same as for
any MCDM method: use attributes that are relevant for the problem and try not to
overlook really important ones; avoid using redundant or closely correlated (non-
orthogonal) attributes; assure that all input attributes are operational so that their
values can be obtained for all alternatives in a sufficiently straightforward, well-
defined, and accurate way.

With regard to developing model structure, DEX is similar to other hierarchical
methods, such as AHP, but has some specific characteristics. In order to avoid too
large decision tables (see the next section), it is recommended to make “narrow”
hierarchies and limit the number of descendants of aggregate attributes to three or
four at most. If an attribute requires, say, four descendants, consider structuring them
further into sub-trees of 2 + 2, 3 + 1, or 2 + 1 + 1 attributes.

InMCDM, two primary approaches are generally advocated formodel structuring
(see an overview in [58]): top-down (recursive decomposition of the root attribute
to sub-trees) and bottom-up (defining input attributes first and gradually combining
them toward the root). From practical experience, we can assure that none of them
alone works really well; the most effective is the middle-out approach that combines
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both. Usually, the process starts by making a preliminary and unstructured list of
attributes. Related attributes from the list are then grouped together in a bottom-up
way, and attributes that seem too complex, too general, or too difficult to measure are
decomposed into simpler ones using the top-down approach. Often, new attributes
are created in this process and old ones discarded, which normally requires several
iterations of restructuring the model.

When combining attributes into a subtree, it is very important to group together
attributes that are conceptually related and bear a common meaning. An excellent
practical criterion is whether or not we can give a meaningful name to the newly
created parent attribute. For example, considering basic attributes in Table 1, these
were grouped together as shown in Fig. 2. For instance, Formal and For.lang were
combined into Educat, and Exper and Age were combined into Years, which are both
easy to interpret. As a didactic exercise, the reader is invited to combine the pairs
{Formal, Exper}, {Formal, Test}, {Exper, Leader}, and {For.lang, Test} and try to
find suitable names for the corresponding parent attributes.

With regard to designing scales, the following recommendations have been
formulated [27]:

• For basic attributes: use the least number of values that is still sufficient to distin-
guish between importantly different characteristics of alternatives with respect to
that attribute. Usually, two to four values are sufficient. For instance, there are only
three qualitatively different levels relevant to assess mastering of formal language
(For.lang) in the Employ model: “no”, “passive”, and “active”.

• For aggregate attributes: The number of values should gradually increase from
input attributes toward the root. For example, three four-valued attributes might
be aggregated into a five-valued attribute. Five-valued scales are generally
recommended for root attributes, as they are usually sufficient and work quite
well.

• Onscale ordering:Usepreferentially ordered scaleswhenever possible; they really
help in the definition of decision tables. If some attribute does not have a natural
preferential order, try reformulating or converting it to an ordered one.Avoid using
decreasing scales; they tend to be less comprehensible than increasing ones.

4.2 Acquiring Decision Tables and Decision Rules

The evaluation process in DEX is guided by decision tables. In general, a decision
table consists of elementary decision rules that determine output values for each
combination of input values. This adds a combinatorial aspect and makes DEX deci-
sion tables somewhat harder to define than the corresponding aggregation functions
in other MCDMmethods, including AHP. In practice, it turned out that it was really
important to provide interactive software tools that aid the development of decision
tables.

Figure 7 illustrates three typical stages of creating a decision table in DEXi.
The leftmost screenshot shows that DEXi automatically generates all possible value
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Fig. 7 Three stages of creating aggregation function for Abilit in DEXi

combination of descendant attributes (Comm and Leader in this example), releasing
the decision maker from the burden of keeping track of all combinations. The right-
most column initially contains asterisks ‘*’, which indicate any possible value of the
output attributeAbilit. It is important to understand that ‘*’ represents thewhole range
of Abilit’s values, indicating that DEXi actually extends the notation Ey , introduced
previously, to intervals over Dy . This extension is necessary for practical reasons and
facilitates a smooth and user-friendly creation of decision tables from the scratch.

The second screenshot in Fig. 7 illustrates another important concept of DEX:
considering the principle of dominance and trying to maintain the consistency of
decision rules and monotonicity of aggregation function; for theoretical founda-
tions, see [43, 44]. Let us assume that some decision table maps incoming attributes
x1, x2, . . . , xk to y, and all attributes are preferentially ordered. Suppose that a
decision table already contains the entry

e = (xe, ye), xe = (
a1,e, a2,e, . . . , ak,e

)
, ai,e ∈ Di , i = 1, 2, . . . , k, ye ∈ Dy .

Then, the principle of dominance requires that for any other entry f , where x f �
xe, it should hold y f � ye (and analogously for ‘�’). Here, x f � xe is defined to
hold if ai, f � ai,e for all i = 1, 2, . . . , k, and ai, f � ai,e is true for at least one i . In
this case, f is said to dominate e. If none of the x f � xe or x f � xe are true, the
entries e and f are incomparable. A decision table in which all comparable pairs of
entries comply with the principle of dominance is consistent and defines a monotone
aggregation function.

Even though one can define decision table entries one by one in succession, this
is rarely done in DEXi because of the substantial help provided by the dominance
principle. The second screenshot in Fig. 7 shows the situation where the decision
maker has already defined eight entries: 3, 4, 6, 7, 8, 9, 11, and 12 (the respective
output values are shown in bold). Comparing the entries 3 and 2, one can easily
see that they differ only in the value of Leader. Since “more” � “approp”, rule 3
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dominates 2. The output value of rule 3 is “unacc”, and the value of rule 2 should
be worse or equal than that; this leaves only one possibility for the value of rule 2:
“unacc”. In this way, the value of rule 2 has been fully determined only from the
previously defined value of rule 3. In this case, rule 3 provided an upper bound for
the value of rule 2.

Rule 5 in the second screenshot in Fig. 7 illustrates two additional facts: (1)
rule values are indeed intervals (the display “<= acc” actually denotes the interval
[“unacc”, “acc”]), and (2) both lower and upper bounds of such intervals can be
determined from already defined entries. Rule 5 dominates rules 1, 2, and 4, which
are all “unacc”, which sets the lower bound of rule 5. Rule 5 is dominated by rules 6,
8, 9, 11, and 12. The worst value of these rules is “acc”, which is taken as the upper
bound of rule 5.

In this way, one can effectively develop a decision table by first providing a
few entries, and then gradually assigning single values to entries that still contain
intervals.

The third screenshot in Fig. 7 shows a fully developed table. If not overridden by
the user, DEXi checks the consistency at all times and issues awarning if it is violated.
Strictly following this procedure assures that the resulting tables (and consequently
thewholemodel) are consistent and complete, i.e., they explicitly define output values
for all possible combinations of input attribute values.

As already mentioned, DEX decision tables are sensitive to the number of
incoming attributes and the size of their value scales: for k incoming attributes
x1, x2, . . . , xk , the total number of entries equals to r = ∏k

i=1|Di |. In practice, it
turns out that decision tables with sizes of up to 25 are small and usually quite easy
to define. The difficulty increases toward the size of about 100, which is already
quite difficult. Everything above 100 is very difficult, and everything above 500 is
extremely hard if not impossible to define. The number of incoming attributes also
matters: the more the attributes, the more difficult the rules to define, even if the size
of the tables is comparable. In all such cases, it is strongly recommended [27] to
restructure the model into narrower subtrees.

4.3 Restructuring Decision Tables

In some circumstances, it might be necessary to restructure the space around some
already defined decision table, for instance by adding or deleting an incoming
attribute or changing the definition of bounding scales. In practice, it is important
to preserve as much information already contained in the table as possible. DEXi
automatically restructures tables whenever possible. For example, Fig. 8 shows what
happens with the table when the value “acc” is deleted from the scale of Abilit: the
rules with previously assigned values “unacc” and “good” are preserved, and only
previous “acc” entries need to be redefined.
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Fig. 8 Decision table Abilit before and after deleting “acc” from the output scale

4.4 Representation of Decision Tables: Complex Rules
and 3D Graphics

Decision tables in DEXi are always acquired in terms of elementary decision
rules (table rows). However, once completed, larger tables tend to become diffi-
cult to read and understand. To alleviate this problem, DEXi employs two methods:
representation using complex rules and 3D graphic visualization.

The first method uses an algorithm that constructs a more compact table represen-
tation using complex rules. These are obtained by joining several elementary rules
which have the same function value. The algorithm, whose presentation is beyond
the scope of this chapter, belongs to the class of rule learning algorithms. Originally
[6], it was adopted from the machine learning algorithm called AQ [59]. Recently, it
has been enhanced for efficiency [51].

Using this algorithm, the Abilit decision table is presented in a more compact way
with only 6 complex rules as shown in Fig. 9.

Fig. 9 Decision table Abilit
represented with complex
rules

Comm Leader Abilit
1 poor * unacc
2 * less unacc
3 aver >=approp acc
4 aver:good approp acc
5 >=good more good
6 exc >=approp good
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Abilit

Comm

exc

good

aver

poor

unacc

acc

good

Leader

less

approp

more

Fig. 10 Decision table Abilit represented with 3D graphic

The second method displays decision tables using 3D graphics (Fig. 10). There,
table entries are interpreted as points in a multi-dimensional space. In the case of
three or more incoming attributes, 3D intersections through the space are shown
interactively. It is important to note that lines in Fig. 10 are there only to aid the
3D perception and are not part of the function definition, which remains discrete. It
is also worth noticing that the function in Fig. 10 is somewhat typical for DEX; it
resembles the minimum function and is not linear, in contrast with MCDMmethods
that use linear aggregation functions and weights.
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4.5 Handling Incomplete Knowledge and Data

With this section, we turn attention to the usage stage, in which decision alternatives
are represented and evaluated as described above in the formal section. In this stage,
DEXi addresses two practically important issues: (1) handling incomplete data about
alternatives and incompletely defined decision tables (this section) and (2) supporting
analysis of the decision situation and individual alternatives (the next section).

As already indicated, DEX was inspired by ideas of expert systems. One of the
most fundamental requirements for expert systems is that theymust be able to process
incomplete and uncertain knowledge. An expert system is expected to provide some
answers, albeit incomplete or less accurate, even in the case of missing or uncertain
input data, or “holes” in knowledge captured in the system.

The DEXi software implements a very simple version of this requirement using
value sets: the notation Ex , introduced above, is extended to sets over Dx . In this
way, values assigned to attributes by the evaluation algorithm are generally not single
discrete values any more, but rather subsets of the corresponding scales. The eval-
uation algorithm iterates over all members of the input sets, and accumulates indi-
vidual evaluations in corresponding output sets. Note that this approach handles both
missing input data (which might be represented by ‘*’, i.e., all values from the corre-
sponding scale) and incompletely defined decision tables (by converting outgoing
intervals to sets).

Figure 11 illustrates what happens in DEXi when some input data about job appli-
cants is unknown. Candidate A has not been assessed with respect to his leadership
abilities. Consequently, the model cannot really assess his Personal characteristics.
The overall evaluation is represented by the set {“unacc”, ‘acc”, “good”}, which
does not say much, but indicates that A cannot reach the “exc” result. In contrast,
candidates B and C are both assessed as “unacc”, despite missing data of Comm
and For.lang, respectively. Canididate D, whose Test results are currently unknown,
achieved an extreme evaluation {“unacc”, “exc”}. This indicates that she has the
potential for becoming an excellent candidate, but subject to Test results, which may
importantly determine the outcome.

Fig. 11 Evaluation of job
applicants based on missing
input data

Attribute A B C D
Employ unacc; acc; good unacc unacc unacc; exc

Educat acc good * good
Formal MSc PhD PhD PhD
For.lang pas act * act

Years acc good good good
Exper to1year more 6-10 6-10
Age 21-25 26-40 26-40 26-40

Personal * unacc unacc *
Abilit * unacc unacc good

Comm good * good exc
Leader * less less more

Test B B C *
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4.6 Analysis of Alternatives

Analysis is one of the key concepts of MCDM and decision analysis in general. In
contrast with evaluation, which merely calculates output results, analysis of alterna-
tives is understood as an active involvement of participants who are trying to under-
stand the decision situation, explain, and justify individual evaluations, explore the
consequences of potential changes and search for better solutions. In DEXi, decision
analysis is supported by threemethods [27]: “what-if” analysis, selective explanation
and “plus-minus-one” analysis.

What-if analysis is an exploration of consequences caused by changes of input data
or aggregation functions. In DEXi, it is carried out through an iterative interactive
process consisting of duplicating some alternative, changing data in one instance,
and comparing both alternatives.

Selective explanation is aimed at the identification of particularly strong and weak
characteristics of some alternative. Here, DEXi takes advantage of partitioning
attribute scales into “good” and “bad” subsets. The method finds and displays all
connected subtrees of attributes whose values are either all “good” or “bad”. An
example of such a display for job applicant B is shown in Fig. 12. It clearly high-
lights the candidate’s main disadvantage, i.e., leadership abilities. On the other hand,
the candidate does have advantages, reflected in Educat and Exper, so she might
be considered for some other job position. Although based on a very simple idea,
selective explanation has been found indispensable in practice for explaining and
justifying decisions.

Plus-minus-one analysis investigates the effects of changing each basic attribute
by one value down or up (if possible), independently of other attributes. Figure 13
shows results for candidate A. The column labeled A shows the current values,
and the topmost value “good” is the current overall evaluation. The column “–1”
shows the overall evaluation in the case that the corresponding attribute’s value

Fig. 12 Job candidate B:
Selective explanation

Weak points
Attribute B
Employ unacc

Personal unacc
Abilit unacc

Leader less

Strong points
Attribute B

Educat good
Formal PhD
For.lang act

Years good
Exper more
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Fig. 13 Job candidate A:
Plus-minus-one analysis

Attribute -1 A +1
Employ good

Formal MSc
For.lang unacc pas exc
Exper unacc to1year
Age unacc 21-25

Comm acc good
Leader acc more ]

Test acc B  

drops by one. For instance, if For.lang were not “pas” but one step less (i.e., “no”),
the candidate would have been evaluated as “unacc”. In a similar way, the column “
+ 1” displays all possible improvements caused by one-step changes; it indicates that
the candidate’s evaluation may improve to “exc” if he improves his foreign language
skills. Such displays require some practice to get used to, but effectively replace
multiple “what-if” interactions.

5 Applications

The author of this chapter maintains a collection of DEXmodels that are available to
him; theywere developedmostly in the frameworkof various research and application
projects, educational courses, or donated by other authors. In [22], he presented a
study that included 582models developed in 140 decision-making projects conducted
in the period 1979–2015. Among these, 52 projects (38%) were documented in
conference or journal publications, and further 20 (14%) projectswere documented in
internal reports. The collection is highly representative with respect to the addressed
decision problems, decision makers involved, covered time period, and observed
model characteristics.

The studiedmodels addressed various decision problems from the following areas
[22]:

• Computer technology: software, hardware, IT tools, programming languages, data
base management systems, decision support systems;

• Projects: investments, research and R&D projects, tenders;
• Organisations: public enterprises, banks, business partners;
• Schools: quality of schools, programmes and teachers, school admission, choosing

sports for schoolchildren;
• Management: production, portfolio management, trade, personnel (employees,

jobs, teams), privatization, motorway;
• Production: location of facilities, technology, logistics, suppliers, office opera-

tions, construction, electric energy production, sustainability;
• Ecology and Environment: dumpsite/deposit assessment and remediation, emis-

sions, ecological impacts, soil quality, ecosystem, sustainable development,
protected areas;
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• Medicine and Health Care: risk assessment (breast cancer, diabetes, ski injuries),
nursing, technical analysis, knowledge management, healthcare network, therapy
management for the Parkinson’s disease and congestive heart failure;

• Agriculture and Food Production: economic and ecological effects of using genet-
icallymodified crops (GMOs), identification of (un)approvedGMOs, coexistence
of GMOs, crop protection, hop hybrids, garden quality;

• Tourism: nature trail, tourism farm facilities, mountain huts;
• Services: loans, housing loans, public portals, public services, leasing;
• Other: cars, hotels, electric motors, radars, game devices, awards, options, drug

addiction, roof covering, coin design, data mining.

The study [22] also revealed some statistical properties of DEX models. An
average model consists of roughly 28 attributes (16 of which are basic), 3.5 levels,
and 2.5 descendants per aggregate attribute. The largest models may contain up to
400 attributes and 10 levels. An average scale contains 3.4 values and is preferen-
tially ordered. An average decision table has 2.5 arguments, 3.7 output values, and 40
decision rules (with the median of 16). The overall completeness of decision tables
is high (93%).

DEX applications generally belong to one of the following categories: (1) one-
time decisions, (2) recurring decisions, and (3) decision support systems. These are
reviewed next together with representative examples from the literature.

5.1 One-Time Decisions

Making one-time decisions is a classic MCDM task in which, given a set of decision
alternatives, the goal is to choose the best alternative or to rank/sort them according to
decision maker’s preferences. Here, the main emphasis is on the quality of decision,
i.e., trying to make the best possible decision in a given context. Consequently, the
models tend to be very specific, they are often developed from the scratch or partly
adapted from other sources, and they are quickly abandoned after the decision has
been made.

First applications of DEX were mostly one-time and addressed decision prob-
lems related to computer technology, for instance choosing a data base manage-
ment system [76] and purchasing a mainframe computer for a large factory [5].
The focus gradually shifted to other problem domains, such as employee selection
[77]. Bohanec and Rajkovič [6] already report about 30 applications, including the
selection of educational and production control software, microcomputers, as well as
evaluation of trading partners, projects, and expert teams. Bohanec and Rajkovič [12]
report on industrial applications, such as site suitability evaluation, product portfolio
evaluation, and remediation of dumpsites. Similar problem types were approached
ever since, for instance for evaluating public administration e-portals [57], project
self-evaluation [99], mountain huts [88], and mountain lakes [79].
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5.2 Recurring Decisions

Recurring decisions are essentially one-time decisions that occur periodically in
similar circumstances, for instance, in approving loan applications or prescribing
medical therapies. In this category, the emphasis shifts from the quality of individual
decisions to the quality, generality, and usability of the model itself. Themodel has to
“survive” multiple tries and be general enough to cope with changes from one case to
another. The number of alternatives is initially unknown; sometimes, it may increase
to hundreds or even thousands over time. This puts additional constraints on model
design, which often proceeds by seeking the balance between including as many
general attributes as possible (to facilitate considering cases that might emerge in the
future) and reducing their number to only the most representative and easy to assess
ones (to ease the burden of collecting input data for each considered alternative).
Also, attributes and the whole decision-support procedure have to be clearly defined
and meticulously documented, to prepare for multiple applications that may occur
in long periods of time.

Since 1990s, with further development of supporting software, recurring decision
problems becamemore andmore accessible. Examples include supporting admission
procedures in public schools [69], performance evaluation of enterprises [7], and
evaluation of research and development projects [10]. Bohanec et al. [13] reported
about recurring applications in health care in the assessment risks associated with
breast cancer and diabetic foot. Probably the most important applications in the
1990s were Talent, a system for advising children in choosing sports [14], and a
series of housing loan-allocation applications in collaboration with the Slovenian
Housing Fund [11]. Both paved the way for decision support systems in the next
period. More recent applications in recurring problems addressed, for instance, the
evaluation of researchers [89], data mining workflows [100], detection of financial
market manipulations [1], and water management investment projects [28].

5.3 Decision Support Systems

Many recurring decision problems look for the implementation of decision process
in the form of a decision support system (DSS). DSSs are defined as interactive
computer-based systems intended to help decisionmakers use communications tech-
nologies, data, documents, knowledge, and/ormodels to identify and solve problems,
complete decision process tasks, and make decisions [72]. DEX models, developed
for solving recurring problems, can be embedded in such DSSs in order to assess and
analyze the given decision situations. DEX models usually provide just a fraction
of the actual DSS functionality, which often adds a problem-specific user interface
and includes additional support for user management, data acquisition, representa-
tion, search, and visualization, as well as other statistical, decision-analytic, and/or
simulation methods.
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Since 2005, many DSSs using DEX models were developed, most notably:

• SMAC Advisor: an advisory system on maize co-existence [16],
• ESQI: assessment of the impact of cropping systems on soil quality [17],
• a motorway traffic management system [70],
• RIM: assessment of bank reputational risk [20],
• OVJE: a DSS for the assessment of electric energy production technologies in

Slovenia [23];
• SIGMO: assessment of GM presence in a food or feed products [24];
• HeartMan: a personal DSS for congestive heart management [25];
• PD_manager: a platform for Parkinson’s disease management [91] with a DSS

for the management of medication change [26, 63],
• Soil Navigator: assessment and management of soil functions [37],
• IPSIM Chayote: prediction and management of damage caused by fruit flies on

the chayote in Reunion Island [38].

5.4 Other Recent Applications

Since 2005, DEX has been gaining more and more international reputation. It has
been particularlywell received in agronomy, agriculture, and relatedfields. Following
a successful attempt of assessing economic and ecological impact of genetically
modified crops [18, 98], a number of applications addressed the assessment of various
cropping systems and their characteristics [4, 29, 33, 35, 36, 47, 54, 66, 71, 78, 80],
production andmarketing systems [32, 48, 55, 75, 83, 84], geneticallymodified crops
[81, 92], farm management [67] and agri-food chains [61, 62].

Other recently conducted international applications of DEX addressed
hydropower plant investments [87], assessment of offshore installation risks [41],
employee redeployment [46], and development of ethno villages [74]. Ohunakin and
Saracoglu [68] conducted a comparative study of methods MCDM, AHP, CDPC,
DEX, ELECTRE III, and IV on the use case of very large concentrated solar power
plants.

6 Two Real-World Examples

Among the above applications, we chose two for a more detailed showcase of the
DEX approach and capabilities.
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6.1 Example 1: Clay Pit Location

The first example came from the industry and was chosen because it represents a
typical MCDM setting: a one-time decision problem aimed at choosing the best
alternative from a given set. The problem was difficult and might have had critical
consequences on the company and its long-term survival. Furthermore, initial alter-
natives were all unacceptable and better options had to be sought for in the process.
The project was carried out in the 1990s; it is fully documented in the internal report
[9] and partly in [12].

The company is called Goriške opekarne and is located near the Slovenian city
of Nova Gorica. The company produces bricks and tiles. In 1993, they were faced
with a difficult situation: the clay pit that had been providing raw material for their
production became exhausted. The company had to find a replacement location, but
this was difficult for a number of technological, logistic, financial, and environmental
reasons, including a possible rejection of proposed solutions by local inhabitants. A
group consisting of companymanagers, experts, and decision analysts was formed to
define a DEXmodel and propose alternatives, while communicating with employees
and inhabitants in a series of socio-psychological studies.

Eventually, a DEXmodel, whose complete structure is shown in Fig. 14, has been
developed. A detailed description of individual attributes is beyond the scope of this
chapter; however, one should note that the whole model is split in two main subtrees
that address environmental and feasibility aspects of clay-pit locations, respectively.
The model contains 30 basic and 19 aggregate attributes. Also, let us add that all
scales in themodel are preferentially ordered and themajority of them are either two-
valued {“less-suit”, “suit”} or three-valued {“unsuit”, “less-suit”, “suit”}. Scales of
ENVIRONMENT and ATTRACT have four values, and the root attribute SITE has
the scale {“unacc”, “marg-acc”, “less-acc”, “acc”, “good”}.

Decision rules from this model are illustrated here with just two examples
shown in Fig. 15. The first example presents complex rules associated with attribute
TECH, which aggregates three basic attributes: TRANSPORT, CONSTRUCT, and
LAND_ARCH. TECH is located at the bottom of the tree; such attributes are often
associated with specific decision rules and tables, which aim to resolve the decision
problem at that level and provide useful evaluations/interpretations for higher levels
of the model. The second example in Fig. 15 is located at the very root of the model
and aggregates ENVIRONMENT and FEASIBILITY to the overall location evalu-
ation (SITE). This is a typical representative of high-level aggregation functions,
which tend to be symmetric or near-symmetric, and rule out all the cases that are
evaluated poorly (i.e., “unacc”) on lower levels of the hierarchy.

Three clay-pit locations were considered by this model: Okroglica, Marjetnica,
and Bukovnik. Initially, all of them were assessed as “unacc”. The team carried out
a series of “what-if” scenarios, exploring possible improvements of the locations’
characteristics, and anticipating an “optimistic” or “pessimistic” development of
the investment project. Ultimately, eight variations were considered, which were
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Attribute Description
SITE Site suitability

ENVIRONMENT Environmental components
ATTRACT Site attractiveness

DEVELOP Development factor
CHARACT Site characteristics
LAND Land

ACCESS Land accessibility
QUALITY Land quality (infrastructure)
TIME_AVAIL Time availability (short/long term)

VULNER Site vulnerability
POLLUTION Polution: Environmental impact

LIV_ENV Pollution impacts to living environment
HUMAN Pollution impacts to humans

HEALTH Health impacts
OTHER Other impacts (e.g., noise)

FAUNA Pollution impacts on fauna
FLORA Pollution impacts on flora

SOC_ENV Pollution impacts on social environment
NON-LIV_ENV Pollution impacts on non-living environment

SOIL Impacts on soil
WATER Impacts on water
AIR Impacts on air

SITE_ORG Site organization
VALUATION Site valuation

ECOLOG Ecological valuation
UNIQUE Site uniqueness
DIVERS Site diversity

PERCEP Perceptional valuation
USE Land use

DEMOGR Demography
INFRAST Infrastructure
POTENTIAL Site potentials

PRIM_USE Primary use
AGRICULT Agriculture
FOREST Forestry
WATER Water management

OTH_POT Other potentials
NAT_HER Natural heritage
CULT_HER Cultural heritage
REC_TOUR Recreation and tourism

FEASIBILITY Feasibility of the project
SOC-PSYCH Socio-psychological feasibility
TECH Technical feasibility

TRANSPORT Transportation
CONSTRUCT Construction
LAND_ARCH Landscape architecture design

ECON Economic feasibility
DIRECT Direct expenses
INDIRECT Indirect expenses

Fig. 14 Structure of the Clay Pit DEX model
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TRANSPORT CONSTRUCT LAND_ARCH TECH
1 * * unsuit unsuit
2 less-suit * >=less-suit less-suit
3 * less-suit >=less-suit less-suit
4 * * less-suit less-suit
5 suit suit suit suit

ENVIRONMENT FEASIBILITY SITE
1 unacc * unacc
2 * unacc unacc
3 less-acc less-acc marg-acc
4 less-acc acc less-acc
5 >=acc less-acc less-acc
6 acc acc acc
7 good acc good

Fig. 15 Two decision tables represented by complex rules: TECH and SITE

ENVIRONMENT

goodaccless-accunacc

FE
AS

IB
IL

IT
Y

acc

less-acc

unacc

Okroglica p; Okroglica Op; Marjetnica p; Bukovnik p

Bukovnik o

Marjetnica o

Okroglica o; Okroglica Oo

Fig. 16 Evaluation of Clay Pit locations along FEASIBILITY and ENVIRONMENT

evaluated as shown in the scatterplot in Fig. 16. Among these, “Marjetnica o” was
considered the best and proposed for implementation.

6.2 Example 2: Electric Energy Production Technologies

The second example is taken from a more recent project aimed at the identifica-
tion of reliable, rational, and environmentally sound production of electric energy in
Slovenia by 2050 [23, 56]. Technology alternatives included both conventional and
renewable energy sources: coal, gas, biomass, oil, nuclear, hydro, wind, and photo-
voltaic. This use case belongs to the category of complex and (potentially) recurring
strategic decision problems, which occur and are relevant for any country. Without
the ambition to go into any substantial detail, we wish to illustrate the capabilities
of DEX to address really difficult real-world decision problems and handle models
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consisting of several tens of attributes, which are eventually incorporated in a DSS
(called OVJE in this case, see above).

The methodological approach consisted of three stages, in which two DEX and
one simulation model were developed:

• DEX Model T for the evaluation of eight electric energy production technologies.
• DEX Model M for the evaluation of mixtures of technologies, considering the

shares of individual technologies in the total installed capacity.
• Simulation Model S for the evaluation of possible implementations of tech-

nology mixtures in the period 2014–2050, taking into account various scenarios
of shutting down the existing power plants and constructing new ones.

Here, we shall briefly sketch only the first one; formore information, the interested
reader is referred to [23, 56]. Figure 17 shows the hierarchical structure of Model T.
There are 35 input and 28 aggregate attributes. There are two attributes that influence
more than one parent (Licences and Contribution to development); therefore, this is
a true hierarchy rather than a tree. The model consists of three main subtrees:

• Rationality: assesses how much a particular technology contributes to the overall
societal development, the economy, and the prudent use of landwith lowpollution.

• Feasibility: addresses the Technical, Economic, and Spatial feasibility aspects of
the technology.

• Uncertainties: addresses common uncertainty themes associated with energy
policy and comprises Technological dependence, Possible changes in society and
in the world, and Perception of risks with respect to technical advancement of a
technology and trust into safety management system.

Among the 28 decision tables that were formulated by an expert team, we show
here only two in the form of complex rules. Both tables are complete, consistent,
and monotone. The first one (Fig. 18) aggregates the assessments of Rationality,
Feasibility, and Uncertainties into the root assessment of the suitability of Tech-
nology. This table is evaluative because it evaluates some criterion (in this case
Technology) according to evaluations of the incoming criteria: the better the value
of each incoming criterion, the better the overall evaluation. Evaluative aggregation
functions are typical for most MCDM methods.

The second table (Fig. 19) combines possible societal and world changes into a
common perception of Possible changes. Here, the values “neg”, “no”, and “pos”
refer to the direction of changes. Despite that one can assign preferences to these
categories, they are not really evaluative. The table actually specifies a multi-variate
logic for combining some basic concepts into higher-level concepts. This shows
that in DEX, using multi-valued qualitative variables, it is possible to express both
evaluative and logical rules. The latter usually occur at lower model levels and define
concepts that enter the evaluation process at higher levels of the hierarchy. Inference
based on logic is rarely featured in MCDM methods.

Using Model T, the study [23] concluded that there were only three technologies
of sufficient suitability for Slovenia:Hydro,Gas, andNuclear. Among these,Hydro is
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Fig. 18 Decision rules for
the assessment of Technology

Rationality Feasibility Uncertainties Technology
1 inapprop * * unsuit
2 <=low <=med v_high unsuit
3 <=med low v_high unsuit
4 >=low low high:med weak
5 >=low high v_high weak
6 >=med >=med v_high weak
7 high low <=med weak
8 high * v_high weak
9 low:med low >=low suit

10 >=low low low suit
11 >=low >=med high suit
12 low >=med >=med good
13 low:med med med:low good
14 >=low >=med med good
15 high low none good
16 >=med >=med none exc
17 >=med high >=low exc
18 high >=med >=low exc

Fig. 19 Decision rules for
determining the direction of
Possible changes

Possible societal changes Possible world changes Possible changes
1 neg * neg
2* neg neg
3 no no no
4 >=no pos pos
5 pos >=no pos

the best. Gas and Nuclear are similar, with Nuclear worse in terms of Feasibility and
Perception of risks, but better in terms of Economic feasibility and Possible changes.
Coal and Oil are unsuitable particularly because of inappropriate Rationality due
to Land use and pollution. All the remaining “green” technologies are unsuitable
for a number of reasons, including Economy, Land use, Economic feasibility, and
Technological dependence.

7 DEX Extensions

Anumber of extensions toDEXhave been proposed over the years, mostlymotivated
by the needs of complex real-world decision problems. The proposals were mainly
coming from two directions:

1. Bridging the gap between qualitative aspects of DEX and quantitative aspects
of the “traditional” MCDM. This includes introducing numeric variables and
weights in DEX models and facilitating numeric evaluation to better support
ranking tasks.

2. Taking advantage of artificial intelligence approaches. This includes extended
uncertainty handling mechanisms and using machine learning algorithms to
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develop DEX models (semi)automatically from examples of past decisions,
whenever such data is available.

7.1 Numeric Attributes

In its basic form, DEX is strictly qualitative. Currently, for instance, this requires that
all numeric input data is pre-processed and discretized externally; introducing numer-
ical variables to DEX models would definitely alleviate such problems and advance
the generality of the approach, making it suitable for a larger class of problems. In
principle, adding numerical attributes per se to the static formal model is easy, one
should only extend the types of scales D. However, this is not enough because any
such change should also preserve the dynamic aspects of the method: supporting
the creation and modification of aggregation functions, considering completeness,
consistency, and monotonicity of aggregation functions, and performing in the case
of missing or uncertain data or knowledge. This is much harder and explains why
the progress is slow and hesitant. Trdin and Bohanec [90] proposed a number of
methodological extensions of this type, which will guide future evolution of DEX.

7.2 Weights

Traditional MCDM methods heavily rely on weights to define the importance of
attributes [45]. The formal DEX model does not define any weights to be associated
with qualitative attributes and decision rules. However, to bridge the gap between
MCDM and also for practical reasons, DEX actually was extended with the notion
of weights. The principle is simple:

• given a decision table that defines the function y = f (x1, x2, . . . , xk) and consists
of entries (xe, ye), e = 1, 2, . . . , r ,

• interpret the entries as points in a multi-dimensional space, and
• construct g as an approximation of f in the form

g(x1, x2, . . . , xk) = w0 + w1ord(x1) + · · · + wkord(xk).

Here, ord(x) denotes the ordinal number of value x , andwi ∈ R are relative weights
of the corresponding arguments for i = 1, . . . , k. These coefficients are determined
using the least squares measure.

This method is actually implemented in DEXi and is used for approximate bi-
directional transformations between weights and decision tables: (1) estimating
weights from defined rules using the above approximation and (2) determining the
values of yet undefined decision rules on the basis of already defined rules and
user-specified weights. For more information, the reader is referred to [15, 27] and
supplementary material in [38].
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7.3 Combining Qualitative and Quantitative Evaluation

As already indicated, the qualitative foundation of DEXmakes it particularly suitable
for sorting and classification problems. In practice, however, it is sometimes neces-
sary to use an already developedmodel also for ranking. For instance, whenever there
are several alternatives assigned to the same evaluation category, it is often still neces-
sary to tell them apart in some way. In qualitative DEX, this is in principle possible
by refining the model by adding new categories and/or modifying decision rules to
improve the separation; however, this requires redefining at least some parts of the
model. Or alternatively, one can proceed by comparing similar alternatives, using
analytic techniques to understand their advantages and disadvantages, and ranking
them on this basis. In any case, both approaches are time consuming, and a better
out-of-the-box support for ranking might alleviate such issues.

In principle, it is not difficult to think of some kind of numerical evaluation based
on a DEX model. For instance, why not just taking the weights from the previous
section and use the function g to carry out the calculations? Unfortunately, this
does not work well because f and g might give different rankings based on the
same inputs. The real challenge is how to assure that both evaluation procedures are
consistent with each other. We are actually looking for a method that would first
assign alternatives to distinct classes and only then rank them within each class. If
possible, the process should not involve any additional work and should rely only on
information already available in the model.

So far, therewere two attempts at this kind of approach [8, 60]. They both explored
the idea of representing values of some ordered attribute x ∈ X in the form v + ω,
where v ∈ Dx is a qualitative value of x , and ω ∈ [−0.5,+0.5] is a numerical
offset to that value. The offset−0.5 is interpreted as “particularly bad” in the context
of v, and +0.5 is interpreted as “particularly good”. For instance, a job candidate
evaluated asEmploy = “good”+0.33wouldhavebeen consideredbetter than another
candidate with Employ = “good”–0.12. In the evaluation algorithm, the qualitative
evaluation of v remains exactly the same as before, and ω is assessed from the
corresponding decision table using the principle of dominance and some additional
assumptions. The approachof [8] uses a locally linear approximation of rules thatmap
to some output category, whereas [60] uses copulas for the same purpose. The first
approach is now called QQ (Qualitative-Quantitative). Unfortunately, these methods
are not implemented in any currently available public software.We also think that the
problem has not been solved in an entirely satisfactory way and remains a challenge
for the future.
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7.4 Handling Uncertainty Using Value Distributions

The idea of using fuzzy and probabilistic value distributions to cope with uncertain
data and evaluations in DEX is actually quite old and originates from expert systems;
it was first proposed in [5]. The idea is to allow using value distributions instead of
single qualitative values in all places denoted Ex and Ey in the formal model. For
instance, instead of assigning a single value to some input attribute, say For.lang =
”pas”, one can express their uncertainty about the real input using the probability
distribution:

For.lang =
( ′′no′′ ′′pas′′ ′′act′′

0.1 0.7 0.2

)

.

The same representation type can also be used for the outgoing values of decision
rules.

This extension puts additional requirements on the evaluation procedure: the
uncertainties, represented by probabilities or fuzzy possibilities, have to be propa-
gated from input to output attributes in the hierarchy. Probabilistic inference employs
product/sum operators, and fuzzy inference employs min/max or more general t-
norm/t-conorm operators. For a more formal treatment of the subject, please see
[90].

This evaluation procedure was actually implemented in the previous generation
of DEX software and is still supported by software libraries JDEXi, DEXi.NET, and
DEXx. It has been left out fromDEXi for simplicity, but is destined to return in future
software implementations.

7.5 Machine Learning of DEX Models

A large number of DEX application indicated that it is feasible for an individual
decision maker or a group to develop a DEX model manually even for very difficult
decision problems. On the other hand, it is also true that the task is demanding,
particularly because the definition of decision rules generally requires more effort
than definition of comparable aggregation functions in other MCDM methods. A
natural question arising fromDEX’s artificial intelligence foundations is: could DEX
models be constructed from data following the principles of machine learning? The
answer is “yes, but it is hard”; none of the approaches attempted so far resulted in
an entirely satisfactory solution for practice and no current general-purpose software
implements any of the related methods.

The first and most ambitious attempt so far was made by Zupan et al. [95]. They
proposed a method called HINT (Hierarchical Induction Tool) that is capable of
transforming a large flat decision table into a hierarchical model, creating aggregate
attribute and corresponding smaller decision tables along the way. This puts HINT in
the category of concept learning methods [86]. Theoretically, the method did solve
the task, but it also turned out very sensitive to noisy data (which is almost inevitable
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in practice) and required a very good coverage of the decision space by input data
(which is also difficult to assure in practice).

The second attempt by Žnidaršič et al. [96, 97] was somewhat more modest and
explored the approach of model revision: given an already developed DEX model
and some data, the task is to revise model’s decision rules so as to better match the
data. Eventually, the method worked satisfactory, but its implementation proDEX
[96] has become obsolete and is currently unsupported.

In the third attempt, [21] took an intermediate approach: given the structure of
attributes and data, construct all aggregation tables in the model, taking into account
probability distributions of input attributes and enforcing the principle of dominance.
The authors demonstrated the approach by developing a model for predicting injury
risk in ski resorts. The approach seems promising and will be further investigated in
the future.

8 Summary

DEX is a qualitative decision modeling method that combines hierarchical and rule-
based MCDM with artificial intelligence, specifically expert modeling and machine
learning. The basic concepts of DEX are very simple and only involve hierarchically
structured attributes, discrete scales, and decision tables consisting of elementary
decision rules.

Despite simplicity, DEX has been successfully used in hundreds of real-world
applications. According to its qualitative design, it is best suited for supporting
sorting and classification decision problems. Choosing and ranking problems can
be addressed, too, but they generally require some additional effort (interactive
exploration and analysis of alternatives) or methodological extensions (such as QQ).
Although DEX is suitable for one-time decision problems, recent trends indicate
a shift toward recurring decision problems and including DEX models in DSSs.
This is probably related with the effort that is required to develop a DEX model,
which is generally greater thanwith comparableMCDMmethods.One-time decision
problems rarely justify the effort, whereas recurring and DSS ones do.

Practical applicability of DEX depends on the availability of supporting software.
This is particularly true for the acquisition of decision tables, which might be very
difficult on paper but becomes feasible when supported by appropriate tools and
user interfaces. In addition to merely representing a static formal DEX model, DEX
software always attempted to actively support dynamic aspects of creating and using
the model. For DEX, it is really important to:

• facilitate editingof themodel and its components: attributes, their structure, scales,
aggregation functions, and alternatives;

• support the acquisition of decision rules, which includes enforcing the principle
of dominance and checking for consistency and completeness at all times;
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• maintain the transparency of the model and provide comprehensible representa-
tions of its components, such as complex rules and 3D graphics;

• provide various methods for the analysis of alternatives and explanation of
evaluations.

DEX models may suffer from the combinatorial explosion: the size of decision
tables increases exponentially with the number of incoming attributes. When devel-
oping a DEXmodel, it is thus important to follow recommendations that aim to keep
the size below about 100: make “narrow” hierarchies with only 2 or 3 descendants
of an aggregate attribute, and use the least number of values per attribute that still
distinguishes between qualitatively different states of that attribute. Another potential
disadvantage is that DEX, in its original form, is alien to numbers. When alternatives
are prevalently described by numeric properties, the options are either to discretize
them externally or use another MCDM method.

In the future, the main evolution will go in the direction of Extended DEX, as
proposed by [90]. The proposal includes introduction of numeric attributes in DEX
models and explicitly addressing uncertainty using probabilistic and fuzzy distribu-
tions of values. Software that partly supports these extensions already exists (DEXx
software library), and full support is under development. The plan is to gradually
replace the existing software DEXi with a new generation of web-based [52] and
desktop applications. There also two challenges still open for further research and
eventual software implementation: combined qualitative-quantitative evaluation of
alternatives and learning DEX models from data.
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tool on coexistence of genetically-modified and conventional maize. In: Proceedings of
Information Society IS 2006, Ljubljana, 9–12 (2006)

17. Bohanec, M., Cortet, J., Griffiths, B., Žnidaršič, M., Debeljak, M., Caul, S., Thompson, J.,
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Arredondo,M.T., Antonini, A., Konitsiotis, S., Koutsouris, D.D., Fotiadis, D.I.: PD_manager:
anmHealth platform for Parkinson’s disease patientmanagement.Healthc. Technol. Lett.4(3),
102–108 (2017)

92. Wohlfender-Bühler,D., Feusthuber, E.,Wäger, R.,Mann, S.,Aubry, S.J.:Geneticallymodified
crops in Switzerland: implications for agrosystem sustainability evidenced by multi-criteria
model. Agron. Sustain. Dev. 36, 33 (2016)

93. Zadeh, L.A., Klir, G.J., Yuan, B. (eds.) Fuzzy Sets, Fuzzy Logic, and Fuzzy Systems: Selected
Papers by Lotfi A Zadeh. WSPC (1996)

94. Zimmermann, H.-J.: Fuzzy Sets, DecisionMaking, and Expert Systems, 4th edn.International
Series in Management Science Operations Research, vol. 10. Springer, Netherlands (2001)

95. Zupan, B., Bohanec, M., Demšar, J., Bratko, I.: Learning by discovering concept hierarchies.
Artif. Intell. 109, 211–242 (1999)
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Abstract Software requirement prioritization is a key activity of elicitation process
whose objective is to select the top requirements based on the ranking values for
the implementation. Different methods have been proposed to prioritize the software
requirements using various techniques like AHP, TOPSIS, etc. under fuzzy environ-
ment. The objective of this chapter is to compare two multi-criteria decision making
methods, i.e., fuzzy AHP and fuzzy TOPSIS, for the prioritization of the software
requirements. The experimental work is carried out on ten functional requirements
and three non-functional requirements of an Institute Examination System.
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PIS Positive Ideal Solution
SR Software Requirement
TOPSIS Technique for Order of Preference by Similarity to Ideal Solution∑ : Summation
⊗ : Fuzzy multiplication operator

1 Introduction

Stakeholders play an important role during the software requirements (SRs) elicita-
tion process because they are the main sources of the SRs. A system is successful if it
has been developed according to the need of the stakeholders. Different requirements
elicitation techniques are employed to identify the SRs like “traditional methods”,
“group elicitation methods”, etc. There are hundreds or thousands of requirements
after the completion of the SRs elicitation process. These requirements are mainly
divided into “functional requirements” (FRs) and “non-functional requirements”
(NFRs) [1, 2]. In real life applications, all the elicited SRs cannot be implemented
due to different constraint of an organization like time limitations, resource limita-
tion, finance, etc. Therefore, it is an important issue that how to prioritize the SRs
when different stakeholders participate during the decision making process.

The SRs prioritization is a multi-criteria decision making (MCDM) approach
whose objective is to prioritize the SRs based on their ranking values [1, 3]. In
literature, different methods have been developed to prioritize the SRs using crisp
and fuzzy data like “Analytic Hierarchy Process” (AHP), “Technique for Order of
Preference by Similarity to Ideal Solution” (TOPSIS) [4]. AHP is based on pair-
wise comparison of decisions among FRs and NFRs so that high ranked FRs can
be identified [5]. In the case of TOPSIS method, the selection is performed on the
basis of “positive ideal solution” (PIS) and the “negative ideal solution” (NIS) of the
FRs [6]. Both methods work on the crisp data, but in real-life applications, the data
may be inadequate and vague. Therefore, to deal this issue, both the methods have
been applied successfully under fuzzy environment in different areas like manage-
ment science, software engineering, etc. In literature less attention is given on the
comparative study between fuzzy AHP and fuzzy TOPSIS based on the agreement
measure matric. In this chapter an attempt has been made to present a comparison of
the accuracy of the fuzzy AHP and fuzzy TOPSIS methods using SRs prioritization
problem.

The rest part of this chapter is organized as follows: The related work in the area
of SRs prioritization is discussed in Sect. 2. An insight into fuzzy AHP and fuzzy
TOPSISmethods are given in Sect. 3. The experimental work is carried out in Sect. 4.
Finally, the conclusion and suggestion for future work are given in Sect. 5.
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2 Related Work

SRs prioritization and selection is an important research problem in the area of soft-
ware engineering and information systems. Different methods have been proposed
to compute the ranking values of the SRs during the SRs prioritization process like
AHP, TOPSIS, Planning game, etc. These methods have been compared on different
systems based on different criteria. For example, Karlsson et al. [7] compared six
prioritization methods by using a project of sixteen quality requirements for a mobile
phone system. Three decision makers were invited during the evaluation process.
Based on the comparative study, the authors found that AHP is most favorable
method for the prioritization of the SRs. A similar experiment was conducted in
[8] by considering the five SRs prioritization methods, in which fourteen deci-
sion makers have participated for the prioritization of the thirteen requirements. In
another study, Karlsson et al. [9] performed an experimental work based on two SRs
prioritization methods, i.e., pair-wise comparisons and planning game partitioning.
Perini et al. [10] compared the accuracy of “AHP and CBRanking techniques” in the
area of SRs prioritization. Among various MCDM methods, fuzzy AHP and fuzzy
TOPSIS methods have received much attention in the area of facility location selec-
tion, supplier selection, evaluation of the business intelligence vendors, etc. [11–15].
Ertugrul and Karakasoglu [11] compared “fuzzy AHP and fuzzy TOPSIS methods”
for facility location selection problem. Alavi et al. [12] applied these twomethods for
plant species selection. Junior et al. [13] focused on the comparison between fuzzy
AHP and TOPSIS in the area of supplier selection. As per our knowledge there is no
study in literature which compares the fuzzy AHP and fuzzy TOPSIS methods for
the SRs prioritization problem.

3 An Insight into Fuzzy AHP and Fuzzy TOPSIS Methods

This section presents a brief discussion on fuzzy AHP and fuzzy TOPSIS methods.

3.1 Fuzzy AHP

TheAHPwas proposed by Thomas L. Saaty as anMCDM tool to capture the expert’s
knowledge. In traditional AHP, exact numbers are used and it cannot be used to deal
with the vagueness and imprecision during the decisionmaking process. To overcome
this problem, fuzzyAHPwas developed to solve the hierarchical problems. The fuzzy
AHP is an MCDM method which has been used for the selection and prioritization
of the alternatives in different area of management science and engineering [5]. In
this chapter, the extent fuzzy AHP is employed for SRs prioritization, which was
introduced by Chang in 1996 [16].
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Let FR = { f r1, f r2, . . . , f r p} and NFR = {n f r1, n f r22, . . . , n f rq} be func-
tional requirements and non-functional requirements, respectively. According to
[16], each FR is used and extent analysis is carried out for each NFR, respec-
tively. So, for each FR the q number of “extent analysis values” with the following
signs is obtained as follows:E1

bi , E
2
bi , . . . , E

p
bi ; i = 1, 2, . . . , p, whereE j

bi , j =
1, 2, 3, . . . . . . , q are TFNs. The value of the fuzzy synthetic extent (FUSE) with
respect to the i th FR is defined as follows:
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Let E1 = (l1,m1, u1) and E2 = (l2,m2, u2) are two TFNs, then the degree of
possibility of E2 ≥ E1 is defined as follows:

P(E1 ≥ E2) = sup
y≥x

�min(µE1(x), µE2(y))�,

P(E1 ≥ E2) = 1, iffm1 ≥ m2,

P(E2 ≥ E1) = hgt(E1 ∩ E2)µE1(od)

Here, od is the ordinate of the maximum intersection point between the
membership function of E1 and E2. The ordinate od is given by.
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P(E2 ≥ E1) = l1 − u2
(m2 − u2) − (m1 − l1)

(5)

The values of P(E1 ≥ E2) and P(E2 ≥ E1) will be used to compare two fuzzy
numbers, i.e., E1 and E2. The degree of possibility for a convex fuzzy number to be
greater than d convex fuzzy numbers Ei (i = 1, 2, . . . , d) can be defined as follows:

P(E ≥ E1, E2, E3, . . . .., Ed) = P[(E ≥ E1)and(E ≥ E2)and . . . and(E ≥ Ed)].

Let od(Xi ) = minP(FUSEi ≥ FUSEd) for d = 1, 2, . . . , p; d �= i . Then the
weight vector

(
V ′) can be defined as follows:

V ′ = (
(od ′(X1)), od

′(X2), . . . .., od
′(X p)

)T

where Xi (i = 1, 2, . . . , p) are p FRs. After normalization, the normalized weight
vectors are defined as follows:

V = (
(od(X1)), od(X2), . . . .., od(X p)

)T
(6)

where,

V is a non-fuzzy number.

3.2 Fuzzy TOPSIS

The TOPSIS method was proposed by Hwang and Yoon as an MCDM method
for the selection and prioritization of the alternatives [17]. The main idea of this
method is that the selected FRs andNFRs should have little distance from the positive
ideal solution and the large distance from negative ideal solutions. The objective of
positive ideal solution (PIS) is to minimize the cost of the SRs and maximizes the
benefit, whereas the negative ideal solution (NIS) maximizes the cost and minimizes
the benefit. Following steps of the fuzzy TOPSIS method have been used for the
prioritization of the SRs: (a) identify decision makers, (b) find out the FRs and NFRs
of a system, (c) find out the linguistic variables that will be used for the evaluation
of the FRs and NFRs, (d) aggregate the weight of the NFRs, (e) construct the fuzzy
decision matrix (FDM), (f) normalize the FDM, (g) construct normalized weighted
FDM, (h) compute fuzzy PIS and fuzzy NIS, (i) compute the distance of each FR
from fuzzy PIS and NIS, and (j) compute the closeness coefficients of each FR
[18, 19]. Both extent fuzzy AHP [16] and fuzzy TOPSIS [18, 19] methods were
implemented using Python programming language. The comparative study between
these two methods based on the SRs is given in the next section. The notion of the
fuzzy logic was developed by Lotfi A. Zadeh to deal with vagueness and imprecision
during the decision making process [20].
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4 Experimental Work

In this chapter we have considered a small dataset for the prioritization of the SRs
of an Institute Examination System (IES) [21]. To compute the ranking values of the
FRs of an IES, we have implemented both fuzzy AHP and fuzzy TOPSIS methods
using Python programming language. The experiments were carried out on Python
3.8.1, the JetBrains PyCharm Professional 2019, Intel(R) Core(TM) i3-6006U CPU
@ 2.00 GHz, 4.00 GB RAM, and 64-bit Operating System. We performed an exper-
iment of prioritizing the requirements on a dataset of ten FRs and three NFR of
an IES. The list of the FRs and NFRs of an IES includes the following: FR1:“the
printout of the bank receipt of student’s fee”, FR2:“entry of the internal and external
marks of the student”, FR3:“view the result of the semester”, FR4:“generate the
seating arrangement for the examination”, FR5:conduct the online examination”,
FR6:“examination form filling”, FR7:“upload any other activity related to examina-
tion”, FR8: “issue the admit card for the examination”, FR9:“provide the approval for
the examination form”, and FR10:“online payment of the fee for the examination”,
NFR1: “security”, NFR2: “cost, and NFR3: “usability” [21]. Five decision makers
were invited to perform the evaluation of ten FRs.

We have designed two tests, i.e., Test-1 and Test-2, for the comparison between
fuzzy AHP and fuzzy TOPSIS methods. The meaning of Test-1 and Test-2 is given
below:

• Test-1: Both fuzzy AHP and fuzzy TOPSIS methods have used the same values
of the NFRs

• Test-2: Both fuzzy AHP and fuzzy TOPSIS methods have used the distinct values
of the NFRs

Based on our analysis, we observed that in case of fuzzy AHP, both the test
produces the same ranking order of the FRs of an IES, i.e., FR1 > FR10 > FR9 > FR6

> FR4 > FR3 > FR7 > FR2 > FR8 > FR5, as shown in Fig. 1. But there was some
difference in the ranking order in case of fuzzy TOPSIS method, i.e., T1:FR1 > FR6

> FR4 > FR9 > FR10 > FR7 > FR8 > FR2 > FR3 > FR5 and T2: FR6 > FR1 > FR10

> FR4 > FR9 > FR8 > FR2 > FR7 > FR3 > FR5. The visual representations of fuzzy
TOPSIS method based on Test-1 and Test-2 are exhibited in Fig. 2.

The ranking orders of the FRs in the outputs of the programs for both the tests
(i.e., Test-1 and Test-2) by using the fuzzy AHP and the fuzzy TOPSIS methods are
shown in Table 1 and Table 2, respectively. The agreement measure metric has been
employed to compute the difference in the ranking orders of the FRs produced by
fuzzy AHP and fuzzy TOPSIS methods [10]. The agreement measure for both the
tests is exhibited in Fig. 3. In Test-1, it is observed that for the 1st, 5th, 9th, and
10th positions the agreement measure is maximum, i.e., 1.0, while it is minimum
(i.e., 0.33) for the 3rd position. The agreement measures are very close to each other
for the 6th, 7th, and 8th positions, i.e., 0.83, 0.85, and 0.87, respectively, as shown
in Fig. 3a. Similarly, the result of Test-2 is exhibited in Fig. 3b. The comparison of
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Fig. 1 The ranking of FRs by using fuzzy AHP method

fuzzy AHP and the fuzzy TOPSIS for the different parameters is illustrated in Table
3.

5 Conclusions and the Future Work

In this chapter we have presented the comparison between two MCDM methods
under fuzzy environment, i.e., fuzzy AHP and fuzzy TOPSIS. Both fuzzy AHP and
fuzzy TOPSIS methods were implemented using Python language for the computa-
tion of the ranking values of the FRs of an IES. The agreement measure was used
to compare the ranking order between fuzzy AHP and fuzzy TOPSIS. In our exper-
imental work, we have conducted two tests based on the inputs. As a result, it was
observed that both tests produced the same results when fuzzy AHP was used for
computing the ranking values of the FRs. In case of the fuzzy TOPSIS method, there
were some differences in the ranking order. We have used the agreement measure
metric to compute the differences in the ranking order of fuzzy AHP and fuzzy
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Fig. 2 The ranking of FRs by using fuzzy TOPSIS method

TOPSIS methods. One of the limitations of this study is that small set of the FRs
and NFRs have been used in the experimental work; and for the analysis, only two
methods have been used. In future, we will try to compare more than two methods
and will analyze the SRs by considering the large dataset of SRs.



Analysis of Fuzzy AHP and Fuzzy TOPSIS Methods … 87

Table 1 Program’s output
for the ranking of FRs by
using fuzzy AHP method

Ranking Functional requirements

Test-1 Test-2

Rank-1 FR1 FR1

Rank-2 FR10 FR10

Rank-3 FR9 FR9

Rank-4 FR6 FR6

Rank-5 FR4 FR4

Rank-6 FR3 FR3

Rank-7 FR7 FR7

Rank-8 FR2 FR2

Rank-9 FR8 FR8

Rank-10 FR5 FR5

Table 2 Program’s output
for the ranking of FRs by
using fuzzy TOPSIS method

Ranking Functional requirements

Test-1 Test-2

Rank-1 FR1 FR6

Rank-2 FR6 FR1

Rank-3 FR4 FR10

Rank-4 FR9 FR4

Rank-5 FR10 FR9

Rank-6 FR7 FR8

Rank-7 FR8 FR2

Rank-8 FR2 FR7

Rank-9 FR3 FR3

Rank-10 FR5 FR5
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Fig. 3 Agreement measure
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Table 3 Comparison between fuzzy AHP and fuzzy TOPSIS methods

S. No Description Test No MCDM Methods

Fuzzy
AHP

Fuzzy TOPSIS

1 Ranking of FRs Test-1 Same Different

Test-2

2 Best FR Test-1 FR1 FR1

Test-2 FR1 FR6

3 Worst FR Test-1 FR5 FR5

Test-2 FR5 FR5

4 No. of positions of FRs for which agreement measures
are maximum

Test-1 4 (i.e., 1st, 5th, 9th,
10th)

Test-2 3 (i.e., 5th, 9th, 10th)

5 No. of positions of FRs for which agreement measures
are half

Test-1 1(i.e., 2nd)

Test-2 1(i.e., 2nd)

6 No. of positions of FRs for which agreement measures
are very close to each other

Test-1 3(i.e., 6th, 7th, 8th)

Test-2 2(i.e., 6th, 8th)

7 No. of positions of FRs for which agreement measures
are minimum

Test-1 1 (i.e., 3rd)

Test-2 1 (i.e., 1st)
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A Fuzzy-Based Multi-Criteria
Decision-Making Approach
for the Selection of Digital Image
Forensic Tools

Azra Parveen, Zishan Husain Khan, and Syed Naseem Ahmad

Abstract Digital image forensic science is a sub-research area of multimedia secu-
rity whose objective is to check the authenticity of digital images. Different algo-
rithms as well as tools have been developed to check the forged images. In liter-
ature, less attention is given on the evaluation and selection of the digital image
forensic tools based on different features like error level analysis, metadata analysis,
double joint photographic expert group, etc. Therefore, to address this issue, in this
chapter an algorithmhas been developed for the selection of the digital image forensic
tools based on the ranking values. The ranking values of the digital image forensic
tools are computed using TOPSIS method by using the triangular fuzzy numbers.
The utilization of the proposed method is discussed with the help of an example in
which following tools have been considered during the analysis, i.e., FotoForensics,
JPEGsnoop, Forensically, Ghiro, and Izitru.

Keywords Digital image forensic · Multi-criteria decision-making · Fuzzy logic ·
Technique for order of preference by similarity to ideal solutions · TOPSIS
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DIF Digital Image Forensic
DM Decision-Makers
ELA Error Level Analysis
FDM Fuzzy Decision Matrix
FNIS Fuzzy Negative Ideal Solution
FPIS Fuzzy Positive Ideal Solution
FST Fuzzy Set Theory
H High
JPEG Joint Photographic Expert Group
L Low
M Medium
MA Metadata
MCDM Multi-Criteria Decision-Making
PIFD Passive Image Forgery Detection
S Strong
T Tools
TFNs Triangular Fuzzy Numbers
TOPSIS Technique for Order of Preference by Similarity to Ideal Solution
VH Very High
VL Very Low
VS Very Strong
VW Very Weak
W Weak
WN Weighted Normalized Fuzzy Decision Matrix

List of Symbols

∑
Summation

min () Returns minimum value
max () Returns maximum value

1 Introduction

In computer and electronic science, security is a non-functional requirement whose
objective is to safeguard the valuable data or information from unlawful users.
Research in the area of security has been divided into following: information security,
data security and privacy, cloud computing security, multimedia security, network
security, and Internet of Things security [1]. In this chapter, we mainly focused on
one of the research areas of the multimedia security, i.e., digital image forgery. With
the development of the advanced tools like Photoshop, Corel Draw, etc., it is easy
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(a) Original image (b) Forged image

Fig. 1 Original and forged image of a child [3]

to change the contents of an image. As a result, it produces the fake images. It is
important to identify the fake images from the original images. The identification of
the fake images from the set of the images is not an easy task for the naked eyes.
Therefore, the objective of the image forensic science research is to develop the algo-
rithms and tools for the detection of the forged images [1, 2]. The issues related with
the images have been started since 1860. In the database of the image authentication
service curated by fourandsix technologies, there are 245 forged images [3]. From
this database, it was found that the original image of a chubby girl who is drinking
milk was forged by a bag labeled sugar above a caption that warned that the sugary
drinks can cause obesity, as shown in Fig. 1.

Different algorithms and tools have been developed for the detection of the forged
images. For example, Parveen et al. [1] proposed a method for the detection of the
forged images using discrete cosine transform. In another study, Parveen and Tayal
[4] developed an algorithm for the detection of the forged images using color filter
array. In addition to these algorithms, different tools have also been developed for
the detection of the doctored images. For example, FotoForensics tool, JPEGsnoop
tool, Ghiro tool, Forensically tool, and Izitru tool. In our recent study [5], these
tools have been evaluated on the basis of the following features: (i) error level anal-
ysis, (ii) metadata analysis, (iii) last save quality, (iv) JPEG luminance and chromi-
nance, (v) digest, (vi) file type extension and MIME type, (vii) image width and
height, (viii) bits per sample, (ix) color components, (x) cryptographic hash func-
tion, (xi) clone detection, (xii) principal component analysis, (xiii) noise analysis,
(xiv) GPS-Localization, (xv) devise signature analysis, (xvi) double JPEG detection,
(xvii) JPEG structure/coefficients/ghost detection, and (xviii) sensor pattern analysis.
The objective of this chapter is to extend our previous work [5] using multi-criteria
decision-making (MCDM) method for the selection of digital image forensic (DIF)
tools based on the features.

Selection of DIF tools based on different features is an MCDM problem whose
objective is to select the DIF tools for the detection of the doctored images. Due to the
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increasing complexity of the socio-economic environment, several decision-makers
are involved during the DIF tools because it is difficult for the single decision-maker
to deal with all the features of the tools [6, 7]. During the decision-making process,
decision-makers may use linguistic variables to specify their preferences for the eval-
uation of the tools based on different features. For example, the tool should support
“more” on error level analysis (ELA). Here, the term more is a linguistic variable.
There are vagueness and imprecision in human judgement. Different mathematical
tools have been developed to dealwith vagueness and impression during the decision-
making process like fuzzy set theory, rough set theory, etc. In literature, different
MCDM methods have been developed like “Analytic Hierarchy Process” (AHP),
“Technique for Order of Preference by Similarity to Ideal Solution” (TOPSIS), etc.
In this chapter, fuzzy TOPSIS has been used for the selection of DIF tools based on
the features because it is difficult to deal with vagueness and imprecision using exact
numbers [8, 9].

The remaining part of this chapter is organized as follows: Related work is
discussed in Sect. 2. An insight into fuzzy set theory is given in Sect. 3. An evaluation
of DIF tools based on different features is discussed in Sect. 4. An example is given
in Sect. 5. Finally, Sect. 6 concludes the chapter.

2 Related Work

One of the key research areas of the operation research is the MCDM methods
whose objective is to develop the computational tools for the subjective evaluation
based on the different criteria. The MCDM methods have been used for evaluating,
accessing, and ranking alternatives in the following areas like (a) “information tech-
nology and systems”, (b) “supply chain management”, (c) “business and marketing
management”, (d) “design engineering and manufacturing”, etc. [10].

In the area of the digital image forensic science, different methods have been
developed to detect the image forgery, and these methods are broadly divided into
two parts, i.e., “active image forgery detection (AIFD) methods” and “passive image
forgery detection (PIFD) methods”. In AIFD methods, “a watermark is embedded
in the image”. To examine the genuineness of the image, the embedded watermark
is retrieved from the image. If the “extracted watermark” is same as the “original
watermark”, then the image is considered as the genuine image, else, it is treated
as the doctored image. In practical situations, we don’t have the prior information
about the watermark; therefore, we do not pay more attention on AIFD methods.
In image forgery research area, most of the work is dedicated to the PIFD methods
in which no prior information about the images are required to check whether the
images are forged or not [11, 12]. In addition to these techniques, there are also image
forgery detection tools which are used in real-life application for the detection of the
image forgery. The evaluation of these tools and their analysis is discussed in our
previous work [5, 13]. PIFD methods are classified into five sub-parts, i.e., “pixel
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based”, “compression based”, “camera based”, “physics based”, and “geometric
based” techniques [1, 11, 12].

To identify the research gaps in the literature, we have performed a systematic
literature review in the area of pixel-based image forgery detection techniques [14]
using the guidelines of Kitchenham [15]. Based on our review, we found that most
of the focus in image forgery detection techniques is given to different types of
image feature extraction methods, i.e., (1) Discrete Cosine Transform; (2) Discrete
Wavelet Transform; (3) Principal Component Analysis; (4) Signal Value Decompo-
sition; (5) Histogram of Oriented Gradients; (6) Zernike Moment; (7) Fourier Mellin
Transform; (8) Polar Complex Exponential Transform; (9) Fourier Transform; (10)
Polar Cosine Transform; (11) Patch-Match algorithm; (12) Polar Harmonic Trans-
form; (13) Local Binary Patterns; (14) Blur InvariantMoment; (15) Polar Coordinate
System; (16) Scale Invariant Feature Transform; (17) Speedup Robust Features; (18)
J-Linkage algorithm; (19) Harris Corner Points. In literature, the following methods
have been successfully applied for feature matching in image forgery detection, i.e.,
(1) Exhaustive search, (2) Lexicographically sorting, (3) K-Dimensional Tree, (4)
Radix Sorting, (5) Counting Bloom Filters, (6) Best-Bin-First [1]. Based on our
review, we found that in literature less attention is given to the selection of the DIF
tools based on the features using MCDM techniques. Therefore, it motivates us to
work in the DIF tools and apply fuzzy TOPSIS for the selection of the DIF tools
based on features.

3 Fuzzy Set Theory

Fuzzy set theory (FST) is an important component of soft computing which is used
to deal with the imprecision and vagueness during the decision-making process. The
notion of fuzzy logic was developed by Lotfi A. Zadeh in 1965 to deal with the
linguistic variables. FST is a multi-valued logic; on the other hand, crisp set theory
is Boolean logic. In crisp logic, the elements are either present or not in a set; and
in this theory there is no concept of partial membership of the elements. In FST, the
partial membership values of the elements are also considered during the decision-
making process. Consider the following fuzzy set Z = {

0.6
x1 + 0.8

x2 + 0.2
x3

}
; in this set,

the degree of membership values of x1, x2, and x3 are 0.6, 0.8, and 0.2, respectively
[16].

In FST, linguistic variables are modeled by different membership functions
like triangular membership function, trapezoidal membership function, bell-shaped
membership function, etc. These membership functions are represented by fuzzy
numbers like triangular fuzzy numbers (TFNs), etc. For example, if the linguistic
variable “Very Strong” (VS) is represented by (0.7, 0.8, 0.9). In this example, the
linguistic variable VS is modeled by a TFN in which the value 0.9 is optimistic
estimate, “which is intended to be the unlikely but possible value if everything goes
well”; the value 0.8 is the most likely estimate, “intended to be the most realistic
value”; and the value 0.7 is a pessimistic estimate, “which is intended to be the
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Fig. 2 The membership
function of a TFN
Z = (u, v, w)

unlikely but possible value if everything goes badly”. There are different applica-
tions of FST in the area of science and engineering. For example, medical sciences,
wireless sensor networks, software engineering, management science, etc. [17, 18].
Among various fuzzy numbers, in this chapter, TFNs have been used because of its
simplicity in understanding and computation and it is represented by Z = (u, v, w),
as shown in Fig. 2.

µT (x) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0 x ≤ u
x−u
v−u u ≤ x ≤ v
w−x
w−v

v ≤ x ≤ w

0 w ≤ x

(1)

There are different operations that can be performed onTFNs like sum, difference,
inverse, etc. Suppose Z1 = (u1, v1, w1) and T2 = (u2, v2, w2) are two TFNs, then:

(u1, v1, w1) + (u2, v2, w2) = (u1 + u2, v1 + v2, w1 + w2) (2)

(u1, v1, w1) . (u2, v2, w2) = (u1 . u2, v1.v2, w1.w2) (3)

(u1, v1, w1)
−1 ≈ (

1

w1
,
1

v1
,
1

u1
) (4)

(u1, v1, w1) . k = (u1k, v1k, w1k) (5)

where k is a positive real number.
The distance between two TFNs can be computed by vertex method [7, 18].

d(Z1, Z2) =
√
1

3

[
(u1 − u2)

2 + (v1 − v2)
2 + (w1 − w2)

2] (6)
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4 A Fuzzy TOPSIS Method for the Selection of Digital
Image Forensic Tools

The objective of this section is to present the proposed fuzzy TOPSIS method for
the selection of the DIF tools based on features. The block diagram of the proposed
method is exhibited in Fig. 3. There are six steps in the proposed method, i.e., (i)
identification of the DIF tools, (ii) define decision-maker’s linguistic variables, (iii)
construct the fuzzy decision matrix for digital image forensic tool, (iv) construct the
normalized and weighted normalized decision matrix, (v) compute fuzzy positive
and fuzzy negative ideal solutions, and (vi) calculate the closeness coefficients of
each DIF tool. The explanation of these steps is given as below:

Step 1: Identification of the DIF tools and its features

The objective of this step is to identify those tools that will be evaluated based on the
features or criteria. There are different DIF tools in the literature which are used for
the detection of the forged images. In our work, traditional method of the software
requirements elicitation process has been used for the identification of the tools and
its features. Traditional method is sub-divided into (a) interview, (b) analysis of the
existing documents, and (c) questionnaire [19].

Step 2: Define decision-maker’s linguistic variables

Before defining the linguistic variables of the decision-makers, it is necessary to form
the committee of the decision-makers (DM) who will participate in the selection of
the DIF tools. Here, it is assumed that, M decision-makers are participating in DIF
tools selection process; and the fuzzy rating of the DMs on DIF tools and features are

Identification of the DIF tools

Define decision maker’s linguistic variables 

Construct the fuzzy decision matrix for digital image forensic tool

Construct the normalized and weighted normalized decision matrix

Compute fuzzy positive and fuzzy negative ideal solutions

Calculate the closeness coefficients of each DIF tool

Fig. 3 Block diagram of proposed method
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represented by TFNs, Zi = (ui , vi , wi ), i = 1, 2, . . . , I . In real-life applications,
it has been observed that DMs use linguistic variables instead of crisp numbers,
therefore, the objective of this step is to define the linguistic variables that will be
used during the decision-making process.

Step 3: Construct the fuzzy decision matrix for digital image forensic tool

In this step, the fuzzy decision matrix (FDM) is formed after the evaluation of the
DIF tools based on the features by M decision makers. The fuzzy ratings of the DMs
are defined as Zi = (ui , vi , wi ), i = 1, 2, . . . , I . The aggregated fuzzy rating can be
computed as Z = (u, v, w), i = 1, 2, .., I [20]. Here,

u = min{ui }, v = 1

I

I∑

i=1

vi , and w = max{wi } (7)

Suppose the fuzzy rating of the ith DM is xabi = (uabi , vabi , wabi ), where a =
1, 2, . . . , p, and b = 1, 2, . . . , q. Here, p and q are the number of DIF tools and
features, respectively. The aggregated fuzzy rating (xab) of DIF tools with respect to
features can be calculated as (xab) = (uab, vab, wab). Here,

uab = min{uabi }, vab = 1

I

I∑

i=1

vabi and

wab = max{wabi },
(8)

Suppose the importance weight of the ith DMs is wabi = (wbi1, wbi2, wbi3), then
the aggregated fuzzy weights (wab) of each feature is computed as:

wb = (wb1, wb2, wb3)

Here,

wb1 = min{ubi1}, wb2 = 1

I

I∑

i=1

vbi2, and wb3 = max{wbi3} (9)

The fuzzy decision matrix (FDM) is constructed as:

FDM =

⎡

⎢
⎢
⎣

x11 x12 . . . x1q
x21 x22 . . . x2q
. . . . . . . . . . . .

xp1 xp2 . . . xpq

⎤

⎥
⎥
⎦

W = [
w1, w2, . . . , wq

]
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Here, xab = (uab, vab, wab) and wb = (wb1, wb2, wb3); a = 1, 2, . . . , p, b =
1, 2, . . . , q can be approximated by positive TFNs.

Step 4: Construct the normalized and weighted normalized decision matrix

In this step, the normalized FDM is obtained by using the linear scale transform
(LST ):

LST = [tab]p×q , a = 1, 2, . . . , p and b = 1, 2, . . . , q (10)

where

tab =
{
uab
w∗

b

,
vab

w∗
b

,
wab

w∗
b

}

w∗
b = max wab

The weighted normalized FDM is computed by multiplying the importance
weights of each feature of the DIF tool and the values of the normalized FDM.
The weighted normalized FDM (WN) is defined as:

WN = [wnab]p×q , a = 1, 2, . . . , p and b = 1, 2, . . . , q (11)

wnab = tab(.)wb

Here, wb represents the importance weight of each feature of the DIF tool.

Step 5: Compute fuzzy positive and fuzzy negative ideal solutions

The objective of this step is to compute the fuzzy positive ideal solutions (FPIS) and
fuzzy negative ideal solutions (FNIS) as:

FP I S = (FP I S1, FP I S2, . . . , FP I Sq) (12)

FN I S = (FN I S1, FN I S2, . . . , FN I Sq) (13)

where

FP I Sb = max{FP I Sab3} and FN I Sb = min{FN I Sab1}

a = 1, 2, . . . , p and b = 1, 2, . . . , q

Step 6: Calculate the closeness coefficients of each DIF tool

The closeness coefficient (CF) of each digital image forensic tool is computed as:
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CFa = dFN I S
a

dFP I S
a + dFN I S

a

, a = 1, 2, . . . , p (14)

where

dFP I S
a =

q∑

b=1

d(wnab, FP I Sb) a = 1, 2, . . . , p (15)

dFN I S
a =

q∑

b=1

d(wnab, FN I Sb) a = 1, 2, . . . , p (16)

where d(.,.) is the distance between two fuzzy numbers.

5 An Example

To explain the steps of the proposed method, we have considered the DIF tools
which are used for the detection of the doctored images. Based on our literature
review [5], we have identified the following digital image forensic tools (T), i.e.,
T1: FotoForensics, T2: JPEGsnoop, T3: Forensically, T4: Ghiro, and T5: Izitru,
which are used for the identification of the forged portion in digital images. In this
chapter, following criteria (C) have been used for the evaluation of the digital image
forensic tools, i.e., C1: “error level analysis” (ELA), C2: “metadata” (MA), and C3:
“double joint photographic expert group” (D-JPEG). In this chapter, the following
linguistic variables have been used for the evaluation of the features of the DIF tools,
i.e., Very Weak (VW) = (2, 2, 4), Weak (W) = (2, 4, 6), Medium (M) = (4, 6, 8),
Strong (S) = (6, 8, 10), and Very Strong (VS) = (8, 10, 10). For the evaluation
of the relationship between DIF tools and criteria, the following linguistic vari-
ables have been used: Very Low = (0.0, 0.0, 0.25), Low (L) = (0.0, 0.25, 0.5),
Medium (M) = (0.25, 0.5, 0.75), High (H) = (0.5, 0.75, 1.0), and Very High (VH)
= (0.75, 1.0, 1.0). In this chapter, it is assumed that three decision-makers are
participating during the selection process of the DIF tools.

To construct the fuzzy decision matrix (FDM), the digital image forensic tools
are first evaluated by the three decision-makers (DM), i.e., DM1, DM2, and DM3;
and the weight of the criteria’s are also evaluated based on the linguistic variables.
The results after the evaluation of digital forensic tools and the criteria are exhibited
in Tables 1 and 2.

Here, the weighted FDM is constructed by using Eqs. (10) and (11). The weighted
FDM is exhibited in Table 3.

Fuzzy positive ideal solution (FPIS) and fuzzy negative ideal solution (FNIS) are
computed with the help of the Eqs. (12) and (13).
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Table 1 Evaluation of digital image forensic tools under three criteria

Criteria Digital image forensic tools Decision-makers

DM1 DM2 DM3

C1 T1 VH H VH

T2 M VL L

T3 VH M VL

T4 VH H VH

T5 VL VL L‘

C2 T1 VH VH H

T2 VH VH H

T3 VL L L

T4 VH VH H

T5 VL L L

C3 T1 VL L VL

T2 VL L L

T3 VL VL VL

T4 VH H L

T5 VH VH H

FP I S = [(1.0, 1.0, 1.0), (1.0, 1.0, 1.0), (1.0, 1.0, 1.0)]

FN I S = [(0.0, 0.0, 0.0), (0.0, 0.0, 0.0), (0.0, 0.0, 0.0)]

Thedistance of eachDIF tool from FP I S and FN I Swith respect to each criterion
is calculated by using the Eq. (6); and the results are exhibited in Tables 4 and 5.

d(T 1, FP I S) =
√

(1 − 0.2)2 + (1 − 0.67)2 + (1 − 1)2

3
= 0.4996

d(T 1, FN I S) =
√

(0 − 0.2)2 + (0 − 0.67)2 + (0 − 1)2

3
= 0.7045

Equation (14) is used to compute the closeness coefficients of each DIF tool. The
closeness coefficient for the DIF tools is given as below:

Closeness coefficient of T1 = 1.7235

1.8249 + 1.7235
= 0.4857

Closeness coefficient of T2 = 1.1632

2.057 + 1.1632
= 0.3612
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Table 3 Weighted fuzzy decision matrix

Criteria/tools T1 T2 T3 T4 T5

C1 (0.2, 0.67, 1.0) (0.0, 0.18, 0.75) (0.0, 0.37, 1.0) 0.2, 0.67, 1.0) (0.0, 0.05, 0.5

C2 (0.2, 0.74, 1.0) (0.2, 0.74, 1.0) (0.0, 0.13, 0.5) (0.2, 0.74, 1.0) (0.0, 0.13, 0.5)

C3 (0.0, 0.07, 0.5) (0.0, 0.15, 0.5) (0.0, 0.0, 0.25) (0.0, 0.58, 1.0) (0.3, 0.80, 1.0)

Table 4 The distance between digital image forensic tools Ti (i = 1, 2, . . . , 5) and FP I S with
respect to three criteria

Distance between Ts and FP I S T1 T2 T3 T4 T5

C1 0.4996 0.7604 0.6824 0.4996 0.8470

C2 0.4857 0.4857 0.8179 0.4857 0.4857

C3 0.8396 0.8109 0.9242 0.6262 0.4203

Sum 1.8249 2.057 2.4245 1.6115 1.753

Table 5 The distance between digital image forensic tools Ti (i = 1, 2, . . . , 5) and FN I S with
respect to three criteria

Distance between Ts and FN I S T1 T2 T3 T4 T5

C1 0.7045 0.1343 0.6156 0.704 0.2901

C2 0.7275 0.7275 0.2983 0.7275 0.2983

C3 0.2915 0.3014 0.1443 0.6674 0.7594

Sum 1.7235 1.1632 1.0582 2.0989 1.3478

Closeness coefficient of T3 = 1.0582

2.4245 + 1.0582
= 0.3038

Closeness coefficient of T4 = 2.0989

1.6115 + 2.0989
= 0.5657

Closeness coefficient of T5 = 1.3478

1.753 + 1.3478
= 0.4347

Based on the closeness coefficient value of the DIF tools, we found that DIF tool
T4 has the highest priority and T3 has the lowest priority. Therefore, based on the
evaluation of the DIF tools, the Ghiro tool (T4) will be used for the detection of the
doctored images because it has the highest priority.
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6 Conclusion and Future Directions

In this chapter, we have presented a method for the evaluation and selection of the
DIF tools using fuzzy TOPSIS. The proposed method includes six steps, i.e., (i)
identification of the DIF tools, (ii) define decision-makers linguistic variables, (iii)
construct the fuzzy decision matrix for DIF tool, (iv) construct the normalized and
weighted normalized decision matrix, (v) compute fuzzy positive and fuzzy negative
ideal solutions, and (vi) calculate the closeness coefficients of each DIF tool. In
this chapter, TFNs were used to model the linguistic variables during the evaluation
process. The proposed method has been applied for the selection of the five DIF tools
based on three criteria. Based on the closeness coefficient, it was found that Ghiro
tool has the highest priority value. In future, we will try to work on the following:

• To develop a tool for the selection of the DIF tools
• To apply fuzzy AHP for the evaluation and selection of the DIF tools
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Why Does the Choice of Normalization
Technique Matter in Decision-Making

Andrii Shekhovtsov, Aleksandra Kaczyńska, and Wojciech Sałabun

Abstract Multi-Criteria Decision Analysis (MCDA) methods are very important
to help the decision-maker to make more responsible choices. Despite creating new
techniques and improving existing ones, each decision problem has a set of crite-
ria and alternatives that are presented in a decision matrix. Most MCDA methods
require normalization of this matrix due to different units of measurement that are
not suitable for direct comparison. However, it should be noted that any normaliza-
tion can contribute to change in the final result. In this chapter, we present a simple
investigation to show the fundamental differences between the five most common
normalization techniques. We used these methods on randomly generated diverse
data sets and carried out a comparison of necessary statistical data. It turned out that
the characteristics of data sets have a significant impact on normalization results.
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Mathematical Symbols

Xn×m Decision matrix, where n stands for the number of alternatives and m for
the number of criteria.

xi j Element of the decision matrix, where i = 1, 2, . . . , n is an index of alter-
native and j = 1, 2, . . . ,m is an index of criteria.

ri j Element of the normalized decision matrix, where i = 1, 2, . . . , n is an
index of alternative and j = 1, 2, . . . ,m is an index of criteria.

1 Introduction

Many criteria, including those that are incompatible with each other, often need to
be considered when making decisions. MCDA (Multi-Criteria Decision-Analysis)
methods are an important tool when dealing with such situations. They are widely
used in many areas to help the decision-maker to find a solution that best suits his
expectations.

In most decision-making problems, it is necessary to have properly prepared data.
An essential part of the process is to create a decision matrix in which the data must
be normalized [3, 15]. This situation occurs in many knownMCDAmethods, which
cannotwork correctlywithout preliminarydata normalization, the best example being
TOPSIS [8, 13, 14]. It is a very popular approach because of its simplicity, but at
the same time, it is susceptible to choose the normalization method. Of course, some
methods can work without normalization such as PROMETHEE and VIKOR [7,
12]. However, most often, this normalization is still desired in order to achieve better
comparability of input data [4]. Sometimes the type of normalization is indicated
from above as in the case of Entropy or COPRAS methods [10, 16, 17]. However,
in this case, there are modifications, which often consist of changing the current
normalization method.

This issue leads to the question of which normalization method to choose [1, 2,
12]. It depends on the specificity of a given problem, i.e., on the characteristics of
the input data [3]. In this chapter, we present a short comparison of the five most
commonly used techniques in six different scenarios. We aim to show what happens
to the data after the normalization in the selected settings. Very often in publications,
the authors do not refer at all to the justification of the selection of normalization
technique. It looks as if it is a random procedure, and yet it determines the final result
[6, 9, 13].

In the conducted experiments, six sets of data were randomly generated, differing
in range, size, and sign. Then, if possible, the following normalization methods were
applied to them: minimum–maximum, max, sum, vector, and logarithmic. The study
was omitted for sets containing negative numbers in case of logarithmic normal-
ization. Then, for each set of data, there was a comparison of statistics (minimum,
maximum, average, quantiles) of the original set and the results obtained with the
tested methods.
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2 Normalization Methods

In the literature, there is no clear assignment to which decision-makers’ methods
of data normalization are used. This situation poses a problem, as it is necessary to
consider the influence of particular normalization on the result. The most common
normalization methods in MCDA methods can be divided into two groups [5, 11,
13], i.e., methods designed to profit (1), (3), (5), (7) and cost criteria (2), (4), (6), (8).

The minimum–maximum method—in this approach, the greatest and the least
values in the considered set are used. The formulas are described as follows (refer
Eqs. 1 and 2):

ri j = xi j − min j (xi j )

max j (xi j ) − min j (xi j )
, (1)

ri j = max j (xi j ) − xi j
max j (xi j ) − min j (xi j )

. (2)

The maximum method—in this technique, only the greatest value in the consid-
ered set is used. The formulas are described as follows (refer Eqs. 3 and 4):

ri j = xi j
max j (xi j )

, (3)

ri j = 1− xi j
max j (xi j )

. (4)

The sum method—in this method, the sum of all values in the considered set is
used. The formulas are described as follows (refer Eqs. 5 and 6):

ri j = xi j
∑m

i=1 xi j
, (5)

ri j =
1
xi j

∑m
i=1

1
xi j

. (6)

The vector method—in this method, the square root of the sum of all values. The
formulas are described as follows (refer Eqs. 7 and 8):

ri j = xi j
√∑m

i=1 x
2
i j

, (7)

ri j = 1− xi j
√∑m

i=1 x
2
i j

. (8)
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The logarithmic method—in this method of normalization uses the natural loga-
rithm.Values of considered set are assumed to be positive. The formulas are described
for profit type (refer Eq. 9) and cost type (refer Eq.10) as follows:

ri j = ln
(
xi j

)

ln
(∏m

i=1 xi j
) , (9)

ri j =
1− ln(� j)

ln(I limi=1 A j)

m − 1
. (10)

3 Experiments

3.1 Set with Natural Numbers

The first set of data contain ten consecutive natural values from one to ten. Figure1
shows the data set before and after normalization.

The minimum–maximum and maximum methods very adequately reproduce the
shape of the set, which is very similar to raw data. In the case of other methods,
the results grow slower than in the original. The sum method gives results similar in
shape to the logarithmic function because, in both cases, the results are the flattest.

The box plot (Fig. 2) shows that data normalized by the minimum–maximum
method (1) is evenly distributed over the range from 0 to 1. The maximum method
(2) gives similar results, including a similar average, but the minimum value is equal

Fig. 1 Visualization of data set Sect. 3.1 before and after normalization
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Fig. 2 Box plot for data set Sect. 3.1, where 1—minmax, 2—max, 3—sum, 4—vector, and 5—
logarithmic

Table 1 Statement of statistical parameters for data set Sect. 3.1

Normalization
method

Min 1st Qu. Median Mean 3rd Qu. Max

Original data 1.0000 3.2500 5.5000 5.5000 7.7500 10.0000

Minmax 0.0000 0.2500 0.5000 0.5000 0.7500 1.0000

Max 0.1000 0.3250 0.5500 0.5500 0.7750 1.0000

Sum 0.0182 0.0591 0.1000 0.1000 0.1409 0.1818

Vector 0.0510 0.1656 0.2803 0.2803 0.3950 0.5096

Logarithmic 0.0000 0.0775 0.1126 0.1000 0.1355 0.1524

to the quotient of theminimum value derived from the original data by themaximum.
The other methods narrow this range, as no values appear around 1.

Table1 presents statistical data of the results. It can be seen that, unlike other
methods, in the logarithmic method the median is higher than the mean and is closer
to the upper end of the range.

3.2 Set with Random Natural Numbers

The second set presents a random natural numbers from the range 50–100. Figure3
shows the results of calculation. The statistical parameters for the data from this set
can be found in Table2.

The results from the minimum–maximum method are again very similar to the
original in terms of shape. The maximum method also preserves the approximate
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Fig. 3 Visualization of data set Sect. 3.2 before and after normalization

Table 2 Statement of statistical parameters for data set Sect. 3.2

Normalization
method

Min 1st Qu. Median Mean 3rd Qu. Max

Original data 52.0000 59.7500 77.5000 74.9000 86.7500 98.0000

Minmax 0.0000 0.1685 0.5543 0.4978 0.7554 1.0000

Max 0.5306 0.6097 0.7908 0.7643 0.8852 1.0000

Sum 0.0347 0.0399 0.0517 0.0500 0.0579 0.0654

Vector 0.1523 0.1750 0.2270 0.2194 0.2541 0.2871

Logarithmic 0.0460 0.0476 0.0506 0.0500 0.0519 0.0534

shape of the data, but compressed in the range from about 0.5–1. The other methods
reflect the growing nature of the sorted data but flatten their shape.

As the lower data limit is far from zero, the average data after normalization with
the maximum method is closer to 1 than with the minimum–maximum method, as
can be seen in the box plot (Fig. 4).

3.3 Set with Negative Numbers

The next set on which the normalization methods are tested were negative numbers
from−100 to−50. For this reason, it was not possible to apply logarithmic normal-
ization. Figure5 shows that the minimum–maximum method once again returned
data in the range from 0 to 1 with a shape similar to the original.

The results from the maximum method go beyond the scale. Interestingly, in the
case of the sum method, the ranking was reversed. The data were flattened, similarly
in the vector method. Table3 and Fig. 6 represent the statistical data received. The
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Fig. 4 Box plot for data set Sect. 3.2, where 1—minmax, 2—max, 3—sum, 4—vector, and 5—
logarithmic

Fig. 5 Visualization of data set Sect. 3.3 before and after normalization

Table 3 Statement of statistical parameters for data set Sect. 3.3

Normalization
method

Min 1st Qu. Median Mean 3rd Qu. Max

Original data −100.0000 −87.2500 −82.0000 −79.1000 −71.0000 −54.0000

Minmax 0.0000 0.2772 0.3913 0.4543 0.6304 1.0000

Max 1.0000 1.3148 1.5185 1.4648 1.6157 1.8519

Sum 0.0341 0.0449 0.0518 0.0500 0.0552 0.0632

Vector −0.2790 −0.2434 −0.2287 −0.2207 −0.1981 −0.1506



114 A. Shekhovtsov et al.

Fig. 6 Box plot for data set Sect. 3.3, where 1—minmax, 2—max, 3—sum, and 4—vector

data from the maximummethod has been scaled to a range from 1 to 2. This suggests
that the method in this form does not work on negative numbers. The vector method
returned results negative, but otherwise similar to those from the previous data set.

3.4 Set with Positive Values (Long Version)

In the next case, a set of numbers from 1 to 100 was chosen for testing. The results
(presented inFig. 7)were very similar to thefirst set of data. Theminimum–maximum

Fig. 7 Visualization of data set Sect. 3.4 before and after normalization



Why Does the Choice of Normalization Technique Matter … 115

Fig. 8 Box-plot for data set Sect. 3.4, where 1—minmax, 2—max, 3—sum, 4—vector and 5—
logarithmic

Table 4 Statement of statistical parameters for data set Sect. 3.4

Normalization
method

Min 1st Qu. Median Mean 3rd Qu. Max

Original data 1.0000 34.0000 58.5000 55.5000 81.5000 99.0000

Minmax 0.0000 0.3367 0.5867 0.5561 0.8214 1.0000

Max 0.0101 0.3434 0.5909 0.5606 0.8232 1.0000

Sum 0.0002 0.0068 0.0117 0.0111 0.0163 0.0198

Vector 0.0017 0.0582 0.1001 0.0950 0.1395 0.1695

Logarithmic 0.0000 0.0103 0.0118 0.0111 0.0128 0.0134

method retained the shape of the data; the maximum method retained the shape and
had a minimum above zero; the sum, vector, and logarithmic methods flattened the
data.

However, there are differences between the first and this set of data, which can be
seen in the Fig. 8 andmore clearly in the Table4.Minimum–maximumandmaximum
methods return more similar averages because the maximum method has the lowest
value closer to zero. This is due to the higher upper limit of the original set. Besides,
it is worth looking at the results of the three other methods. Both in the first example
and here they are flattened, but here they are compressed to an even smaller extent.
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3.5 Set with Positive and Negative Numbers

In this case, the numbers were in the range from−100 to 100, which again excluded
the possibility of using the logarithmic method. Figure9 shows that normalized data
retains its ascending and approximate shape.

The results of the minimum–maximum method turn out to be similar to the pre-
vious examples. The data are distributed between 0 and 1 and the mean is close
to 0.5. However, as shown on Fig. 10, with the other methods the mean is close to
zero, and the values are distributed almost evenly below and above zero. In the case
of the vector method, it can be assumed that, as in example 3, the numbers retain

Fig. 9 Visualization of data set Sect. 3.5 before and after normalization

Fig. 10 Box-plot for data set Sect. 3.5, where 1—minmax, 2—max, 3—sum and 4—vector
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Table 5 Statement of statistical parameters for data set Sect. 3.5

Normalization
method

Min 1st Qu. Median Mean 3rd Qu. Max

Original data −100.0000 −38.0000 4.0000 3.4400 48.5000 98.0000

Minmax 0.0000 0.3131 0.5253 0.5224 0.7500 1.0000

Max −1.0204 −0.3878 0.0408 0.0351 0.4949 1.0000

Sum −0.2907 −0.1105 0.0116 0.0100 0.1410 0.2849

Vector −0.1882 −0.0715 0.0075 0.0065 0.0913 0.1844

their sign. The statistical parameters are listed in Table5. Only the results from the
minimum–maximum method have all positive values.

3.6 Set with Strongly Asymmetrical Positive Values

In this case, the numbers were in the range from 1 to 108, which shows the better
possibility of using the logarithmic method. Figure11 shows that normalized data
retains its ascending and approximate shape.

The results of the minimum–maximum and maximum methods turn out to be
similar to the shape of original data. The data are distributed between 0 and 1 and
the mean is close to 0.2. However, as shown on Fig. 12, with the other methods the
mean is close to 0, and the two values outliers are observed. In the case of the vector
method, it can be assumed that a less similar to minimum–maximum, and a sum
method less than vector method. However, logarithmic method has not outliers and

Fig. 11 Visualization of data set Sect. 3.6 before and after normalization
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Fig. 12 Box plot for data set Sect. 3.6, where 1—minmax, 2—max, 3—sum, 4—vector, and 5—
logarithmic

Table 6 Statement of statistical parameters for data set Sect. 3.6

Normalization
method

Min 1st Qu. Median Mean 3rd Qu. Max

Original data 7.2027 54.8640 159.6934 19353933.7089 385055.3206 98257966.8459

Minmax 0.0000 0.0000 0.0000 0.1970 0.0039 1.0000

Max 0.0000 0.0000 0.0000 0.1970 0.0039 1.0000

Sum 0.0000 0.0000 0.0000 0.1000 0.0020 0.5077

Vector 0.0000 0.0000 0.0000 0.1418 0.0028 0.7198

Logarithmic 0.0243 0.0488 0.0612 0.1000 0.1465 0.2262

seems to preferably smooths the data. The statistical parameters are listed in Table6.
Only the results from the minimum–maximum method have all positive values.

4 Conclusions

The conducted experiments allowed to formulate simple conclusions, whichmake us
aware of the importance of choosing normalization. The most relevant result of the
data shape was achieved by the minimum–maximum method. The average of data
after normalization is usually close to 0.5 for symmetric data sets. This is a universal
method, and its operation does not depend on the data we work with.

The minimum–maximum technique always returns values between 0 and 1. In
some cases, a zero value can be undesirable. Then the maximum method may be a
good choice. Using this approach, the original data is scaled to a range of [ min(x)

max(x) , 1].
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However, the operation is most stable for positive values. The results will be close
to minimum–maximum minimization the more the minimum value is close to zero.
The normalization of totals is quite interesting, where the larger the sum of the data
set, the smaller the spread after normalization will be. The ranking is either preserved
(for positive data) or reversed (for negative data).

Vector normalization is characterized by a lower spread of data after normalization
(smoothing). Unfortunately, negative numbers will be negative after normalization.
This technique smoothes the data but keeps the trend and would work well for data
with noise. The last normalization is logarithmic normalization, which can be used
only on positive numbers without zero. This approach smoothes the data and should
be usedmainly for huge numbers, which are usually presented on a logarithmic scale.

The following study was limited to the most popular normalization methods only.
Future directions of the research assume a thorough investigation of the influence of
normalization on particular MCDA methods and then extend the research to other
possible normalization methods. Also, the interval normalization and fuzzy numbers
should be investigated.
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Abstract The aggregation-disaggregation approach is considered as an important
tool at the disposal of decision analysts and decision-makers when addressing
multiple criteria decision-making problems. This paper proposes a bipolar robustness
control approach, implemented in conjunction with the UTASTAR method, where
the multicriteria evaluation model is an additive value function. The disaggregation
pole of this new algorithm measures and controls the robustness of the evaluation
model, as inferred by the decision-maker’s preference statements, while the aggre-
gation pole assesses the stability of the results. The bipolar robustness control is
complemented with several visualization measures and robustness indicators, the
fulfilment of which guarantees the soundness of the model and validates its results.
In the end, the methodology is applied to the problem of e-government readiness
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ERA Extreme Ranking Analysis
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RARR Ratio of the Average Range of the Ranking
ROR Robust Ordinal Regression
SPRI Statistical Preference Relations Index
UTA UTilités Additives

1 Introduction

Aggregation-disaggregation or ordinal regression approach is currently considered
as an important tool at the disposal of potential analysts and decision-makers when
addressing decision-making problems under the regime ofmultiple criteria. Themain
goal of this philosophy lies in the assessment/inference of preference models from
given preferential structures and the support of decision-aiding activities through
operational models, within the aforementioned framework (see [9, 12, 14]).

The most representative disaggregation method is the UTA method (UTilités
Additives), proposed by [8]. It aims at inferring one or more additive value func-
tions from a given ranking or other preference statements (e.g., pairwise compar-
isons) made on a reference set of alternatives AR . The method uses special LP
(Linear Programming) techniques to assess these functions so that the ranking(s)
obtained through these functions on AR is (are) as consistent as possible with the
reference preference statements. An improved version of the original UTAmethod is
UTASTARmethod,which in presented in Sect. 2 andmore explicitly in theAppendix
B of this paper.

Recently, special attention has been given to certain robustness issues of the
ordinal regression framework and the way that the preferential parameters are esti-
mated through the UTA-type inference engine [5, 11, 12]. Towards this direction,
this paper proposes an interactive bipolar robustness control procedure to strengthen
the implementation of the UTASTAR method and the additive value function, as
part of the former. The disaggregation pole of this algorithm measures and controls
the robustness of the evaluation model, as inferred by the decision-maker’s (DM’s)
preference statements, while the aggregation pole assesses and validates the ranking
results, given by the model. The methodology is complemented with certain visu-
alization measures and robustness indicators, which drive and guide the procedure,
until the acquisition of secure and robust results.

In the end, the proposed robustness control methodology is implemented in the
context of a real-world case study, in order to stress test and verify its validity and
efficacy. Specifically, the UTASTAR method, coupled with the robustness control
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methodology, is applied to the evaluationof the e-government performance inEurope.
The evaluation model built with the aid of the UTASTAR method is applied for the
ranking of 22 European countries. This application is based on the multicriteria
e-government modeling work of [13] and considers updated data on the countries.

The paper is organized as follows: Sect. 2 presents the theoretical basis of the
additive valuemodel and theUTASTAR framework. The proposed bipolar robustness
control procedure is outlined in Sect. 3. Section 4 briefly presents the decisionmodel,
based on which e-government is assessed at the national level. Sections 5 and 6
are purely practical and implement the robustness control methodology to rank 22
European countries over their e-government performance. Finally, Sect. 7 concludes
the paper.

2 Additive Value Model and UTASTAR Method

2.1 Problem Statement and Notation

The most common approach for evaluating a set of actions A = {a, b, c, . . . } is to
use an additive representation. The multicriteria evaluation model proposed in this
paper is an additive value function u, described by the following formulae:

u(g) =
n∑

i=1

piui (gi ) (1)

ui (gi∗) = 0, ui
(
g∗
i

) = 1, for i = 1, 2, . . . , n (2)

n∑

i=1

pi = 1 (3)

pi ≥ 0, for i = 1, 2, . . . , n (4)

where g = (g1, g2, . . . , gn) is the performance vector of an action on n criteria; gi∗
and g∗

i are the least andmost preferable levels of the criterion gi , respectively; ui (gi ),
i = 1, 2, . . . , n are non-decreasing marginal value functions of the performances gi ,
i = 1, 2, . . . , n; and pi is the relative weight of the i-th function ui (gi ).

Thus, for a given action a, g(a) and u
[
g(a)

]
represent the multicriteria vector of

performances and the global value (in the interval [0, 1]) of the action a, respectively.
Both the marginal and the global value functions have the monotonicity property

of the true criterion. For two actions a and b, the following properties hold:

u
[
g(a)

]
> u

[
g(b)

] ⇔ a > b (Preference) (5)
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u
[
g(a)

] = u
[
g(b)

] ⇔ a ∼ b (indifference) (6)

The necessary hypothesis to validate an additive value function for a given DM
is the preference independence of the criteria (see [3], for instance).

2.2 The UTASTAR Ordinal Regression Method

Jacquet-Lagrèze and Siskos [9] addressed the condition of preference independence
by suggesting an ordinal regression or disaggregation approach, which aims at infer-
ring one or more additive value functions from given DM’s preference statements
(see also [14]). More specifically, the UTASTAR algorithm (see Appendix B) infers
additive value functions from a ranking expressed on a reference set of actions AR .
Themethod uses special LP techniques to assess these functions so that the ranking(s)
obtained through these functions on AR is (are) as consistent as possible with the
DM’s preference ranking.

In UTA methods, the additive value model to be assessed has the following
unweighted form, which is strictly equivalent to the above weighted form (1)–(4):

u(g) =
n∑

i=1

ui (gi ) (7)

subject to normalization constraints:

⎧
⎪⎨

⎪⎩

n∑

i=1

ui (g
∗
i ) = 1

ui (gi∗) = 0 ∀i = 1, 2, . . . , n

(8)

where ui , i = 1, 2, . . . , n are non-decreasing real valued functions, named marginal
value functions.

In UTA methods (see [14]), each value functions ui is supposed to have a piece-
wise linear form on ai points of the corresponding evaluation scale [gi∗, g

∗
i ]. This

presupposes that each scale is already discretized into ai −1 equally distant intervals.
In addition, the monotonicity constraints are taken into account, with the aid of

the following transformations:

wi j = ui
(
g j+1
i

)
− ui

(
g j
i

)
≥ 0 ∀i = 1, 2, . . . , n and j = 1, 2, . . . , ai − 1 (9)

Thus, the monotonicity conditions may be replaced by the non-negative
constraints for the variables wi j (ai is the number of points, on which the value
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function ui is assessed). Finally, the determination of the value function ui is fully
achieved, when all the values of the wi j variables, whose number is

∑n
i=1(αi − 1),

have been determined.

3 The Bipolar Ordinal Regression Process of Robustness
Control

3.1 Principles

The effectiveness of the UTASTAR inference engine depends on the size of the DM’s
preference information, included in the reference set, that is, more specifically, on
the number of reference actions that constitute the set AR . This means that the larger
the reference set, the more “accurate” the additive value model, estimated by the
method.

UTASTAR algorithm (see also Appendix B) shows that the DM’s evaluation
model may not be a unique additive value function but a set of functions, all being
compatible with the preference statements provided to the analyst. This infinite set of
functions comprises a polyhedral set, confined under some linear constraints, in the∑n

i=1(αi − 1) dimension space. Greco et al. [5] proposed a general methodological
framework, named “Robust Ordinal Regression” (ROR), which can be implemented
synergistically to the disaggregationmethods and aims at enhancing the robustness of
the estimated results. ROR is based on the principle, according to which the decisions
and proposals emerge after considering all those parameters that are compatible with
the preferences of the DM.

Towards this direction, a robustness control algorithm is proposed, in order to
examine, analyze, measure, and assess the robustness of the decision-making proce-
dure. This algorithm focuses separately in the two different aspects/poles of the
procedure, namely, the disaggregation and the aggregation one (bipolar procedure).

Figure 1 outlines graphically the flowchart of the interactive bipolar robustness
control, which manages robustness in both phases/poles of the decision support
process. The robustness control process is initiated with the inference of the additive
value model, resulting from the ranking of the reference actions. It then proceeds to
the assessment of the robustness of the model, with the option of discontinuing the
modeling process, if the results are not satisfactory. In this case, the analyst asks the
DM to enrich the reference set with additional reference actions or add other new
preference statements.

Alternatively, the process moves from the disaggregation to the aggregation pole,
where the additive value model is implemented and the ranking of the real actions
is achieved. Robustness is again measured in this pole, in terms of the stability of
the ranking positions of each action. If the robustness of the results is adequate to
support a safe decision, the algorithm is terminated, otherwise the analyst returns to
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Fig. 1 The bipolar robustness control procedure
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the disaggregation pole and asks the DM for the acquisition of additional preferential
information.

The inclusion of the DM in the whole procedure is significant, since his/her
preference input is constantly required, in order to improve the stability of either the
decision model or the evaluation results. On the other hand, the DM is, during the
complete implementation and the rounds of feedback, fully aware of the modeling
stages, the impact of his/her input on the results, the evolution of the robustness
indicators, and is deciding, in cooperation with the analyst, whether the robustness
in either of the poles is satisfactory.

3.2 Robustness Control Measures

Various numerical indicators and visualization tools are used to assess the robust-
ness of the parameters calculated through the UTASTAR method. These indices are
included and applied in either the disaggregation or the aggregation pole of Fig. 1.
Some of these indices are reported here, especially those used in the problem of
e-government evaluation in the next three sections.

Disaggregation pole

Twomain indices can be recognized in this category. The use of these indices presup-
poses the production of multiple sets of preferential parameters. A usual way to
achieve this, when implementing the UTASTAR method is the max–min LPs tech-
nique (see step 4 in Appendix B). During this procedure, all or a subset of model’s
parameters are successively minimized and maximized, under the set of feasibility
constraints, and then visualized.

Let prs be the set of the model’s preference parameters, produced by the
UTASTAR algorithm, where r denotes a specific instance, in which the parameter p
is estimated (r = 1, 2, . . . , R) and s denotes a specific parameter (s = 1, 2, . . . , S).
In UTASTAR method, where wi j are to be estimated during step 4, the number
of instances is R = 2

∑n
i=1(αi − 1) and the number of different parameters wi j is

S = ∑n
i=1(αi − 1).

Average Range of Preferential Parameters (ARP)

The calculation of the ARP requires the priori implementation of the max–min LPs
technique and is defined as follows:

ARP = 1

S

S∑

S=1

[
max(prs)

r
−min(prs)

r

]
(10)
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where prs is the r -th instance of the s-th preferential parameter. This index ranges
in [0, 1] and indicates the average possible variation of the preferential parame-
ters. Therefore, it receives lower values as the robustness of a model increases.
ARP receives the value of 0 when a unique preference model reflects the preference
statements of the DM.

Average Stability Index (ASI)

The average stability index is a robustness index proposed by Siskos and Grigor-
oudis [6] and indicates the average value of the normalized standard deviation of the
preferential parameters. ASI also ranges in [0, 1] and returns the value of 1, when
perfect robustness is achieved.

In the presented approach, ASI has the following form:

ASI = 1 − 1
n∑

i=1
(αi − 1)

n∑

i=1

αi∑

j=2

√
n∑

i=1
(αi − 1)

R∑
r=1

(uri j )
2 −

(
R∑

r=1
uri j

)2

2

√
n∑

i=1
αi − (n + 1)

(11)

where uri j is the r -th instance of ui j during the max–min LPs procedure with R =
2
∑n

i=1(αi − 1).

Most representative preference model

Finally, an average additive value model (“barycenter”) of all different instances
should be obtained, as the most representative preference model solution in the
corresponding hyper-polyhedron of all possible solutions (see also [11] about the
specification of representative parameter sets). This average additive model accom-
modates the average values of all the preference parameters (resulting for the max–
min LPs procedure here) and is used for the acquisition of a representative ranking
of the actions under evaluation.

Aggregation pole

The exploitation of the indices related to the disaggregation pole offers a comprehen-
sive view of the robustness of the decision model, though it does not guarantee robust
results after the its implementation. The use of appropriate indices in the aggrega-
tion pole (2nd pole) is therefore necessary to monitor robustness as the algorithm
progresses. Again, these indices work under the condition that certain techniques are
implemented.

Extreme ranking analysis

The extreme ranking analysis, proposed by Kadzinski et al. [10], uses mixed-integer
linear programming techniques, in order to estimate every action’s best and worst
possible position in the ranking. It constitutes an additional tool to visualize the
variation of actions’ ranking.
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Average Range of the Ranking (ARRI) and Ratio of the Average Range of the
Ranking (RARR)

The average range of the ranking index and the ratio of the average range of the
ranking are two indices, used in conjunction with the Extreme Ranking Analysis.
Specifically, ARRI depicts the possible number of positions that an average action
can occupy in the whole ranking, whileRARR reflects the ratio of the aforementioned
deviation, with respect to the whole number of the alternatives under evaluation. The
optimal values of ARRI and RARR are 1 and 0%, respectively, and they are calculated
using the following formulae:

ARRI = 1

m

m∑

k=1

(∣∣R∗(k) − R∗(k)
∣∣ + 1

)
(12)

RARR = ARRI − 1

m − 1
· 100% (13)

where R∗(k) and R∗(k) are theworst andbest possible rankingpositions, respectively,
for the k-th alternative, whilem is the number of all the alternatives under evaluation.

Statistical Preference Relations Index (SPRI)

The SPRI offers a comprehensive way to examine the stability of the ranking posi-
tions, achieved by the whole entity of actions. The calculation of SPRI prerequisites
the implementation of a random sampling technique, such as the Hit-and-Run algo-
rithm [15] and generally methods that generate a statistically adequate number of
model parameters, within the polyhedron of parameters. Then, for each vector of
parameters, the associated ranking is calculated, using the outranking method.

Building on these multiple rankings, SPRI calculates the separate frequencies or
probabilities that each action occupies a single ranking position in the final ranking,
and constitutes a measure, providing clear insight on the robustness of the results.
Specifically, the probability that an action ak is ranked in the t-th position is calculated
using the following relation:

Pk
t = ckt

m
· 100% (14)

where ckt is the number of samples/instances that position an action ak in the t th
position, t = 1, 2, . . . , N and m is the number of all the samples/instances.

The statistical preference relations index is then calculated using the following
equation:

SPRI = 1

m

m∑

k=1

N∑

t=1

Pk
t (15)
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SPRI reaches the optimal value of 100% when each action occupies a single
ranking position, with a statistical probability of 100%. In other words, the same
exact ranking occurs, after the implementation of the additive value model, for every
different instance/sampling of the preferential parameters.

4 Case Study: Evaluating e-Government Performance
in Europe

E-government refers to the introduction of telecommunications and computer tech-
nologies in public administration and the new administrative practices that these
technologies enable. The purpose and objective of this digitalization is to improve the
services provided to citizens and to facilitate the procedures at the intra-administrative
level. It promotes, therefore, both the utilization of existing electronic infrastructure
and the development of new ones to support the interaction of citizens, businesses,
and governmental agencies with the authorities.

At the level of providing services to the citizens, the provision of innovative
services is sought, through a single point of provision (portal). Its goal is to gather
all the individual services in one place, where access can be achieved by multiple
means (computer, mobile devices, etc.). In this way, the effective servicing of citizens
is achieved with great transparency and efficiency. For businesses, e-government has
a significant impact on day-to-day operations, by allowing the bypassing of dysfunc-
tional bureaucratic procedures, and enabling cost and time efficiencies. From the
government’s point of view, the benefits presented in the field of public adminis-
tration are strategic (limiting bureaucracy, improving relations with citizens, etc.),
administrative (cost/time reduction, support for partnerships, etc.), and functional
(automation of processes, efficient utilization of knowledge/workforce, etc.).

Several scholars and institutions have researched on the benefits of e-government
readiness and the tools and methods to evaluate and monitor e-government progress.
For detailed views, one could refer to [1, 2, 7], European [4], and [16], for instance.
Delving further deep, the evaluation of e-government is essential, in order to measure
performance at a global, national, regional, and local level and to highlight possible
areas for improvement. Although many relevant studies have been conducted in the
past by various organizations (see European [4] and [16], for instance), the multi-
dimensional/multicriteria nature of such assessments has not been fully established
yet.

The evaluation of e-government, as part of the application area of this study, is
based on the multicriteria evaluation approach proposed by Siskos et al. [13], but
emphasizes on the robustness of the modeling work and the results. Siskos et al. [13],
in their paper, proposed a multiple criteria evaluation system for the assessment of a
country’s performance on e-government. The evaluation criteria that were used, are
grouped into four points of view:
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Table 1 E-government evaluation criteria, indices, criteria ranges, and data sources

Criterion Metric Worst level Best level Data source

g1- Access to the web % population 0 100 Eurostat

g2- Broadband internet
connection

% population 0 100 Eurostat

g3- Gross domestic product
(GDP) on information &
communications technology
(ICT) and research &
development (R&D)

% GDP 0 4 Eurostat

g4- Online Sophistication % index 0 100 European Commission

g5- E-participation Index [0–1] 0 1 United Nations

g6- Citizens’ online
interaction with authorities

% citizens 0 100 Eurostat

g7- Businesses’ online
interaction with authorities

% businesses 0 100 Eurostat

g8- User’s experience % index 0 100 European Commission

i. country infrastructures (two criteria: access to the web; broadband internet
connection),

ii. national investments (one criterion: % GDP on information and communica-
tions technology and research and development),

iii. e-processes (two criteria: online sophistication; e-participation), and
iv. users’ attitude against the e-processes (three criteria: citizens’ online inter-

action with authorities; businesses’ online interaction with authorities; user’s
experience).

A synopsis of the eight evaluation criteria, along with their measurement indices,
scoring ranges, and data sources is presented in Table 1. Further details on this
evaluation basis can be accessed at [13].

The approach proposed in this paper, evaluates 22 European countries, based on
their performance on the aforementioned eight criteria, corresponding to the year of
2017. The country data on the eight criteria are presented in Appendix A.

5 Implementation—Part 1: Initialization and First
Robustness Control

5.1 Initialization Phase

The additive value model and the UTASTAR method are now implemented in
conjunction with the robustness methodological framework, described in Sect. 3.
This Section provides the first attempt to model the e-government additive value
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system, together with the robustness assessment on the modeling parameters. The
decision-maker is an expert of the Laboratory of Decision Systems, of the National
Technical University of Athens, with high knowledge in e-government and relevant
experience of more than 20 years.

The initialization phase begins with the specification of the reference countries,
as mandated by the UTASTAR method, and their ranking by the DM, based on
their e-government performance. The reference countries, in this case, are fictitious
countries, representative to the European e-government status quo and created by the
analyst. Therefore, they do not constitute a selection of real countries among the 22
under evaluation.

After, the DM provides the ranking of the reference countries, the mathematical
model of UTASTAR is applied, in order to construct the e-government evaluation
model. Subsequently, the model is stress tested by the bipolar robustness control
procedure, with a view to assessing its reliability and stability, prior to implementing
it on the real country set. It is made clear here, that as bipolar robustness control
progresses, and additional preference information is provided by the DM, the transi-
tion from the disaggregation to the aggregation pole (and vice versa) leads to better
results.

5.2 Creation and Ranking of the Reference
Countries—Phase A

Ten virtual countries, which are assigned score in each criterion, on the basis of the
European countries performances, are used as the reference set for the application
of UTASTAR. The way in which the criteria values are assigned to the reference
countries is such that, on one hand, they present realistic references to each criterion
and, on the other hand, are representative of the European data, including at the
same time some few extreme values. Moreover, in order to facilitate the DM in his
evaluation, the reference countries are given rounded values to the criteria, as well
as many common in between them. The ten reference countries (C1–C10), as well
as their ranking by the DM in descending e-government performance, are presented
in Table 2.

5.3 Application of UTASTAR

In order to apply the UTASTAR method to the data of Table 2, the analyst needs to
set the values of the eight parameters ai , i = 1, 2, . . . , 8, i.e., the points at which the
piecewise linear marginal value functions will be delimited, as well as the value δ

that expresses the minimum level of preference between two consecutive classes of
the ranking. These parameters were set as follows:
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Table 2 Ranking of the ten reference countries

Ranking Reference countries g1 g2 g3 g4 g5 g6 g7 g8

1 C6 85 75 2.5 85 0.8 40 80 60

2 C8 85 75 3.0 65 0.6 50 80 60

3 C7 85 75 2.5 65 0.6 50 85 60

4 C5 95 70 2.0 85 0.3 40 80 60

5 C1 85 70 2.0 75 0.6 40 80 60

6 C3 85 60 2.5 75 0.6 40 80 60

7 C4 95 70 2.0 55 0.4 40 80 60

8 C2 95 60 2.0 75 0.6 40 80 60

9 C9 85 75 3.0 65 0.6 30 70 50

10 C10 80 65 3.0 65 0.6 40 80 40

ai = 5, for every i = 1, 2, . . . , 8 and δ = 0.01
Consequently, the number of variables wi j of the additive value model under

development is 8 × (5 − 1) = 32, according to the formulas (7) and (8).
To solve the formed linear programs, we used the process outlined below with the

help of the mathematical programing platform GAMS IDE. First, we set as objective
function the sum of all the errors contained in the inequalities. By minimizing this
function, we ensure the absence of logical errors in the ranking given by the DM. If
the solution does not result in a zero error, then the reference countries have been
ranked in a “non-rational” way, which means that there is no additive value model
that can give back this exact ranking. In that case, the analyst intervenes, asking the
DM to rearrange the countries that exhibited errors according to the linear problem
solution, in such a way that the corresponding errors are zeroed. Consequently,
the logical accuracy of the data given as input to the model is ensured, without
compromising the preferential data of the DM.

After ensuring that all possible errors are zeroed, we can proceed to determine
the values of the parameters wi j , and apply them to the additive value model. To
do this, the wi j parameters are consecutively maximized and minimized in the same
mathematical programming model, without the errors (max−min process), with a
view to subsequently estimating their average levels.

For example, to calculate the range of parameters, associated with the first
criterion, we maximize and minimize the following four objective functions:

z11 = w11

z12 = w11 + w12

z13 = w11 + w12 + w13
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W1 = z14 = w11 + w12 + w13 + w14

where W1 corresponds to the weight of the first criterion. By maximizing and mini-
mizing this function, we therefore estimate the deviation range of the weight of the
first criterion.

In this way, a total of 64 runs are performed at this stage (instances—max andmin
32 objective functions) to determine the ranges of the weights of the eight criteria.
The results obtained after calculating ui (gi ), through thewi j variables and according
to the formula (9) (value variation), are shown in Fig. 2. The dashed line represents
the average marginal value functions, as calculated after the end of all the runs. The
variation of criteria weights Wi , i = 1, 2, . . . , 8 is also reported in Fig. 3.

5.4 Evaluation of Robustness

Based on Figs. 2 and 3, we easily realize that the range of both the weightsWi and the
marginal variables wi j is practically uncontrollable, as they extend to approximately
80% of their feasible space [0–1]. In addition, the average values of all variables
generally tend to their minimum values, which does not help differentiate adequately
the importance of difference between the criteria.

As a result, the model exhibits insufficient robustness at this stage, which is also
confirmed by the relatively low price of 0.885 of the optimistic indicator ASI. Under
these circumstances, the analyst cannot calculate a representative model and, there-
fore decides to repeat the process from the beginning of the disaggregation pole, and
thus ask theDMwith additional information that will help determinemore accurately
the preference model.

6 Implementation—Part 2: Robust Evaluation
of European e-Government

6.1 Phase B—20 Reference Countries

Integration of new countries in the reference ranking

Based on the procedure followed in Phase A, ten additional reference countries
(C11–C20) are created by the analyst, according to the rules, requirements, and
specifications, described in Sect. 5. The DM is then asked to integrate them into the
predetermined ranking of Phase A (see Table 3). The ten new reference countries are
shown in bold. It is important to highlight that the relevant positions of the first ten
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Fig. 2 Marginal value functions of the 10-reference country model

countries, as they were formed in Phase A, cannot be changed, as this would signify
a logical discontinuity of the model.

UTASTAR application

Using the new ranking data, 19 inequalities were extracted to form the linear program
of UTASTAR. The term δ has now been reduced to 0.005 to ensure the delivery of
a reasonable ranking of the countries by the DM.
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Fig. 3 Variation range of the criteria weights—Phase A

Applying the same constraints as in the first phase and zeroing all the errors, we
implemented the 64 runs to estimate the range of the criteria weights, as well as
the range of the marginal variables wi j . The range of the criteria weights Wi , as
calculated with the aid of the 20-reference country data, is shown below in Fig. 4.

Evaluation of model robustness

The more solid picture of the results confirms the higher robustness of the model,
compared to the previous Phase and demonstrates the key role played by the addi-
tional information, which was inputted to the model. Indeed, the ASI index shows
improvement in its value, receiving the value of 0.936. This increase of 0.05 in abso-
lute value, compared to Phase A, can be seen as a major step towards improving the
robustness of the system’s results.

With the new data, it is now possible to have a representative model, which marks
the transition to the aggregation pole. Thus, additional tools will be used, which will
assess whether the robustness of the model and the results are satisfactory.

Ranking of European countries and robustness control

By applying the representative model (barycentric/average weighting profile) of
this phase to the real country data (see Appendix A), we can use the tools of the
aggregation pole to decide on the level of robustness of the results.

Such a tool is the Extreme Ranking Analysis (ERA), which calculates the
maximum and minimum possible position that each country can get in the whole
ranking. The calculation of the extreme rankings was achieved after solving the rele-
vant problems of mixed-integer programming in the modeling platform GAMS IDE.
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Table 3 Integrated ranking of the 20 reference countries

Ranking
positions

Fictitious
countries

g1 g2 g3 g4 g5 g6 g7 g8

1 C6 85 75 2.5 85 0.8 40 80 60

2 C8 85 75 3.0 65 0.6 50 80 60

3 C7 85 75 2.5 65 0.6 50 85 60

4 C20 95 75 1.0 95 1.0 20 60 75

5 C17 85 65 2.0 95 0.8 40 80 60

6 C5 95 70 2.0 85 0.3 40 80 60

7 C12 90 70 1.0 70 0.3 40 85 75

8 C19 80 60 3.0 75 0.8 60 80 70

9 C14 80 60 2.0 80 0.8 65 80 60

10 C1 85 70 2.0 75 0.6 40 80 60

11 C13 85 60 2.0 75 0.8 50 80 60

12 C3 85 60 2.5 75 0.6 40 80 60

13 C4 95 70 2.0 55 0.4 40 80 60

14 C2 95 60 2.0 75 0.6 40 80 60

15 C9 85 75 3.0 65 0.6 30 70 50

16 C18 90 70 1.0 75 0.6 40 70 50

17 C10 80 65 3.0 65 0.6 40 80 40

18 C16 85 65 2.5 80 0.4 40 60 40

19 C15 90 70 2.0 50 0.4 40 60 30

20 C11 80 60 1.0 65 0.3 20 70 40

The results are presented with the help of the diagram in Fig. 5, which shows the
position of each country in the representative ranking with a red dot. The vertical
arrows depict the range of all the possible positions for a given country.

The visualized results of Fig. 5 reveal a wide range of possible rankings for each
country, which is due to the inherent instability of the values of the variableswi j . The
ARRI robustness index in this case is equal to 6.27, which indicates that the average
country has more than six possible ranking positions. Respectively, the RARR index
gets a value of 24%, which cannot be considered acceptable.

Given the above, the robustness of the model has still not reached an adequate
level and, therefore, it is decided to return to the disaggregation pole and repeat the
process, as indicated by the bipolar robustness control methodology.
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Fig. 5 Extreme ranking of European countries—Phase B
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6.2 Phase C—25 Reference Countries

Incorporation of new countries in the reference ranking

In Phase C, the analyst creates five additional reference countries (C21–C25). In
doing so, he makes sure to treat appropriately the points in the criteria in which
the corresponding marginal value functions showed the greatest instability. The DM,
fromhis side, inserted again the new reference countries into the pre-existing ranking,
without changing the relevant positions of the former reference countries (Table 4).

Table 4 Integrated ranking of the 25 reference countries

Ranking
positions

Fictitious
countries

g1 g2 g3 g4 g5 g6 g7 g8

1 C6 85 75 2.5 85 0.8 40 80 60

2 C8 85 75 3.0 65 0.6 50 80 60

3 C7 85 75 2.5 65 0.6 50 85 60

4 C20 95 75 1.0 95 1.0 20 60 75

5 C17 85 65 2.0 95 0.8 40 80 60

6 C5 95 70 2.0 85 0.3 40 80 60

7 C19 80 60 3.0 75 0.8 60 80 70

8 C12 90 70 1.0 70 0.3 40 85 75

9 C1 85 70 2.0 75 0.6 40 80 60

10 C13 85 60 2.0 75 0.8 50 80 60

11 C14 80 60 2.0 80 0.8 65 80 60

12 C2 95 60 2.0 75 0.6 40 80 60

13 C4 95 70 2.0 55 0.4 40 80 60

14 C22 75 70 3.0 80 0.7 40 90 20

15 C9 85 75 3.0 65 0.6 30 70 50

16 C3 85 60 2.5 75 0.6 40 80 60

17 C18 90 70 1.0 75 0.6 40 70 50

18 C24 85 50 0.5 90 0.7 65 85 80

19 C10 80 65 3.0 65 0.6 40 80 40

20 C16 85 65 2.5 80 0.4 40 60 40

21 C23 90 60 1.0 80 0.4 60 60 50

22 C25 60 45 4.0 50 0.8 50 85 90

23 C15 90 70 2.0 50 0.4 40 60 30

24 C21 90 75 2.5 40 0.2 20 50 70

25 C11 80 60 1.0 65 0.3 20 70 40
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Fig. 6 Variation range of the criteria weights—Phase C

UTASTAR application and robustness control

The application of UTASTAR through the GAMS platform begins again with the
validation that the sum of the errors is zero, before estimating the values of the model
parameters. As in the previous phases, Fig. 6 shows the possible variation ranges and
the average values of the weights of the criteria for all runs.

As expected, the relevant charts show a decrease in the possible range of both the
marginal variables wi j as well as the criteria weights Wi . This improvement is also
reflected in the value of the ASI, which amounted to 0.971 compared to the value of
0.936 in the previous phase. This procedure continues flawlessly to the consideration
of a representative model and to its application to the real data of the 22 European
countries.

Robustness control of the country ranking

The formulation of a representative model makes it possible to calculate a new
e-government ranking of the European countries. The ranking is obtained by recal-
culating the total value u(g) of each country, using the most representative additive
value model that resulted from this Phase. This ranking is shown in Table 5.

As in the previous phase, the extreme ranking analysis is implemented to achieve
an overview of the stability of the countries ranking. The results obtained from the
relevant algorithm are presented in Fig. 7. This analysis reveals that the range of
variation of the 22 countries has decreased significantly compared to the previous
phase. The ARRI index for this stage is 2.95, while the RARR index fell to 9.3%.

The analyst needs more information to assess the robustness of the results. For
this reason, he uses a statistical tool of the aggregation pole, which allows him to



Bipolar Multicriteria Aggregation-Disaggregation Robustness Approach … 141

Table 5 Ranking of European counties based on themodel inferred from the 25 reference countries

Ranking position Country Global
value

Ranking position Country Global
value

1 Netherlands 0.940 12 Slovenia 0.700

2 Finland 0.886 13 Belgium 0.684

3 Sweden 0.861 14 Portugal 0.681

4 France 0.855 15 Slovakia 0.631

5 Denmark 0.841 16 Germany 0.628

6 Un. Kingdom 0.831 17 Italy 0.622

7 Norway 0.816 18 Poland 0.586

8 Estonia 0.781 19 Czech Republic 0.572

9 Austria 0.773 20 Hungary 0.534

10 Ireland 0.740 21 Greece 0.534

11 Spain 0.704 22 Croatia 0.513
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Fig. 7 Extreme ranking analysis of European countries—Phase C

control the outranking relations between the countries and their positions in the
extreme ranking. For a sample of compatible additive value models, he calculates
the probability that each country receives a specific position in the ranking. In this
case, the models resulting from the 64 different runs during the application of the
max−min process were selected. The statistical results are presented in Table 6 and
show the possible ranking positions of each country and the frequency it achieves.
Another technique to randomly generate weighting profiles from the feasible space
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Table 6 Ranking position frequencies—Phase C

Country Ranking position Probability of occurrence

Netherlands 1 100.00%

Finland 2 100.00%

Sweden 3–4–5 81.54%–7.69%–10.77%

France 3–4–5 18.46%–67.69%–13.85%

Denmark 4–5–6 13.85%–56.92%–29.23%

Un. Kingdom 4–5–6–7 10.77%–18.46%–67.69%–3.08%

Norway 6–7 3.08%–96.92%

Austria 8–9 18.46%–81.54%

Estonia 8–9–10 81.54%–18.46%

Ireland (9)–10 0.00%–100.00%

Slovenia 11–12 21.54%–78.46%

Spain 11–12–13 78.46%–9.23%

Belgium 11–12–13 12.31%–20%–67.69%

Portugal (13)–14–15 0.00%–67.69%–32.31%

Germany 14–15–16–17 24.62%–20%–55.38%

Slovakia 15–16–17 20%–67.69%–12.31%

Italy 15–16–17–18 55.38%–12.31%–26.15%–6.15%

Poland (17)–18–19–20–21 0.00%–78.46%–6.15%–3.08%–12.31%

Czech Republic 17–18–19 6.15%–12.31%–81.54%

Hungary 19–20–21–22 7.69%–38.46%–52.31%–1.54%

Greece 18–19–20–21–22 3.08%–4.62%–58.46%–23.08%–10.77%

Croatia 21–22 12.31%–87.69%

and, therefore, evaluation models could have been obtained by the Hit-and-Run
algorithm, proposed by [15].

In Table 6, the statistically dominant positions for each country are shown in bold.
The positions that appear in parentheses are those that did not appear in any of the
64 different runs of the additive model, although they were identified as possible
positions by the extreme ranking analysis. This fact does not indicate a failure of the
method, but it means that the specific weighting profiles that were considered, could
not result in the specific positions.

All these robustness assessment results, as part of the tools of the aggregation pole,
enable the analyst to decide on the level of e-government evaluation robustness. In
this case, he considers that the robustness of the results, although quite satisfactory,
can be further improved. For this reason, the analyst decides to repeat the whole
process by returning to the disaggregation pole and executing one more round of
robustness assessment, as defined by the bipolar robustness control methodology.
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6.3 Phase D—30 Reference Countries

Asmentioned above, the return to the disaggregation pole presupposes the extraction
of additional information by the DM, so that they can be integrated into the existing
model and contribute to the development of a more robust preference model.

Incorporation of new countries in the reference ranking

In full accordance with the algorithmic process of the previous phases, five new
reference countries (C26–C30) are created in such a way as to compensate for the
most unstable values in the wi j parameters. The ranking given by DM, after the
integration of the new reference countries in the ranking of phase C, is presented in
Table 7.

Application of UTASTAR method and robustness control

The UTASTAR algorithm is again implemented similarly to the previous phases, by
executing in GAMS the 64 runs that result in the range of the marginal variables wi j

and the criteria weights Wi . The variation ranges of the criteria weights, based on
the preferential data of the 30 reference countries, are presented in Fig. 8. Similarly,
the marginal value functions and their variation ranges are shown in Fig. 9.

Model robustness control

It is now clear from the above diagrams that the variation ranges, of both themarginal
variables and the weights, have been significantly reduced, compared to the results
of the previous phases. The improvement in the results is also reflected in the ASI
index, which increased to 0.979. This allows the analyst to export a solid, fully
representative model and proceed with its application to the real country data.

Robustness control of the country ranking

Having obtained a representative model, as the average weighting profile of the min–
max procedure, the analyst safely applies it to the real data to achieve the ranking of
European countries. The ranking is achieved by recalculating the global value u(g)

of each country (see Table 8).
As in the previous phase, the extreme ranking analysis gives a clear picture of the

stability of the ranking. As shown in Fig. 10, there is again a significant reduction in
the number of possible ranking positions for each country. The ARRI index for this
phase decreases to 2.45, while the RARR index takes the value of 6.9%. This means
that the average country in the ranking can occupy only 2.45 possible places in the
ranking.

A statistical analysis is expected to confirm the robustness of the results and
provide more information to the analyst and the DM, regarding the predominant
positions of each country in the ranking. Using data on the wi j values, deriving
from the 64 different max–min runs, and an equal number of implementations of the
additive value model, a statistical overview of the ranking frequencies is achieved.
The results of the statistical analysis are shown in Table 9.
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Table 7 Integrated ranking of the 30 reference countries

Ranking
position

Fictitious
country

g1 g2 g3 g4 g5 g6 g7 g8

1 C28 95 85 3.5 75 0.8 40 80 75

2 C27 100 80 3.0 75 0.4 65 80 70

3 C29 80 70 4.0 75 0.6 65 90 85

4 C6 85 75 2.5 85 0.8 40 80 60

5 C8 85 75 3.0 65 0.6 50 80 60

6 C7 85 75 2.5 65 0.6 50 85 60

7 C20 95 75 1.0 95 1.0 20 60 75

8 C17 85 65 2.0 95 0.8 40 80 60

9 C5 95 70 2.0 85 0.3 40 80 60

10 C19 80 60 3.0 75 0.8 60 80 70

11 C12 90 70 1.0 70 0.3 40 85 75

12 C1 85 70 2.0 75 0.6 40 80 60

13 C13 85 60 2.0 75 0.8 50 80 60

14 C14 80 60 2.0 80 0.8 65 80 60

15 C30 85 65 3.5 95 0.8 35 70 50

16 C26 85 70 2.0 95 0.4 40 90 60

17 C2 95 60 2.0 75 0.6 40 80 60

18 C4 95 70 2.0 55 0.4 40 80 60

19 C22 75 70 3.0 80 0.7 40 90 20

20 C9 85 75 3.0 65 0.6 30 70 50

21 C3 85 60 2.5 75 0.6 40 80 60

22 C18 90 70 1.0 75 0.6 40 70 50

23 C24 85 50 0.5 90 0.7 65 85 80

24 C10 80 65 3.0 65 0.6 40 80 40

25 C16 85 65 2.5 80 0.4 40 60 40

26 C23 90 60 1.0 80 0.4 60 60 50

27 C25 60 45 4.0 50 0.8 50 85 90

28 C15 90 70 2.0 50 0.4 40 60 30

29 C21 90 75 2.5 40 0.2 20 50 70

30 C11 80 60 1.0 65 0.3 20 70 40

The results of the statistical analysis reinforce the robustness assessment results
obtained above, enriching them with valuable statistical information. At this stage,
the final ranking of the 22 European countries, on which the analyst and the DMwill
end up, can be derived either from the results of the representative model (Table 8) or
from the dominant positions of each country, as evidenced by the statistical analysis
(Table 9).
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Fig. 8 Variation range of the criteria weights—Phase D

At the end of PhaseD, and following a dialogue between the analyst and theDM, it
is agreed that the results of the bipolar robustness control are sufficiently satisfactory
and can confidently support the final evaluation of the 22 European countries. Based
on the above, it is decided to terminate the robustness control process and consider
the representative ranking as the final ranking of European e-government readiness.

The evolution of the robustness control indicators along with their gradual
improvement, throughout the four-phase procedure that was followed, is presented
in Table 10.

7 Conclusions

The robustness control methodology, presented in this paper, expands and system-
atizes robustness analysis as part of the ordinal regression multicriteria methods. The
methodology consists of a strict, systematic, and interactive bipolar process, based
on successive measurements and assessments of robustness. In particular, the two
poles of the algorithm, namely, the disaggregation and the aggregation pole, interact
and provide feedback to each other. Then, a set of robustness assessment measures
and indicators are proposed, which are integrated into the two poles.

The methodology is successfully illustrated in the evaluation of e-government
performance in Europe. The current model of e-government evaluation, despite its
theoretical and technical soundness, presents proven instability, due to the way it
is constructed, through the ordinal regression method UTASTAR. Specifically, the
implicit way that the preferential parameters are extracted by the DM results in a
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Fig. 9 Marginal value functions of the 30-reference country model

variety of different compatible mathematical models. Therefore, it is necessary to
analyze the robustness of the model under development and its results.

However, as can be drawn from the implementation of the robustness control
methodology, certain limitations hinder its universal application to other MCDA
problems, with the most notable being the need for the DM’s input throughout the
whole procedure. When it comes to cases where the DM can only be reached once
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Table 8 Ranking ofEuropean countries based on themodel inferred from the 30 reference countries

Ranking position Country Global
value

Ranking position Country Global
value

1 Netherlands 0.881 12 Spain 0.615

2 Finland 0.828 13 Belgium 0.610

3 Sweden 0.807 14 Portugal 0.585

4 France 0.792 15 Germany 0.565

5 Denmark 0.785 16 Slovakia 0.532

6 Un. Kingdom 0.749 17 Italy 0.529

7 Norway 0.743 18 Poland 0.499

8 Austria 0.693 19 Czech Republic 0.483

9 Estonia 0.687 20 Hungary 0.437

10 Ireland 0.661 21 Croatia 0.411

11 Slovenia 0.629 22 Greece 0.409
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Fig. 10 Extreme ranking analysis of European countries—Phase D

or the arrangement of a meeting between the analyst and him/her is difficult, the
methodology cannot be applied. In addition, the finalization of the procedure can
be quite tiring for both the DM, who is required to provide preferential information
consecutively, and for the analyst, who needs to perform several different analyses,
some of which are proven demanding.

An important observation regarding the actual implementation of the method-
ology and the evolution of the robustness indicators is the non-relative and parallel
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Table 9 Ranking position frequencies—Phase D

Country Possible position Probability of occurrence

Netherlands 1 100.00%

Finland 2 100.00%

Sweden 3–4 93.85%–6.15%

France 3–4–5 6.15%–78.46%–15.38%

Denmark 4–5–6 15,38%–81.54%–3.08%

United Kingdom 5–6–7 3.08%–80%–16.92%

Norway 6–7 16.92%–83.08%

Austria 8–9 78.46%–21.54%

Estonia 8–9 21.54%–78.46%

Ireland 10 100.00%

Slovenia 11–12 80%–20%

Spain 11–12–13 20%–43.08%–36.92%

Belgium 12–13–14 36.92%–47.69%–15.38%

Portugal 13–14–15 15.38%–49.23%–35.38%

Germany 14–15–16–17 35.38%–43.08%–6.15%–15.38%

Slovakia 15–16–17 9.23%–49.23%–41.54%

Italy 15–16–17 12.31%–44.62%–43.08%

Poland 18–19 89.23%–10.77%

Czech Republic 18–19 10.77%–89.23%

Hungary 20–21–22 81.54%–15.38%–3.08%

Croatia 20–21–22 1.54%–66.15%–32.31%

Greece 20–21–22 16.92%–18.46%–64.62%

Table 10 Evolution of the
robustness indicators
throughout the four-phase
robustness control procedure

Phase ASI ARRI RARR

A 0.885 – –

B 0.936 (+5.8%) 6.27 24%

C 0.971 (+3.7%) 2.95 (–53.0%) 9.3% (–61.3%)

D 0.979 (+0.8%) 2.45 (–17.0%) 6.9% (–25.8%)

improvement of the indicators of the disaggregation and aggregation pole. In partic-
ular, it is clear that a small increase in the ASI index, which focuses on the variance
of the model’s parameters, causes significant improvements in the ARRI and RARR
indicators, which assess the robustness of the results. This fact proves: (a) the opti-
mism of theASI index andmore generally the indicators related to the disaggregation
pole, and (b) the importance of measuring and analyzing robustness both during the
model development phase but also in terms of themodel’s results. Indeed, ignorant of
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(b) and based on the high values obtained by the robustness measures of the disaggre-
gation pole (especially from Phase B onwards), we could arbitrarily avoid measuring
the robustness of our results, convinced that it would be just as high and satisfactory.
However, this, as evidenced by the algorithmic process we followed above, would
have significant consequences to the reliability of the results, which were eventually
not acceptable in the previous phases.

On the other hand, based on the above conclusion, one could argue that the anal-
ysis of robustness in the disaggregation pole is unnecessary, and has value only when
performed in the aggregation pole. We can refute this claim, as demonstrated empir-
ically in the application of the algorithm, and based on the fact that robust models
produce largely robust rankings. Indeed, our experience of applying the algorithm to
both poles has shown that analysis of the robustness of the model has often prevented
us from conducting unnecessary and time-consuming analyses of the results, in cases
when the model exhibited low robustness.

The prospects formed by this research effort are multidimensional and very inter-
esting. In particular, it is considered valuable to extend the bipolar robustness control
methodology, by introducing specific procedures that will address all cases of deci-
sion models and all possible applications and types of decision-makers. It is then
necessary to examine the methodology in different types of decision models, using
alternative multidisciplinary methods for individual decision problems, in order to
obtain valuable feedback that will lay the foundations for further improvement. The
ultimate goal of this research is to propose a holistic robustness control methodology
that can be applied deliberately, providing both the analyst and the decision-maker
with the opportunity to follow multiple alternative practices, when targeting the
validation of the decision model in terms of each robustness.

Appendix A: Multicriteria Evaluation of European
Countries on the Eight e-Government Evaluation Criteria

Country g1 g2 g3 g4 g5 g6 g7 g8

Belgium 90.00 67.75 2.28 63.00 0.25 36.00 74.33 58.00

Czech Republic 88.00 63.76 1.91 56.00 0.25 21.33 87.67 44.50

Denmark 96.00 72.78 3.05 85.00 0.55 65.33 89.33 65.00

Germany 93.50 71.26 2.94 67.00 0.70 33.33 58.67 45.50

Estonia 89.50 69.50 1.74 87.00 0.76 35.00 80.00 77.50

Ireland 90.00 66.17 1.58 87.00 0.65 43.00 88.00 62.00

Greece 77.50 59.62 0.78 46.00 0.80 27.67 78.33 41.00

Spain 86.00 66.42 1.24 91.00 0.78 36.33 69.00 72.50

France 91.00 68.51 2.23 75.00 0.96 44.00 89.00 68.50

(continued)
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(continued)

Country g1 g2 g3 g4 g5 g6 g7 g8

Croatia 82.00 61.67 0.81 53.00 0.33 19.33 81.00 48.00

Italy 85.50 63.35 1.25 77.00 0.78 15.67 69.67 60.50

Hungary 81.50 61.96 1.41 45.00 0.45 34.33 82.33 35.50

Netherlands 98.00 77.40 1.98 82.00 1.00 57.67 80.67 65.50

Austria 89.50 67.41 2.81 86.00 0.63 40.33 80.67 70.50

Poland 84.00 62.50 0.87 76.00 0.49 17.33 81.67 51.00

Portugal 81.00 63.63 1.36 96.00 0.65 30.67 81.00 74.00

Slovenia 87.50 67.39 2.59 68.00 0.39 37.00 85.00 63.00

Slovakia 88.00 63.53 0.83 72.00 0.63 33.00 80.67 30.00

Finland 95.00 75.46 3.32 86.00 0.71 64.00 91.33 71.00

Sweden 94.00 74.94 3.21 83.00 0.61 60.33 90.67 68.50

Norway 95.00 71.42 1.69 78.00 0.69 64.33 84.33 63.50

Un. Kingdom 92.50 72.33 1.63 74.00 0.96 35.00 75.00 51.00

Appendix B: The UTASTAR Disaggregation Algorithm

The UTASTARmethod is an improved version of the original UTAmethod (see [9]).
UTASTAR uses a double positive error function, so that the value of each reference
action a ∈ AR can be written as:

u′[g(a)] =
n∑

i=1

ui [gi (a)] − σ+(a) + σ−(a)∀a ∈ AR

where σ+ and σ− are the underestimation and the overestimation error, respectively.
Based on the above, theUTASTARalgorithmmay be summarized in the following

steps:

Step 1.

Express the global value of reference actions u
[
g(ak)

]
, k = 1, 2, . . .m, first in terms

of the marginal values ui (gi ), and then in terms of the variables wi j :

⎧
⎪⎪⎨

⎪⎪⎩

ui (g
1
i ) = 0 ∀i = 1, 2, . . . , n

ui (g
j
i ) =

j−1∑

t=1

wi t ∀i = 1, 2, . . . , n and j = 2, 3, . . . , αi
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Step 2.

Introduce two error functions σ+ and σ− on AR by writing for each pair of
consecutive actions in the ranking of the analytic expressions:

�(ak, ak+1) = u[g(ak)] − σ+(ak) + σ−(ak) − u[g(ak+1)] + σ+(ak+1) − σ−(ak+1)

Step 3.

Solve the following LP:

[min]z =
m∑

k=1

[σ+(ak) + σ−(ak)]

Subject to:

�(ak, ak+1) ≥ δ if ak 	 ak+1

�(ak, ak+1) = 0 if ak ∼ ak+1

}
∀k

n∑

i=1

αi−1∑

j=1

wi j = 1

wi j ≥ 0, σ+(ak) ≥ 0, σ−(ak) ≥ 0 ∀i, j and k

where ak and ak+1 are two successive actions in the DM’s ranking and δ is a small
positive number, indicating the preference threshold between the two actions.

Step 4.

Test the existence ofmultiple or near optimal solutions of the LP (stability/robustness
analysis); in case of non-uniqueness, find the mean additive value function as
the most representative (barycenter) of those (near) optimal solutions which
maximize/minimize the objective functions:

ui (g
j
i ) =

j−1∑

t=1

wi t for i = 1, 2, . . . , n and j = 2, 3, . . . , αi .

on the polyhedron of the constraints of the previous LP bounded by the new
constraint:

m∑

k=1

[
σ+(ak) + σ−(ak)

] ≤ z∗ + ε

where z∗ is the optimal value of the LP in step 3 and ε is a very small positive number.
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The number of LPs that have to be solved in this step (and the corresponding value
functions obtained) is 2 ·∑n

i=1 (αi − 1). In most of the UTASTAR applications, one
usually seeks value functions that are free of errors (all error variables σ are zero),
since no relaxation from the minimal error is allowed (ε = 0).
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The COMET Method: Study Case
of Swimming Training Progress

Jakub Wiȩckowski and Jarosław Watróbski

Abstract Many factors influence the preparation of the top form for the main swim-
ming competition. The direct preparation period lasts for about 3 months, during
which the competitor swims hundreds of kilometers on different intensities. Heart
ratemeasurement after the tasks can be used to assess the progress of preparations and
determine the trend in which the athlete’s form is heading. In this paper, we collected
real data from three professional swimmers. Using the multi-criteria method called
COMET, the values of attributes characteristic for each swimmer were introduced.
The results of the preference values obtained from the COMETmethod were used in
the linear regression to determine the trend of the player’s form. The obtained model
allows a broader analysis of the progress in terms of particular criteria sensitivity
and robustness analyses.
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Mathematical Symbols

μ Ã The value of the membership function
Cr Set of the fuzzy numbers, where Ci represents each criterion
CO Characteristic Objects as Cartesian Product
ai j Element of the matrix of expert judgement, where i = 1, 2, . . . , n is and index

of row in matrix and j = 1, 2, . . . ,m is an index of matrix’ column
SJi The sum of the i-th row of matrix of expert judgement
y The value of linear function
β0 The coefficient of the independent variable in linear function
β1 A directional coefficient in linear function
x The independent variable in linear function

1 Introduction

Professional athletes reach the heights of their abilities at every training session,
hoping that this will lead them to the desired success. After consulting with the
trainer and determining the volume and intensity of training, their task is to shoot
as accurately as possible at the previously set level of lactation [30, 47, 50]. A
swimmer who has swum hundreds of kilometers in the pool in his career can feel the
oxygen threshold at which he is making an effort. However, sometimes this feeling
is not enough to evaluate fatigue and the realization of training pressures. It is where
the heart rate measurement comes in. On its basis, it is possible to determine what
intensity swimmers have reached during a given effort. Moreover, the heart rate
helps the trainer and the competitor assess how the competitor reacts to training
impulses, whether his form in preparation for the competition increases or whether
the competitor becomes tired [22, 32]. A reliable determinant of this factor is the
use of the technique based on heart rate measurement during and after the main
training task. A swimmer puts his point and middle finger on the carotid artery or
radial artery in the interval between the successive lengths covered by the swimmer
and counts the number of heartbeats for 10 s [16, 19]. Each athlete knows how many
beats correspond to the respective intensity. However, this is an individual issue, and
the thresholds may differ from person to person. For example, the generally accepted
number of heartbeats with an intensity of 4mmol (millimole) of lactic acid is 26 beats
[13, 17].

Afterward, when the contestant has completed the whole task, he takes further
measurements. This time it is as follows: after 5 s from the end of the task, the
competitor puts two fingers on the designated places and counts the number of
heartbeats for 10 s, waits 20 s, then another 10 s measurement, another 20 s break,
and another 10 s of heartbeat counting. This technique will allow you to evaluate how
the body reacts to the task or how quickly it can eliminate fatigue. In a demanding
training period, the heart rate decrease is not significant, but the closer to the main
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start, the greater the differences in subsequent measurements should be [2, 49]. For
example, the heart rate distribution at the level of 30, 27, 24 beats shows that the
competitor has completed the task at the intensity level of 10–12mmol and his body
is managing well to eliminate fatigue, but this is not yet the optimal form, in which
he will achieve the best results. For example, heart rates of 30, 26, 18 beats show
that the athlete is approaching the peak form, as indicated by a significant drop
in the third measurement. The heart rate of a swimmer who is overtrained will be
characterized by a slight difference between the next measurements, for example,
31, 29, 28 heart beats. In this case, the athlete reached a high training intensity
of 12mmol, and a slight decrease in heart rate indicates the inability to eliminate
fatigue and lactic acid from the body immediately [8, 18, 31]. As we know, this
situation is not favorable for a competitor who can take part in 2–5 events in one
day at the competition. Fatigue build-up limits the speed of regeneration and lowers
the threshold from which the competitor approaches the next start. Fatigue is not
a desirable effect among athletes because it is associated with the need to reduce
the intensity of training to allow the body to regenerate and gain strength for the
next weeks of preparation for the competition [21]. On the other hand, during the
most challenging period of preparation, it is good to train in such a way that the
fatigue achieved is close to exhaustion. To achieve the highest results, it is often
necessary to go beyond the mental and physical comfort zone [18]. Such a crossing
of boundaries is the training performed near muscle fall. However, there is a thin line
between sensible and controlled training that requires reaching the heights of ability
and training that leads to long-term exhaustion of both the muscular and nervous
systems [22]. As in everything, a golden mean must be found. In this case, a training
plan will provide the player with an appropriate ratio of units at high intensity to
those intended for recovery [12, 20].

Identifying a mathematical model for managing swimming training goes beyond
the classic optimization paradigm [3, 7]. The multi-criteria nature and the context of
the problem under consideration clearly show that the MCDA (Multi-Criteria Deci-
sion Analysis) methods appropriateness. MCDAmethods allow us to solve problems
where different aspects need to be analyzed to get the solution most satisfying the
decision-maker [4, 57]. Thus, the optimization paradigm is replaced by a rational
solution choice that guarantees meeting all the decision-maker objectives according
to his preference system [39].

Despite a large number of MCDA methods, the correct and accurate mapping
of measurement data and preferences of the decision-maker in the model remains a
challenge [6, 45, 52]. For example, the modeling of the criteria performance may
be performed in different MCDAmethods in a different way using, e.g., quantitative
weights (Electre [39] or Promethee [5] family methods) qualitative weights (Mel-
chior [29], Oreste [33]) or relative weights of criteria (AHP/ANP family methods
in the crisp and fuzzy form [28, 58]). Regardless of the type of weights adopted
at the preference modeling stage, it is still difficult to reflect them correctly and
transfer the appropriate numerical values consistent with the model being devel-
oped [6]. Another current research challenge is to properly reflect the imprecision
of measurement data [37] and preferences of the decision-maker in the model [39].
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Despite the great popularity of outranking relation-based MCDA methods (ELEC-
TRE and Promethee family), where the uncertainty of preferences is described using
thresholds, the currently emerging MCDA-based solutions are based on the use of
fuzzy number arithmetic [11]. The latter proved to be a powerful tool when dealing
with data and preferences uncertainty, and the newly developed MCDAmethods are
based on successive generations of fuzzy sets representing the great potential for
fuzzy sets in the MCDA domain [10]. Regardless of the above, and due to the formal
assumptions of the computational algorithms themselves, most of the MCDA meth-
ods from the so-called American school [52], have the undesirable effect of linear
compensation of criteria. In many works, the so-called rank reversal problem [51] is
raised.

In response to these shortcomings, the practical application of theCOMETmethod
is presented in the article. We propose a full domain model that allows us to evaluate
the swimmer’s form based on the heart rate measurement and the number of days
to the main event. The COMET method has superb abilities in terms of a very
limited linear compensation effect, and indirect defining weights for criteria in the
problem as well [23]. Additionally, the final ranking is, at the same time, free of rank
reversal problem [46]. Moreover, in combination with fuzzy logic, which allows us
to introduce elements of uncertainty into the considered environment (in terms of
data and DM preferences), it allows for a wide application in solving multi-criteria
problems [24, 54–56]. The assumptions of the Fuzzy Sets theory allow the expert
to define values in a blurred way, making it easier to analyze a problem with a large
number of criteria [25, 27]. What is important at the stage of preference modeling,
COMET additionally allows, on the basis of obtained expert values, to faithfully
reflect the form of preference function for each criterion [26, 40, 42, 48].

The rest of the paper is organized as follows: the next Sect. 2 discusses learning
curves, the theory of Triangular Fuzzy Numbers and the COMETmethod. Principles
of the technique of linear regression are also briefly recalled. In Sect. 3, an experiment
was performed on a previously built decision model. The study was based on the
results of three athletes during the 2018 season. The measurements were taken over
70 days in preparation for the national event. Section4 includes the presentation
and discussion of the results, as well as the comparison of the results between the
individual athletes. The last Sect. 5 presents a summary and conclusions from the
study.

2 Fuzzy Logic—Preliminaries

Lofti Zadeh introduced the idea of fuzzy sets in his paper in 1965 [57]. The growing
importance of the Fuzzy Set Theory in model creation in numerous scientific fields
has proven to be an effective way to approach and solve multi-criteria decision prob-
lems [4, 14, 38]. The assumptions included in the fuzzy logic allowed for attempts
to solve problems with uncertain characteristics. Expertise could be expressed with
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fuzzy values, which guaranteed satisfactory results despite the uncertainties that
existed. The necessary concepts of the Fuzzy Set Theory are described as follows
[9, 35]:

The fuzzy set and the membership function—the characteristic function μA

of a crisp set A ⊆ X assigns a value of either 0 or 1 to each member of X , as
well as the crisp sets only allow a full membership (μA(x) = 1) or no membership
at all (μA(x) = 0). This function can be generalized to a function μ Ã so that the
value assigned to the element of the universal set X falls within a specified range,
i.e. μ Ã : X → [0, 1]. The assigned value indicates the degree of membership of the
element in the set A. The function μ Ã is called a membership function and the set
Ã = (x,μ Ã(x)), where x ∈ X , defined by μ Ã(x) for each x ∈ X is called a fuzzy
set [59].

The triangular fuzzy number (TFN)—a fuzzy set Ã, defined on the universal
set of real numbers �, is told to be a triangular fuzzy number Ã(a,m, b) if its
membership function has the following form (1):

μ Ã(x, a,m, b) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

0 x ≤ a
x−a
m−a a ≤ x ≤ m

1 x = m
b−x
b−m m ≤ x ≤ b

0 x ≥ b

(1)

and the following characteristics (2), (3):

x1, x2 ∈ [a, b] ∧ x2 > x1 ⇒ μ Ã(x2) > μ Ã(x1) (2)

x1, x2 ∈ [b, c] ∧ x2 > x1 ⇒ μ Ã(x2) > μ Ã(x1) (3)

The support of a TFN—the support of a TFN Ã is defined as a crisp subset of
the Ã set in which all elements have a non-zero membership value in the Ã set (4):

S( Ã) = {x : μ Ã(x) > 0} = [a, b] (4)

The core of a TFN—the core of a TFN Ã is a singleton (one-element fuzzy set)
with the membership value equal to 1 (5):

C( Ã) = {x : μ Ã(x) = 1} = m (5)

The fuzzy rule—the single fuzzy rule can be based on the Modus Ponens tau-
tology [34]. The reasoning process uses the I F − T HEN , OR, and AND logical
connectives.

The rule base—the rule base consists of logical rules determining the causal
relationships existing in the system between the input and output fuzzy sets [34].
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The T-norm operator (product)—the T-norm operator is a T function modeling
the AND intersection operation of two or more fuzzy numbers, e.g., Ã and B̃. In
this paper, only the ordinary product of real numbers is used as the T-norm operator
[15] (6):

μ Ã(x)ANDμB̃(y) = μ Ã(x) · μB̃(y) (6)

3 The Characteristic Objects Method

The COMET method belongs to the group of MCDA. It is entirely free of the rank
reversal phenomenon. Formally, the comet method is based on the assumption of
full comparability of alternatives, thus assuming the existence of two preference
functions (equivalence and preferences) of the decision options. This implies that
all decision variants’ performance to compare concerning all criteria is expressed
on the quantitative scale. The identification model is based on expert knowledge
and Characteristic Objects (COs) comparison. Thus there is no need to determine
weights for identified criteria directly. However, it is worth pointing out that this
does not result in the loss of preference information—the COMET method takes
into account the fact that preference functions do not have to be linear, which results
in the weighting of criteria being indirectly transferred to the resultant model, thus
retaining in the model better opportunities to reflect any form of preference function
(Fig. 1).

Rank Reversal phenomenon is a big shortcoming of many MCDA methods.
Adding or subtracting a defined group of alternatives may cause a change of position
between the previous and current rankings. It is a phenomenon that does not occur in
the COMET method. It is a method completely free of this phenomenon since a set
of characteristic objects replaces the decision alternatives. These objects act as nav-
igation buoys and allow us to determine the level of preferences of decision-making
alternatives. Thus, the assessed and the metric space building set is separated here,
and thanks to the Reversal ranking, it does not occur in the COMET method [46].

Fig. 1 The full identification procedure by using the COMET method
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Basing COMET methods on the fuzzy numbers arithmetic makes this method a
powerful tool because it addresses the natural uncertainty of data. It is worth adding
that in previous works, the comet method’s accuracy was verified [44], and COMET
proved to be a useful tool to handle various forms of uncertainty and uncertainty
of measurement data [10, 43]. The formal notation of the comet method should be
shortly recalled [41, 44, 53].

Step 1. Define the space of the problem—the expert determines the dimensionality
of the problem by selecting the number r of criteria, C1,C2, . . . ,Cr . Then, the set
of fuzzy numbers for each criterion Ci is selected (7):

Cr = {C̃r1, C̃r2, . . . , C̃rcr } (7)

where c1, c2, . . . , cr are numbers of the fuzzy numbers for all criteria.

Step 2.Generate characteristic objects—Thecharacteristic objects (CO) are obtained
by using the Cartesian Product of fuzzy numbers cores for each criteria as follows
(8):

CO = C(C1) × C(C2) × · · · × C(Cr ) (8)

Step 3. Rank the characteristic objects—the expert determines the Matrix of Expert
Judgment (ME J ). It is a result of pairwise comparison of the COs by the problem
expert. The ME J matrix contains results of comparing characteristic objects by the
expert, whereαi j is the result of comparingCOi andCOj by the expert. The function
fexp denotes the mental function of the expert. It depends solely on the knowledge of
the expert and can be presented as (9). Afterward, the vertical vector of the Summed
Judgments (SJ ) is obtained as follows (10):

αi j =
⎧
⎨

⎩

0.0, fexp(COi ) < fexp(COj )

0.5, fexp(COi ) = fexp(COj )

1.0, fexp(COi ) > fexp(COj )

(9)

SJi =
t∑

j=1

αi j (10)

Finally, values of preference are approximated for each characteristic object. As a
result, the vertical vector P is obtained, where i-th row contains the approximate
value of preference for COi .

Step 4.The rule base—each characteristic object and value of preference is converted
to a fuzzy rule as follows (11):

I F C(C̃1i ) AND C(C̃2i ) AND . . . T HEN Pi (11)

In this way, the complete fuzzy rule base is obtained.
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Step 5. Inference and final ranking—each alternative is presented as a set of crisp
numbers (e.g., Ai = {a1i , a2i , . . . , ari }). This set corresponds to criteriaC1,C2, . . . ,Cr .
Mamdani’s fuzzy inference method is used to compute preference of i-th alternative.
The rule base guarantees that the obtained results are unequivocal.

3.1 Linear Regression

A matching regression line or curve represents the estimated expected value of the
variable y at the specific values of another variable or variables x. In the simplest
case, a constant or linear function is matched:

y = β0 + β1 · x (12)

Regression, in general, is a problem of conditionally expected value estimation.
Linear regression is called linear because the assumedmodel of dependence between
dependent and independent variables is a linear (affine) transformation of parameters,
represented in amultidimensional case by amatrix.Directional coefficientβ1 informs
us about an upward or downward trend of a given phenomenon. It informs us about
the slope of the regression slope.

4 Study Case

The considered problem concerns the assessment of the form of three professional
swimmers based on heart ratemeasurements. Depending on the intensity of the effort,
the results of the heart rate measurement vary. Using the technique of measuring
heartbeats three times in time interval after the task is completed, we can evaluate
the work done by the competitor and the direction in which the swimmer’s form
is heading. The question is how the heart rate obtained by a competitor correlates
with the number of days to the main start? The closer to the target event, the more
significant the drop in the following values during the heart ratemeasurements should
be (Fig. 2).

Many coaches use the heart rate measurement technique during and after the
tasks. It is a reliable factor that helps to react appropriately and introduce individual
variations into the training to maximize the effects and lead the athlete to top form
at the final sports event [1, 36]. The model developed to evaluate the form of profes-
sional swimmers based on the heart rate analysis uses the COMET method due to
its simplicity and flexibility. The obtained measurement data for three professional
swimmers from particular days are presented in Table1. The randomize data pre-
senting values obtained by alternatives A1–A5 and A6–A10 are presented in Tables2
and 3. After 5 s from the end of the task, the number of heartbeats is counted for 10 s
(it is C1). Then, we wait 20 s, and pulses are counted one more again by 10s (C2),



The COMET Method: Study Case of Swimming Training Progress 161

Professional
swimmer form
assessment

model

C1

PC2

C3

C4

Fig. 2 Schematic of the professional swimmer assessment model

Table 1 Decision matrix presented heart rate measures of professional swimmers referred as A1–
A5, for given criteria represented as C1–C4, and analyzed training units as Bi

B A1 A2 A3

Bi C1 C2 C3 C4 C1 C2 C3 C4 C1 C2 C3 C4

B1 28 23 16 75 29 26 24 76 31 24 29 76

B2 29 25 22 73 27 24 20 75 27 21 17 75

B3 29 27 27 71 30 22 19 73 32 29 26 71

B4 31 27 24 66 31 27 22 69 30 26 22 69

B5 29 28 25 64 30 26 24 64 32 28 23 66

B6 26 22 18 63 26 22 19 63 32 28 24 42

B7 28 18 16 61 26 22 19 61 33 27 25 40

B8 30 29 25 42 30 27 25 42 30 23 21 39

B9 30 27 23 40 31 29 26 40 33 27 24 38

B10 28 22 17 39 27 24 20 39 30 24 20 32

B11 31 27 24 38 31 29 27 38 31 26 23 25

B12 29 20 16 32 29 26 22 32 30 27 23 24

B13 30 27 21 25 29 27 24 25 31 26 24 22

B14 31 29 24 19 31 28 26 19 32 27 26 19

B15 32 26 24 17 32 27 24 17 31 27 23 17

B16 29 18 14 10 29 27 23 10 30 26 21 10

another 20 s break, and another 10 s of heartbeat counting (C3). So criteria C1 to C3

means heart rate value, which was measure three times after the end of the task. The
criterion C4 means the number of days left to the event.

Basing on expert knowledge, four input components were defined—first, second,
and third heart rate beats from the measurement and the number of days to the com-
petition. Over 70 days, 16 training units were analyzed at intervals. The units that
required considerable effort from the players to implement the planned training pro-
gram were selected. Measurements were taken at training sessions with an intensity
not less than that at which the athletes achieved an acidity level of 4mmol. The most
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Table 2 Randomized decision matrix for criteria C1–C4 for alternatives A1–A5, where Bi is
analyzed training unit

Bi A1 A2 A3 A4 A5

C1 C2 C3 C4 C1 C2 C3 C4 C1 C2 C3 C4 C1 C2 C3 C4 C1 C2 C3 C4

B1 28 25 23 73 27 23 17 71 28 22 16 75 28 26 22 72 27 22 18 69

B2 31 27 24 69 28 24 19 68 29 24 20 73 29 24 17 68 29 26 23 63

B3 33 28 23 64 30 26 22 66 28 26 24 71 27 22 16 62 28 22 21 61

B4 30 28 22 61 31 27 23 60 30 27 23 62 27 25 23 61 26 23 20 59

B5 32 26 21 58 32 30 27 52 31 28 26 59 29 27 26 55 29 24 22 57

B6 32 29 23 54 29 26 24 50 31 29 26 57 30 28 22 52 30 28 25 52

B7 27 23 18 47 30 27 22 49 30 26 21 53 31 29 27 44 32 29 26 50

B8 30 28 21 44 32 28 26 46 27 23 22 48 32 29 29 43 28 26 20 45

B9 31 25 20 39 32 29 27 43 32 29 28 42 30 28 27 38 26 22 16 40

B10 29 27 23 37 30 27 24 37 33 30 29 40 31 30 29 34 27 24 21 33

B11 28 27 19 36 28 25 22 32 30 28 27 33 30 27 26 29 28 25 20 31

B12 32 29 25 28 29 26 18 28 29 27 26 31 30 28 27 26 27 22 18 29

B13 31 28 24 23 31 29 27 24 31 28 23 22 33 31 28 21 26 24 17 25

B14 30 25 23 19 26 24 18 19 33 27 22 16 32 30 29 19 26 23 18 17

B15 30 26 23 15 30 28 21 14 30 26 22 12 33 30 29 17 29 23 17 16

B16 29 25 20 12 31 27 25 11 28 24 20 10 30 29 28 14 27 24 16 12

Table 3 Randomized decision matrix for criteria C1–C4 for alternatives A6–A10, where Bi is
analyzed training unit

Bi A6 A7 A8 A9 A10

C1 C2 C3 C4 C1 C2 C3 C4 C1 C2 C3 C4 C1 C2 C3 C4 C1 C2 C3 C4

B1 28 25 23 74 28 26 22 75 28 25 22 72 28 26 23 72 27 25 23 75

B2 29 24 20 68 28 24 19 71 28 23 17 62 30 27 24 70 29 27 26 72

B3 30 27 22 62 31 27 24 61 30 27 24 58 29 26 21 61 30 28 26 70

B4 31 28 26 54 30 27 26 55 31 28 26 52 28 24 22 58 31 27 25 66

B5 31 27 24 50 29 26 23 53 29 26 24 50 26 22 18 53 29 26 24 60

B6 30 28 27 49 30 28 26 48 27 26 22 46 32 25 20 49 28 23 22 58

B7 29 27 25 48 32 29 28 41 30 29 28 41 33 28 18 43 32 29 27 52

B8 32 29 27 38 31 29 28 39 31 28 24 39 29 25 21 40 31 28 26 49

B9 33 29 27 33 29 26 21 37 33 30 28 38 30 28 23 38 32 29 28 38

B10 31 28 26 29 30 26 24 36 29 26 24 33 31 28 24 36 30 27 25 33

B11 30 28 26 25 31 27 21 35 30 22 21 29 30 26 23 34 29 26 24 31

B12 29 27 26 21 33 28 26 32 29 27 26 22 33 27 21 27 31 29 26 30

B13 30 28 25 18 27 25 24 29 28 26 25 21 31 22 20 21 32 28 25 26

B14 31 26 23 14 30 28 26 25 32 30 29 20 30 21 18 16 30 27 24 22

B15 30 27 24 11 29 26 22 16 31 29 27 17 27 22 19 14 31 29 26 21

B16 29 23 18 10 27 25 18 12 33 30 29 13 26 18 16 10 29 26 23 15
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demanding training period was for training units B3–B11, while the time when a
decrease in individual measurements should be noticeable was for units B14–B16.

The model’s output was defined as one value—the evaluation of the competitor’s
form in a given situation. Model evaluation is represented as a value in the range of
0–1, where 1 determines the maximum potential, and 0 indicates both overtraining
and lack of form.

5 Results and Discussion

The final ranking of A1–A3 competitors is presented in Fig. 3. Taking into account
the determined factors in the model, the most significant increase in the form to the
starting point was achieved by the A1 competitor. Comparing the other two athletes,
the A3 swimmer achieved a smaller form increase, but this is due to a higher entry
threshold. This means that at the beginning of the preparations A3 swimmer was
already in a better disposition than swimmer A2. Professional athletes at a high level
will have less progress from season to season because with such significant results,
it is much harder to improve their best performance.

On the other hand, Fig. 4 shows the results obtained for the decision matrix with
randomized data. From the preference values obtained, it can be seen that the A4 and
A8 athletes were overtired in the final period of preparation for the competition. It
is shown by the model’s output coefficients of 0.00. It is confirmed by the fact that

Fig. 3 Model assessments preference values for professional swimmers



164 J. Wiȩckowski and J. Watróbski

Fig. 4 Model assessments preference values for randomize alternatives A1–A10

their heart rates at this stage were significantly higher than those of the others, and
their decrease did not differ significantly from one measurement to the next. The
athlete A10 recorded the most significant progress among the analysed athletes. His
initial period of preparation was at a sufficiently high intensity. As the number of
days to the target competition decreased, the training load reduction was sufficient
to achieve the best starting prognosis among the swimmers analysed.

An optimal training process should include high training loads in the initial phase
of preparation, which should translate into high heart rate measurements with a small
decrease in subsequent steps. The final preparation stage is characterized by a rapid
reduction of successive numerical values in heart rate measurements. In the case
of the A4 and A8 swimmers considered for the randomized data, they performed at
the limit of their abilities during the final preparation stages. If, on the other hand,
this period had been worked with attention to more remarkable recovery, it would
have been possible for them to achieve better results compared to athlete A10, who
obtained the best preference score.

6 Conclusions

The problem of reaching peak form in the target sport event period is a significant
topic that many coaches are looking at. They are responsible for the performance of
their team members, they are responsible for the preparation stage, and the results
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achieved. One of the ways to control the progress of a competitor’s starting form
is to monitor the heart rate in each preparation period. For this problem, this article
proposes amodel of the assessment of the professional swimmers formbased on heart
rate analysis. TheMCDAmethod called COMET and linear regression method were
used to solve the problem. Moreover, this attempt proved to be effective.

The theory of fuzzy numbers combined with the COMET method was used to
create an evaluation model with complete knowledge and a certain degree of uncer-
tainty. As a result of the study, a practical model was developed to assess the heart
rate ratio. We consider a heartbeat measures after the task to the number of days
remaining to the main start. In the presented model, there were 81 characteristic
objects, which required 3240 pairwise comparisons. Three competitors preparing
for the national competition in 2018 were examined, and then 10 alternatives for
these competitors were subjected to the same test. Among the smaller group, the
results showed an increasing tendency. In contrast, the results showed that some of
the competitors had reached an optimal starting form among the other group, and
some of them were overtrained, which did not allow them to achieve the planned
result. It is worth mentioning that the proposed approach can be used in practice
by swim coaches as support to visualize the directional tendency of the swimmer’s
form.

For further research, be aware that only exemplary usage was presented in this
paper. A literature-based query and identification of all criteria influencing the form
of swimmers should be made. Another challenge is data collection and obtaining a
sufficiently large observation base, which can result in the development of a useful
expert system supporting the entire training cycle. Besides the heart rate analysis
and the number of days to competition, it is also possible to take into account the
intensity of training, followed by heart rate measurement, and the achieved level
of acidification of the body, showing the degree of realization of the training. In
the methodical dimension, the challenge is to remove/reduce the inconvenience of
comparing a large number of objects characteristic of the COMET method, which
becomes particularly important with the increase in the dimensionality of the model
being developed.
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43. Sałabun, W., Karczmarczyk, A., Wątróbski, J., Jankowski, J.: Handling data uncertainty in
decision making with comet. In: 2018 IEEE Symposium Series on Computational Intelligence
(SSCI), pp. 1478–1484. IEEE (2018)

44. Sałabun, W., Piegat, A.: Comparative analysis of MCDM methods for the assessment of mor-
tality in patients with acute coronary syndrome. Artif. Intell. Rev. 48(4), 557–571 (2017)
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Abstract Over the past four decades, multicriteria decision analysis (MCDA) has
become an essential discipline for operations research. It has been beneficial to
address the insufficiency of a single criterion in real-world decision-making. MCDA
models have been classified into three main categories: Multi-Attribute Decision
Analysis (MADA), Multi-Objective Decision Analysis (MODA), and the combina-
tion of the two. Among the MADA models, the Brown–Gibson model is gaining
more and more academic attention. In 1972, Phillip A. Brown and David F. Gibson
designed it to consider both objective and subjective factors in optimal location
problems. Since then, it has been applied in various engineering and science fields,
and different versions of the model have been established. However, no literature
review study related to this model has been performed to date. Such an analysis will
provide researchers wishing to embark on related studies with a solid background.
The present book chapter aims to fill this gap by presenting the theoretical and math-
ematical formulations of different versions of the model listed from the literature
and carrying out a literature review. The latter showed that most of the applications
took place in Asia, wherein either the original or extended version of the model was
used. By way of illustration, an application of the original version to determine the
optimal location of a commercial centre in Cameroon showed that the city of Douala
was the best location.
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Abbreviation and Mathematical Symbols

AHP Analytical Hierarchy Process
AMT Advanced Manufacturing Technology
APM Assessment Preference Measure
AS/RS Automatic Storage and Retrieval System
CFI Critical Factor Index
CFM Critical Factor Measure
CSM Computer Software Measure
CT Conventional Technology
CTE Cost and Time Effectiveness
DSS Decision Support System
EBG Extended Brown–Gibson
EC Effective Cost
ENF Effective Non-Financial
ET Effective Time
FLSI Fuzzy Location Selection Index
FOFC Fuzzy Objective Factor of Alternative
FOFM Fuzzy Objective Factor Measure
FSFM Fuzzy Subjective Factor Measure
IEC Ineffective Cost
IET Ineffective Time
INF Ineffective Non-Financial
LM Location Measure
LPM Location Preference Measure
MADA Multi-Attribute Decision Analysis
MCDA Multi-Criteria Decision Analysis
MODA Multi-Objective Decision Analysis
MSPM Manufacturing System Preference Measure
NPV Net Present Value
OFC Objective Factor Cost
OFM Objective Factor Measure
PSPM Pumping System Preference Measure
QFD Quality Function Deployment
RMS Reconfigurable Manufacturing Systems
SFM Subjective Factor Measure
TS Traditional System
TVM Time Value of Money
W The subjective factor weight
α The objective factor decision weight
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1 Introduction

Multi-criteria decision analysis (MCDA) has become a significant discipline in the
operations research area over the past four decades. The rise of MCDA in decision-
making processes is based on the simple conclusion that a single goal, objective,
criterion or point of view is often insufficient to make decisions in the real world
[34]. The field of MCDA consists of developing appropriate approaches to support
and assist decision-makers in situations where they have to take into account several
conflicting decision-making factors (objectives, criteria, goals, etc.) simultaneously
[35].

Typically, MCDA problems consist of five elements: objective, decision-makers’
preferences, alternatives, criteria, and outcomes [19]. MCDA models can be classi-
fied into three main categories: Multi-Attribute Decision Analysis (MADA), Multi-
Objective Decision Analysis (MODA), and the combination of both, as shown in
Fig. 1 [22].

The difference between MADA and MODA can be established based on the
number of alternatives considered. They are continuous (infinite) in MODA and
discrete (finite) in MADA. Otherwise, both share the same functionality [13].

Among the MADA models, the Brown–Gibson model is gaining more and more
attention from scholars. It was initially designed in 1972 by Phillip A. Brown and
David F. Gibson for optimal plant location problems [5]. At that time, the existing
plant location models presented the limitation of not combining quantitative and
qualitative factors that might affect the suitability of an alternative location for a
particular plant. Two classes of methods existed in the literature, namely, quantitative
models and qualitative models. Quantitative methods were mostly cost or profit-
oriented and included the following four concepts: (i) least total cost location, (ii)
least production cost location, (iii) least distribution cost location, and (iv) maximum
profit location.

The most applied qualitative model at that time was the location scoring model.
This model consists of four steps [16]:

1. Identifying all factors that can affect the suitability of alternative sites.
2. Assigning weights to each factor based on its relative importance.
3. Assigning a score to each location for each factor.

Fig. 1 Classification of multi-criteria decision analysis (MCDA) models [22]
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4. Computing the index of each candidate location by performing the weighted
sum on all identified factor’s scores and selecting the location with the highest
index.

Nowadays, this method remains very popular.
The main disadvantage of the qualitative model presented above is that it is

based entirely on a subjective evaluation to make a location decision. Although this
drawback is overcome by the quantitative models listed above, the latter does not
incorporate non-quantifiable factors that can significantly impact the plant location
decision.

The above lines draw the context inwhich theBrown–Gibsonmodelwas proposed
as a single-site and multi-attribute model to address the disadvantages of qualitative
and quantitative methods while combining their strengths.

Although the model was initially dedicated to location decision problems, it has
been applied in various engineering and science areas such as manufacturing system
selection, supplier selection, service performancemeasurement, or software package
selection. Besides, different versions of the model have been established to address
the original model’s limitations or adapt the model to a particular application situa-
tion. To the best of the authors’ knowledge, no literature review study on the Brown–
Gibson model has been performed in the literature until date. This book chapter aims
to fill the gap by carrying out a literature review on the Brown–Gibson model while
presenting the theoretical and mathematical formulations of different versions of the
model listed in the literature.

The rest of this book chapter is organized as follows: Sect. 2 outlines the original
Brown–Gibson model’s theoretical and mathematical formulations and its different
modified versions listed from the literature. Section 3 presents a systematic litera-
ture review of studies based on the Brown–Gibson model highlighting the purpose,
application area and version of the model used in each study. Then, an application
of the model’s original version is outlined for illustration purposes in Sect. 4. The
book chapter ends with a conclusion in Sect. 5.

2 Theoretical and Mathematical Formulations

2.1 Original Brown–Gibson Model

The original Brown–Gibson model was dedicated to decision problems regarding
plant location. It was first drafted by Phillip A. Brown in his 1970 master’s thesis
entitled “Plant location: a quantified model for community and plant site selection”
at Montana State University, USA [6]. The model was then formally established
by Phillip A. Brown and David F. Gibson in their 1972 scientific article, under the
title “A Quantified Model for Facility Site Selection—Application to a Multiplant
Location Problem” [5].
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Four stages underpinned the development of this model: (i) classification of loca-
tion factors, (ii) definition of the general model in terms of all types of factors, (iii)
quantification of general terms of the model, and (iv) formulation of the final model.

2.1.1 Classification of Location Factors

Brown and Gibson [5] classified factors affecting the suitability of locations for
plant siting into three categories, namely, (i) critical factors, (ii) objective factors and
(iii) subjective factors. Notwithstanding other favourable conditions, critical factors
prevent installing a plant on a site if they are not observed. For example, a water-
intensive industry such as a brewerywill not establish itself at a locationwith potential
water shortages, regardless of low labour or raw material costs. Objective factors are
those that can be assessed on a monetary basis, such as the cost of raw materials,
labour or transport. Finally, subjective factors are characterized by a qualitative type
measure and can rarely be assigned amonetary value. For example, the attitude of the
community towards setting up a factory is a subjective factor. It should be noted that
a factor can be categorized as both critical and objective or critical and subjective.

2.1.2 Definition of the General Model

A combination of the three factors described above is the basis for the general model.
For each alternative location i, a location measure, LMi, is specified as follows:

LMi = CFMi [α × OFMi + (1 − α) × SFMi ] (1)

where CFMi (CFMi = 0 or 1),OFMi (0 ≤OFMi ≤ 1, and
∑

i OFMi=1) and SFMi

(0 ≤ SFMi ≤ 1, and
∑

i SFMi=1) denote the critical factor measure, objective factor
measure and subjective factor measure, respectively. α (0 ≤ α ≤ 1) is the objective
factor decision weight. These terms are discussed below.

Alternative sites for plant installation are listed in descending order of location
measure—the one with the highest location measure being the best.

2.1.3 Quantification of Location Measures

The critical factor measure of the alternative site i, CFMi is expressed as follows:

CFMi =
∏

j
CF I i j , i = 1, 2, . . . , n, (2)

where CFIij, the critical factor index for location i with respect to the critical factor
CFj, takes the value 1 if location i meets the requirement of the critical factor CFj,
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and 0 otherwise. Thus, if any critical factor index is zero, CFMi and LMi will also
be zero, and site i will therefore be excluded from the ranking.

The objective factor measure and the subjective factor measure are dimensionless
indices that help ensure consistency between subjective and objective factors.

For each alternative site i, the objective factor measure OFMi is defined as:

OFMi =
[
OFCi ×

∑

i
(1/OFCi )

]−1
(3)

whereOFCi denotes the total objective factor cost of the alternative site i. It represents
the sum of all objective factors in monetary terms (

∑
j OFi j ) related to setting the

plant at site i.
The subjective factor measure (SFM) for each alternative site i is defined in Eq.

(4):

SFMi =
∑

k
(Wk × SFik) (4)

where the subjective factor weight (Wj) and the site ranking for the subjective factor
SFk (SFik) values are systematically assigned with the help of preference theory or
forced-choice pairwise, a subjective quantification technique. The latter is based on
a pairwise comparison of factors and on the construction of a general preference
matrix. By comparing two factors, three scenarios are possible: (i) the first factor is
more important than the second (the corresponding numerical values are 1 for the
first factor and 0 for the second), (ii) the second factor is more important than the first
(the corresponding numerical values are 1 for the second factor and 0 for the first),
(iii) both factors have the same importance (both factors receive 1). Further detailed
information on preference theory with illustration is available in [5] and [11].

The last term α (0 ≤ α ≤ 1) in Eq. (1) is the objective factor decision weight.
It is determined by the management and represents the relative importance of the
objective factors compared with subjective factors of the location problem.

Given the high degree of subjectivity involved in determining this relative weight,
the sensitivity analysis of location measure to the variation of this parameter is most
often recommended.

2.1.4 Formulation of the Final Model

Based on the developments in previous sub-sub-sections, the final model defining
the location measure LMi for each site i can be expressed as follows:

LMi =
⎧
⎨

⎩

∏

j

CF I i j

⎫
⎬

⎭
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×
{

α ×
[
OFCi ×

∑

i
(1/OFCi )

]−1 + (1 − α) ×
∑

k
(Wk × SFik)

}

(5)

The optimal site is the one that receives the highest location measure as expressed
by Eq. (5)

2.2 Buffa and Sarin Version of Brown–Gibson Model

To deal with the complexity of the original Brown–Gibson model, [7] proposed
a simpler version of the model in their textbook entitled “Modern Produc-
tion/Operations Management”, edited by John Willey & Sons. Inc. in 1987. In
this model, for each alternative site i, the objective factor measure is obtained by
converting the total objective factor cost

∑
j OFi j into a dimensionless form by

using the normalization formula as follows:

OFMi =
maxi

[∑
j OFi j

]
− ∑

j OFi j

maxi
[∑

j OFi j

]
− mini

[∑
j OFi j

] (6)

In this model, the site with the maximum total objective factor cost receives zero
as the objective factor measure value. In contrast, the one with the minimum total
objective factor receives one as the objective factor measure value. Besides, for each
alternative site i, the numerical values of each subjective factor k, SFkj is assigned
on a 0–1 scale based on the judgement of the decision-maker. The relative weight of
subjective factors, wk is also assigned based on the decision-maker judgement. The
final model is then expressed as follows:

LMi =
∏

j

C F I i j

×
⎡

⎣α ×
maxi

[∑
j OFi j

]
− ∑

j OFi j

maxi
[∑

j OFi j

]
− mini

[∑
j OFi j

] + (1 − α) ×
∑

k
(SFki × Wk)

⎤

⎦

(7)

While this version of Brown–Gibson model is more straightforward, consistency
in assigning values and weights to subjective factors is not guaranteed.
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2.3 The Extended Brown–Gibson Model

One of the shortcomings of the previous versions of the Brown–Gibson model is
that objective factors only incorporate cost-related aspects and do not spell out how
to integrate other quantitative factors that may impact an alternative’s suitability.
Such elements may include time factors (to be minimized or maximized), profit (to
be maximized) as well as other non-financial tangible factors (to be minimized or
maximized). Tofill this gap, [1] presented theExtendedBrown–Gibsonmodel,which
categorizes objective factors into effective factors (to be maximized) and ineffective
factors (to be minimized). They defined the cost and time effectiveness of alternative
i, CTEi, as follows:

CT Ei =ECi
1

∑
i ECi

+
[

I ECi

∑

i

1

I ECi

]−1

+ ET i
1

∑
i ET i

+
[

I ET i

∑

i

1

I ET i

]−1

(8)

where:

ECi Effective cost for alternative i.
IECi Ineffective cost for alternative i.
ET i Effective time for alternative i.
IET i Ineffective time for alternative i.

FromCTEi, the objective factormeasure of each alternative i,OFMi was expressed
as follows:

OFMi = CT Ei
1

∑
i CT Ei

(9)

Finally, they expressed the manufacturing system preference measure of alterna-
tive i,MSPMi as:

MSPMi =
∏

j
C F I i j ×

[

α ×
(

CT Ei
1

∑
i CT Ei

)

+ (1 − α) ×
∑

k
(SFki × Wk)

]

(10)

Later, [27] defined a more extended version by considering other non-financial
tangible factors and defined the cost and time effectiveness of alternative i, CTEi as
follows:

CT Ei =ECi
1

∑
i ECi

+
[

I ECi
∑

i

1

I ECi

]−1
+ ET i

1
∑

i ET i
+

[

I ET i
∑

i

1

I ET i

]−1
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+ ENFi
1

∑
i EN Fi

+
[

I N Fi
∑

i

1

I N Fi

]−1
(11)

where:

ENFi Effective non-financial for alternative i.
INFi Ineffective non-financial for alternative i.

2.4 Yimen and Dagbasi Version of Brown–Gibson Model

The previous versions of the Brown–Gibson model are disadvantaged because they
do not consider the time value of money (TVM), making their application limited.
Indeed, for most organizations and systems, the resulting cash flows are distributed
over a long period [37, 38]. Yimen and Dagbasi [36] took this reality into account
by discounting all objective factors (cash flows) associated with each alternative i,
resulting in the substitution of the sum of objective factors by the opposite of the net
present value (NPV) in Buffa and Sarin version of Brown–Gibson model:

LMi =
∏

j

CF I i j

×
[

α × N PV i − mini [N PV i ]

maxi [N PV i ] − mini [N PV i ]
+ (1 − α) ×

∑

k
(SFki × Wk)

]

(12)

2.5 Analytical Hierarchy Process (AHP)-Integrated Brown
Gibson Model

Another shortcoming of the original Brown–Gibson model is related to the charac-
teristics of the preference theory used to evaluate subjective factors. Indeed, the pref-
erence theory is not flexible enough when comparing two factors. It allows only two
options: (i) one factor ismore important than another or (ii) both factors have the same
importance. Besides, it is not possible to check the consistency of the judgements
of the decision-maker. To overcome these drawbacks, most recent Brown–Gibson
model applications used the Analytical Hierarchy Process (AHP) to assess subjec-
tive factors instead of the preference theory or forced-choice pairwise comparison
procedure.

The Analytic Hierarchy Process (AHP) is an approach developed in the 1970s
by Thomas Saaty. Pairwise comparisons are performed at each stage of the criteria’
hierarchical structure, leading to the building decision matrices. The values used for
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pairwise comparison are integer values between 1 and 9 or their reciprocal values.
Detailed information related to the AHP method is available in [31].

2.6 Fuzzy Brown–Gibson Model

The fuzzy Brown–Gibson model was designed by [4]. It is based on fuzzy triangular
numbers to provide more practicality, make the site selection problem more realistic
and facilitate managerial understanding. Detailed information about fuzzy triangular
numbers is available in [10] and [20]. In this model, the objective function, the fuzzy
location selection index (FLSI) for each alternative site is defined in Eq. (13):

FLSI i = CFMi [α × FOFMi + (1 − α) × FSFMi ] (13)

where FOFMi and FSFMi are, respectively, the fuzzy objective factor measure and
fuzzy subjective factor measure of the alternative site i. FOFMi is defined as follows:

FOFMi =
[
FOFCi ×

∑

j

(
1/FOFC j

)]−1
(14)

where FOFCi = Fuzzy objective factor of alternative i.

3 Litterature Review

Numerous studies in different countries and sectors applying Brown–Gibson Model
have been performed in the literature. Most of these applications took place in Asia
and used the original or extended version of the model. Among those who used
the model’s original version, [32] applied this version to select the best financial
accounting software package. They defined the Computer Software Measure (CSM)
as the objective function in terms of two critical factors (Hardware compatibility
and Operational compatibility), four objective factors (information quality, provi-
sion of audit trails, “track record” of vendor, expandability, and quality of security
system) and three subjective factors (initial purchase cost, costs of training users
and operators, cost of operation, maintenance and modification). Hemalatha et al.
[14] applied the same version to find the best location for a retail store among four
alternative locations in India, namely, Thiruvarembur, Cantonment, Thillainagar and
Srirangam. They defined the Location Preference Measure (LPM) as an objective
function based on four subjective factors (population, availability of skilled labour,
low-risk environment and availability of store location) and two objective factors
(total rent per year and the total labour cost per year). Dominic et al. [9] used the
original Brown–Gibson model to select the best location for offshore outsourcing of
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Malaysia’s typical software company. They defined the location measure preference
(LMP) as the objective function in their analysis and considered five alternative loca-
tions: India, USA, China, Malaysia and the Philippines. Using the same objective
function, [15] developed a suitable decision support system (DSS) for retail location
decision. They integrated into the designed DSS five subjective factors (population,
availability of skilled labour, competition, economic base and legal characteristics)
and two objective factors (rent per month and labour cost per month). Rahman et
al. [29] also developed a similar DSS to determine the optimal location for an auto-
mobile manufacturing company in Bangladesh considering four alternative sites:
Chittagong, Mongla, Kustia, Narayongonj and Rangpur. All the selected research
studies that applied the original version of Brown–Gibson model are summarized in
Table 1.

Compared with the original model, the extended Brown–Gibson (EBG) model
was more applied in the literature. Most of the EBG model-related studies are dedi-
cated to the manufacturing sector like the one by [1]. They applied the model
to justify an investment in advanced manufacturing technology (AMT), a new
technology for enhancing manufacturing systems’ efficiency and flexibility. They
defined the manufacturing system preference measure (MSPM) as the objective
function for comparing the new AMT and the traditional system (TS). Ragavan and
Punniyamoorthy [28] conducted a similar analysis except that they used the AHP to
assess subjective factors instead of preference theory. Later, [27] followed the same
methodology to justify the use of the automatic storage and retrieval system (AS/RS)
in the heavy engineering industry and [21] did the same to justify an investment in the
Reconfigurable Manufacturing Systems (RMS), new technology to enhance manu-
facturing systems’ efficiency and flexibility. Both studies adopted theManufacturing
system preference measure (MSPM) as the objective function and used AHP to eval-
uate the subjective factors. Bagum et al. [2] and [25] also proposed analytical models
based on the extended Brown–Gibson model and Analytical Hierarchy Process to
find the best pumping system for irrigation in Bangladesh and the best suppliers of
a supply chain network in India, respectively.

In some studies, the authors integrated the Extended Brown–Gibson model with
quality function deployment (QFD) to create a closed-loop model to assess and
improve system performance. Those studies include the analyses by [23] and [24],
who developed closed-loopmodels for service performance management in automo-
bile repair shops. Parthiban and Goh [26] proposed a closed-loop model to measure
and improve a manufacturing management system’s performance. The selected
studies related to the extended Brown–Gibson model are summarized in Table 2.

Besides studies that applied the original or extended versions of the Brown–
Gibson model, [8] used Buffa and Sarin version of the model to determine the best
site for constructing a bowling alley in Magusa, Cyprus. Feridun et al. [12] applied
the same version of the model for automobile selection. Yimen and Dagbasi [36]
combined the version of the model they developed with RETScreen software to
determine the optimal location for a 5-MW solar photovoltaic plant in northern
Cameroon. Bhattacharya et al. [4], Kaboli et al. (2007), [33] and [18] applied the
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Table 1 Original Brown–Gibson model-based selected studies

Authors,
countrry

Objective
and
objective
function

Alternatives Critical
factors

Subjective
factors

Objective factors

[32], USA • Selecting
the best
financial
accounting
software
package

• Computer
software
measure
(CSM)

• A, B, C, E, F
and G

• Hardware
compatibility

• Opera-
tional
compatibility

• Information
quality

• Provision of
audit trails

• “Track record”
of vendor

• Expandability
• Quality of
security system

• Initial purchase
cost

• Costs of
training users
and operators

• Costs of
operation,
maintenance,
and
modification

[14], India • Finding
the best
location
for a
retail
store

• Location
prefer-
ence
measure
(LPM)

•
Thiruvarembur

• Cantonment
• Thillainagar
• Srirangam

• Population
• Availability of
Skilled Labour

• Low Risk
Environment

• Availability of
Store Location

• Total rent per
year

• Total labour
cost per year

[9],
Malaysia

• Selecting
the best
location
for
offshore
outsourcing
of a
typical
software
company

• Location
prefer-
ence
Measure
(LPM)

• India
• USA
• China
• Malaysia
• Philippines

• Quality of
labour

• Low-risk
environment

• Language
capabilities

• Population

• Labour cost
• Tax savings

[15], India • Finding
the best
location
for a
retail
store

• Location
prefer-
ence
measure
(LPM)

• UAE
• China
• India
• Singapore

• Population
• Availability of
Skilled Labour

• Competition
• Economic base
• Legal
characteristics

• Rent per month
• Labour cost per
month

(continued)
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Table 1 (continued)

Authors,
countrry

Objective
and
objective
function

Alternatives Critical
factors

Subjective
factors

Objective factors

[29],
Bangladesh

• Finding
the best
location
for an an
automo-
bile
company

• Location
prefer-
ence
measure
(LPM)

• Chittagong
• Mongla
• Kustia
• Narayongonj
• Rangpur

• Skill of Worker
• Customer
proximity

• Community
attitude

• Communica-
tion
network

• Skill of worker
• Customer
proximity

• Community
attitude

• Communica-
tion
network

• Other factors

fuzzy Brown–Gibson model to problems of finding the optimal location for facilities
in Iran.

4 Application: Original Brown–Gibson Model
for a Commercial Centre Location Decision

This section presents an application of the original Brown–Gibson model in deter-
mining the optimal location to set a commercial centre in Cameroon. Six alternative
locations were identified, namely, Douala, Bafoussam, Yaoundé, Maroua, Kribi and
Buea. Besides, we considered in this application the following factors.

1. Critical factors

• CF1: Land availability
• CF2: Energy availability
• CF3: Construction permission

2. Objective factors

• OF1: Construction cost
• OF2: Land cost
• OF3: All other cost

3. Subjective factors

• SF1: Population
• SF2: Ease of transportation
• SF3: Community attitude
• SF4: Availability of Skilled Labour
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The steps below were followed to determine the optimal location of the
commercial centre.

Step 1: The critical factormeasure (CFM) of each alternative locationwas calculated.
At each location i, the value 1 was assigned to the critical factor CFj if the alternative
locationmet the related requirement ofCFj , and 0 otherwise. For example, the critical
factor CF1 (Land availability) received the value 1 at all alternative, given that the
required land for building the commercial centre was available at all alternative
locations. On the other hand, the town of Maroua, which was experiencing severe
power cuts, received the value 0 for the critical factor CF2 (Energy availability). The
critical factor measure (CFM) for each alternative location was finally computed
using Eq. (2). The results are shown in Table 3.

Step 2: The objective factor measure (OFM) of each alternative location for
constructing of the commercial centre was calculated at this step. The sum of the
three objective factors considered in the analysis was first calculated for each alter-
native location. Then, the objective factor measure for each location was computed
based on Eq. (3). This calculation process of the objective factor measure of each
alternative location is summarized in Table 4.

Table 3 Calculation of critical factor measure (CFM) of each location alternative

Alternative location CF1 CF2 CF3 CFM

Douala 1 1 1 1

Bafoussan 1 1 1 1

Yaoundé 1 1 1 1

Maroua 1 0 1 0

Kribi 1 1 1 1

Buea 1 1 0 0

Table 4 Calculation of the objective factor measure for each alternative location

Items Alternative location (i)

Douala
(1)

Bafoussam
(2)

Yaoundé
(3)

Maroua
(4)

Kribi (5) Buea (6)

OF ($104) OF1 128 90 125 110 130 115

OF2 50 25 45 20 30 26

OF3 16 12 18 13 17 14

OFCi = ∑
OFi ($104) 194 127 188 143 177 155

1/OFCj
($−1 *10–7)

5.155 7.874 5.319 6.993 5.65 6.452

∑
(1/OFCj) ($−1

*10–7)
37.443

OFMi 0.138 0.21 0.142 0.187 0.151 0.172
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Step 3: At this step, the subjective factor measure for each alternative location is
calculated by:

a. Using forced-choice pairwise procedure to compute the relative weight wj of
each subjective factor. One factor is, therefore, chosen over another, or they are
rated equal. There were six pairwise comparisons detailed as follows:

(1) Population versus EAse of transportation: population as more important.
(2) Population versus community attitude: both are of equal importance.
(3) Population versus availability of skilled labour: population as more

important
(4) Ease of transportation versus community attitude: both are of equal

importance.
(5) Ease of transportation versus availability of skilled labour: both are of

equal importance.
(6) Community attitude versus availability of skilled labour: community

attitude as more important.

Table 5 summarizes the above pairwise comparisons and the related calculation
of the importance weight of each subjective factor wj.

b. Then, the forced-choice pairwise procedure was also used to determine each site
ranking for each subjective factor SFij (0 ≤ SFij ≤ 1 and

∑
SFij = 1). For that,

the pairwise comparison with sites is repeated separately for each subjective
factor. These calculations are shown in Tables 6, 7, 8 and 9.

c. Finally, the subjective factor measure of each alternative location i is calculated
using Eq. (4). The calculation results are shown in Table 10.

Step 4: At this step, the location preference measure (LPM) of each location is
calculated based on Eq. (1) and setting α, the objective factor decision weight is 0.6.
The calculation results are shown in Table 11. These final results show that Douala
was the optimal location for the commercial centre with an LPM of 0.1872.

Finally, the sensitivity of the location preference measure (LPM) of each alter-
native location with to the objective factor decision weight was investigated. The
results of this sensitivity analysis are shown in Fig. 2.

Table 5 Calculation of relative importance weight of subjective factors

SFj Pairwise comparison Sum of preference Relative importance

1 2 3 4 5 6

Population (SF1) 1 1 1 3 3/9

Ease of transportation
(SF2)

0 1 1 2 2/9

Community attitude
(SF3)

1 1 1 3 3/9

Availability of Skilled
Labour (SF4)

0 1 0 1 1/9
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Table 6 Determination of ranking of each location for population (SF1)

Site i Pairwise comparison Sum of
preferenence

Site
ranking1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Douala 1 1 1 1 1 5 5/21

Bafoussam 0 0 1 0 1 2 2/21

Yaoundé 1 1 1 1 1 5 5/21

Maroua 0 1 0 1 1 3 3/21

Kribi 0 1 0 1 1 3 3/21

Buea 0 1 0 1 1 3 3/21

Table 7 Determination of ranking of each location for EAse of transportation (SF2)

Site i Pairwise comparison Sum of
preferenence

Site
ranking1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Douala 1 1 1 1 1 5 5/17

Bafoussam 0 0 1 0 1 2 2/17

Yaoundé 0 1 1 1 1 4 4/17

Maroua 0 1 0 1 1 3 3/17

Kribi 0 1 0 0 0 1 1/17

Buea 0 0 0 1 1 2 2/17

Table 8 Determination of ranking of each location for community attitude (SF3)

Site i Pairwise comparison Sum of
preferenence

Site
ranking1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Douala 1 1 1 1 1 5 5/20

Bafoussam 0 1 1 0 0 3 3/22

Yaoundé 0 1 1 1 1 4 4/20

Maroua 0 0 1 1 1 3 3/20

Kribi 0 1 0 1 1 3 3/20

Buea 0 1 1 1 0 3 3/20

Table 9 Determination of ranking of each location for availability of skilled labour (SF4)

Site i Pairwise comparison Sum of
preferenence

Site
ranking1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Douala 1 1 1 1 1 5 5/17

Bafoussam 0 1 1 1 1 3 3/17

Yaoundé 0 0 1 1 1 3 3/17

Maroua 0 1 0 1 0 2 2/17

Kribi 0 0 0 1 1 2 2/17

Buea 0 0 0 1 1 2 2/17
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Table 10 Summary of subjective factor measure evaluation

Site i Subjective factor SFM

SF1 (3/9) SF2 (2/9) SF3 (3/9) SF4 (1/9)

Douala 5/21 5/17 5/20 5/17 0.261

Bafoussam 2/21 2/17 3/20 3/17 0.127

Yaoundé 5/21 4/17 4/20 3/17 0.218

Maroua 3/21 3/17 3/20 2/17 0.15

Kribi 3/21 1/17 3/20 2/17 0.124

Buea 3/21 2/17 3/20 2/17 0.137

Table 11 Location preference measure (LPM) evaluation

CFM OFM SFM LPM

Douala 1 0.138 0.261 0.1872

Bafoussam 1 0.21 0.127 0.1768

Yaoundé 1 0.142 0.218 0.1724

Maroua 0 0.187 0.15 0

Kribi 1 0.151 0.124 0.1402

Buea 0 0.172 0.137 0

Fig. 2 Sensitivity analysis results of LPM for each location with respect to the objective factor
decision weight
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Regardless of the objective factor decision weight, the LPMs inMaroua and Buea
are zero because their critical factor measures are zero. For values of α less than 6.5,
Douala will remain the preferred location, while Bafoussam is the best position for
values of α greater than 6.5. These results clearly show the optimality of the Douala
location because the appropriate α value is part of the interval [0.3–0.7] [3]. This is
in line with the ongoing investment in commercial building construction in the city.
In 2020, Central Africa’s largest commercial centre, The Douala Grand Mall, was
built in the town.

5 Conclusions

This chapter of the book presented different versions of the Brown–Gibson model
listed in the literature and reviewed the literature relating to the model. It emerged
that the model’s original and extended versions were the most used and have been
applied to a wide variety of fields. Most of the applications have taken place in Asia,
which is not surprising. Globally, Asia is the fastest-growing technology area, with
many giant companies like LG, Sony and Samsung.

Applying the original version of the model to determine the best location for a
commercial centre in Cameroon highlighted the city of Douala as the most suitable
place to establish retail centres.

Two significant facts attest that the Brown–Gibson model is in the process of
becoming an essential part of operations research (OR). First, the model has seen
several developments and applications since its design. Second, the model’s ability
to combine objective and subjective factors in decision-making is unique. Therefore,
OR course designers are called upon to introduce the model into the course contents
in universities and colleges.
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Abstract In this chapter, we aim to find a mathematical solution to compute the
impact between two irrelevant decision matrices in a complex decision-making
problem using multiple-criteria decision-making (MCDM) methods. The existing
MCDMmethods merely provide solutions for the one-stage decision-making proce-
dure and do not take other effective variables outside of the decision matrix into
account, while in real-world processes, the decisions always impact by the vari-
ables where they appear to be irrelevant. To demonstrate our proposed approach, it is
applied to a case of supplier selection and firm’s strategies in which the interaction of
selected strategies has been investigated on the selection of the best supplier. In order
to handle the uncertainty that emerge during the process, this four-section approach
is implemented as a grey framework and deals with grey Entropy, grey-TOPSIS, and
the grey strategies interaction model. With comparison of rankings in computation
with impact of selected strategies and without them, results indicated essentially the
difference between these two cases.
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TOPSIS The Technique for Order of Preference by Similarity to Ideal
Solution

G-TOPSIS Grey-TOPSIS
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1 Introduction

In order to find the most appropriate solutions, multi-criteria decision-making
methods (MCDM)are the translation systems,which translate decision-making prob-
lems, from less complex such as the daily decision-making problems to advanced
decision-making problems, to the mathematical algorithms. MCDM methods are
developed to analyze alternatives against the criteria with the various algorithms
to lead the decision-maker (DM) to the optimal solutions for the decision-making
problems.

In general, MCDM methods are employed to handle MCDM problem with the
selection of a suitable solution among alternatives concerning a variety of factors
[1]. Eyvindson et al. [2] described MCDM techniques as the mathematical methods
employed to find a best compromise solution based on judgments provided by stake-
holders [3]. According to [4], MCDM methods consist of ranking alternatives, or
selecting an appropriate alternative, with respect to several multiple, conflicting, and
interactive criteria. To solve different decision-making problems, MCDM methods
are designed into integrated method, which two or three MCDMmethods constitute
an integrated approach, or group decision-making methods [5–7]. MCDM methods
have been applied to a wide range of problems such as Supply chain management
[8], Energy [9], Transportation [10], Logistic [11], Agriculture and water resource
management [12], Civil engineering and construction management [13], Strategic
decision-making [9], and Strategic management [13, 14].

MCDMmethods are designed to analyze a set of alternatives given by the problem
against a set of criteria in order to offer the solutions; yet, in the real-world processes,
the decisions are affected by multiple variables originating from the external forces
from outside of the decision matrices that are constructed by the MCDM methods.
These variables possibly seem irrelevant to the decision-making problem; however,
their impact is hidden in the final result. This brings a serious shortage when the
problem is observed through a holistic view. To illustrate how the aforementioned
process functions, in this chapter, a mathematical framework is proposed to calcu-
late the impact and interaction between two irrelevant decision matrices. In fact, as
discussed in advance, there are many issues that affect the decision-making where
they need to be identified while they are not considered in the conventional decision-
making methods. For instance, in the supplier selection problem, the lack of consid-
eration of the firm’s strategies may cause the wrong selection when the supplier
selection, as the part of operational strategies execution, needs to be in line with the
firm’s strategies.

Supplier selection is a typical MCDM activity [15]. According to [16], selection
of the proper suppliers will reduce costs and provide high quality products. El Hiri
et al. [17] defined selection of themost proper suppliers as a vital activity for elevating
the result of a company’s efforts to conserve its market position. Indeed, as stated by
[18], one of the key issues in supply chain management is supplier selection and also
finding the best supplier among several alternatives against various criteria, such as
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services, cost, and risks. As mentioned heretofore, in real world the selections which
they upon DM’s decision occur under uncertainty environment.

As mentioned heretofore, the supplier selection process highly depends on
experts’ assessments. Yet, the issue emergeswhen the firms’ strategies are not consid-
ered by DMs or in general in the decision-making process to select the suppliers.
Ignoring the strategies in the supplier selection process mainly causes the lack of
a comprehensive approach to select a supplier, provisional supplier selection, and
inappropriate selection of the supplier as an integral part of the operational strate-
gies implementation. On the other hand, all environmental planning and manage-
ment decisions are subject to a number of uncertainties ranging from complexities
of natural systems, variable degrees of unpredictable randomness, frequent lack of
sufficient data, and at times, the politicized and therefore variable interpretation of
information [19]. The certain decision approaches have been applied on various
studies in the field of supplier selection such as Abdel-Baset et al. [20, 21], while
certain decisions addressing are based upon classical assumptions and always tend
to be so in deterministic conditions [22].

In the real-world application, with emerge of vagueness, uncertainty, or impre-
cision in the solutions evaluation, the final output is not a crisp value, but rather a
distribution, a fuzzy value or a numerical interval which is called the grey number.
In this chapter, the grey system is exercised for the computation of the interactions.
The Grey Systemwas first introduced by Deng [23]. The grey system theory is found
as a channel in order to materialize incomplete information of individuals, profes-
sionals, etc., into discrete data [24]. It is widely applied in various fields of research
and projects such as systems analysis, data processing, modeling, and prediction,
as well as in control and decision-making [25]. Deng [23, 26] developed the grey
decision-making systems. The grey decision is made in the situation that the deci-
sion model has grey elements or the normal decision model and grey model are
combined, and the key research is the scheme selection problem [27]. Nowadays,
the grey systems theory is broadly applied to different decision-making problems
to handle the uncertainty [28, 29]. To calculate the interaction between the firm’s
strategies, which have been derived from grey strategies interaction model, and the
supplier selection, grey TOPSIS (G-TOPSIS) and Grey-Entropy are utilized in this
chapter. Indeed, the objective of this chapter is to propose a solution for the problem
of connection between two irrelevant decision matrices which have impact on each
other in real-world problems.

The rest of this chapter is organized as follows: in the Sect. 2, the grey numbers
and their operation are demonstrated; the methods which are used in this chapter are
represented in the Sect. 3. In Sect. 4, the proposed methodology is illustrated; in the
Sect. 5, the application and results are discussed. The comparisons and discussion are
stated in Sect. 6; and finally, Sect. 7 is devoted to the conclusion and future research.
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2 Grey Numbers and Operations

The grey information refers to the partial knowledge and incomplete information in
a three-section information box including the complete and known information, the
incomplete information and the unknown information, where they are cited as the
white, grey, and black information categories, respectively [30]. The grey systems
theory presents three categories of uncertainty comprising the white, grey, and black
numbers in accordance with the level of information. The meaning of information
in the category of grey is given in the following table (Table 1).

According to [31], the four possibilities of emergence of grey information is given
in the following list:

(1) The information about elements is grey;
(2) The structural information is grey;
(3) The boundary information is grey;
(4) The behavior information of motion is grey.

Grey systems theory and its operations are founded on the grey numbers which play
a vital role in the application of grey methods [32]. Limited between two lower and
upper bounds, the exact value of grey number is unknown, yet, the range where the
value is located is known [31]. In fact, grey numbers stand for such numbers that
are not crisp values, but some incomplete information [33]. Furthermore, Darvishi
et al. [34] defined a grey number as a number with clear upper and lower boundaries,
but which has an unclear position within the boundaries. The following equations
(Eqs. 1–10) address the grey number operations:

I f ⊗ G1 = [
G1,G1

]
,⊗G2 = [

G2,G2
]
then G1 > G1 and G2 > G2 (1)

− ⊗ G1 = [−G1,−G1
]

(2)

⊗G1 + ⊗G2 = [
G1 + G2,G1 + G2

]
(3)

⊗G1 − ⊗G2 = ⊗G1 + (− ⊗ G2) = [
G1 − G2,G1 − G2

]
(4)

⊗G1 × ⊗G2 =
[
min

{
G1G2,G1G2,G1G2,G1G2

}
,max

{
G1G2,G1G2,G1G2,G1G2

}]

(5)

Table 1 The information meaning of the grey

Information Appearance Process Property Methodology Attitude Conclusion

The
grey

Incomplete Grey Replace
old with
new

Complexity Transition Tolerance Multiple
solutions
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r × ⊗G1 = [
rG1, rG1

]
(6)

⊗G1
/
⊗G2

=
[
G1,G1

]
×
[

1
G2

, 1
G2

]
=
[
G1,G1

]
×
[
G−1
2 ,G−1

2

]

=
[
min

{
G1G

−1
2 ,G1G

−1
2 ,G1G−1

}
, max

{
G1G

−1
2 ,G1G

−1
2 ,G1G−1

}] (7)

⊗G1

a
=
[
G1

a
,
G1

a

]

(8)

a

⊗G1
=
[

a

G1
,
a

G1

]

(9)

The possibility degree of ⊗G1 ≤ ⊗G2:

p{⊗G1 ≤ ⊗G2} = max(0, L∗ − max(0,G1 − G2))

L∗ (10)

where L∗ = L(⊗G1) + L(⊗G2).

3 Methods and Tools

The proposed approach has been applied on a strategic supplier selection problem
where the suppliers are selected in accordance with the firm’s strategies. To run
the approach, the grey Shannon’s Entropy and grey TOPSIS are employed. In this
section, these two methods of algorithms are discussed.

3.1 Strategies Interaction Model (SIM)

Strengths, weaknesses, opportunities, and threats (SWOT) analysis is a manage-
ment tool to formulate strategic action plans [35]. As a strategic management tool,
SWOT analysis has been extensively utilized for the decision-making process [36].
According to Gao and Peng [37], SWOT analysis is an important decision-making
support tool, and is commonly used to systematically analyze the strategic situations
and identify the level of organizations from their internal and external environments.
SWOT matrix analyzes the internal strengths and weaknesses as well as external
opportunities and threats to derive promising future strategies [38]. It also prioritizes
the strategies by the Quantitative Strategic Planning Matrix (QSPM) in the classic
form. However, due to the flexible structure of its approach and the fact that SWOT
provides only a qualitative analysis that merely prioritizes the factors’ importance by
measuring them quantitatively, thus, fails to address the rank of the strategies, hence,
mostly, it integrates other decision-makingmethods such asMCDM techniques [39].
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Application and integration of MCDM methods with SWOT analysis process could
be addressed in different studies such as Anser et al. [40, 41]. The strategies derived
from SWOT matrix are categorized into four groups of SO strategies where they use
strengths to take advantage of opportunities, WO strategies where they overcome
weaknesses by taking advantage of opportunities, ST strategies in which they use
strengths to avoid threats, and WT strategies which minimize weaknesses to avoid
threats [42], likewise, these strategies are addressed as the aggressive strategies,
competitive strategies, conservative strategies, and the defensive strategies.

The classic form of SWOT itself and its integration with MCDM methods is
suffering from a number of shortages including [43]:

1. Ignoring the strategic position ignorance in MCDM and SWOT integrated
methodologies.

2. Lack of an integrated model for the selection of an organization strategies and
also alternative strategies in order to the organization strategic position.

3. In spite of the shared resources for the execution of strategies, there is no
framework to assess the interaction of strategies due to their budget requirement.

4. Lack of a formulated paradigm to support the assessment of the interaction of
the possible unselected strategies on the main selected strategies ranking.

To cover the aforementioned lacks through the classic SWOTanalysis process, Zakeri
et al. [43] proposed an approach to analyze SWOT, called strategies interactionmodel
which is divided into two main areas: the evaluations area where the evaluation and
all computation activities are executed, and the selection area in which the results
are processed (see Fig. 1).

SIM are designed in the grey environment. According to [43], the SIM phases are
as follows:

Phase I. Analysis of internal and external factors.
Phase II. Construction of SWOT matrix.

Phase II.I. Selection of the strategies (All strategic positions).
Phase II.II. Determination of strategic position and selection of the strategies
in accordance with the strategic position.

Phase III. Computation of the value of interaction.
Phase IV. Ranking of the selected strategies.
Phase V. Evaluation and selection of the alternative strategies.

3.2 Shannon’s Entropy

One of the major results of information theory is the Shannon entropy [28], Shannon
[44]. This method has been utilized to compute the weights of the criteria in a
decision-making problem. With respect to [45], the grey entropy is in accordance
with (Eqs. 11 and 12).



200 S. Zakeri et al.

Selection Evaluation 

Analysis of 
Internal 
Factors

Analysis of 
External 
Factors

Construction of 
SWOT matrix

Determination of 
Strategic Position

Computation of 
VI

Ranking of the 
Selected 

Strategies

Evaluation of 
the alternative 

strategies

Start End

Selection of the 
Strategies (All 

strategic positions)

Selection 
of  the 

Strategies 

Selection of 
the Alternative 

Strategies

Fig. 1 The proposed methodology procedure of SIM

eG j
= − 1

lnm

m∑

i=1

Gi j lnGi j (11)

eG j
= − 1

lnm

m∑

i=1

Gi j lnGi j (12)

The weight of Jth criterion is computed by following Eqs. (13 and 14):

wG j
=
(
1 − eG j

)
.

⎛

⎝
n∑

j=1

(1 − eG j
)

⎞

⎠

−1

(13)

wG j
= (1 − eG j

).

⎛

⎝
n∑

j=1

(1 − eG j
)

⎞

⎠

−1

(14)
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3.3 Grey TOPSIS

One of the most popular MCDM technique which is widely applied to solve MCDM
problems isTOPSIS.Hwang andYoon [46] first proposed a technique for establishing
order performance by referencing its similarity to the ideal solution (TOPSIS). The
TOPSIS philosophy is that the selected alternative’s value should have the shortest
distance from the ideal solution and the farthest distance from the negative ideal
solution [47]. The grey TOPSIS has the following steps [22, 48]:

Step.3.2.1. Constructing the decision matrix.

Step.3.2.2. Establishing the normalized decision matrices with respect to the cost or
benefit (Eqs. 15 and 16).

For benefit attribute of ⊗G∗
i j , the normalization is defined as in the following

equation:

⊗G+
i j =

[
Gi j

Gmax
j

,
Gi j

Gmax
j

]

(15)

where ⊗Gi j =
[
Gi j ,Gi j

]
and ⊗Gmax

j = max
1≤i≤m

{
Gi j
}
.

And for a cost attribute of ⊗G∗
i j , there is the following equation:

⊗G−
i j =

[
Gmin

j

Gi j
,
Gmin

j

Gi j

]

(16)

where ⊗Gmax
j = min

1≤i≤m

{
Gi j
}
.

Step 3.2.3. Construction of the weighted normalized matrix.

Step 3.2.4. Calculation of ( Smax ) as the ideal alternative where (Smax ) is a referential
alternative (Eq. 17).

⎧
⎨

⎩

Smax = {
Gmax

1 ,Gmax
2 ,Gmax

3 , . . . ,Gmax
n

};
Smax =

{[
max
1≤i≤m

Vi1, max
1≤i≤m

Vi1

]
, . . . ,

[
max
1≤i≤m

Vin, max
1≤i≤m

Vin

]}
; (17)

Step 3.2.5. Computation of the distance between each of the alternatives’ sequences
(Eq. 18).

d = �⊗G1−⊗G2 = (
G1 − G2

)+ (
G1 − G2

)
(18)

where � is the distance d between two grey numbers of ⊗G1 and ⊗G2.
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Step 3.2.6. Determination of the grey relation coefficient between each of the
alternatives (Eq. 19)

γoi = γ (xo( j), xi ( j)) =
min
i
min

j
di j + ξmax

i
max

j
di j

di j + ξmax
i
max

j
di j

(19)

Step 3.2.7. Computing the grade of grey relation of each alternative to the ideal
solution in accordance with the following equation (Eq. 20):

Ci =
(
1 − 1

n
· sumn

j=1γi j

)
i = 0, 1, . . . ,m (20)

Step 3.2.8. The final step is the prioritization of the alternatives according to the
higher score of Ci .

4 Proposed Methodology

In this chapter, to address the proposed approach, a computation of interaction
between a firm’s strategies and its supplier selection problem is presented in order
to have a supplier selection in line with the firm’s strategies. Various studies have
employed SWOT analysis for the supplier selection [5, 49], while none of them
did not exercise SWOT analysis for the specific reason of alignment of the supplier
selection with the firm’s strategies. The implementation of the proposed approach is
designed in four steps including:

Step 1. Selecting the firm’s strategies through the grey strategies’ interaction model
(G-SIM).

Step 2. Evaluation of the criteria. The main purpose of this section is calculating of
(λ). Indeed, (λ) is the proposed method’s key element. In this step, the strategies
derived from the first section are playing the role of the criteria and the main criteria
of supplier selection are the alternatives in a decision matrix.

Step 3. Prioritization of criteria is based on relation matrix. In this step, the (λ) is
determined by the normalized performance of each criteria ranking. The strategies
directly impact on supplier selection by (λ).

Step 4. The final section is selection of the best supplier.
The proposed method’s steps are illustrated in (Fig. 2).
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Fig. 2 The proposed method’s chart

5 Method Application and Results

In this section, the proposed model is represented as a numerical example. This
section is separated into three main parts including: 1. Selection of the strategies; 2.
Evaluation of Criteria: Prioritization of Criteria based on the Selected Strategies; 3.
Supplier selection.

5.1 Selection of Strategies SIM

SWOT analysis of a firm is illustrated (Fig. 3). Selected strategies have been carried
out by implementation of SIM. In the following figure, SO, ST, WO, WT stand for
the aggressive, competitive, conservative, and defensive strategies.

According to the scores, S1O1, S2O1, S1T1, 2, W1O2, W2T3 are selected as the
best strategies. These strategies are shown as the ST1, ST2, ST3, ST4, and ST5 in
next steps of the proposed method application.
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Fig. 3 SIM structure of SWOT analysis for ranking and selection of the strategies

5.2 Evaluation of Criteria: Prioritization of Criteria Due
to the Selected Strategies

In this section, the criteria for the supplier selection are prioritized in accordance
with the selected strategies derived from the previous section. To rank the criteria,
the relation matrix has been utilized. In the relation matrix, the interaction of the
variables is investigated through computation of their relationship. With respect to
the relation matrix, the degree of the relationship between alternatives and criteria
are evaluated by the linguistic variables. In this step, the prioritization process is
performed by the G-TOPSIS algorithm. The grey linguistic variables are presented
in Table 2.

The following tables (Tables 3 and 4) demonstrate the relation matrix, where the
supplier evaluation criteria are the alternatives, and the selected strategies are the
criteria.

With respect to the Eqs. (11–13), in most grey-basedMCDMproblems, for objec-
tive calculation of theweights of criteria, the grey entropy is employed. In this chapter,
a novel form of grey entropy algorithm is designed to transform the grey numbers
to white numbers (Eqs. 30–33); indeed, the new algorithm is in line with the grey
entropy which is proposed by [45] with respect to the Eqs. (11–13).

If
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Table 2 The grey attributes
scale of rating of ⊗G

Scale Grey

VP [0, 1]

P [1, 3]

MP [3, 4]

F [4, 5]

MG [5, 6]

G [6, 9]

VG [9, 10]

Table 3 The relation matrix between selected strategies and supplier selection criteria with
linguistic variables

ST 1 ST 2 ST 3 ST 4 ST 5

C1 F P G MG MP

C2 MG P VG G F

C3 MG MP VG F MP

C4 F F G F P

C5 G P F MG G

Table 4 The relation matrix between selected strategies and supplier selection criteria

ST 1 ST 2 ST 3 ST 4 ST 5

C1 [4, 5] [1, 3] [6, 9] [5, 6] [3, 4]

C2 [5, 6] [1, 3] [9, 10] [6, 9] [4, 5]

C3 [5, 6] [3, 4] [9, 10] [4, 5] [3, 4]

C4 [4, 5] [4, 5] [6, 9] [4, 5] [1, 3]

C5 [6, 9] [1, 3] [4, 5] [5, 6] [6, 9]

� ≥
(
Gi j + Gi j

)
(21)

And

� ≥
(
Gi j − Gi j

)
(22)

Then:

e⊗G j ≥
⎡

⎢
⎣

m∑

i=1

⎛

⎜
⎝

(
m∑

i=1

(
(
�2
)
ln
(
�2
)
)
2

) 1
4

.

⎛

⎝
(

m∑

i=1

(
(
�2
)
ln
(
�2
)
)
2

) 1
4

⎞

⎠

−1
⎞

⎟
⎠

⎤

⎥
⎦(lnm)−1

(23)
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w⊗G j ≥
⎛

⎝
n∑

j=1

(
1 − e⊗G j

)
⎞

⎠

−1

.
(
1 − e⊗G j

)
(24)

The first step of Entropy is the normalization of the decision matrix. The
normalization process is as given in (Eqs. 25 and 26):

If ⊗P =
[
Pi j , Pi j

]
stands for a normalized grey number of ⊗G =

[
Gi j ,Gi j

]
in

a decision matrix, therefore

Pi j =
⎛

⎝(

m∑

i=1

(Gi j )
2)

1
2

⎞

⎠

−1

.Gi j (25)

Pi j =
⎛

⎝(

m∑

i=1

(Gi j )
2
)

1
2

⎞

⎠

−1

.Gi j (26)

With the following transportation of grey numbers to white numbers, introduced
in (Eqs. 21 and 22), another transportation of the normalization process is proposed
in this chapter which can be found in (Eq. 27), where (P) is a crisp number and

white number of ⊗G =
[
Gi j ,Gi j

]
. Yet, the proposed framework of this chapter

deals with the original normalization processes in accordance with Eqs. (25 and 26).

P ≥
(

m∏

i=1

(

m∑

i=1

Gi j + Gi j )

)−1

.
(
Gi j + Gi j

)
(27)

ccording to Eqs. (25 and 26), the normalized decision matrix is displayed in Table 5.
Weights of each selected strategies in the relation matrix can be found in Table 6.
For calculation of the (e

′
j ), the process followed is given in Eq. (28). As pictured

in Table 6, there are some anomalies for the normalized interval of each strategies; in
other words, in some intervals, lower bound is larger than upper bound. To overcome
this problem, for the calculation of the weight of each strategy, we have proposed
the following equation (Eq. 28).

Table 5 The normalized relation matrix

ST 1 ST 2 ST 3 ST 4 ST 5

C1 [0.368, 0.351] [0.189, 0.364] [0.379, 0.457] [0.460, 0.421] [0.356, 0.330]

C2 [0.460, 0.421] [0.189, 0.364] [0.569, 0.508] [0.552, 0.631] [0.474, 0.412]

C3 [0.460, 0.421] [0.562, 0.485] [0.569, 0.508] [0.368, 0.351] [0.356, 0.330]

C4 [0.368, 0.351] [0.756, 0.606] [0.379, 0.457] [0.368, 0.351] [0.118, 0.247]

C5 [0.552, 0.631] [0.189, 0.364] [0.253, 0.254] [0.460, 0.421] [0.712, 0.742]
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Table 6 Entropy and weight of each strategies

ST 1 ST 2 ST 3 ST 4 ST 5

e j 1.111 1.089 0.919 1.092 1.071 1.088 1.105 1.089 0.983 1.034

e
′
j 0.50005 0.5037 0.50003 0.50002 0.50031

d j 0.49995 0.4963 0.49997 0.49998 0.49969

w j 0.20030 0.1988 0.20031 0.20032 0.20020

If e j = [
G,G

]
,then:

e
′
j =

(
(G + G)

2
)−1

.
(
G2 + G

2
)

(28)

In this chapter, to rank the criteria of supplier selection, we have used the transfor-
mation methodology proposed by [43]. The method is developed from the weighted
product model (WPM)’s procedure. The proposed methodology could be found in

Eqs. (29–31), where ⊗G =
[
Gi j ,Gi j

]
and ⊗G

′ =
[
G

′
i j ,G

′
i j

]
:

G
′
i j =

(
m∑

i=1

Gi j

)−1

.Gi j (29)

G
′
i j =

(
m∑

i=1

Gi j

)−1

.Gi j (30)

P
(
G

′
m

)
=

n∏

j=1

(
Gi j + Gi j

)w j

(31)

The prioritization is based on the larger value of P
(
G

′
m
)
, thus, with respect to

the Eqs. (29–31), the normalized relation matrix is shown in Table 7, and (λ) values
are displayed in Table 8.

Table 7 The normalized relation matrix

w j 0.20030 0.1988 0.20031 0.20032 0.20020

ST 1 ST 2 ST 3 ST 4 ST 5

C1 [0.166, 0.161] [0.100, 0.166] [0.176, 0.209] [0.208, 0.193] [0.176, 0.160]

C2 [0.208, 0.193] [0.100, 0.166] [0.264, 0.232] [0.250, 0.290] [0.235, 0.200]

C3 [0.208, 0.193] [0.300, 0.222] [0.264, 0.232] [0.166, 0.161] [0.176, 0.160]

C4 [0.166, 0.161] [0.400, 0.277] [0.176, 0.209] [0.166, 0.161] [0.588, 0.120]

C5 [0.250, 0.290] [0.100, 0.166] [0.117, 0.116] [0.208, 0.193] [0.353, 0.360]
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Table 8 Value of (λ) for each criteria

C1 C2 C3 C4 C5

λ
′
m 0.666 0.866 0.8 0.933 0.733

λm 0.1665 0.2165 0.2 0.23325 0.18325

Therefore, according to Eq. (31), the larger value of P
(
G

′
m
)
possesses the best

rank:

P
(
G

′
1

)
= 4.0304803878022140410191260588243

P
(
G

′
2

)
= 4.2006219001599303350681892865139

P
(
G

′
3

)
= 4.1836985480191150780837110210309

P
(
G

′
4

)
= 4.2833361779410137110629886275380

P
(
G

′
5

)
= 4.1665975424376581947939114823975

Hence, the ranking is as follows:

C4 > C2 > C3 > C5 > C1

Asmentioned heretofore, the next step of the proposedmethodology is calculation
of (λ). To calculate (λ), the number of each criteria ranking will be normalized by
the normalized performance method. In this chapter, Eqs. (31 and 32) are employed
to compute (λ).

λ
′
m = 1 −

⎛

⎝Rm .

(
1∑

m

Rm

)−1
⎞

⎠ (32)

λm = λ
′
m .

(
1∑

m

λ
′
m

)−1

(33)

where (Rm) is the ranking of mth alternative, therefore, (λ) of each criteria is.
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5.3 Supplier Selection

The final step of the proposed approach is the selection of the best supplier. In this
chapter, Grey-TOPSIS is utilized for the supplier selection procedure. The classic
Grey-TOPSIS algorithm is as followed in Eqs. (14–20), while in this chapter, we
have proposed a novel algorithm for Grey-TOPSIS.

The following steps and equations express the new process of Grey-TOPSIS
algorithm.

Step 5.3.1. Construction of Normalized Decision Matrix

ND =
[
NGi j

, NGi j

]
(34)

ND =
⎧
⎨

⎩
NGi j

=
(∑m

i=1 Gi j

)−1
.Gi j

NGi j
= (∑m

i=1 Gi j
)−1

.Gi j

(35)

where D denotes the decision matrix and ND stands for the normalized decision
matrix of D.

Step 5.3.2. Establishing Weighted Normalized Decision Matrix

V = W × ND (36)

where V states weighted normalized matrix.

Step 5.3.3. Calculation of Positive and Negative Ideal Solution

Smax = {
Gmax

1 ,Gmax
2 ,Gmax

3 , . . . ,Gmax
n

}; (37)

Smax =
{[

max
1≤i≤m

Vi1, max
1≤i≤m

Vi1

]
, . . . ,

[
max
1≤i≤m

Vin, max
1≤i≤m

Vin

]}
; (38)

Smin = {
Gmin

1 ,Gmin
2 ,Gmin

3 , . . . ,Gmin
n

}; (39)

Smin =
{[

min
1≤i≤m

Vi1, min
1≤i≤m

Vi1

]
, . . . ,

[
min
1≤i≤m

Vin, min
1≤i≤m

Vin

]}
; (40)

To calculate Smax and Smin , we have proposed the following equation:

ωi j =
(
Gi j + Gi j

)Wj

(41)
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Larger value of (ωi j ) is Smax and the smaller value is Smin .

Step 5.3.4. Prioritization of Alternatives

γi =
⎛

⎝ξ.

(
n∑

j=1
(Vi j − V−

i j )
2

)0.5
⎞

⎠.

⎛

⎝

⎛

⎝ξ.

(
n∑

j=1
(Vi j − V−

i j )
2

)0.5
⎞

⎠

+
(

n∑

j=1
(Vi j − V−

i j )
2

)0.5
⎞

⎠

−1 (42)

where γi is larger, the ranking order of alternative is better. Otherwise, the ranking
order is worse. To implement the proposed developed Grey-TOPSIS algorithm, first,
the decision matrix needs to be normalized. The decision matrix has been expressed
in Tables 9 and 10 in which Cj = {C1, ...,C5} is the set of criteria.

Next step is the normalization of the decision matrix with respect to the Eqs. (34
and 35). The normalized decision matrix is demonstrated in Table 11.

To calculate the weighted normalized decision matrix, weight of each criterion
needs to be computed. Indeed, the key of the proposed approach appears in this step.

Table 9 Supplier selection decision-making matrix with the attributes scale of rating

C1 C2 C3 C4 C5

A1 MG MP F P MG

A2 F G F F F

A3 VG F VG MP MP

A4 G P G MG P

Table 10 Supplier selection decision-making matrix

C1 C2 C3 C4 C5

A1 [5, 6] [3, 4] [4, 5] [1, 3] [5, 6]

A1 [4, 5] [6, 9] [4, 5] [4, 5] [4, 5]

A1 [9, 10] [4, 5] [9, 10] [3, 4] [3, 4]

A1 [6, 9] [1, 3] [6, 9] [5, 6] [1, 3]

Table 11 The normalized supplier selection decision matrix

C1 C2 C3 C4 C5

A1 [0.208, 0.200] [0.214, 0.190] [0.174, 0.172] [0.077, 0.166] [0.384, 0.333]

A2 [0.166, 0.166] [0.428, 0.428] [0.174, 0.172] [0.308, 0.222] [0.308, 0.277]

A3 [0.375, 0.333] [0.286, 0.238] [0.391, 0.345] [0.231, 0.222] [0.231, 0.222]

A4 [0.250, 0.300] [0.071, 0.142] [0.261, 0.310] [0.384, 0.333] [0.077, 0.166]
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For the computation of the weights of criteria, we utilized Entropy in accordance
with Eqs. (11–13), while to calculate the impact of (λ), the chapter deals with the
following equations:

wG j
= λn

(

1 −
(

− 1

lnm

m∑

i=1

Gi j lnGi j

))⎛

⎝
n∑

j=1

λn

(

− 1

lnm

m∑

i=1

Gi j lnGi j

)⎞

⎠ (43)

wG j
= λn

(

1 −
(

− 1

lnm

m∑

i=1

Gi j lnGi j

))⎛

⎝
n∑

j=1

λn

(

− 1

lnm

m∑

i=1

Gi j lnGi j

)⎞

⎠ (44)

As the interaction between supplier selection criteria and the selected strategies,
(λ) impact on the suppliers’ prioritization. In real-world problems, there are other
elements which impact on supplier prioritization and increase complexity of selec-
tion. In this chapter, we also have added DM’s decision as the weight of criteria other
than weights which are derived from Entropy’s equations and (λ). To apply DM’s
decision, the chapter deals with other proposed equations as follows:

W ′
G j

=
(
wG j

.wG j DM

)
.

(
n∑

J=1

wG j
.wG j DM

)−1

(45)

W ′
G j

= (wG j
.wG j DM

).

(
n∑

J=1

wG j
.wG j DM

)−1

(46)

where, as DM’s decision, ⊗wG j DM
= [wG j DM

, wG j DM
] is a grey numerical interval

number. However, if DM’s decision is a crisp number, the process needs to follow the
application of Eqs. (47 and 48). In this equation, (Eq. 6) procedure is also exercised.

W ′
G j

= (wG j
.wDM).

(
n∑

J=1

wG j
.wDM

)−1

(47)

W ′
G j

= (wG j
.wDM).

(
n∑

J=1

wG j
.wDM

)−1

(48)

The weights (by DM’s decision), (λ), derived weights from Entropy algorithm,
and the final weights have been exposed in Table 12 where DM’s decisions are in
the form of the grey numbers and calculation of ej is in accordance with Eq. (29).

The weighted normalized matrix with respect to Eq. (38) is displayed in Table 13.
In this paper, to find positive and negative ideal solutions (Eqs. 37–41), we

proposed a methodology to calculate the (GUV) of each interval where (δ) stands
for GUV. The larger value of (δ) in each column of decision matrix is the (Smax ),
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Table 12 Normalized supplier selection decision matrix and weights of criteria

λ j 0.1665 0.2165 0.2 0.23325 0.18325

e j 0.500001 0.511 0.500006 0.5001 0.5005

d j 0.499999 0.489 0.499994 0.4999 0.4995

W⊗G j 0.1674 0.2129 0.2011 0.2345 0.1841

WDM [0.15, 0.15] [0.25, 0.25] [0.30, 0.30] [0.175,
0.175]

[0.125,
0.125]

W ′⊗wG j DM
[0.1238,
0.1238]

[0.2625,
0.2625]

[0.2976,
0.2976]

[0.2024,
0.2024]

[0.1135,
0.1135]

C1 C2 C3 C4 C5

A1 [0.208, 0.200] [0.214,
0.190]

[0.174, 0.172] [0.077,
0.166]

[0.384,
0.333]

A2 [0.166, 0.166] [0.428,
0.428]

[0.174, 0.172] [0.308,
0.222]

[0.308,
0.277]

A3 [0.375, 0.333] [0.286,
0.238]

[0.391, 0.345] [0.231,
0.222]

[0.231,
0.222]

A4 [0.250, 0.300] [0.071,
0.142]

[0.261, 0.310] [0.384,
0.333]

[0.077,
0.166]

Table 13 The weighted normalized matrix

C1 C2 C3 C4 C5

A1 [0.0257, 0.0247] [0.0561, 0.0498] [0.0516, 0.0512] [0.0155, 0.0336] [0.0436, 0.0378]

A2 [0.0205, 0.0205] [0.1123, 0.1123] [0.0516, 0.0512] [0.0623, 0.0449] [0.0349, 0.0314]

A3 [0.0464, 0.0412] [0.0751, 0.0624] [0.1163, 0.1027] [0.0467, 0.0449] [0.0262, 0.0252]

A4 [0.0309, 0.0371] [0.0179, 0.0358] [0.0777, 0.0922] [0.0777, 0.0674] [0.0087, 0.0188]

otherwise it is (Smin). The following algorithm shows the steps of the computation
of (δ).

Step 5.4.1. First step of the algorithm is making a cloud of number for each number
in decision matrix. The cloud includes the set of (∝n) where ∝n = {1, 2, ..., 9}. The
elements are the set of numbers which are closest to the zero in the weighted decision
matrix.

Step 5.4.2. Making another cloud of another set of (∝n), which includes (∝′
1,∝′

2,
…, ∝′

n). In this proposed methodology, it is assumed that two clouds by default (at
least), but, if it is more than two zero in the first numbers, creating the clouds will
continue to the first number. For instance, in (0.0027) there are three clouds, while in
(0.00027) there are four clouds, yet, for (0.0273) and (0.2734) there are two clouds.

Step 5.4.3. Calculating distance between the elements of each cloud with lower and
upper bound with respect to Eqs. (51–52).
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� =
⎛

⎝
n∑

j=1

(
Gi j − ∝n

)2
⎞

⎠

0.5

, n = 1, 2, ..., 9; (49)

� =
⎛

⎝
n∑

j=1

(
Gi j − ∝n

)2
⎞

⎠

0.5

, n = 1, 2, ..., 9; (50)

�′ =
⎛

⎝
n∑

j=1

(
Gi j − ∝′

n

)2
⎞

⎠

0.25

, n = 1, 2, ..., 9; (51)

�′ =
⎛

⎝
n∑

j=1

(
Gi j − ∝′

n

)2
⎞

⎠

0.25

, n = 1, 2, ..., 9; (52)

Distance between cloud’s elements and two bounds of ⊗G is exhibited in Fig. 4.

Step 5.4.3. The final step is the computation of GUV in accordance with Eq. (53):

� =
((((

� + �
)

+
(
�′ + �′

))((
⊗Gi j − ⊗Gi j

)2)0.5
)

.
(
⊗Gi j − ⊗Gi j

)2
)−1

(
⊗Gi j

2 + ⊗Gi j
2
)

(53)

Hence, the Smax and Smin have been defined in Table 14.
The final section is to prioritize suppliers by Eq. (51). To compute the (Vi j ), we

have proposed in simple equation:

Fig. 4 The number clouds around the upper and lower bound of ⊗G
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Table 14 The positive and negative ideal solutions

C1 C2 C3 C4 C5

Smin [0.0464,
0.0412]

[0.1123,
0.1123]

[0.0516,
0.0512]

[0.0155,
0.0336]

[0.0436,
0.0378]

Smax [0.0205,
0.0205]

[0.0179,
0.0358]

[0.1163,
0.1027]

[0.0777,
0.0674]

[0.0087,
0.0188]

Table 15 Vi j in accordance with Eq. (54)

C1 C2 C3 C4 C5

A1 0.00252 0.005295 0.00514 0.002455 0.00407

A2 0.00205 0.01123 0.00514 0.00536 0.003315

A3 0.00438 0.006875 0.01095 0.00483 0.00257

A4 0.0034 0.002685 0.008495 0.007255 0.001375

Vij = ξ.(⊗Gij + ⊗Gij) (54)

where (ξ) is the coefficient of uncertainty/probability in which in this chapter,
(ξ=0.05); the results of Eq. (54) is exposed in Table 15.

With respect to Eq. (42) and Tables 14 and 15, the prioritization is:

γi =

⎧
⎪⎪⎨

⎪⎪⎩

γ1 = 0.2078
γ2 = 0.7785
γ3 = 0.4135
γ4 = 0.3642

then

A2 > A3 > A4 > A1

Hence (A2) is selected as the best supplier. In the next section of this chapter,
the difference between the original G-TOPSIS and the proposed algorithm is
investigated. Furthermore, the impact of strategies on the supplier selection is
showed.
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6 Comparison

In this section, two parts of the paper are investigated. First, we implemented the orig-
inal G-TOPSIS algorithm on the data and compared it with the proposed novel algo-
rithm. According to the Grey original TOPSIS procedure (Eqs. 14–19), the following
tables carry the information of each steps (Tables 16, 17 and 18).

Next step is the calculation of (Smax ) as the ideal alternative:

Smax = {[0.124, 0.124], [0.262, 0.262], [0.297, 0.297], [0.202, 0.202]
[0.114, 0.114]}

According to Eq. (18), the distance between each alternative sequence needs to
be computed (Table 19).

With respect to Eq. (19), if (ξ=0.05), then, the grey relation coefficient between
each of the alternatives is computed as:

Table 16 Supplier selection decision-making matrix

C1 C2 C3 C4 C5

A1 [5, 6] [3, 4] [4, 5] [1, 3] [5, 6]

A2 [4, 5] [6, 9] [4, 5] [4, 5] [4, 5]

A3 [9, 10] [4, 5] [9, 10] [3, 4] [3, 4]

A4 [6, 9] [1, 3] [6, 9] [5, 6] [1, 3]

Table 17 The normalized decision-making matrix

C1 C2 C3 C4 C5

A1 [0.555, 0.6] [0.5, 0.444] [0.444, 0.5] [0.2, 0.5] [1]

A2 [0.444, 0.5] [1] [0.444, 0.5] [0.8, 0.833] [0.8, 0.833]

A3 [1] [0.666, 0.555] [1] [0.6, 0.666] [0.6, 0.666]

A4 [0.666, 0.9] [0.166, 0.333] [0.666, 0.9] [1] [0.2, 0.5]

Table 18 The weighted normalized decision-making matrix

C1 C2 C3 C4 C5

A1 [0.069, 0.074] [0.131, 0.116] [0.132, 0.149] [0.040, 0.101] [0.114, 0.114]

A2 [0.055, 0.062] [0.262, 0.262] [0.132, 0.149] [0.162, 0.169] [0.091, 0.095]

A3 [0.124, 0.124] [0.175, 0.145] [0.297, 0.297] [0.121, 0.135] [0.068, 0.076]

A4 [0.082, 0.111] [0.043, 0.087] [0.198, 0.268] [0.202, 0.202] [0.023, 0.057]
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Table 19 The distance between alternative sequences

C1 C2 C3 C4 C5 min
j

�i ( j) C1

d1( j) 0.105 0.277 0.313 0.263 0 0 0.313

d2( j) 0.131 0 0.313 0.073 0.042 0 0.313

d3( j) 0 0.204 0 0.148 0.084 0 0.204

d4( j) 0.055 0.394 0.128 0 0.148 0 0.394

min
i
min
j

�i ( j) 0

max
i

max
j

�i ( j) 0.394

γi =

⎧
⎪⎪⎨

⎪⎪⎩

γ1 = 0.02015
γ2 = 0.0340
γ3 = 0.04320
γ4 = 0.02640

then

A3 > A2 > A4 > A1

By comparison of two obtained results, the difference between rank of each
alternatives has been illustrated in Fig. 5.

As it has been illustrated in Fig. 5, the ranks of the supplier number 1 and the
supplier number 2 are equal in the two methodologies; however, the supplier number
2 possesses the first ranking in the proposed novel grey-TOPSIS method and stood
in the second place in the original methodology of Grey-TOPSIS. There is a same
story for supplier number 3; it possesses first rank in the proposed methodology and

0

1

2

3

4

A1 A2 A3 A4

The comprative analysis of suppliers ranks

Original TOPSIS Proposed TOPSISI

Fig. 5 The comparison between rankings of each alternatives from the proposed and original
method
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Table 20 The normalized supplier selection decision matrix

W⊗G j 0.200932 0.196 0.20093 0.2009 0.2007

WDM [0.15, 0.15] [0.25, 0.25] [0.30, 0.30] [0.175, 0.175] [0.125, 0.125]

⊗W ′⊗G j [0.151, 0.151] [0.245, 0.245] [0.302, 0.302] [0.176, 0.176] [0.126, 0.126]

C1 C2 C3 C4 C5

A1 [0.208, 0.200] [0.214, 0.190] [0.174, 0.172] [0.077, 0.166] [0.384, 0.333]

A2 [0.166, 0.166] [0.428, 0.428] [0.174, 0.172] [0.308, 0.222] [0.308, 0.277]

A3 [0.375, 0.333] [0.286, 0.238] [0.391, 0.345] [0.231, 0.222] [0.231, 0.222]

A4 [0.250, 0.300] [0.071, 0.142] [0.261, 0.310] [0.384, 0.333] [0.077, 0.166]

second place in the original method, while both methodologies take the impact of
(λ j ) into account.

The most important part of this section is the comparison between supplier selec-
tion with the impact of the selected strategies, which are derived from SWOTmatrix
by SIM method, and the selection of the alternatives without the impact of the firm’s
strategies. As mentioned before, in order to select the best supplier in accordance
with the organization’s strategies, first (λ j ) ought to be computed. In this section, we
have investigated the difference between selected suppliers with the impact of (λ j )
as the value of interaction which shows the effects of the selected strategies and the
evaluation of the suppliers from supplier selection procedure without the impact of
the selected strategies. The supplier evaluation/selection process without taking the
(λ j ) impact into account through the novel Grey-TOPSIS algorithm is given in the
following tables.

With respect to Tables 20, 21, 22 and 23, the normalized decision matrix is
demonstrated in Table 20.

Therefore, according to Eq. (43), the prioritization of the suppliers is as follows:

Table 21 The weighted normalized decision matrix

C1 C2 C3 C4 C5

A1 [0.031, 0.030] [0.052, 0.047] [0.053, 0.052] [0.014, 0.029] [0.048, 0.042]

A2 [0.025, 0.025] [0.105, 0.105] [0.053, 0.052] [0.054, 0.039] [0.039, 0.035]

A3 [0.057, 0.050] [0.070, 0.058] [0.118, 0.104] [0.041, 0.039] [0.029, 0.028]

A4 [0.038, 0.045] [0.017, 0.035] [0.079, 0.094] [0.068, 0.059] [0.010, 0.021]

Table 22 The positive and negative solutions

C1 C2 C3 C4 C5

Smin [0.057, 0.050] [0.105, 0.105] [0.118, 0.104] [0.068, 0.059] [0.048, 0.042]

Smax [0.025, 0.025] [0.017, 0.035] [0.053, 0.052] [0.014, 0.029] [0.010, 0.021]
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Table 23 (Vij) where (ξ = 0.05)

C1 C2 C3 C4 C5

A1 0.0031 0.0033 0.005225 0.0021 0.0045

A2 0.0025 0.0065 0.005225 0.0047 0.0037

A3 0.0053 0.0044 0.011114 0.0040 0.0029

A4 0.0042 0.0011 0.008622 0.0063 0.0015

γi =

⎧
⎪⎪⎨

⎪⎪⎩

γ1 = 0.3051
γ2 = 0.0570
γ3 = 0.6847
γ4 = 0.4553

then

A3 > A4 > A1 > A2

To investigate the impact of strategies on the supplier selection, the comparative
analysis of the suppliers evaluation considering the impact of the selected strategies
is illustrated in Fig. 6.

As illustrated in the above, there is a deep difference between rankings due to the
impact of the firm’s strategies. According to the results, in the process without the
consideration of the strategies, supplier number 3 stood in the first place, while it
possessed the second rank in the proposed method. The most alteration happened to
the supplier number 2, which possesses first rank in the proposed approach affected
by the firm’s strategies, while stood in the last place in the process without taking the

Fig. 6 Suppliers evaluation
with the impact of the
selected strategies (the
orange lines) and without
their impact (the blue lines)
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3

4
A1

A2

A3

A4
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firm’s strategies into account. It indicates to what extent the strategies could impact
the firm’s internal decisions, in this case, supplier evaluation.

7 Conclusion

In this chapter, a new mathematical approach is proposed to compute the relation
and interaction between two groups of irrelevant variables of decision matrices in
decision-making problems using MCDMmethods. To show the process of the novel
approach, it is implemented on an MCDM problem, strategic supplier evaluation
problem. In real-world problems, with the emergence of intensive undulations in
environmental variables, decision-makers constantly encounter uncertainty. In the
approach,we have benefited from the grey systems theory to dealwith the uncertainty
generated through the decision-making process.

In the paper, to architect the structures of irrelevant variables in decision matrices,
the effects of a firm’s strategies have been investigated on the evaluation and selection
of the best supplier. The novel approach deals with grey form of TOPSIS and grey
Entropy. To convey the effect of strategies on the suppliers evaluation, a relation
matrix is used to compose the interaction between firm’s strategies and the suppliers
evaluation criteria. The output of the matrix used in the weighting process of those
criteria in another MCDM matrix to evaluate the suppliers and select the best one.
Indeed, the approach is constituted on a relationmatrix between output of onematrix,
in our case, the selected strategies through SWOT analysis by SIM, and criteria of
another decision-makingmatrixwhich is suppliers evaluation in our case. To carry the
approach, Shannon’s Entropy played the main role which could potentially change
for other problems. Furthermore, in this paper, we have proposed new form of Grey-
TOPSIS and some transformation methods for the transforming of the grey numbers
to white numbers.

In this chapter, new algorithms have been proposed, therefore, we suggest these
topics for further research:

1. Application of the proposed grey entropy for objective weighting in other grey-
based MCDM problems.

2. In this paper, we used many new transformation equations in each step of
the proposed methodology. Researchers can develop those equations with new
ideas.

3. One of the most important concepts that have been proposed in this research is
the grey uncertainty value (GUV). It is a numerical platform for the comparison
of grey numbers. Another exciting suggestion for future work could be the
expansion of the GUV.

4. In this paper, to analyze the SWOT matrix, the grey SIM is utilized in the grey
environment. To handle the uncertainty of the SWOT analysis, developing the
method in fuzzy form is another interesting suggestion.
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Abstract Educational interventions are intended to help struggling students by
addressing their behavioral issues and social skills. An evaluation framework has
been designed to monitor and evaluate the educational intervention program imple-
mented by the KeepMovingMovement (KMM), a Non-profit and Non-Government
Organisation. The digitalization of responses is done using FormScanner by devel-
oping a software as technical support which has facilitated quick data entry with
reduced errors. This paper presents the complete life cycle of the intervention process
implementedby theKeepMovingMovement as a pilot study.The impact of theKMM
program is analyzed using correlation analysis, factor analysis, and paired t-test. The
group wise and student wise analysis of students reveals significant positive changes
in positive thinking and willingness. Positive change is also observed in students’
confidence, but it is not statistically significant. The findings suggest that the KMM
program can be implemented to a larger set of students to improve their positive
thinking and willingness, confidence qualities.
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1 Introduction

Educational interventions are used to help students struggling with learning or
emotional problems. An instructional intervention designed by a Non-profit and
Non-Government Organisation (NGO), namely Keep Moving Movement (KMM),
is intended to imbibe good values among the targeted students. In this study, the
intervention program is referred to as the ‘KMM intervention Program’.

The main objectives of monitoring and evaluation of any program or intervention
are

1. To check whether the intervention works and has the right impact.
2. To refine the delivery of the program to further improve its impact.
3. To provide evidence for continuing support for the program.
4. To check the appropriateness of the program to the targeted population.
5. To identify concerns related to its implementation.

The evaluation frameworkmust be constructed and executed alongwith the designing
and implementation of the intervention. Technology should be used as and when
possible to reduce the efforts toward data collection, data entry, and to facilitate
performance evaluation.

The evaluationmay use different techniques. The appropriateness of the technique
depends on the objectives of the intervention to be evaluated. The technique itself
can be evaluated using a pilot study. The evaluation may be on different perspectives,
depending on intervention objectives. The most common evaluation perspectives are
impact assessment and outcome measurement.

Impact assessment is the assessment of intervention program on students. The
impact assessment is done by measuring the changes in the target population by
administering a questionnaire before and after intervention. The same instrument
should be used to avoid any bias. The before-after study instead of a controlled-
designed study is often the simplest and cheapest method of assessing impact.

The program outcome is measured by selecting proper latent variables and the
corresponding measurement indicators. The attributes to be measured can be identi-
fied through the objectives of the educational intervention. Then the instrument can
be designed to measure the intended attributes.

The following five phases are defined for evaluation process of intervention
program.

1. Identify the measurement indicators from intervention objectives.
2. Create an assessment questionnaire.
3. Validate the questionnaire using a pilot study.
4. Modify the questionnaire and measurement indicators according to the pilot

study.
5. Assess and analyze the targeted population using the modified questionnaire.

This paper presents the administration of Educational intervention. The next section
presents the background and related work. The steps of the evaluation process are
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described in Sect. 3. The validation step is further detailed and demonstrated using
experimental data in Sect. 4. The impact and outcome assessment techniques and
analytics are presented in Sect. 5. The paper ends with a conclusion and references.

2 Background and Related Work

Education mainly comprises different activities that prepare students toward
academic excellence. It also has a larger goal of character building and person-
ality development so that learners grow into responsible and constructive members
of society. Personality development is not a by-product but requires time and diligent
efforts. The independent personality is developed by academic excellence and other
characteristics like promptness, flexible attitude, preparedness to learn, responsive-
ness, enthusiasm, etc. Adoption of these characteristics make a person accept respon-
sibility, be a good listener, practice humanity, be enthusiastic about life, etc. [13]. The
education imparting these skills assists the individual to become a good decision-
maker, build leadership skills, achieving goals, and a positive attitude toward life
[17]. It is difficult to develop personality skills with academic excellence because
of time and other constraints. This necessitates the need for additional programs as
educational interventions with complete focus on imparting the above skills [24].

2.1 Educational Intervention

The Educational intervention program focuses on interpersonal skills, practical
skills, academic, cognitive, behavioral, and social skills which directly affect the
student’s competence to accomplish education [20]. The essential skills for people
of the twenty-first century, as defined by cambridgeinternational.org [8], are ways
of thinking, ways of working, tools for working, and skills for living in the world.
Creativity, innovation, critical thinking, problem-solving, and decision-making skills
are required for ways of thinking. Communication and interpersonal skills are impor-
tant for ways of working. Further behavioral and social skills are essential for
living in the world (cambridgeinternational.org [8]—Chapter 1–2017). The above-
mentioned skills are also required for academic achievement [20]. Previous research
had recorded that students with deprived skills tend to perform poorly in school
[20]. Hence, academic experts have given importance to school-based interven-
tions that focus more on functionality skills that will improve the students’ achieve-
ment [26]. Most research has evidence of the association between skill development
programs and achievements in academics [2, 10]. The various intervention programs
in higher education for health science, nursing, and teaching medical emergencies
[23] have been implemented and documented. However, intervention studies for
school children have been rare.
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2.2 Intervention Evaluation

There is no straightforward instrument to measure the latent variables such as skill
and attitude. These are measured through the questionnaire that consists of questions
related to self-view and others’ views of behavioral change [2]. The self-view of
behavior implies asking people to evaluate their behavior. Honest evaluation for
oneself is a challenge. The others viewmethod overcomes the drawback of self-view.
In this method, peers report behavioral changes observed amongst them [22].

The broad term personal development further includes self-fulfilment, developing
self-awareness, finding an identity, discovering a passion or improving the quality
of life. Realizing dreams or fulfilling ambitions is all part of personal development
[4]. This category also includes professional development such as the development
of work-related skills. Professional self-development has grown in popularity and
has helped many managers and executives to obtain better qualified and motivated
staff [7].

In literature, different models have been proposed but most prominently empha-
sized ones are Big Five-Factor Model [9], HEXACO model, and NEO Personality
Inventory [29].

Big Five personality framework is an appropriate framework throughwhich social
and emotional skills can be organized. TheBigFive factors include conscientiousness
(work ethic; organization), agreeableness (kindness; empathy), emotional stability
(composure; flexibility), openness (curiosity; analytical thinking), and extraversion
(sociability; assertiveness) [9, 29]. Another model is NEO Personality Inventory,
whichwas originally created as a 3 factormodel assessingNeuroticism, Extraversion,
and Openness. The HEXACO model of personality structure summarizes human
personality characteristics in terms of six dimensions, or factors: Honesty-Humility
(H), Emotionality (E), Extraversion (X), Agreeableness (A), Conscientiousness
(C), and Openness to Experience (O). For this measurement Zuckerman-Kuhlman
Personality questionnaire is used [3, 11].

The five characteristics of a good questionnaire are simplicity, reliability, content
validity, context validity, and sensitivity to change. Out of these, simplicity and
reliability are important characteristics [12]. The simplicity stresses on the clarity of
the questions and ease of interpretation. Reliability measures the proportion in the
variation of measurements which occurs due to the diversity of values [12]. There are
different statistical techniques for examining the questionnaire validity and reliability
[1, 18].

But proper evaluation techniques are rarely discussed for personality development
programs Xiong P et al. [30].

The present paper proposes a framework for an intervention program to improve
the above-mentioned student skills. The study presents the life cycle of an interven-
tion program from design, evaluation up to implementation. A pilot study of KMM
intervention is used to demonstrate the complete process.
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3 Methodology

The proposed research goals are

1. To develop a framework to execute and evaluate an intervention program
2. To observe changes in personality due to intervention program.

The current study proposes an evaluation framework to help the KMM NGO to
execute and evaluate an intervention program.Aquestionnaire is designed to evaluate
the improvement in personality skills. The code iswritten forOMRsheet reader using
software Formscanner and collected data was digitalized using the same. The effect
of the program is examined through paired t-test.

3.1 Method

KMM is connected with corporation (or ZP) schools, private schools, and junior
colleges mainly catering to students from low income group families of nine states.
The children to these schools come from deprived/below average income families.
KMMworks to help them to improve their personality skills. As a part of the person-
ality development program KMM conducts seven sessions within six months for
children of 9th and 10th standard. The two most important reasons for failure and
lack of self-belief are “Inadequate Preparations” and “Negative Attitudes” (IPNA).
While the students are huge bundles of potential, IPNA in them is really alarming.
KMM via volunteers is trying to overcome this issue for the last 20 years. Innovative
approaches are used to help create an impact on the students.

The session startswith amotivational story anddifferent activities are conducted to
know their moral values and learning. Activities like enacting a play, debates, discus-
sions are conducted followed by discussion regarding the values communicated
through these activities.

The facilitators of the KMM program then discuss the consequences of various
actions that can be taken in that situation and reach a message telling the right action.
The procedure to build the evaluation process is discussed in Sect. 3.2.

3.2 Evaluation Framework

The evaluation framework consists of tasks from designing of questionnaire up to
analysis of data and is a multi-step process as presented in Fig. 1.

The steps are described below:
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Fig. 1 Multistep process for evaluation framework

Step 1: Identify and Measure the Performance Indicators

The programoutcome ismeasured by selecting proper performance Indicators for the
latent attributes of the targeted population that are addressed by the KMM program.
This program conveys right values through storytelling, quotes, proverbs, role play,
role models, etc. The essence of the program is to imbibe basic essential qualities for
achieving academic excellence [13]. The qualities that formulate the KMMobjective
and associated measurement parameters for these latent variables are given in Table
1. The measurement parameters are decided by the KMM organization.

Step 2: Create and Evaluate the Instrument

Oncemeasurement indicators are finalized, the next step is to design the questionnaire
and evaluate it. Following two steps are followed for designing the questionnaire.

1. Content Identification
2. Digitalization of questionnaire.

Content Identification: The questionnaire is designed by considering the above
nine performance indicators. It is always a challenge to measure behavioral charac-
teristics. Therefore, the questions were constructed considering students’ reactions
relating to nine performance indicators for the same problem at home, school, and
social environment. The questionnaire wording is kept simple to convey the intended
meaning.TheLikert scale (1–3) is used to design the questionnaire. The questionnaire
is attached in Appendix-I.

Digitalization of Questionnaire: Data collection is done by using Optical Mark
Recognition (OMR) sheets and digitalized by FormScanner software (open-source
Version 1.1.3. (FormScanner (n.d.)). The use of OMR sheet and FormScanner has
facilitated the fast conversion of data into digital form which reduces delay in data
analysis.
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Table 1 Performance parameters and their measures

S. No. Performance
indicator

Purpose Measurement parameters

1 Confidence It encourages accepting of
challenges in life, gives freedom
from anxiety, fear, and feels
self-worth. It creates motivation
for task achievement

Self-awareness, Decisiveness,
Friendly, Acceptance, aware of
self-abilities

2 Consistency It helps to achieve the goal of life
or task. It identifies the
effectiveness of the efforts
towards the goal

Doing the task effectively at any
time in any situation, dedicated
to the objective, focused on my
work

3 Positive thinking A positive attitude is a guide to
leading a positive life. It develops
creative, constructive thinking,
and motivation to do things and
accomplish goals

Positive approach towards the
situation, Motivating friends, and
self in any critical situation

4 Leadership It teaches effective
communication skills, the ability
to solve the problems, develop a
wide vision in life, and develop
decision-making ability

Taking initiative, lead any
activity with confidence and
self-awareness, provide opinions
and judgment about any situation

5 Self-Motivation It drives to accomplish tasks and
goals. It sets priorities in life,
teaches perseverance, to fight
against fear and build
self-confidence

Doesn’t bow to peer pressure,
Confident in self-judgment,
Prepared to stick with own
opinions

6 Good habits Good habits will bring positivity
in life. Help to stay focused on
the goal

Focused on own work, Not easily
distracted

7 Discipline Discipline brings stability and
structure into a person’s life

Self-control, managing time in
the most effective way, ability to
focus on objectives

8 Willingness Desire, wish or readiness to
acquire new knowledge leading
to self- development for
converting dreams to reality

Accept the challenges and
willing to move into untried
areas, Confidence in their own
opinions, and judgment

9 Goal-Oriented To stay in focus and motivated to
achieve goal

To identify idol

The OMR sheet is designed such that bubbles and answers are displayed on the
same sheet to avoid student’s confusion while marking the answers as shown in
Fig. 2. The FormScanner scans the sheet properly if it is kept straight, and bubbles
are to be made dark black colored. Any deviation in the position of answer paper
prevents scanning. Hence, the software was updated with codes so that the answer
paper can be scanned irrespective of deviation in the position of the answer paper.
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Fig. 2 Sample of questionnaire design

Step 3: Validating Evaluation Sheet

The questionnaire is validated through Content analysis (feasibility of question-
naire), ConstructValidity, andReliability (stability and internal consistency) (Internal
consistency. (n.d.)). Content analysis is measured by the subject experts. The
construct validity and reliability aremeasured through different statistical techniques.
The evaluation of the questionnaire is done using the Cronbach alpha test. Construct
validation is performed by Principal Component Analysis (PCA). The reliability of
the questionnaire is measured through the component or factor loading and Cronbach
alpha test [6, 12, 25]. The validation process is discussed in detail in Sect. 4.

Step 4: Modify the Questionnaire

Based on Cronbach alpha results, the questionnaire is modified to drop the redundant
questions and continue the relevant questions.

Step 5: Administrate the questionnaire and analyse data

It is a two-step process, data administration, and analysis.

(a) Administration of the questionnaire: The process consisting of designing
questionnaire till data analysis is depicted in Fig. 3. The questionnaire is admin-
istered on the target population. The questionnaire data is collected before and
after theKMMprogram implemented. The process as explained in Fig. 3makes
use of available technology. The filled forms are scanned using FormScanner
with 300 DPI and black and white colors only. It is a feeder scan and makes
sure all sheets are properly placed straight. The data read is converted into CSV
file, and required data pre-processing is performed.
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Fig. 3 Administrative process

(b) Data Analysis: The descriptive, predictive, and prescriptive analysis is
performed on collected data. The details are described in Sect. 5.

3.3 Questionnaire Validation

The questionnaire designed to test the attitudes of school children consists of 40
questions (Appendix 1). Summary of number of questions corresponding to each
skill is presented in the Table 2.

The questionnaire was validated by using Cronbach’s Alpha test [16]. The modi-
fied questionnaire is used for data collection and digitalization of data is done using
FormScanner.

4 Analysis, Result, and Discussion

The present section discusses the validation results of questionnaires using Cron-
bach alpha test followed by descriptive statistics for categorical variables, correlation
analysis, factor analysis, and impact analysis (using z-test and paired t-test).

4.1 Cronbach Alpha Test

The Cronbach alpha test is carried out by using “psyc” package in R-programming
before and after the improvisation in questionnaire. The results of test are presented
in Table 3.

The alpha value 0.59 indicates poor reliability as per the standards specification.
(Internal consistency. (n.d.); [28]). The seven questions were dropped from the ques-
tionnaire on the basis of Cronbach alpha test. The remaining 33 questions of the set
were again given to collect the responses from the students. The observed Cronbach
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Table 3 Reliability analysis Parameters ↓ Before After data cleaning

Sample size 43 43

Number of items(questions) 40 33

Cronbach’s Alpha 0.595 0.735

alpha value for revised questionnaire is 0.735 which is an acceptable range. Now
skill scores are analyzed using descriptive statistics.

4.2 Descriptive Statistics to Study Impact of KMM Program

The descriptive statistics of skill scores before and after KMM is represented in
Tables 4 and 5 respectively.

The skewness and kurtosis scores (skewness <2, kurtosis <7) from Tables 4 and
5 show data follows normal distribution [21, 27].

The distribution of the above data is visualized through violin plots (Figs. 4 and
5) before and after the intervention of the KMM program.

The violin plot indicates some changes in data value after the intervention of the
program.The data change has been observed especially for the attributesConsistency,
Positive Thinking, Good Habits, Discipline, and Willingness. As the flatter end on
the upper side of the plot indicates most of the students have scored higher marks.
This indicates the activities of KMM program pertaining to these skills are effective.

No change is observed in the distribution pattern of ‘Confidence’, ‘Leadership’,
‘Self-Motivation’, and ‘Goal-Setting ‘. Probably these attributes are inherited from
childhood and may require additional efforts to change them.

Table 4 Pre-program scores

S.
No.

Skill Min Q1 Median Mean Q3 Max SD Skewness Kurtosis

1 Confidence 0.29 0.5 0.5 0.56 0.64 0.86 0.12 0.34 −0.19

2 Consistency 0.35 0.6 0.7 0.69 0.75 1 0.15 −0.36 −0.22

3 Positive
thinking

0.35 0.69 0.75 0.74 0.81 1 0.12 −0.52 1.04

4 Leadership 0.18 0.43 0.5 0.51 0.59 0.77 0.14 −0.38 −0.67

5 Self
motivation

0 0.42 0.5 0.57 0.67 1 0.23 −0.09 −0.32

6 Good habits 0.44 0.63 0.75 0.74 0.85 1 0.15 −0.43 −0.68

7 Discipline 0.25 0.58 0.7 0.7 0.83 1 0.18 −0.46 −0.34

8 Willingness 0.38 0.7 0.8 0.77 0.9 1 0.18 −0.36 −0.74

9 Goal 0.17 0.33 0.67 0.6 0.75 1 0.24 0.25 −1.04
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Table 5 Post programming scores

S.
No.

Skill Min Q1 Median Mean Q3 Max SD Skewness Kurtosis

1 Confidences 0.79 1 1.07 1.07 1.14 1.43 0.16 0.2 2.95

2 Consistency 0.67 1 1.25 1.86 1.38 1.5 0.23 −0.39 2.28

3 Positive
thinking

1.08 1.3 1.33 1.32 1.42 1.5 0.13 −0.23 2.22

4 Leadership 0.71 0.9 1 1 1.09 1.25 0.14 −0.25 2.22

5 Self
motivation

0.5 0.9 1 1.06 1.17 1.5 0.22 −0.08 2.49

6 Good habits 0.75 1 1.25 1.17 1.25 1.5 0.22 0.01 2.95

7 Discipline 0.75 1 1.25 1.17 1.33 1.5 0.21 −0.68 2.15

8 Willingness 1 1.3 1.5 1.4 1.5 1.5 0.13 −1.06 2.28

9 Goals 0.5 0.8 1.17 1.06 1.17 1.5 0.25 0.05 3.69

Fig. 4 Violin plot—before the intervention of KMM program

Fig. 5 Violin plot—after the intervention of KMM program
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4.3 Correlational Analysis

To study the association between various skill parameters under consideration, corre-
lations are calculated among them. The correlations between the attributes and
corresponding p-values are presented in Table 6.

The correlation matrix shows that the Confidence is significantly related to lead-
ership, self-motivation, and good habits; Consistency is significantly related to lead-
ership, self-motivation, discipline, willingness; Positive thinking is significantly
related to willingness; Leadership is significantly related to self-confidence, good
habits, discipline; Self-motivation is significantly related to discipline and willing-
ness; Good habits are significantly related to discipline and willingness; Discipline
is significantly related to willingness.

In order to identify the factors underlying, the mutual association between skill
parameters factor analysis is performed.

4.4 Factor Analysis

Exploratory Factor analysis (EFA) is carried out to identify latent relation structure
among the set of skill parameter variables hence to reduce the number of variables
(Preetish, (n.d.)). The factor map analysis identifies the quality of variables to serve
the objective of the survey. The factor map diagram shows most related variables in
the same colors and further descending orders of colors in the legend represents the
degree of contribution of variables in EFA. The factor map diagram is depicted in
Fig. 6.

Figure 7 shows contributions of variables X9, X1, (X6, X8), (X7, X2), and (X3,
X5, X4) in ascending order. The variables indicated in red color (X3, X5, X4) i.e.
(Positive thinking, Leadership, and Self-motivation) show the highest contribution.
Since variable X9 (Goal) has the least contribution; hence, it is omitted for further
analysis.

The extracted variables and their quality of groups depending on their distances
from the circumference are represented in Fig. 7.

The four factors extracted from EFA as shown in Fig. 7 are Self-Management
(F1), Positivity (F2), Good-leadership (F3), and Confidence (F4). Self-Management
describes motivation, consistency, and discipline; Positivity describes positive
thinking and willingness; Good-leadership describes good habits and leadership.
Confidence appears as a separate factor.

The first part of Fig. 7 indicates the quality of these factors. Hence the quality of
factors F1 (Self-Management), F2 and F3 (i.e. Positivity and Good leadership), and
F4 (Confidence) is very high, good and poor.

The correlation matrix between significant factors is presented in Table 7.
The factors with p-value less than 0.05 are significant factors. Now the impact of

the KMM program is analyzed using z-test for proportion and paired t-test.
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Fig. 6 Factor map diagram

Factors Parameters Skill

Self- 
Managemen

t (F1)

X5 Self-Motivation
X2 Consistency
X7 Discipline

Positivity
(F2)

X3 Positive thinking
X8 Willingness

Good-
leadership

(F3)

X6 Good Habits

X4 Leadership

Confidence
(F4) X1 Confidence

Fig. 7 Exploratory factor analysis

Table 7 Correlation between
factors

Factor Correlation p.value

F3, F2 0.8214 0.00*

F1 0.7376 0.00*

F4 0.4834 0.00*

*Indicates significance at 5% level of significance

4.5 Impact Analysis of KMM Program

The descriptive statistics for skill score is presented to judge the normality. Impact
of KMM program is studied through z-test for proportions and paired t-test.
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4.5.1 Impact Analysis Using z-Test

To analyze the group wise impact of the KMM program, the proportion of students
scoring less than average score is calculated and presented in Table 8 for pre (p1) and
post (p2)KMMscores. Theproportions are calculated for all nine skills. The students’
post-KMMpercent showed the reduced scores with respectivemean. Further to iden-
tify a significant change in proportions for pre and post KMM, z-test of proportions
is used. The positive value of z-test indicates a reduction in the proportion of students
scoring less than average in a post-survey hence defined as success.

The p-values corresponding to z-test are indicated in Table 8. The p-value less
than 0.10 indicates a significant change in the proportion of students scoring less
than average in post-KMM survey.

Table 8 shows the p-values are significant only for confidence and positive
thinking. This indicates that there is a significant improvement for these two
attributes. The p1 and p2 being cumulative proportion of students scoring less than
average score; the larger value of p1 will result in a positive value of Z, which
shows decrease in proportion of students scoring less than average score in post
KMM scores. Hence a positive value of Z-statistic indicates that the proportion of
students with less than average performance has improved post KMM program. In
other words, a positive value of Z-statistic indicates that the proportion of students
with more than average performance has improved post KMM program. Hence the
positive value of Z is considered as the success of the KMM program. This success
is observed for Confidence, Consistency, Positive Thinking, Discipline, and Goals.
But the proportion of students post KMMhas not increased above average for leader-
ship, self-Motivation, Good Habits, andWillingness. Hence, NGO needs to put more
effort into Leadership, Self-Motivation, Good Habits, and willingness activities.

Table 8 Groupwise student score analysis

S. No. Skill p1 p2 Z -value p-
Value

Result

1 Confidence 0.6279 0.3902 3.00 0.05** Success

2 Consistency 0.6279 0.4878 1.78 0.54 Success

3 Positive thinking 0.6047 0.3659 3.02 0.05** Success

4 Leadership 0.4884 0.6341 −1.86 0.53 Failure

5 Self- motivation 0.3256 0.5366 −2.69 0.50 Failure

6 Good habits 0.4186 0.4634 −0.57 0.78 Failure

7 Discipline 0.5349 0.3902 1.84 0.53 Success

8 Willingness 0.4419 0.4878 −0.58 0.78 Failure

9 Goal 0.4651 0.4634 0.02 0.99 Success

**Indicates significant values at 10%; p1 = proportion of students scoring less than average score
before KMM and p2 = proportion of students scoring less than average score post KMM
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Table 9 Student wise paired
t-test results

S. No. Skill p-value

1 Confidence 0.753

2 Consistency 0.274

3 Positive thinking 0.006*

4 Leadership 0.322

5 Self-motivation 0.107

6 Good habits 0.287

7 Discipline 0.531

8 Willingness 0.008*

*Indicates significant skill at 5% level of significance

Z-test for proportion shows a significant change in confidence and positive
thinking with p-value 0.05. Though p-values are not significant for attributes consis-
tency, discipline, and Goal, the positive value of z indicates program is effective. But
leadership, self-motivation, good habits, and willingness attributes have not change
post KMM program. Hence the KMM program has helped in improving five skills
out nine under consideration. The next section analyses student wise KMM program
impact.

4.5.2 Impact Analysis Using Paired t-Test

The paired t-test is used to test the hypotheses regarding improvement in Confi-
dence, Consistency, Positive thinking, Leadership, Self-motivation, Good habits,
and Discipline in students. The paired t-test is applied to pre and post KMM scores
of 54 students. This helps to identify the skill wise influence of KMM intervention
program. The paired t-test results are displayed in Table 9.

The p-value of positive thinking andWillingness being less than 0.05,we conclude
that theKMMinterventionprogram reflects the changes inPositive thinking andWill-
ingness. The results analyzed student wise show that the program has significantly
affected Positive Thinking and Willingness.

Though the group wise analysis shows no impact on Willingness.

4.6 Discussion

An educational intervention, through the KMM program, is implemented to help
struggling students by addressing behavioral issues and social skills. Further it is
monitored and evaluated for its efficacy. The use of FormScanner software to digi-
tize data has reduced data entry time and errors. The measurement questions for the
defined parameters are validated using the Cronbach alpha test. Correlation analysis
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revealed association between the nine skill parameters under study. Factor analysis
has reduced nine skill parameters to three factors namely Self-Management, Posi-
tivity, and Leadership. The group wise analysis of students shows that a positive
change in confidence and positive thinking has been achieved, through the KMM
program. Student wise analysis shows significant changes in positive thinking and
willingness, which can be attributed to the KMM program.

The successful implementation ofKMMmeets the first research goal of proposing
a framework to execute and evaluate an intervention program. The z-test and paired
t-test results to observe changes in personality due to intervention program addresses
the second research goal.

4.7 Practical Implication

The framework proposed in this paper can help any NGO to execute and evaluate an
intervention program. Further, the process of digitalization of data collected through
the intervention program can be easily uploaded in spreadsheets which will facilitate
data analysis. This overcomes the problems faced by NGOs regarding data entry and
henceforth data analysis tasks.

The digitalizationmethod of data is cost effective, consumes lessman hours hence
very useful for the NGOs. The KMM framework will help the development sector,
grass root NGOs to bring in the authentic data on the table thus improving the overall
impact, accountability, and performance of the sector.

5 Conclusion and Future Scope

The findings suggest that the present KMM program improvises positive thinking
student wise and among the group of students. The improvement in confidence and
willingness is seen group wise and student wise respectively. KMM program needs
enhancement for improvement in leadership, self-motivation, and good habits.

This programcan be implemented to a larger set of students to improve the Positive
thinking, Confidence, and Willingness.
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