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Preface

We are pleased to present the proceedings of the Sixth International Conference on Soft
Computing in Data Science 2021 (SCDS 2021). SCDS 2021 was held as a virtual
conference in collaboration with Institut Teknologi Sepuluh Nopember, Indonesia. The
theme of the conference was ‘Science in Analytics: Harnessing Data and Simplifying
Solutions’. SCDS 2021 aimed to provide a platform for knowledge sharing on theory
and applications of big data analytics and artificial intelligence (AI). Big data analytics
empowers enterprises to leverage data for better data-driven decisions and AI for
optimal performance. The world is moving towards automation and innovation using
AI, and industry experts are capitalizing on emerging technologies in artificial intel-
ligence, big data, and cloud computing.

The papers in this proceeding covers issues, challenges, theory, and innovative
applications of big data analytics and artificial intelligence including, but not limited to,
AI techniques and applications, computing and optimization, data mining and image
processing, and machine and statistical learning.

For the advancement of society in the 21st century, there is a need to transfer
knowledge and technology on big data and AI to industrial applications, and to solve
real-world problems that benefit the global community. Research collaborations
involving academia, government, industry, and community can lead to novel innova-
tive computing applications for real-world problems and facilitate near real-time
insights and solutions.

We are delighted that this year we received paper submissions from a diverse group
of national and international researchers. We received 79 paper submissions, among
which 31 were accepted. SCDS 2021 utilized a double-blind review procedure. All
accepted submissions were assigned to at least two independent reviewers in order to
ensure a rigorous, thorough, and convincing evaluation process. A total of 42 inter-
national and 68 local reviewers were involved in the review process. The conference
proceeding volume editors and the Springer CCIS Editorial Board made the final
decisions on acceptance, with 31 of the 79 submissions (39%) being published in the
conference proceedings.

We would like to thank the authors who submitted manuscripts to SCDS 2021. We
thank the reviewers for voluntarily spending time to review the papers. We thank all
conference committee members for their tremendous time, ideas, and efforts in
ensuring the success of SCDS 2021. We also wish to thank the Springer CCIS Editorial
Board, cooperating organizations, and sponsors for their continuous support. We would
like to dedicate this proceedings to the late Associate Professor Dr Suhatono (Institut
Teknologi Sepuluh Nopember, Indonesia) for his dedicated support.

We sincerely hope that SCDS 2021 provided a venue for knowledge sharing,
publication of good research findings, and new research collaborations. Last but not



least, we hope everyone benefited from the keynote and parallel sessions, and enjoyed
engaging with other researchers through this virtual conference.

November 2021 Azlinah Mohamed
Bee Wah Yap

Jasni Mohamad Zain
Michael W. Berry
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Comparison Performance of Long Short-Term
Memory and Convolution Neural Network

Variants on Online Learning Tweet Sentiment
Analysis

Muhammad Syamil Ali1 and Marina Yusoff1,2(B)

1 Faculty of Computer and Mathematical Sciences, Universiti Teknologi MARA, Shah Alam,
Selangor, Malaysia

marina998@uitm.edu.my
2 Institute for Big Data Analytics and Artificial Intelligence (IBDAAI), Universiti Teknologi

MARA, Al-Khawarizmi Complex, Shah Alam, Selangor, Malaysia

Abstract. Sentiment analysis can be act as an assisted tool in improving the
quality of online teaching and learning between teachers and students. Twitter
social media platform currently more than 500 million tweets sent each day which
is equal to 5787 tweets per second. Therefore, it is hard to track users’ overall
opinions on the topics contained in social media. To catch up with the feedback
on online learning, it is crucial to detect the topic being discussed and classify
users’ sentiments towards those topics. Even though there are many approaches in
developing sentiment analysis models, DL models prove to provide the best per-
formance in the sentiment analysis field. Convolutional Neural Network (CNN)
and Long Short-Term Memory (LSTM) are two mainstream models in DL used
for sentiment analysis classification. Therefore, we evaluate CNN, LSTM, and
its hybrids to classify sentiment or an online learning tweet from 2020 until
2021 of 23168 tweets. CNN-LSTM, LSTM-CNN, Bidirectional LSTM, CNN-
Bidirectional LSTMmodels were designed and evaluated based on random hyper-
parameter tuning. We explain the proposed methodology and model design illus-
tration. The outcome assesses the superiority of all models with a remarkable
improvement of accuracy and a reduction loss when applying the random over-
sampling technique. Specifically, the LSTM-CNN model with random oversam-
pling technique outperformed the other six models with an accuracy of 87.40%
and loss value of 0.3432. However, the computational time has resulted increased
when with random oversampling technique. Thus, in the future, the performance
can be improved on computational time and hyperparameter selection with the
employment of nature-inspired computing for fast and optimal results.

Keywords: CNN · LSTM · Online learning · Random oversampling · Sentiment
analysis

1 Introduction

In the new era of pandemic COVID-19, online learning is becoming more popular and
relevant with the rapid development of technology as it can provide more flexibility

© Springer Nature Singapore Pte Ltd. 2021
A. Mohamed et al. (Eds.): SCDS 2021, CCIS 1489, pp. 3–17, 2021.
https://doi.org/10.1007/978-981-16-7334-4_1
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to learn [1]. Even though it is appropriate, various kinds of feedback from people,
especially studentswho give different perceptions [2–4]. It could be positive and negative
Uncovering all these kinds of perception are very useful to help various stakeholders
include organization, university, schools, and related agencies to improve the learning
and teaching experience [5]. Many researchers have started investigating the perception
of online learning in the teaching and learning process to understand better the people
on the online class system in the past years. Some use WhatsApp calls and thematic
analysis [4], online surveys [2, 6, 7].

Sentiment analysis is viable to assist in improving teaching and learning processes.
For instance, using an online learning platform that accommodates sentiment analysis
allows monitoring the positive and negative feelings [12]. With the use of social media,
sentiment analysis can be act as an assisted tool in improving the quality of teaching
and learning between teachers and students [13, 14]. Past researchers have applied sen-
timent analysis to the online learning domain. Recent research used sentiment analysis
to investigate the public opinion on online learning in the COVID-19 pandemic was
reported as an advantage in the education towards the satisfaction of teaching and learn-
ing processes of the relevant parties [14] (Bhagat et al., 2021). Previously, the work on
sentiment analysis systems has demonstrated good initiative for course improvement
based on student feedback [13].

DL techniques are proven to have the upper hand in obtaining higher performance in
the sentiment analysis field compared to the other machine learning techniques [9–11,
15]. Out of all DL models that have been developed in the sentiment analysis field,
CNN and LSTM networks have been proved to be more dominant in the area [16].
They also add that each of the DL techniques is entirely different in terms of the model
structure itself, and it may produce different performance. DL classification techniques
have been widely used in sentiment classification problems [17, 18]. However, in the
case of tweet sentiment analysis for online learning, comparatively little work has been
done on DL models. Most of the research only classifies the tweets into positive and
negative perceptions [19, 20], and more research is required on features selection, pre-
process refinement and apply a better approach for NLP [21]. Therefore, evaluating
multiple DLmodels to find the best online learning tweets is prime of importance. Thus,
a comparison of different DL approaches and selection of the best model is required.
Also, more investigation on online learning perception is expected to be established in
the pandemic COVID-19 era. However, investigating public opinion and measuring its
effectiveness in online learning, especially during the COVID-19 pandemic, remains
challenging.

Therefore, the present work aims at evaluating DL methods to see the capability of
classifying sentiment or perception of an online learning tweet. In this way, we hope to
assist online educators and training organizations in teaching and training students or
customers by providing an excellent online learning sentiment analysis mechanism. We
choose CNN and LSTM because of their online Twitter sentiment analysis [9–11, 22].
CNN and LSTMhave performedwell can be due to deep feature extraction and sequence
learning pattern capabilities. This paper is organized as follows. Section 2 describes
the proposed methodology. Section 3 presents result of the experiments conducted to
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determine the best DL models. Section 4 focuses on summary of the result and analysis.
Finally, we present the conclusion and future works in Sect. 5.

2 Proposed Methodology

The proposed approach captures the steps to see the performance of DL models on
online learning tweet sentiment analysis. The approach includes data collection, pre-
processing, model design, and evaluation. We used seven DL models include hybrid
CNN-LSTM, LSTM-CNN, and CNN-Bidirectional LSTM models, Single Layer CNN
model, Single Layer LSTM model, Bidirectional LSTM, and 2 Layer CNN model used
in the evaluation. Figure 1 demonstrates the overview of the proposed methodology. In
addition, we add a random oversampling technique to balance the minority class. Details
steps is elaborated in the following sub-section.

Fig. 1. Overview of the proposed methodology

2.1 Data Collection

The tweet datasets are ranging from the year 2010 to 2021, with about 23168 tweets. It
was an online tweet throughout Malaysia. Data collection was conducted by scrapping
a collection of tweets from Twitter using the snscrape python library. Extensive research
to find suitable keywords related to online learning has been done using past papers,
websites, and brainstorming. A total of 23 Twitter keywords related to online learning
have been identified.



6 M. S. Ali and M. Yusoff

2.2 Data Pre-processing

In data pre-processing, a thorough cleaning process has been done towards the dataset to
make it as clean as possible. The activities associated are as shown in Fig. 1. First, link
addresses, hashtags, mentions, and duplicates are removed from the tweets. After that,
all the tweets were converted into lowercase. Then, all kinds of numbers and unwanted
characters, stop words such as ‘me’, ‘it’, and ‘be’ removed from the tweets. Then,
the tokenization process and lemmatization process were done to the tweets where
tokenization split the tweets into a set of tokens and lemmatization converted each word
token into their meaningful root form.

2.3 Sentiment Labelling

Sentiment labeling is a process where all of the tweets in the dataset annotate with appro-
priate sentiment according to the tweets’ meaning. The labels involved in this process
are ‘Positive’, ‘Negative’, and ‘Neutral’. This process has been done by implementing
an automatic tagging technique using a DLmodel. The DLmodel used is an LSTM type
model trained with 1.6 million Twitter tweets and achieved about 80% accuracy.

2.4 Sentiment Visualization

A visualization technique is applied to visualize the result of the model’s sentiment
output. Many visualization techniques are chosen to visualize the total sentiment for
each class sentiment to identify the comparison of the sentiments on online learning.

2.5 Dataset Normalization

Before the dataset is applied to the DLmodel, it is required to normalize all the tweets in
the dataset into the same format. There are two steps applied to the dataset to normalize
it, which are padding and word embedding.

2.6 Online Learning Dataset Analysis

The result found from all the previously discussed processes is applied and visualized
using Power BI tools for further analysis. From the visualization that has been made,
there is much analysis that can be extracted. The first information that can be gained is
the total of the tweets that have been posted on Twitter which is about 10.78 thousand
tweets. Next, out of the total tweets, negative sentiment is the highest, which is about 4.85
thousand tweets, followed by neutral sentiment, which is about 3.41 thousand tweets,
and positive sentiment, which is about 2.51 thousand tweets.

2.7 Splitting Dataset

The basic principle to develop a DL model is to have a training set to train the model
and a testing set to evaluate the model’s performance. Therefore, the dataset was divided
into two sets: the training set and testing set with a probability of 80% of the dataset to
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be training set and the rest of it, which is 20% of the dataset, to be a testing set. The
training set will be divided into two sets: the training set used to train the model and
the validation set, which is used to adjust the hyperparameter during the model training
phase with a 90% training set probability and 10% validation set.

2.8 Deep Learning Model Design

This section explains the model design by firstly illustrating the architecture of CNN and
LSTM. CNN and LSTM are chosen due to their performance in sentiment analysis and
good performance in deep feature extraction and sequence learning pattern, asmentioned
above. A hybrid model of CNN and LSTM was derived, looking at the capabilities
in sentiment analysis to find a good solution on online learning tweet sentiment. A
total of seven DL models were designed. The Single Layer CNN model, Single Layer
LSTM model, CNN-LSTM model, LSTM-CNN model, Bidirectional LSTM model,
CNN-Bidirectional LSTMmodel, and 2 Layer CNNmodel. The proposed hybrid CNN-
LSTM, LSTM-CNN, and CNN-Bidirectional LSTMmodels are shown in Fig. 2, 3, and
4, respectively. The other models are also briefly described.

The architecture of the CNN-LSTMmodel utilizes a convolution layer in extracting
the local features from the word embedding and LSTM layers to learn and store infor-
mation based on the local features and make sentiment classification from it. As shown
in Fig. 2, the process of the model started with the embedding layer converting the input
into a set of embedding vectors and passed it to the convolution layer. In the convolution
layer, the embedding vectors undergo a convolution process that results in feature maps.
The pooling layer then pools the output to reduce the dimension. Then, the output feeds
into the LSTM layer to produce a new set of encoding vectors based on meaningful
information stored. The same setting is imposed for dense layers and dropouts.

The LSTM-CNNmodel’s architecture uses the LSTM layer to learn and store infor-
mation from the sequence ofwords and the convolution layer to extract the local informa-
tion from the LSTM output and use it to classify the sentiment. Fig. 3 demonstrates the
process of the model. It starts with the embedding layer converting the input sentences
into embedding vectors. The LSTM layer then received each embedding vector to learn
the words sequentially, store and produce a new encoding vector. The output is then fed
into the convolution layer, which produces a set of features map and the features map
pooled by the pooling layer. The same setting for the output was used as in the previous
models.

Hybrid CNN-Bidirectional LSTMmodel applied convolution layer in extracting the
local features from the word embedding and the bidirectional LSTM to learn the local
features in bidirectional sequence as illustrated in Fig. 4. In brief, the process started
with the embedding layer converting the input sentence into a set of embedding vectors
and passing it to the convolution layer to extract the local features and produce feature
maps. The pooling layer then pools all the feature maps. The output from the pooling
layer then forwarded to the bidirectional LSTM layer to learn the sequence of its input
and provide a new set of encoding output.
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Fig. 2. CNN-LSTM model architecture

Fig. 3. LSTM-CNN model architecture

Fig. 4. CNN-Bidirectional LSTM model architecture
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2.9 Deep Learning Model Evaluation

The first experiment was conducted to evaluate the performance of the deep learning
models based on using hyperparameter setting as shown in Table 1.

Table 1. Hyperparameter setting for all experiments

Hyperparameter Description

CNN Size = 3, Num of filter = 100

LSTM Number of hidden cells = 100

Dropout (1) 0.5, 0.55

Dropout (2) 0.3

Pooling Max Pooling

Dense (1) Activation = ‘relu’, dimension = 64

Dense (2) Activation = ‘softmax’, dimension = 3

Learning rate 0.0001

Optimizer ‘Adam’

Batch Size 32, 64

Epochs 10, 30, 50

Additional Applied Technique Random Oversampling

The experiments have been conducted on the seven DL models: Single Layer CNN
model, Single Layer LSTM model, CNN-LSTM model, LSTM-CNN model, Bidirec-
tional LSTMmodel, CNN-Bidirectional LSTMmodel, and 2 Layer CNNmodel. To find
the highest possible performance that the DLmodels can achieve. The metrics evaluated
from the models are the accuracy and loss that the models can reach from the unseen
dataset and the computational time to train the model using the training and validation
datasets. Loss is a distance between the actual value of the problem and the value pre-
dicted by the model. Accuracy is the number of correct predictions made by the model
divided by the total number of predictions [24, 25]. The higher the accuracy, the better
the performance of the model would be.
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3 Results

This section explains, in brief, the pre-processed datasets result from five experiments
conducted for the seven models, and summary results of all experiments.

3.1 Pre-processed Datasets

The dataset scrapped has been pre-processed. All of the methods have been listed and
described in the previous section. The comparison table before and after pre-processing
the dataset is in Table 2. To add, the size of the dataset has become a lot smaller compared
to its original size, which has become about 10775 tweets from 23168 tweets. We used
the dataset that has been labelled using a pre-trained DL model. Based on the result,
it is found that the number for the negative sentiments in the dataset is the highest,
followed by neutral sentiment and positive sentiment, which are 4853, 3410, and 2510
respectively. The dataset has been labelled using a pre-trained DL model. Based on the
result, it is found that the number for the negative sentiments in the dataset is the highest,
followed by neutral sentiment and positive sentiment, which is 4853, 3410, and 2510,
respectively.

Table 2. Sample of pre-processing results

Before After

pisangggg……3 orng anak esok ade online
class.mcm ner nk layan ni.1 talefon tok 3
orng.kene kite kerja x belajar lah…

[‘pisangggg’, ‘child’, ‘tomorrow’, ‘online’,
‘classmcm’, ‘ner’, ‘want’, ‘serve’, ‘phone’,
‘tok’, ‘peoplekene’, ‘work’, ‘study’, ‘lah’]

Done online class for form 3 science subject,
idk y i love teaching so much https://t.co/5wh
V8KEB6w

[‘do’, ‘online’, ‘class’, ‘form’, ‘science’,
‘subject’, ‘idk’, ‘love’, ‘teach’, ‘much’]

3.2 Results from Experiment 1: 64 Batch Size and 10 Epoch

The first experiment was conducted to evaluate the performance of the DLmodels based
on batch size, which is the number of samples that work in one iteration, is set to 64,
and the number of epochs set for experiment 1 is set to 10. We demonstrate in Fig. 5
(a) accuracy for CNN-LSTM (b) loss for CNN-LSTM (c) accuracy for LSTM-CNN
(d) loss for LSTM-CNN. All the models show a decent performance when using the
hyperparameter setting described in the early part of the experiment since all the models
achieved accuracy in a range of 70% to 75%. Out of the models, LSTM-CNN has been
found to provide the best performance for this hyperparameter setting since the model
has the highest accuracy, which is 74.57% and has the lowest loss, which is 0.5570. The
model with the shortest time to train is the Single Layer CNN model, which is about
21 s.

https://t.co/5whV8KEB6w
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Fig. 5. Result forExperiment 1 (a) accuracy forCNN-LSTM(b) loss forCNN-LSTM(c) accuracy
for LSTM-CNN (d) loss for LSTM-CNN.

3.3 Results from Experiment 2: 64 Batch Size and 30 Epochs

The second experiment was conducted to evaluate the performance of the DLmodels by
adding a number of 20 epochs to the experiment 1 hyperparameter setting. Figures 6 (a)
and (b) illustrate the results of Single Layer LSTM. The training and validation accuracy
shows an increasing pattern over the 30 epochs and has aminimal generalization gapwith
each other at the last epoch meanwhile training and validation loss show a decreasing
pattern over the 30 epochs. The Single Layer LSTM needs around 92 s to train using the
training and validation dataset. To add, by using the testing dataset, themodel achieved an
accuracy of 76.84% and a loss value of 0.5272. Figures 6 (c) and (d) illustrate the results
of Bidirectional LSTM. It shows that training accuracy shows an increasing pattern
over the 30 epochs meanwhile the validation accuracy increases and decreases at the
27th epoch. Training loss shows a decreasing pattern over the 30 epochs meanwhile the
validation loss decreases and increases at the 26th epoch. Both training and validation
loss have a minimal generalization gap with each other at the last epoch. Bidirectional
LSTM needs around 156 s to train using the training and validation dataset. To add, by
using the testing dataset, the model achieved an accuracy of 77.96% and a loss value of
0. 5322.

All the models show a decent performance when using the hyperparameter setting
described in the early part of the experiment to achieve accuracy in a range of 71% and
78%. Out of the models, the Bidirectional LSTM model has been found to have the
best performance when using this hyperparameter setting as the model has the highest
accuracy, which is 77.96%, and has the lowest loss is 0.5322. The model that has the
shortest time to train is the Single Layer CNN model, which is about 61 s.
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Fig. 6. Result for Experiment 2 (a) accuracy for Single Layer LSTM (b) loss for Single Layer
LSTM (c) accuracy for Bidirectional LSTM (d) loss for Bidirectional LSTM

3.4 Results from Experiment 3: 32 Batch Size and 30 Epoch

The third experiment evaluates the performance of the DLmodels using a similar hyper-
parameter setting with experiment 2 but with a change in batch size, which is the batch
size of 64 configured to 32. All the models achieved accuracy in a range of 72% to 78%.
Out of the models, the LSTM-CNN model has the highest accuracy which is 78.19%
while the Bidirectional LSTM model has the lowest loss which is 0.5146. To add, the
model that has the shortest time to train is the Single Layer CNN model which is about
60 s.

3.5 Results from Experiment 4: 32 Batch Size and 30 Epochs with Random
Oversampling

The fourth experiment was conducted to evaluate the performance of the DL models
using a similar hyperparameter setting with experiment 3 but with an oversampling
technique applied to the dataset since the dataset used did not have the same distribution
classes. Oversampling technique is a technique to balance a dataset by copying and
pasting some of their respective class data randomly until it has a similar distribution
with other classes. We used the dataset of about 4853 negative class, 3410 neutral class
and 2510 negative class. Therefore, the dataset will contain 4853 negative class, 4853
neutral class, and 4853 positive class by applying an oversampling technique to the
dataset. All the models achieved accuracy in a range of 84% to 87%. Out of the models,
LSTM-CNN has the highest accuracy which is 87.40% and has the lowest loss which is
0.3432. The model with the shortest time to train is the 2 Layer CNN model, which is
about 91 s.
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3.6 Results from Experiment 5: 64 Batch Size 64 and 50 Epoch with Random
Oversampling

The fifth experiment was conducted to evaluate the performance of the DL models by
adding a number of 30 epochs and 0.05 first dropout value in the experiment using
four hyperparameter settings. As a summary, all the models show good performance
when using the hyperparameter setting that has been described in the early part of the
experiment since all the models achieved accuracy in a range of 85% to 87%. Out of the
models, CNN-Bidirectional LSTM model has the highest accuracy which is 87.39%,
the LSTM-CNN model has the lowest loss which is 0.3458- and the Single-Layer CNN
model has the shortest time to train the model which is about 101 s.

4 Summary of the Results and Analysis

As a summary, all the models show good performance when using the hyperparameter
setting that has been described in the early part of the experiment since all the mod-
els achieved accuracy in a range of 85% to 87%. Out of the models, the LSTM-CNN
model has the highest accuracy, which is 87.40%, the LSTM-CNN model has the low-
est loss which is 0.3432 meanwhile Single Layer CNN model obtained the shortest
time to train the model which is about 101 s. Table 3 shows the summary table for all
five experiments that have been conducted on Single Layer CNN model, Single Layer
LSTM model, CNN-LSTM model, LSTM-CNN model, Bidirectional LSTM model
CNN-Bidirectional LSTM model and 2 Layer CNN model. There are a few analyses
that can be made from the table. First, experiment 4 and experiment 5 demonstrate a
significant difference in accuracy and loss compared to experiment 1, experiment 2 and
experiment 3. The major difference between experiment 4 and 5 with experiment 1,
experiment 2 and experiment 3 is experiment 4 and 5 trained with a dataset applied
with oversampling technique meanwhile models in experiment 1, 2 and 3 trained with
a dataset before applying the random oversampling technique. This finding proves that
using the random oversampling technique to an imbalanced dataset can improvemodels’
performance.

As seen from the table, the computational time trend for all DL models increases
by each experiment. The increasing training time for experiment 2 from experiment 1
is increasing the number of epochs by 20. The increasing of models training time for
experiment 3 from experiment 2 is a change in the decreasing batch size value. The
increasing of models training time for experiment 4 from experiment 3 is by applying
oversampling to the dataset, which increases the size of the dataset used. Meanwhile,
the increase of model training time for experiment 5 from experiment 4 is because of
the dropout value and epoch increase. Besides that, all models experimented did not
provide a consistent result when using different hyperparameter settings. For example,
the Single Layer CNN model and 2 Layer CNN model in experiment 2 did show a
decrease in terms of accuracy and loss when adding 20 epochs meanwhile the rest of the
models show improvement in terms of accuracy and loss when adding 20 epochs. Last
but not least, out of the models experimented, it is found out that the LSTM-CNNmodel
with implementation of hyperparameter in experiment 4 provides the best accuracy and
loss compared to all models in experiment 1, experiment 2, experiment 3, experiment
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4, and experiment 5. The LSTM-CNN model successfully shows high accuracy and
minimal loss value in every experiment compared to the other model.

CNN capability in feature extraction and its association among the features (Liao
et al., 2017). Hyperparameter tuning is typically considered to determine the best CNN
model asmentioned inmany literature.However, different batch sizes and epochs used do
not significantly affect Single Layer CNN results, but with the additional oversampling
technique, the accuracy has increased more than 10%. Generally, in terms of accuracy
measure, a random oversampling technique absolutely gives a significant remark in
sentiment analysis, mainly using online learning tweet datasets. All DLmodels obtained
a significant improvement of about an additional 10% in accuracy and a loss of about
-0.02. We adapt the oversampling technique to balance a dataset by copying and pasting
some of their respective class data randomly until it has a similar distribution with other
classes (Brownlee, 2021).

5 Conclusion

Sentiment analysis is a popular tool in natural language processing and has been used
in various online tweets datasets. Past research highlights that CNN and LSTM provide
improvement in the detection and classification of tweet data. In this paper, we evaluate
seven models based on CNN and LSTM on online learning tweets. The tweets datasets
were scrapped online using the identified keyword. A detailed proposedmethodology for
model constructions is highlighted. This study also shows that hyperparameter tuning
and random oversampling technique leads to an increase in model performance. The
random oversampling idea has an impact on balancing the minority class towards a
balanced class. Evaluation of other oversampling methods could give better results, and
hyperparameter tuning can be enhanced with nature-inspired optimization algorithms
such as particle swarm optimization and cuckoo search.
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Abstract. Sentiment analysis is one of the fields of Natural Language Process-
ing that builds a system to recognize and extract opinions in the form of text
into positive or negative sentiment. Nowadays, many researchers have developed
methods that yield the best accuracy in performing analysis sentiment. Three
particular models are Convolutional Neural Network (CNN), Long Short-Term
Memory (LSTM), and Gated Recurrent Unit (GRU), which have deep learning
architectures. CNN is used because of its ability to extract essential features from
each sentence fragment, while LSTM and GRU are used because of their abil-
ity to memorize prior inputs. GRU has a more straightforward and more practical
structure compared toLSTM.Thesemodels have been combined into hybrid archi-
tectures of LSTM-CNN, CNN-LSTM, and CNN-GRU. In this paper, we analyze
the performance of the hybrid architectures for Indonesian sentiment analysis in
e-commerce reviews. Besides all three combined models mentioned above, we
consider one more combined model, which is GRU-CNN.We evaluate the perfor-
mance of each model, then compare the accuracy of the standard models with the
combined models to see if the combined models can improve the performance of
the standard. Our simulations show that almost all of the hybrid architectures give
better accuracies than the standard models. Moreover, the hybrid architecture of
LSTM-CNN reaches slightly better accuracies than other hybrid architectures.

Keywords: CNN · Deep learning · GRU · LSTM

1 Introduction

In September 2019, GlobalWebIndex reported that 79% of Indonesia’s internet users
aged 16 to 64 made online purchases via mobile phones. The top mobile e-commerce
applications are Tokopedia, Shopee, and Lazada [1]. Also, thousands of online opin-
ions were written by customers every day on many platforms, e.g., Google Play. They
posted about products they paid for, services that they used, and items they took into
consideration. Also, customers will use these reviews before theymake a decision. These
applications developers got a new challenge to disclose what is being said about their
application or the products and services they advertise. The standard technique would be
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checking thousands of reviews manually. However, nowadays, there is a popular tech-
nique to manage this huge amount of opinionated text data by using sentiment analysis.
Sentiment analysis, also called opinion mining, is a field that analyzes people’s opin-
ions and sentiments toward certain entities, like products or services, to find its polarity
between positive or negative sentiment [2].

Sentiment analysis can be donemanually by looking through every single text one by
one and decide its polarity on our own. But this approach is time-consuming and prone to
human error. The solution to this problem is themachine learning approach for sentiment
analysis. Machine learning develops methods that can automatically detect patterns in
data and use them to predict future data [3]. Sentiment analysis is a classification problem
in machine learning that needs to classify text into positive or negative sentiment. There
are many studies of machine learning for text classification like Support Vector Machine
andNaïve Bayes [4, 5]. However, deep learning is currently commonly used in sentiment
analysis problems because it can extract features from unstructured data very well.
Popular deep learning techniques that have been widely used in sentiment analysis are
Convolutional Neural Network [6], Long Short-TermMemory [7], and Gated Recurrent
Unit [8].

Previous researches have shown that CNN, LSTM, and GRU have a good perfor-
mance for sentiment analysis. Also, Wang, Jiang, Luo [9] have shown that combined
architecture CNN-LSTM and CNN-GRU models perform better than the CNN and
LSTM models alone. They combined the model because they want to take advantage
of both the local feature extraction from CNN and long-distance dependencies from
RNN. Then, Sosa [10] proved that the combined LSTM-CNN model achieved better
performance than the standard models and CNN-LSTM model.

In this paper, we analyze the performance of the hybrid architectures for Indonesian
sentiment analysis in e-commerce reviews. Besides all three combined models men-
tioned above, which are LSTM-CNN, CNN-LSTM, CNN-GRU, we consider one more
combinedmodel, GRU-CNN.We evaluate the performance of eachmodel, then compare
the accuracy of the standard models with the combined models to see if the combined
models can improve the performance of the standard. Our simulations show that almost
all of the hybrid architectures give better accuracies than the standard models. More-
over, the hybrid architecture of LSTM-CNN reaches slightly better accuracies than other
hybrid architectures.

The rest of the paper is organized as follows: In Sect. 2, we present materials
and methods. In Sect. 3, we discuss the results of the simulations. Finally, we give a
conclusion of this research in Sect. 4.

2 Materials and Method

2.1 Dataset

There are three data sets used in this study. Three of them are Indonesian e-commerce
application reviews extracted from the Google Play Store website, which are Tokopedia,
Shopee, and Lazada. The detail of the data sets is listed in Table 1.



20 T. Gowandi et al.

Table 1. Datasets used in this study.

Dataset Positive sentiment Negative sentiment Total data

Tokopedia 1697 2663 4360

Shopee 2562 2435 4997

Lazada 2976 3304 6280

2.2 Preprocessing

In this process, the raw data set is processed from unstructured textual data to structured
textual data ready for themodel implementation. Firstly, the data need to be cleaned from
unused punctuations and emoticons. Second, convert all alphabets to lowercase. Third,
remove stop words or commonly used words. And last, the text needs to be modified
into a vector of representation by tokenizing, sequencing, padding, andword embedding.
Tokenizing is the process of dividing text in sentence form into tokens or parts per word.
Sequencing is the process of creating an index for each unique word with an integer
sorted based on the most used words in a dataset. Padding is the process of making all
the lengths of each document in the dataset the same. Word embedding is the process
of representing word indexes using vector representations. Last, one processing process
will be carried out on label/sentiment, namely one-hot encoding. One hot encoding is
the process of converting categorical variables into numeric variables. Table 2 shows the
steps of preprocessing text data. Table 3 shows the preprocessing of labels.

Table 2. Preprocessing text data.

Steps Processing Results

Data 

Josss.. tingkatkan pelayanannya... dan perketat sailler yang curang/na-
kal... barang gak layak dijual... di jual.... yg di utamakan pelanggan 

puas... gak kecewa... cek barang sebelum di kirim... Terima-
kasih 

Data cleaning 
tingkat layan ketat jual curang nakal barang layak jual jual utama lang-

gan puas kecewa cek barang kirim terima kasih 

Data tokenizing 
tingkat, layan, ketat, jual, curang, nakal, barang, layak, jual, jual, utama, 

langgan, puas, kecewa, cek, barang, kirim, terima, kasih 
Data sequencing 147, 51, 718, 61, 428, 329, 2, 682, 9, 9, 333, 107, 127, 22, 88, 2, 4, 12, 8

Data padding 
0, 0, 0, 0, 0, 147, 51, 718, 61, 428, 329, 2, 682, 9, 9, 333, 107, 127, 22, 

88, 2, 4, 12, 8 

2.3 Convolutional Neural Network (CNN)

CNN is a deep learning model that performs well in text data classification using feature
extraction layers. Feature extraction consists of convolutional layers and pooling layers
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Table 3. Preprocessing labels.

Sentiment Processing results

0 [0, 1]

1 [1, 0]

that will choose the best features. The first step is processing the input matrix with a
convolutional layer which consists of several filters W. Each row in the input matrix
Xi:n is an embedding vector with d dimension from the i-th word of a sentence that has
n words. Filters play a role in learning the essential features of sentence fragments. The
length of a sentence fragment is called the region size. Every region size has the same
number of filters. The region size and number of filters will be the hyperparameter of
the model and will be adjusted to get an optimal accuracy. The convolution operation
involves a filter W that will be applied to a window of s words (region size) to produce
a feature. Suppose, input matrix Xi:i+s−1 is the concatenation of words xi, . . . , xi+s−1.
Then, a feature ci is defined as

ci = f(Xi:i+s−1 · W) (1)

with f as the activation function. The filter will be applied to all possible sentence frag-
ments, X1:s,X2:s+1, . . . ,Xn−s+1:n to produce a feature map c = [c1, c2, . . . , cn−s+1].
Then, feature map c will enter the pooling layer that will choose the representative value
on each feature map. Max pooling layer will take the most important feature with the
maximum value c

∧ = max{c} from each feature map [6].

2.4 Long Short-Term Memory (LSTM)

LSTM proposed by Hochreiter & Schmidhuber in 1997 [11] is a particular type of
Recurrent Neural Network because it can carry out learning on long-term dependencies.
It means that LSTM can remember information in the long run. The cell state is where
memory is stored in LSTM. LSTM can delete or add information to the cell state using
the gate mechanisms, which are forget gate (ft), input gate (it), dan output gate (ot).
The gate is composed of one layer with a sigmoid activation function and a simple
linear operation. The sigmoid activation function will map the results into a range of 0
and 1 values that control how much information can pass. Value 0 means to forget the
information, while value 1 means to remember the information.

At time t, the first step taken in LSTM’s is to determine the information that should
be removed from the previous cell state (ct−1) and pass the necessary information. This
decision was made by forget gate (ft). Then, LSTM will determine the new information
that will be stored in the cell state (ct). This stage consists of 2 steps. First, we will
determine the elements in the cell state to be updated. The input gate performs this step
(it). Second, the tanh function will form a candidate vector for cell state (c̃t) which may
be added to the cell state. LSTM combines these two steps to update the cell state.

After processing the information with the previous steps, the old cell state (ct−1)

will then be updated to the new state cell (ct). Finally, LSTM will determine the output
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(ht) based on the updated cell state. The output gate carries out this step (ot) using the
sigmoid function will determine which part of the cell state will be used as the output
[12]. The information of ht then will be passed to the next unit. Figure 1 shows an
illustration of LSTM’s unit.

Fig. 1. Illustration of LSTM’s unit [15]

ft = σ(wf × xt + uf × ht−1 + bf) (2)

it = σ(wi × xt + ui × ht−1 + bi) (3)

c̃t = tanh(wc × xt + uc × ht−1 + bc) (4)

ct = ft � ct−1 + it � c̃t (5)

ot = σ(wo × xt + uo × ht−1 + bo) (6)

ht = ot � tanh(ct) (7)

2.5 Gated Recurrent Unit (GRU)

The GRU proposed by Cho et al. in 2014 [13] was another modification of the Recurrent
Neural Network but simpler than the LSTM model, offered almost comparable perfor-
mance to LSTM, was more computationally efficient, and was quite popular. The gate
mechanism that GRU uses is the update gate (zt) and reset gate (rt), which are used
to determine the output. The gate is composed of one layer with a sigmoid activation
function that will map the results into a range of 0 and 1 values that control how much
information can pass. Value 0 means to forget the information, while value 1 means to
remember the information.
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At time t, the first step taken in GRU is to determine how much past information still
needs to be passed on to the next cell. The update gate made this decision (zt). Then,
the reset gate (rt) is responsible for deciding how much past information should be
forgotten. Next, we will calculate the candidate hidden state (h

′
t) using the information

from the reset gate to remember previous information that is useful. As rt approaches 0,
h

′
t will only process the current input. As rt approaches 1, h

′
t will store the current input

and the previous time output. This process is still a candidate because the results will be
forwarded to calculate the final output values in the hidden state ht .

The final calculation is for the hidden state (ht), the vector that holds the information
from the current unit will pass the information on to the next unit. The hidden state (ht)
will use the information from the update gate (zt) to determine the required informa-
tion from the previous hidden state (ht−1) and the candidate hidden state (h

′
t). As zt

approaches 0, the value of ht approaches the value of h
′
t , in other words, there will be

a change in the information on the output. As zt approaches 1, the information from xt
is ignored and effectively ignores the time step t in the process so it will only retain the
old information [12]. The information of ht then will be passed to the next unit. Figure 2
shows an illustration of GRU’s unit.

Fig. 2. Illustration of GRU’s unit [16]

zt = σ(wz × xt + uz × ht−1 + bz) (8)

rt = σ(wr × xt + ur × ht−1 + br) (9)

h
′
t = tanh(wh × xt + rt � (uh × ht−1)) (10)

ht = zt � ht−1 + (1 − zt) � h
′
t (11)
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2.6 RNN-CNN

TheRNN-CNNmodel is a combinedmodel of theRNNandCNNmodels. The combined
RNN-CNN model architecture refers to both LSTM-CNN and GRU-CNN models. The
first step is processing the input with the RNN layer to learn the feature representation
and sequence on the data. Then, the output from the RNN layer will be used as input for
the CNN layer, which will look for pairs of essential features in the data. Each of the
standard models has its advantages. RNN pays attention to word order, while CNN can
select important features of ordered word phrases. So, these advantages are expected
to maximize the data learning process. Figure 3 shows an illustration of the combined
RNN-CNN model’s architecture.

Fig. 3. The architecture of the combined RNN-CNN model [10]

2.7 CNN-RNN

In general, the combined CNN-RNNmodel has a similar concept to the combined RNN-
CNNmodel. The difference lies in the orders of themodel. The first step is processing the
input with the CNN layer to select word phrases. Then, the output from the CNN layer
will be used as input for theRNN layer,whichwill create a new representation for the data

Fig. 4. The architecture of the combined CNN-RNN model [10]
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sequence. The combined CNN-RNNmodel architecture refers to both CNN-LSTM and
CNN-GRU models. Figure 4 shows an illustration of the combined CNN-RNN model’s
architecture.

3 Result and Discussion

3.1 Experimental Setup

After the data is being preprocessed, the following process is to implement each model
using the prepared dataset to find the accuracy of each model. For each simulation, the
dataset is divided into 80% training data and 20% testing data. Training data is used to
build the model, and test data is used to find the model’s accuracy. The training process
will be done in 25 epochs and 32 batch sizes using the Adam optimization technique
with a learning rate of 0.0001. The list of hyperparameters will be tuned to get the best
accuracy in each simulation, and the hyperparameter’s candidate can be seen in Table 4
[14].

After the data is being preprocessed, we implement the combined LSTM-CNN,
CNN-LSTM, GRU-CNN, CNN-GRU model, and standard CNN, LSTM, GRU model
with the optimized hyperparameter to get their accuracy. Then, compare and analyze the
results.

Table 4. List of hyperparameter and the candidate values.

Layer Hyperparameter Candidate values

Word embedding Embedding size 64; 100; 128

RNN Unit 100; 150; 200

regularization L2 kernel 0.01; 0.001

regularization L2 recurrent 0.01; 0.001

CNN Region size 200; 250; 300

Number of filters 3; 4; 5

regularization L2 0.01; 0.001

Fully connected regularization L2 0.01; 0.001

3.2 Results

Results accuracy of the combined and standard models are listed in Table 5. Almost all
combined models have better performance than the standard models. Only the CNN-
GRUmodel has a lower accuracy than theCNNmodel in Tokopedia and Lazada datasets.
The LSTM-CNN, CNN-LSTM, GRU-CNN performed better than the standard models.

Looking through the results, it seems that our intuition made earlier was correct.
Almost all of our combined models are higher than the standard models. The combined
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model improved the model implementation because each model’s benefit complements
the other.While CNNworked to find the local features, RNNmanaged to use its memory
ability to improve performance.

Furthermore, using the RNN model at the beginning of the combined model and
continued with CNN provides higher accuracy than the combined CNN-RNN models
for the Tokopedia and Lazada datasets. It looks like the CNN-RNN models lost some
of the sequence information. Suppose the order from the output of the convolutional
layer doesn’t give any information. In that case, the LSTM layer won’t be able to use its
ability and works the same as the fully connected layer. On the contrary, the RNN-CNN
models give a better result because LSTM and GRU managed to find information in the
present and the past. Then, CNN work to find the local features.

Table 5. Results of the combined and standard models.

Model Tokopedia Shopee Lazada

LSTM-CNN
CNN-LSTM
GRU-CNN
CNN-GRU

83.03%
82.82%
82.98%
82.13%

82.12%
82.40%
81.82%
82.30%

82.99%
82.85%
82.88%
82.32%

LSTM
GRU
CNN

82.71%
81.93%
82.45%

82.08%
81.72%
81.60%

82.83%
82.29%
82.69%

4 Conclusion

In this study, we have experimented to find each model’s best performance and analyze
whether the combinedmodels are better than the standardmodels.As a result, the average
accuracy produced by the combinedLSTM-CNN,CNN-LSTM,GRU-CNN,CNN-GRU
model on the three datasets is 82.71%, 82.69%, 82.56%, and 82.25%, respectively.
Almost all of the combined models have better accuracy than the standard models.
Based on our combined models, only the combined CNN-GRU model is slightly below
the CNN model but has slightly better accuracy than the GRU model. Meanwhile, the
other three combined models obtain slightly better accuracy than the standard models.
The limitations of each of the data sets and tools developed in the research study have
indicated a recommendation for further work, namely to implement the models on more
data sets to be able to see a better learning on the model.
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Abstract. Mental Stress can be defined as a normal physiological and biological
reaction to an incident or a situation that makes a person feel challenged, troubled,
or helpless. While dealing with stress, some changes occur in the biological func-
tion of a person, which results in a considerable change in some bio-signals such
as, Electrocardiogram (ECG), Electromyography (EMG), Electrodermal Activity
(EDA), respiratory rate. This paper aims to review the effect of mental stress on
mental condition and health, the changes in biosignals as an indicator of the stress
response and train amodel to detect stressed states using the biosignals. This paper
delivers a brief review of mental stress and biosignals correlation. It represents
four Support Vector Machine (SVM) models trained with ECG and EMG features
from an open access database based on task related stress. After performing com-
parative analysis on the four types of trained SVM models with chosen features,
Gaussian Kernel SVM is selected as the best SVM model to detect mental stress
which can predict the mental condition of a subject for a stressed and relaxed con-
dition having an accuracy of 93.7%. Thesemodels can be investigated further with
more biosignals and applied in practice, which will be beneficial for the physician.

Keywords: Mental stress · ECG · EMG · Machine learning · Support Vector
Machine · Gaussian Kernel SVM

1 Introduction

Mental stress is usually defined as the disruption in regular emotional and psychological
balance. When a person feels challenges to balance assigned tasks and his capability,
the pressure of expectations, or any surrounding threat or danger, his physiological con-
dition is triggered to deal with the situation, causing mental stress. In daily life, people
face two types of stress, Eustress which can be considered as positive stress and distress
[1]. Task-related acute mental stress is widespread in day-to-day life. Body functions
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are significantly affected to handle the stress response. Mental Stress distracts routine
life by obstructing a person’s social life, affecting educational and job performance and
rationality, causing a severe health problem, and affecting one’s competence. Long term
acute stress can cause serious mental conditions and health issues. It can trigger quite
a lot of health problems, specifically cardiovascular diseases [2]. The concept of stress
is closely related to human life. To deal with mental stress, identifying stress inducers,
body function related to the stress, the mental health condition to the stress response,
and the review of biosignals linked to mental stress has significant importance. The bio-
logical signals show dissimilar characteristics in stressed and relaxed conditions. The
most affected biosignals during stress response are Electrocardiogram (ECG), Elec-
tromyography (EMG), Electrodermal Activity (EDA), and respiratory rate. Recently
the research interest about the mental condition and health relation to acute mental
stress is overgrowing in the biomedical field. The most typical stress detection system
is questionnaire-based which is time consuming and does not have precise accuracy.
As various biosignals are significantly affected and change when the body functions try
to deal with the stress response, it is possible to identify stress from biosignals. Many
types of research are conducting to detect mental stress by applying various techniques.
Machine learning is one of the most promising approaches to detect mental stress having
more precise accuracy [3]. A model can be trained with features extracted from biosig-
nals recorded during the relaxed and stressed conditions to classify relaxed and stressed
by utilizing machine learning algorithms. This trained model will predict the relaxed or
stressed state for new input features extracted from biosignals recorded from a person.
The person can then receive any recommendation to seek a consultation with experts for
further assessment for medication or take adoptive measures to reduce mental stress.

2 Literature Review on Stress and Its Effect

Mental stress is a very common incident in day to day life. It has a significant impact on
the human body, mental stress, and biological function. If acute stress is overlooked for
a long time, it triggers many health issues. Normally, people who experience stressed
conditionsmore often or daily basismay have some physical issues because of prolonged
stress without even realizing.

2.1 Concept of Stress

According to the published scientific articles, stress is identified as the usual reaction
of a person’s mental and physical state to danger or confrontation [4]. Throughout the
history of human existence, every person has faced it. Because of the presence and
complications of communal, individual, and environmental situations, numerous and
instantaneous communication of human beings with adjoining concerns and assortment
in stress representation mainly expand incidence and comprehensiveness of stress in
human societies [5]. The relation between stressor and stress reaction is not common
and different for individuals and not also persistent. It is different for different cases for
a specific person. Rational evaluation activities control stress, and stressor is the main
reason behind this [5].
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Stress can be considered as a communicative medium between a human and the
surrounding atmosphere [6]. Minimal amounts of stress could be preferred, beneficial,
and even healthy for better performance. Stress, in its encouraging manner, can enhance
the biopsychosocial condition and accelerate performance.Moreover, constructive stress
is believed to be vital for inspiration, adaptation, and response to the situation. But
elevated and excessive stress levels might cause physical, emotional, and social troubles
and even severe damage to humans [7].

2.2 Stressors Maintaining and Integrity

The biochemical or organic mediator, surrounding situation, exterior provocation, or
an incident triggering stress to an individual is known as a stressor [8]. According to
psychological studies incidences, or situations that people may think challenging, dif-
ficult, and/or frightening personal well-being are described as a stressor [9]. Incidents
or substances that can cause a stress reaction may contain the following issues: Eco-
logical stressors (excessively high or low environmental temperatures, higher pitched
sound, over-brightness, congestion); everyday “stress” incidents, Changes in lifestyle
and demand, Workplace stressors (elevated work requirement vs. minimal job power,
constant or prolonged physical exertion and effort, persuasive efforts, excessive stances,
workplace chaos [10]), Chemical stressors (tobacco, alcohol, medications, drugs), Soci-
etal stressor (social and family pressures) and Traumatic stressor: remembrance of
previous painful, shocking or distressing experience which affects perception and still
influences the emotional condition of a human being.

According to numerous researchers, the stress reaction can be categorized as acute
or chronic, considering the period of the stressor and the individual’s adaptive mental
and communicative handling approaches. Chronic stress describes as a specific type of
stress which affects individuals every day autonomously of the occurrence of significant
stressors and can last for years. Acute stress reactions have a time-constrained incident
which defined by (i) the period of the provoking surrounding incident or circumstance,
(ii) self-controlling physical (e.g., parasympathetic system stimulation), behavior (e.g.,
an effective handling approach is triggering mind refocusing), or emotional activities
(like an evaluation of the stressor or effective control of the stress experience). Chronic
stress can be considered as the consequence of frequent and recurring acute stressors
occurring for a prolonged period. This paper concentrates on acute mental/emotional
stress, which is task correlated.

2.3 Stress Effects on Emotion and Mental Health

In psychology, the term stress refers to a broad section of an adversely filled emotional
condition like anxiety, bad temper, nervousness, resentment, fear, overstimulation, dis-
satisfaction, and sadness. However, some researchers validate that stress may positively
affect the immune reaction while facing certain circumstances [11]. Effects on physical
condition and functioning while facing stress can fluctuate, differing on the individual’s
approach to stress [12]. Therefore, stress response should not be considered as a specific
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hypothesis but as a phase including several emotional expressions. Even though hav-
ing the dilemma of definition, stress is considered a condition of adverse valence and
conclusive arousal.

Thevalenceof emotional states related to experiencing stressors is vastly time related.
While: stressor is anticipated and soon after facing a stressor, negative feelings and reac-
tions are probable to be provoked. However, it may be possible to rapidly experience
optimistic sentiments on stressor removal. While experiencing acute stress, a person can
have the following emotional reaction: Anxiety, Disturbance, Irrelevance, Guiltiness,
Anger, Hallucinations, Sensitivity, Unresponsiveness,Mood Swings, Lack of concentra-
tion, Uneasiness, Feeling insecure, Feeling anxious, Feeling depressed, Feeling useless,
Defensiveness, Quick change in perception, Severe imagining, Presuming themost terri-
ble, Lack of inspiration, Poor Memory, Stiffness, Intolerance, Feeling hopeless, Feeling
deprived, Shortness of breath, Avoidance, Negligence, Tobacco addiction, Over intake
of carbohydrate, Cravings, Bite Nails, Speak loudly and shout sometimes, Shuffling,
Lack of energy, Oversleep or insomnia, Alcohol addiction [13].

2.4 Mental Stress Impact on Health

Stress has a significant effect on our physical condition and health. When the stress
response is severe and acute stress becomes constant (prolonged), it quickly impacts
an outburst that changes the body’s mechanism and affects the abilities. To preserve
our health, the immune function is affected when a person reacts to the stressor. People
who feel stressed repeatedly are prone to have a weakened immune function. There is
a close relationship between cardiovascular disease and acute mental stress [14]. The
consequences of prolonged stress negatively impact the cardiac system, which is both
stimulatory and inhibitory [15]. Several studies claimed that stress triggers autonomic
nervous system stimulation, which indirectly modifies the cardiac functionality mecha-
nism, which induces increase heart rate, high blood pressure, and, in severe cases, heart
attack [16]. Stress can cause a change in respirational function [17]. In addition, men-
tal stress may lead to the possible adoption of activities that are not safe for the heart,
like addiction to tobacco, alcohol, drugs. Some research indicates that serious mental
stress can cause unexpected and sudden death [18]. The impacts of stress related to the
gastrointestinal (GI) function of the body can be reviewed through two parts of the GI
system. Initially, stress can change in diet choice in food intake [19]. Furthermore, from
various studies, dietary habits have special impacts on stress reaction [20], indicating
a consensual relation among diet and response to stress. Researchers have proved that
stress modifies the food intake procedure, abdominal absorbency, mucus, saliva, and
intestinal acid excretion, ion channel activity, and stomach infection [21].

2.5 Biosignals Connected to Predict Acute Mental Stress

Biosignals can be defined as time-dependent parameters of a human’s biological system
and categorized into two major types [22].

• Physical signals
• Physiological signals
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Physical biosignals are processes of body distortion because of muscle movement.
This type of signal involves pupil diameter, eyeball movements, winks, skull, body, leg,
arm partial intentional posture/activities, breathing, facial representations and expres-
sion, tone of speaking. Physiological indicators are straight associated with the dynamic
biological system, like cardiovascular function (Electrocardiogram [ECG], brain activity
(EEG), exocrine function (sweating evaluated via electrodermal activity [EDA])], Blood
Volume Pulse, and muscle movement assessed through electromyography (EMG). This
paper utilized ECG, heartbeat, and EMG signal analysis to detect acute mental stress.
The main feature of ECG, which is affected during stress, is known as R-peaks. The
distinctive peak points in ECG are symbolized by the letters P, Q, R, S, and T. The most
important feature in ECG is the R peaks. These peaks are mainly used to analyze of
ECG by identifying the location of this peak across consecutive R peaks periods, which
is known as RR intervals (RRI) [23].

2.6 Machine Learning Approach to Detect Mental Stress

In the field of emotion recognition machine learning approach has received a lot of
attention.Numerous publishedworks are going on in this area. The resolution ofmachine
learning approach is to create a model which ensure to perform a specified task. The
consistent algorithm is selected according to the required task to be performed. Selecting
algorithm is difficult as several algorithms are present.

With machine learning algorithm by using EEG signal the highest accuracy has been
received as 99.9% and 99.26% in identifying stressed and non-stressed state [24]. From
social media data depression detection by Multi Kernel SVM has been proposed where
SVM shows 16.54% reduced error in identifying depressed people [25]. SVM is one of
the best approaches for mental state recognition as it contains a regularization factor and
feature ensuring better generalization aptitude to avoid over fitting. SVM can be used to
determine both classification and regression task. It approaches an assurance on the test
error rate. As a result, SVM model proposed a balanced model.

3 Data Collection

To train the model for identifying the stressed and relaxed state, a website called ‘Phy-
sionet’ has been chosen in this study. It is an open database for biosignals. The selected
database is called “Stress recognition in automobile driver” [26]. The recordings contain
physiological data while completing a real-world driving task. It refers to task-related
acute mental stress. ECG and EMG signals are used in this study. These signals were
continuously recorded throughout the whole process, where drivers were required to
follow a specific road in the Boston region. Recordings from 16 healthy drivers, is used
here to train the model.



Machine Learning Based Biosignals Mental Stress Detection 33

In this databank, an investigational procedure was constructed and validated to rec-
ognize the recognition of stress because driving in severe road traffic situations forms
biological signals of the healthy subjects. Corresponding to the proposed protocols,
volunteers were driving a car while maintaining a determined direction, and their physi-
ologic responses were observed by evaluating numerous documented biological signals
such as Electrocardiogram (ECG), Electromyogram (EMG), skin conductivity, and res-
piration [27]. To take part in this test, drivers were expected to get a valid driver’s license
and to give permission to have video and physical signals documented throughout the
whole experiment time. Everyone’s driving license and consentwere verified thoroughly.
Prior to the starting of the experiment, a map for the selected driving lane was shown to
the drivers and intended guidelines for keeping the drives stable were delivered. Direc-
tions were provided to follow speed restrictions and not to turn on the radio, music, or
any kind of electronics. During the experiment, a spectator was present in the car with
the driver to resolve any kind of issues, problem, or query from the driver, to observe
physical signal reliability, and to observe driving actions in the video recorder. The atten-
dant for the driver is required to be seated in the back seat crosswise behind the driver
to prevent obstructing the natural performance of the driver. For every volunteer driver,
the route and guidelines were the same. In every case, the whole experiment took 50–70
min. Each time for each driver two 15-min rest segments were followed at the starting
and at the completion of the drive. Throughout these times the driver was being seated at
the car in the garage having the eyes closed. After 15 min rest period, divers completed
their drive on a preset route facing regular traffics and after completing the drive they
came back to the garage and completed the resting period.

To record data, every participant was required towere electrode sensors, one for elec-
trocardiogram (ECG) on the chest and one sensor for electromyogram (EMG) record-
ings, placed on the left shoulder. The car used for every recording was custom-made
and the brand was the Volvo S70 chain station wagon. All sensors were linked to a
FlexComp which is an analog-to-digital converter. This helped to keep the volunteer
optically separated from the power source. The FlexComp attachment was attached to
a computer in the car. The ECG electrodes were used to record ECG and were placed
on the chest with a customized lead II alignment to reduce movement artifacts and to
amplify the amplitude of the R-peaks, as R peaks are mostly used features to analyses
the mental stressed condition. The EMG sensor was put on the trapezius muscle skin
(shoulder), as according to numerous study the trapezius muscle is a significant indicator
of the response to emotional stress [28]. Many feature extraction techniques had been
proposed for different applications [29], In this paper, for extracting features and train
the model, the first 15 min is considered as relaxed condition (while the drivers were
required to sit closing their eyes) and after 5 min of completing relaxing period from the
20th minute of the experiments (5 min after starting the drive), next 15-min (20th–35th
minute) is considered as task-related stressed (acute) condition. The sampling frequency
for our data is 496 Hz.

4 Methodology

After selecting the data, we started work on training the model. Specific steps were
followed in this method. They are: importing data, preprocessing, and filtering, select
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features from the signal, extract the features, and train the model with the features. Every
phase was done in MATLAB (see Fig. 1).

Fig. 1. Training model stages

4.1 Filtering and Preprocessing

To work with biosignals preprocessing and filtering are needed to eliminate noises. We
have done reprocessing for both ECG and EMG signals. ECG has a low-frequency
noise in recorded ECG defined as baseline wander. To eliminate the baseline wander
and another noise a bandpass filter with cutoff frequency. 5 Hz–200 Hz is applied. DC
offset is also removed from the recordings. As a bandpass filter Chebyshev filter type II
is used. It holds no ripple at the passband and has equiripple at the stopband. The gain
of this filter is:

Gn(ω, ω0) = 1√
(1 + 1

ε2T2
n
( ω0

ω

) )

After that, to eliminate the powerline interference a notch filter at 50 Hz was applied.
The standard formula for notch filter can be described as:

H(s) = s2 + ω2
0

s2 + ωcs + ω2
0

Here ω0 is for the main rejected frequency and ωc is the rejected band width.
The main noise in the EMG signal is motion artifact. The most functional and impor-

tant EMG signal features are prominent between the frequency band of 50–150 Hz. To
eliminate the powerline interference a notch filter at 50 Hz was applied. For filtering the
EMG signal a bandpass filter with cutoff frequencies of 20 Hz to 160 Hz is applied.

4.2 Feature Extraction

For feature extraction in ECG, we used time domain analysis. We have calculated the R
peaks. The mean RR interval, mean Heart Rate, Standard Deviation of RR interval, and
coefficient of variance for RR interval are calculated as ECG features.

For EMG feature extraction time domain analysis has been done. The root mean
square (RMS) value and themean absolute value of theEMGsignal have been calculated.
The extracted features are presented in Table 1.
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Table 1. Extracted features.

4.3 Modeling

The modelling part is done in MATLAB. For training, the model Supervised Machine
Learning is applied to classify stressed and relaxed states. We got a binary class label
(two class types) for our extracted features (relaxed and stressed).

One of the most current supervised machine learning methods is Support Vector
Machines (SVM) model. This is defined as a learning algorithm that evaluates the infor-
mation applied for classification and regression evaluation. Here the model is provided
with a set of training data, each of which is graded as fitting to the predefined classifica-
tions. SVM training algorithm allocates new samples to one class or to the other class.
An SVMmodel interprets of the sample features as places in space, which is charted for
the samples of the individual classifications, that are separated by a clear difference. This
gap is as broad as conceivable. New sample features are then plotted into that similar
area and predicted to fit into a class by focusing on the edge of the gap at which they
drop. SVM algorithm has four main benefits:

• SVM includes a regularization factor and feature, which ensure a good generalization
ability to prevent overfitting.

• SVM applies the kernel trick. It effectively deals with non-linear data set.
• SVM can be applied to resolve both classification and regression assignments.
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• The SVM model is balanced as it approximates a guarantee on the test error rate.

For training, the model to detect relaxed and normal conditions, the three approaches
have been applied: Linear Kernel SVM, Gaussian Kernel SVM, and Sigmoid Kernel
SVM.

Linear Kernel: The most uncomplicated approach is SVM is linear kernel function.
It is presented with the inside result x and y along with a noncompulsory constant c.

k(x, y) = xT y + c

Gaussian kernel: It is an implementation of radial basis function kernel (RBF).

k(x, y) = exp(−‖x − y‖2
2σ 2 )

On the Other Hand, it can also be applied utilizing

k(x, y) = exp(−γ ‖x − y‖2)
The modifiable factor σ performs a key part in the execution of the kernel, and it

must be thoroughlymodified toward the application. If it ismiscalculated, the exponential
will perform nearly as linear, and the upper-dimensional prediction will begin to miss
its non-linear function.

Sigmoid Kernel: The Sigmoid Kernel also is known asMultilayer Perceptron (MLP)
kernel. The Neural Networks field gives the idea of the Sigmoid Kernel

k(x, y) = tanh(αxT y + c)

Sigmoid Kernel has two modifiable factors. One is the slope α and the other one is
cut off constant c. Two values (0.5 and 1) for alpha is applied in this study to train model.
Cross validation is performed for evaluating the outcomes of a generalized statistical
evaluation to an individual data set. It includes splitting the experiment data into corre-
sponding subsections, while performing on one subsection and keep the other subset for
validation. Cross validation relates the processed of fitness during prediction for deriving
a more precise assessment of the prediction performance of the trained model. For each
model cross validation is done with an 80% hold out. Hold out is applied for splitting
up the dataset to a ‘train’ and ‘test’ set. To train the model the training set is used, and
the test set is applied to observe the performance of trained model for unseen data. Our
training set is 80% and testing set is 20%.

5 Result

We have trained four models. We have labeled relaxed as a positive class and stressed
condition as a negative class as we have binary classification. For the performance
evaluation, we have calculated the true positive (TP), False Positive (FP), True Negative
(TN), and False Negative (FN).

True Positive: The model predicted the relaxed condition, and it is true.
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False Positive: The model predicted that the subject’s features as a relaxed condition,
but it is not true. The model predicted the stressed condition as a relaxed condition.

True Negative: The model predicted that the subject is in a stressed condition, and it
is true.

False Negative: The model predicted that the subject is in a stressed condition, and
it is not true.

We have used a confusion matrix to plot the result. To evaluate the implementation
of a classification model, a Confusion matrix is generally used. It is a N x N matrix,
where the number of target classes is presented by N. This matrix relates the real target
values with the predicted values that demonstrate the classification model’s performance
and error. Figures 2, 3, 4, 5 show the confusion matrix for our trained models. While the
class prediction performances for all models are given in Table 2.

To compare all the models at both training and testing sessions, the accuracy rate,
error rate, specificity, and Sensitivity is calculated. The most excellent sensitivity for a
model is 1.0, while the worst is 0. The top specificity for a model is 1, while the worst
is 0. The formula to calculate accuracy rate, error rate, specificity, sensitivity is given
below:

Accuracy: (TP + TN)/(TP + TN + FN + FP) × 100
Sensitivity = TP/(TP + FN)
Specificity = TN/(TN + FP)
Error Rate = (FP + FN)/(TP + TN + FN + FP)

The calculated accuracy rate, error rate, specificity, sensitivity for all four models
are in Table 3.

Fig. 2. Confusion Matrix for Linear Kernel SVM

From the calculation given in Table 3, we can see Linear model gives the lowest
accuracy, and Gaussian Kernel Model Gives the highest accuracy. Evaluating perfor-
mance (based on accuracy percentage, Error percentage, Sensitivity, and Specificity) for
all four trained models, we get the best performance for the Gaussian Kernel model at
the testing session. At the testing phase, the Gaussian model has an accuracy of 93.7%
to predict the condition. It has an error rate of 6.3%, Sensitivity of 0.93, and specificity
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Fig. 3. Confusion Matrix for Sigmoid Kernel (α = 1) SVM

Fig. 4. Confusion Matrix for Sigmoid Kernel (α = 0.5) SVM

Fig. 5. Confusion Matrix for Gaussian Kernel SVM
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Table 2. Class prediction percentage for all four models

SVM type True Positive
(TP)

False Positive
(FP)

False Negative
(FP)

True Negative
(FP)

Linear Kernel 85.7% 40% 14.3% 60%

Sigmoid Kernel
(α = 1)

87.5% 37.5% 12.5% 62.5%

Sigmoid Kernel
(α = 0.5)

82.4% 13.3% 17.6% 86.7%

Gaussian Kernel 93.7% 6.3% 6.3% 93.7%

Table 3. Performance of four trained model

SVM type Accuracy Error rate Sensitivity Specificity

Linear Kernel 72.85% 27.15% 0.857 0.60

Sigmoid Kernel
(α = 1)

75% 25% 0.875 0.625

Sigmoid Kernel
(α = 0.5)

84.55% 15.45% 0.824 0.867

Gaussian Kernel 93.7% 0.63% 0.93% 0.93

of 0.93. This model can be used for further prediction. The confusion matrix of the
Gaussian kernel model has given here.

Most research works and published papers regarding stress recognition mainly uti-
lize the task sessions replicated in the laboratory atmosphere [30]. Sometimes it cannot
completely replicate real life tasks, pressure, and tension. Also, people can react differ-
ently in the laboratory setup and real life situations. This paper presents a model where
utilized data is recorded while driving on busy roads, which is a real-life task-related
stress. The Gaussian Kernel Model gave the highest accuracy of 93.7% to predict task
related stress and non-stressed state.

6 Conclusion

A Machine learning based acute (task related) mental stress detection system from
bio-signals has been developed and analyzed in this research paper. The investigation
of various parameters related to mental stress recognition has been undertaken. The
general concept of mental stress, stress inducers, and the impact of the stress on mental
and physical health has been reviewed. The relation between acute stress and biosignals
has also been studied and reviewed with available literature. Based on the literature
review, two types of biosignals – EMG and ECG- have been applied to train models
that can predict the stressed and relaxed condition. Using an open access database, four
types of models have been trained. Among all the four models, the Linear Kernel SVM
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model provides the lowest accuracy of 72.85%, and the Gaussian Kernel SVM model
demonstrates the best performance having an accuracy of 93.7%. This work can be
further extended for real time data of various biosignals under different mental health
conditions to improve accuracy.
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Abstract. Lip-reading is the process of deciphering text from a speaker’s visual
interpretation of facial, lip, and mouth movements without using audio. The chal-
lenge is traditionally divided into two stages: creating or learning visual character-
istics andprediction.End-to-end techniques for deep lip-readinghavebeenpopular
in recent years. Existing work on end-to-end models, on the other hand, only does
word classification rather than sentence-level sequence prediction. Longer words
improve human lip-reading ability, suggesting the relevance of characteristics that
capture the temporal context in an inconsistent communication channel. In this
study, an end-to-end model based on deep learning convolutional neural network
shave been employed to develop an automated lip-reading system that uses a
re-current network spatiotemporal convolutions, and the connectionist temporal
classification loss to translate a variable-length series of video frames to text. The
accuracy of the trained lip-reading process in predicting sentences was evaluated
using video-based features.

Keywords: Lip-reading · Convolutional neural networks ·Model

1 Introduction

With their remarkable potential to extract patterns and detect trends from difficult or
imprecise data, convolutional neural networks may be used to extract patterns and detect
too complex trends for humans or other computer approaches to discover. A trained
convolutional neural network can be considered an expert in the category of data it is
assigned to examine [1]. LIP-READING, one of the simplest techniques to identify
speech, uses a convolutional neural network. It is a relatively new approach for voice
recognition that is frequently used. A lip-reading method can be described that takes
into account both the shape of the lips and the intensity of the mouth area [2].
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This is also a technique for identifying the contents of speeches using just visual
data rather than audible data. It is intended to be applied in situations where speech
recognition technology is difficult to use, such as in high-noise conditions to gather
audio data in a public area where producing a voice is difficult, and to assist people
with hearing and speech impairments in communicating [3]. Despite the fact that lip-
reading has been explored for decades, there are several obstacles in lip-reading tasks,
including the identification target: singular sound, separated word, constant word, and
phrase, accessible modalities: audible or only-visual, face orientation, and language [4].

As discussed earlier, lip-reading is the process of extracting visual speech characteris-
tics from a person’s lips. The inner and outer lip contours carry the greatest visual speech
information, but it has also been discovered that information regarding the appearance of
teeth and tongue gives crucial speech signals. The disparity in pronunciation and relative
accent of words and phrases is due to the variety of languages spoken throughout the
world. Developing a software program that interprets spoken words automatically and
properly based simply on the speaker’s visual lip movement becomes extremely difficult
[5].

Lip-reading methods have improved significantly as a result of the advent of deep
learning. The 3D-CNN (usually a 3D convolutional layer tracked by a deep 2D Convo-
lutional Network) has recently gained popularity as a preferred front-end option. CNN,
which comprises alternating convolutional and pooling layers, has been an effective
model for extracting visual information for image identification and classification appli-
cations. The inner product of the linear filter and the receptive field is computed by the
convolutional layers, which are then followed by a non-linear activation function (e.g.
ReLu, sigmoid, tanh, etc.) [6].

TheCNN’s output features are input into twoBidirectional GatedRecurrentNetwork
(GRU) layers, which are then followed by a linear transformation and a softmax over the
corpus through each time step (which is a character-based interpretation in this situation).
A Connectionist Temporal Classification (CTC) network with a softmax output layer
with many labels in the vocabulary with one blank character is used to train this end-to-
end model. The CTC determines the probability of all possible string combinations [6,
7].

The purpose of this study is to propose a system that will help disabled people that
cannot hear properly so that they can get the lip-synch through CNN that will generate
text for them so that they can have their conversation properly. The system features a
deep learning model for lip-reading detection that will consider the video as an input and
generate text as the description. The main objective of this study is to predict sentence-
level sequences based on automatic lip-reading detection using a convolutional neural
network with video-based features [14]. Several model hyperparameters, such as picture
size, filter size, number of filters, activation function, types, and layer layout, number
of layers, were optimized to find the best architecture for CNN [15]. For imaging data
classification, CNN is recognized as more effective and efficient [16].

The paper is organized as follows: Sect. 2 offered a comprehensive literature review.
The pre-processing and methodology are stated in Sect. 3. Section 4 offered brief
results and discussion on an exploration followed by the last section i.e., Sect. 5 with a
conclusion.
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2 Literature Review

The visual recognition system proposed in this study reads the gestures made by the lips
of the user and tries to guess the word that is being said by the user. There is a scarcity of
such tools which could be used in the generation of the content using visual lip gestures
which could be helpful for people with speech and auditory disabilities. It is a difficult
task to develop a system that could read the lip expression of the user and translate it in
a language that the disabled person best understands.

Vaishali A. Kherdekar et al. [1] have presented the experiment for speech recognition
of mathematical phrases which is useful to people with disabilities. The CNN model is
used to increase the recognition accuracy. The researchers have chosen 17 mathematical
terms that are often used in mathematical expressions. Because of its speed, the Recti-
fied Linear Unit Activation Function is utilized to train CNN. For Adam and Adagrad
optimizers, this study examines the model for MFCC and Delta MFCC features. The
results demonstrate that for both Adam and Adagrad optimizers, Delta MFCC provides
an accuracy of 83.33 percent. It shows that Delta MFCC is superior to MFCC in terms
of outcomes. Adagrad with Delta MFCC trains the model earlier than Adam, according
to the results.

Densely Connected Temporal Convolutional Network (DC-TCN) was introduced by
Pingchuan Mal et al. [2] to recognize people’s isolated words. To capture more strong
temporal characteristics, they added dense connections to the network. To improve the
model’s classification power, the technique employs the Squeeze and-Excitation block,
a lightweight attention mechanism.

Tasuya Shirakata et al. [3] used a technique for identifying what individuals are
saying using just visual data rather than auditory data. It is useful for handicapped
persons and patients. It refers to the location where the noise problem arises. In the lip
reading approach, it incorporates facial expression elements such as expression-based
feature and action-based unit feature. Experiments were carried out in the OuluVS,
CUAVE, and CENSREC-1-AV public databases.

Karan Shrestha [5] used lip-reading techniques to detect the visual interpretation
based on the movement of the face, mouth, and lips without the need for audible data. To
predict real words, CNN architectures are implemented. To train the robust lip-reading
system, the entire dataset is utilized in the LRW dataset. In addition, the lightweight
architecture may be advanced.

Denis Ivanko et al. [7] analyzed the impact of several audiovisual fusion methods on
word recognition accuracy rates inEnglish andRussian (onGRIDandHAVRUScorpora,
respectively). GMMCHMM, DNN-HMM, and end-to-end techniques were examined
as tree audiovisual modalities integration strategies. The conventional GMM-CHMM
method produced the best recognition results. The GRID dataset has demonstrated that
NN-based approaches are superior to the old GMM-CHMM approach to audiovisual
speech recognition in all experiments.
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M.Rahmanet al. [8] suggest an automated speech recognition systembuilt onSupport
VectorMachine (SVM) alongwith the help of dynamic timewarping (DTW) for Bengali
speaking individuals. The data was collected from 40 Bangla-speaking individuals for
five different Bengali words with minimal noise environment and acoustics with high
amplitudes. DTW was used after determining the feature vectors. A reliable model
was proposed that was tested with 12 speakers with the recognition of 86.08%. The
only apparent setback for their proposed system was that this system was specifically
developed for Bengali speech recognition and cannot be generalized.

Garg et al. [9] proposed a combination of the CNN and LSTMdeep learningmethods
and applied it to the lip gestures data collection problem. CNN in this scenario was used
for feature extraction (reading lip gestures) and LSTM for classification.

Because CNN contains characteristics such as dimensionality reduction and parame-
ter sharing, it outperforms other machine learning algorithms. The number of parameters
in CNN is decreased as a result of parameter sharing, and therefore the computations are
also reduced. Further, when CNN’s feature extraction grows deeper, it delivers improved
image identification (encompasses additional layers). That is why CNN is selected for
automatic lip-reading in this study.

3 Pre-processing and Methodology

The system we developed based on CNN, takes a video as an input and predicts the
speaker’s lip-synch which is different from the study in [10] as they proposed the lip
images feature. Because the model is trained on the grid dataset, it will predict data from
the grid dataset. The model has three spatiotemporal convolutions, channel-wise drop-
out, and spatial max-pooling layers, as well as two Bi-GRUs layers, all of which include
rectified linear unit (ReLU) activation functions and a softmax activation function for
sequence classification. The overall flow of the system processing is shown in Fig. 1.

Fig. 1. Overall flow of the process
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The desktop PC on which the model runs is the hardware component; the operating
system is the software component; the operating system we chose is Linux (Ubuntu).
And the video should be in mpg format, according to the model. The user may produce
a video on any device, convert it to mpg format, and then execute a program on Linux.
The system is not user-friendly since the user must run a command to make a prediction,
and the model does not operate in real-time.

The data is in the formof a video filewith the extension.mpg,whichwill be utilized as
an input. The video will be processed by the model’s learned weights, and the model will
predict the speaker’s phrase based on the grid data set corpus. Pre-processing is a crucial
stage in any deep learning or machine learning system. The mouth has been cropped to
a size of 100 × 50 pixels every frame as part of the preprocessing. To get a zero mean
and unit variance, the RGB channels normalized throughout the whole training set. To
minimize overfitting, we have added basic transformations to the dataset.

Keras comes pre-loaded with many algorithms designed particularly for deep learn-
ing. Different layers exist in models.We have used an input layer that accepts input in the
form of img _frames, img_width, img_height, and img_channel if the image data format
is Theano will take precedence. For padding zeros in three dimensions, we have used
the ZeroPadding3D layer. Because the data is in video format, we have used Conv3D
layers and the rectified linear unit as the activation function, whichmakes a positive input
equal and a negative input zero, and is the usual activation function for deep learning
applications. The Batch Normalization layer has been used to normalize the input [11].

We have utilized Spatial Dropout3D layers to keep the model from being too tight.
We have also developed MaxPooling3D layers, which will employ three-dimensional
max pooling to discover the most features. As an input to the wrapper layer, we applied
Time Distributed wrapper layers with flattening layers. We have also used BiDirectional
wrapper layers with GRU layers as wrapper inputs. BiDirectional wrapper layers help
GRU layers train quicker and more efficiently. For sequence-wise classification, we
employed a dense layer with a softmax activation function.

The output data is a video with sentences predicted in it, with the predicted sentence
written on the console and as subtitles. The grid corpus data set is implemented for
training the model, which consists of 34 speakers telling 1000 words each. NumPy,
Keras, and Tensor Flow are some of the libraries, used for face detection. Python is the
programming language that is used here, and all of the libraries are written in Python.
The entire system flow architecture is illustrated in Fig. 2.
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Fig. 2. System flow architecture

4 Results and Discussion

As a dataset, the GRID corpus was employed. It includes videos of each of the 34
speakers speaking 1000 sentences (17 male, 16 female). The sentences are structured
in the following way: command + color + preposition + letter + digit + adverb. Bin,
lay, place, and the set is among the commands, and the colors are blue, green, red, and
white. At, by, in, and with are the five prepositions used, and all Latin letters except W
are used. The digits range from 0 to 9, and the adjectives are: again, now, please, soon.
‘bin white at f zero again’ is an example statement from the dataset. Transcription of the
words said, as well as information on when each word is pronounced, is included with
each video [12]. The architecture of the proposed convolutional neural network (CNN)
is shown in Fig. 3.
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Fig. 3. The architecture of the proposed convolutional neural network (CNN)

Each video in the dataset is divided into 75 frames to prepare it for training. Each
frame is then evaluated with the Face Recognition API for Python, which is based on
dlib’s deep learning-based face recognition. It calculates the (x, y) coordinates of 67
facial landmarks, such as the eyes, nose, mouth, and chin, as illustrated in Fig. 4. The
speaker’s mouth coordinates are recorded, while the rest are deleted. The mouth is then
normalized to the smallest (x, y) coordinates feasible [13].
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Fig. 4. The 67 Facial landmarks identified with dlib’s facial recognition

Because letters may be missing or due to other problems, the CTC layer’s output
frequently requires processing. The output was run through a spelling algorithm that
searched up words in the dictionary and picked the one with the shortest Levenshtein
distance, or the term with the most occurrences in the training labels if there were many
possibilities. With kenLM and ARPA-format, a 3-g model was created and implemented
in the model assessment procedure. Following the spelling process, the CTC output was
routed to the LM. Speech recognition accuracy can be improved by using a mix of CTC
and anN-gramLM.Different speakers lip-synching a sentence without audio is depicted
in Fig. 5.

The ARPAmodel was created using a text file containing all GRID corpus sentences.
The probability of a word was provided in log10, and a term that was not in the lexicon
was assigned an absolute penalty of -100 probability because the model did not know the
correct probability of that word. The sequence of sentences with the accuracy achieved
is shown in Table 1 and Fig. 6. It is important to note that from the experiment results,
Letter {A − Z/a − z} has achieved the highest accuracy i.e. 79% whereas Digit {0–9}
has achieved the least accuracy i.e. 44.5%.
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Fig. 5. Three speakers lip-synching a sentence
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Table 1. Structure of the sentences with their Accuracies

Sentences Accuracy

Command 74.00%

Color 64.00%

Preposition 66.15%

Letter 79.00%

Digit 44.50%

Adverb 76.00%

Fig. 6. Comparison of the sequence of the sentences prediction with Accuracy

5 Conclusion

Themajor goal of this studywas to look into the possibility of employing facial landmarks
based on deep learning convolutional neural networks to train a model for lip-reading
with video-based features. The facial landmark representation proposed in a study cap-
tured sufficient information about the speaker. However, it appears that this depiction
does not include all of the essential characteristics for lip-reading that may be identified
in videos. Except for the lips, the present technique for extracting the speaker’s facial
features is unable to recognize any aspects of the mouth. The capacity to track teeth and
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tongue, based on the results and discussion, would most certainly improve the model’s
ability to discriminate between visages and therefore improve accuracy.

Because various resolutions result in varying distances between the coordinates,
normalizing the distance between the coordinates would reduce the disparities between
videos and therefore improve the model’s generalization ability. Additional specialized
landmark extractions perhaps capture more critical characteristics, such as teeth and
tongue, to increase the accuracy of the suggested model.
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Abstract. The spread of COVID-19 that occurred in several parts of Indonesia
resulted in the economy getting worse. Almost all business fields in Indonesia
experienced a contraction. Each province has a different impact from one another
so that the policies taken cannot be generalized. Therefore, this study was con-
ducted to group provinces based on the value of Gross Regional Domestic Product
(GRDP) in 2019 and 2020 using unsupervised learning. The year 2019 represents
the economic conditions before COVID-19 and 2020 represents the conditions
during the COVID-19 pandemic. The unsupervised learning method used in this
research is the K-Means, K-Medoids, SOM, as well as Hybrid SOM-K-Means
methods. From the grouping results obtained, then a comparison of the results of
the four methods will be carried out to obtain the best method based on the Silhou-
ette Index. The results show that based on 2019 data, the grouping of provinces
using the K-Medoids, SOM and hybrid SOM-K-Means methods is three clusters.
While the results of grouping using the K-Means method are as many as two
clusters. On the other hand, based on 2020 data, both the K-mean, K-Medoids,
SOM, and hybrid SOM-K-Means methods show the same results, namely the
grouping is carried out in two clusters. The best method based on 2019 GRDP
data is K-Means with two groups. Meanwhile, in 2020, the best method obtained
is the K-mean, K-Medoids, and SOM methods with two groups. In addition, all
economic growth indicators have contracted or decreased due to the impact of the
COVID-19 pandemic.

Keywords: Unsupervised learning · COVID-19 · Gross Regional Domestic
Product (GRDP)

1 Introduction

Since the announcement of the first case of COVID-19 in March 2020, Indonesia has
still not been able to overcome the spread of corona virus, especially in several regions
in Indonesia. Until now, the addition of COVID-19 cases is still happening. The first
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impact caused by the COVID-19 virus is the fragility of the Indonesian health system.
According to Todaro and Smith [1], health is the basic capital in economic development
in a country. Thus, this pandemic has resulted in the economy in Indonesia getting worse
[2]. Gross Regional Domestic Product (GRDP) is one of the important indicators used
to determine the economic condition of a region, both based on constant prices and
current prices [1]. GRDP itself is an indicator of economic growth. The existence of a
relationship between GRDP and COVID-19 in the research carried out by Indayani and
Hartono [3]. The study said that the economic growth in Indonesia decreased during the
COVID-19 pandemic [3]. The GRDP grouping in this study was conducted to find out
which provinces have similar GRDP due to the COVID-19 pandemic. This can be used
by local governments to make policies related to the economic growth of the region.

Considering that Indonesia’s economic condition is in danger of worsening, it is
important to make plans to improve the economy as a benchmark for Indonesia’s per-
formance. Currently, the administrative region of Indonesia consists of 5 major islands
(Sumatra, Java, Kalimantan, Sulawesi, Papua) and four archipelagos (Riau, Bangka
Belitung, Nusa Tenggara, Maluku) which are divided into 34 provinces. Each province
has a different level of economic growth. The resilience of good domestic economic
growth is supported by the existence of potential sectors, optimization of inter-regional
trade and increased product added value. This study was conducted to classify provinces
based on the value of Gross Regional Domestic Product (GRDP) in 2019 and 2020 using
unsupervised learning as an expectation that they can be input for planning economic
development strategies in Indonesia. The unsupervised learning method used in this
research is the K-Means, K-Medoids, SOM, and Hybrid SOM-K-Means methods. From
the grouping results obtained, then a comparison of the results of the four methods will
be carried out to obtain the best method based on the Silhouette Index (SI).

This study presents a novelty in the method used to group together the dominant
dimensions of each district/city in Indonesia. Based on previous studies, no clustering
studies were found by comparing four approaches to clustering regions to see the impact
of the pandemic on economic growth. Therefore, this study will be the first study to
explore the clustering of provinces in Indonesia to see the changes in economic growth
due to the COVID-19 pandemic using four cluster methods at a time. The advantage
obtained from the results of this study is that it can know the grouping between the
provinces according to the value of the regional gross domestic product (GDP) in 2019
and 2020.

2 Unsupervised Learning

Unsupervised Learning is a type of machine learning algorithm that is used to conclude
datasets consisting of input data labeled responses [4]. The most commonly used unsu-
pervised learning method is cluster analysis. Cluster analysis aims to allocate a group
of individuals in independent groups so that individuals in the same group are similar
each other, while individuals in different groups have different characteristics. In this
study, the algorithms used, involve K-Means, K-Medoids, SOM and Hybrid SOM-K-
Means, will be discussed in more detail in the next section. Furthermore, biplot analysis
is utilized to understand which variable that significantly contributes to each cluster.
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2.1 Biplot Analysis

Biplot analysis was introduced by Gabriel in 1971. Biplot analysis is a form of mul-
tiple variable analysis that can provide a graphic description of the closeness between
objects, diversity or correlation of variables and the relationship between objects and
variables [5]. Biplot analysis can directly display the most dominant variable from a
group of objects [6]. The important things that can be obtained from the biplot display
are the closeness between the observed objects, the diversity of variables, the correlation
between variables, and the value of variables on an object [7, 8].

Biplot analysis is based on Singular Value Decomposition (SVD). SVD aims to
describe an X matrix of size n x p, consisting of a multiple variable that is corrected to
its mean, into 3 matrices as follows:

nXp = nUr rLr rAT
p ; r ≤ {n, p} (1)

U and A is a matrix with orthonormal columns (UTU = ATA = Ir) and L is a
diagonal matrix containing the roots of the eigenvalues of XTX, that are

√
λ1 ≥ √

λ2 ≥
. . . ≥ √

λr . The columns of matrices A and U are eigenvectors of XTX which are
obtained from ui = 1√

λ1
ai. According to Jollife [9], Eq. (1) can be written as:

X = ULαLα−1AT ; r ≤ {n, p} (2)

Gabriel [10] suggested the approximate size of the X matrix with Biplot in the form:

ρ2 = λ1 + λ2
∑

λi
(3)

If the value of ρ2 is getting closer to 1, it means that the biplot provides a better
presentation of the data regarding the information contained in the actual data.

2.2 K-Means Clustering

K-Means is a technique that is quite simple and fast in the object clustering process.
It can group large amounts of data. The followings are the algorithm of the K-Means
method [11].

1. Randomly select the initial k centroids in the data.
2. Determine the distance of each observation to the center of the cluster.
3. Group each word based on its proximity to the centroid (smallest distance) using

Euclidean Distance. The Euclidean distance formula is shown in Eq. (4).

dik =
√
√
√
√

m∑

j=1

(
xji − yjk

)2 (4)

where,
dik: Euclidean distance from the i-th observation to the k-th cluster center.
xji: The j-th variable on the i-th observation.
yjk: The j-th variable at the k-th cluster center.
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4. Recalculate the new cluster center (centroid).
5. Repeat steps 2 to 4 until the members in each cluster do not change.

If the number of the k-th cluster is unknown, we can use the Variance Ratio
Criterion (VRC) to determine the optimum number of k-clusters [12]. The formula
for the Variance Ratio Criterion can be seen in Eqs. (5).

VRC =

K∑

k=1

K∑

l=1,l �=k

m∑

j=1

(
yjk − yjl

)2
/(K − 1)

K∑

k=1

l∑

i=1

m∑

j=1

(
xji − yjk

)2
/(N − K)

(5)

where K and N are the total number of objects and the number of clusters in
partition, respectively.

2.3 K-Medoids Clustering

The k-medoid method was developed by Kaufman and Rousseeuw in 1987 [13]. The K-
Medoid algorithm is often referred to as the Medoid Partitioning Algorithm (PAM). The
K-Medoid Method has similarities to the K-Means Method, both methods include the
Partitioning Method. The partitioning method is a method of grouping data into several
clusters without any hierarchical structure between them. This algorithm uses objects in
a set of objects to represent a cluster. The selected object is called the medoid.

The K-Means algorithm and the K-Medoids algorithm have differences in determin-
ing the center of the cluster. TheK-Means algorithm is determined from the average value
in each cluster, while K-Medoids uses data objects as representatives (medoids) [14].
The K-Medoids algorithm is used to overcome the weakness of the K-Means algorithm
which is very sensitive to outliers because these objects are very far/characteristically
located far away from most of other data. So, if they are included in a cluster, this type
of data can distort the mean value, the average value of the cluster [15].

2.4 Self-Organizing Map (SOM)

Self-Organizing Map (SOM) is one of the artificial neural network models that uses
unsupervised learningmethodswith the aimof groupingdata. Themost important feature
of SOM is that it summarizes data by comparing clusters and each cluster is projected
onto a map node [16]. SOM consists of two layers, namely the input layer and the output
layer. The formation of SOM involves three characteristic processes, namely [17]:

a. Competition: Neurons (output nodes) in the SOM compete to represent the best
input sample as measured using the discriminant function. The determination of the
winner of the competition uses the best-matching unit (BMU) function. The BMU
function that is often used is the Euclidean distance.

b. Cooperation: The winning node determines the spatial location of the cooperating
node environment. These nodes, sharing common features, enable each other to learn
something from the same input.
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c. Adaptation: The weight vectors of the winner and its neighboring units in the map
are adjusted in favor of higher values of their discriminant functions. Through this
learning process, the relevant nodes become more similar to the input sample.

Kohonen’s SOM basic algorithm can be summarized as follows [18].

1. Initialization. Choose the dimension and size of the output space.
2. Sampling. Randomly select an input vector x(t) from the training data set.
3. Similarity Matching. Compute the Euclidean distances between the input vector

(x(t)) and each output node’s weight vector (wi(t)). Find the best matching node c(t)
at iteration t by applying the minimum distance criterion like Eq. (6).

c(t) = arg min
t

{‖x(t) − wi(t)‖}; i = 1, 2, . . . , n (6)

4. Weight Updating. Adjust the weights of the winning node and its neighborhood
according to their distances to the winning node by using the Eq. (7). For the winning
node the neighborhood function hci (t) will be equal to 1.

wi(t + 1) = wi(t) + α(t)hci(t)[x(t) − wi(t)] (7)

5. Parameter Adjustment. Set t = t + 1. Adjust the neighborhood size and the learning
rate.

6. Continuation. Keep returning to Step 2 until the change of the weights is less than
a prespecified threshold value or the maximum number T of iterations is reached.
Otherwise stop.

2.5 Silhouette Coefficient

Silhouette Coefficient is a method used to evaluate the results of clustering by checking
how well the resulting clusters [19]. The following are the steps for calculating the
silhouette coefficient.

1. Calculate the average distance from the i-th observation with all observations in the
same cluster (a(i)) using Eq. (8).

a(i) =
∑

j∈Ci,i �=j dist(i, j)

|Ci| − 1
(8)

where,
Ci: the number of observations in the cluster Ci
j: another observation in cluster Ci
dist(i, j): Euclidean distance between i-th observation dan j-th observation.

2. Calculate the average distance from the i-th observation with all observations in
different clusters (b(i)) and the smallest value is obtained using Eq. (9).

b(i) = min
Cl :1≤l≤k,l �=1

{
1

|Cl |
∑

j∈Cl
dist(i, l)

}

(9)

where,
l: another observation in the different cluster
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3. Calculate the silhouette coefficient using Eq. (10).

s(i) = b(i) − a(i)

max{a(i), b(i)} (10)

The silhouette coefficient value (s(i)) is between −1 to 1. When the silhouette
coefficient value is around 1, the grouping is far from other clusters [20].

2.6 Gross Regional Domestic Product (GRDP)

According to the Central Bureau of Statistics, GRDP is the gross added value of all
goods and services created or produced in the domestic territory of a country arising
from various economic activities in a certain period regardless of whether the production
factors are owned by residents or non-residents [21]. GRDP at Current Prices or known
as nominal GRDP is compiled based on prices prevailing in the calculation period and
aims to see the structure of the economy. The aggregate income presented in GRDP at
Current Prices is assessed on the basis of the prices prevailing in each year, both at the
time of assessing production and intermediate costs as well as during the assessment of
GRDP. GRDP at Current Prices can show the ability of economic resources produced
by a region. The greater value of GRDP means greater the ability of large economic
resources, and vice versa [22].

Meanwhile, GRDP at Constant Prices is compiled based on prices in the base year.
GRDP at Constant Prices aims to measure economic growth and see the development
of aggregate income from year to year. Meanwhile, all income aggregates in question
are assessed on the basis of fixed prices so that the development of income aggregates
from year to year is only influenced by real production developments, not due to price
increases or inflation [22].

3 Data and Methodology

In this sub-chapter, the data and methodology to assess the impact of COVID-19 on
economic growth in Indonesia will be discussed. Table 1 presents the indicator variables
of economic growth in Indonesia. The data analysis using some unsupervised learn-
ing methods utilized the variables presented in Table 1. Each variable consists of 68
observations, representing 34 provinces in Indonesia for a period of 2019 and 2020.

The variables presented in Table 1 have different data units. Therefore, the data analy-
sis using some unsupervised learningmethods is performed based on data transformation
or standardization. The following are the research steps:

1. Explore the indicator variables of economic growth using statistical description.
2. Conduct biplot analysis in 34 provinces in each year (2019 and 2020).
3. Group the provinces in each year using K-Medoids Clustering, K-Means Clustering,

Self-Organizing Map (SOM), and Hybrid SOM - K-Means Clustering.
4. Compare and find the best-unsupervised learningmethod using the largest Silhouette

coefficient.
5. Draw a conclusion.
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Table 1. Research variable*

Variable Unit

GRDP at Constant Prices (X1) Billion Rupiah

GRDP at Constant Prices per Capita (X2) Thousand Rupiah

GRDP Growth Rate at Constant Prices (X3) %

GRDP Growth Rate at Constant Prices per Capita (X4) %

Distribution of GRDP at Current Prices (X5) %

*Data Source: Central Bureau of Statistics, 2021

4 Result and Discussion

4.1 Descriptive Statistic

Figure 1 presents the boxplots of the indicator variables of economic growth in Indonesia.
In general, the data distribution for the five variables shows that there are outliers. The
data distribution for variables X1, X2, and X5 shows that these variables have many
outliers in the form of upper outliers, both in 2019 (before the COVID-19 pandemic)
and 2020 (COVID-19 pandemic). These outliers indicate that these variables in some
regions are still very important compared to other regions.

Fig. 1. Boxplot of research variables in 2019 (before the COVID-19 pandemic) and 2020 (during
the COVID-19 pandemic)

Based on Fig. 1, it can also be seen that the diversity of each variable is relatively the
same between the year before the pandemic and during the pandemic, except the variable
GRDP growth rate (X3) in 2019 that was slightly narrower than the other variables. In
this case, the outliers are always included in the next analysis because the method used
is a robust clustering method against outliers or the presence of outliers will not affect
the results.
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Fig. 2. The average growth of research variables

Figure 2 shows the average comparison of each variable between 2019 before the
COVID-19 pandemic and 2020 when the COVID-19 pandemic occurred. Based on
Fig. 2, all research variables have decreased, this can be indicated by the GRDP sector
in Indonesia being affected by COVID-19.

4.2 Biplot Analysis

The results of the biplot analysis for all provinces in Indonesia during 2019 and 2020
are presented in Fig. 3.

Fig. 3. Biplot analysis in 2019 (left) and 2020 (right)

Based on the outputs presented in Fig. 3, important information is obtained from the
biplot analysis, namely:

a. Proximity between Objects
This information is used as a guide to find out which provinces have similar char-
acteristics with other provinces. Provinces that are located close together are said to
have fairly close characteristics in common (Table 2).
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Table 2. Comparison of proximity characteristics of provinces in 2019 and 2020

2019
Group 1 : Papua
Group 2 : DKI Jakarta, West Java, Central Java and East Java.
Group 3 : Aceh, North Sumatra, West Sumatra, Riau, Jambi, South Sumatra, Bengkulu, 
Lampung, Kepulauan Bangka Belitung, Riau Kepulauan, DI Yogyakarta, Banten, Bali, NTB, 
NTT, West Kalimantan, Central Kalimantan, South Kalimantan, East Kalimantan, 
Kalimantan North, North Sulawesi, Central Sulawesi, South Sulawesi, Southeast Sulawesi, 
Gorontalo, West Sulawesi, Maluku, North Maluku and West Papua.

2020
Group 1 : DKI Jakarta, West Java, Central Java and East Java.
Group 2 : Aceh, North Sumatra, West Sumatra, Riau, Jambi, South Sumatra, Bengkulu, 
Lampung, Kepulauan Bangka Belitung, Riau Kepulauan, DI Yogyakarta, Banten, Bali, NTB, 
NTT, West Kalimantan, Central Kalimantan, South Kalimantan, East Kalimantan, 
Kalimantan North, North Sulawesi, Central Sulawesi, South Sulawesi, Southeast Sulawesi, 
Gorontalo, West Sulawesi, Maluku, North Maluku, West Papua and Papua.

b. Interpretation of Variable Values in an Object
This information is used to determine the characteristics in each province. Provinces
that are located in the direction of the variable vector indicate the high value of the
variable in the province or it can be interpreted that the variable value in the region
is above the average (Table 3).

Table 3. Comparison of variable values in provinces in 2019 and 2020

2019 2020

1. The Provinces of DKI Jakarta, West Java,
Central Java, East Java, North Sumatra,
Banten, Riau, Kepulauan Riau and East
Kalimantan have values of X1, X2 and X5
above the average
2. Provinces of North Sumatra, West Sumatra,
South Sumatra, Bengkulu, Lampung, DI
Yogyakarta, Banten, Bali, NTT, West
Kalimantan, Central Kalimantan, East
Kalimantan, North Kalimantan, North
Sulawesi, Central Sulawesi, South Sulawesi,
Southeast Sulawesi, Gorontalo, West
Sulawesi, Maluku and North Maluku have
value of X3 and X4 above the average

1. The Provinces of DKI Jakarta, West Java,
Central Java, East Java, North Sumatra, Riau,
and East Kalimantan have values of X1, X2
and X5 above the average
2. Provinces of North Sumatra, Jambi, South
Sumatra, Bengkulu, Central Sulawesi, South
Sulawesi, North Maluku and Papua have value
of X3 and X4 above the average

c. Variable Diversity
This information is used to see the diversity of variables in each province. It can be
strategically estimated aspects that must be improved in order to improve economic
conditions in Indonesia (Table 4).
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Table 4. Comparison of variable diversity values in 2019 and 2020

2019 2020

The longest variable vector is the X3 and X4.
It means that X3 and X4 has the greatest
diversity. Meanwhile, the shortest variable
vector (least variance) is X2

The longest variable vector is the X3 and X4.
It means that X3 and X4 has the greatest
diversity. Meanwhile, the shortest variable
vector (least variance) is X2

d. Correlation Between Variables
Correlation or relationship between variables can be seen from the biplot image.
Two variables that have a positive correlation value will be described as two lines
with the same direction or forming a narrow angle (Table 5).

Table 5. Comparison of correlation between variables in 2019 and 2020

No 2019 2020

1 The variables of GRDP at Constant Prices
(X1), GRDP at Constant Prices per Capita
(X2) and Distribution of GRDP at Current
Prices (X5) influence each other and are
positively correlated. This is determined
from the magnitude of the very small angle.
So if GRDP increases, then GRDP per
capita and distribution of GRDP will also
increase

The variables of GRDP at Constant Prices
(X1), GRDP at Constant Prices per Capita
(X2) and Distribution of GRDP at Current
Prices (X5) influence each other and are
positively correlated. So if GRDP increases,
then GRDP per capita and distribution of
GRDP will also increase

2 The variable rate of GRDP Growth Rate at
Constant Prices (X3) and the rate of GRDP
Growth Rate at Constant Prices per Capita
(X4) is positively correlated, which means
that if the rate of GRDP increases, the rate
of GRDP per capita will also increase. This
is determined by the size of the small angle

The variable rate of GRDP Growth Rate at
Constant Prices (X3) and the rate of GRDP
Growth Rate at Constant Prices per Capita
(X4) is positively correlated, which means
that if the rate of GRDP increases, the rate
of GRDP per capita will also increase
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4.3 K-Medoids Clustering

K-Medoids clustering is a non-hierarchical clustering method that partitions data into
one or more clusters/groups. This cluster algorithm uses objects in a set of objects to
represent a cluster. The selected object is later called the medoid [13]. Based on the
validation results, it was found that the optimal number of clusters was 3 clusters (k =
3) for 2019 and 2 clusters (k = 2) for 2020. Here are the results of clusters using the
method K-Medoids for 2019 and 2020.

Fig. 4. Cluster plot of K-medoids clustering in 2019 (before the COVID-19 pandemic) and 2020
(COVID-19 pandemic)

Figures 4 use the K-Medoids algorithm with Euclidean distance. According to the
two images, the results of the grouping of K-Medoids in 2019 (before the COVID-
19 pandemic) the province of Papua became the only member of clusters 3 and four
provinces were members of cluster 2, namely DKI Jakarta, West Java, Central Java, and
East Java, the remaining 29 provinces are members of cluster 1. The results of clustering
in 2020 (COVID-19 pandemic) show that four provinces are members of cluster 2,
namely DKI Jakarta, the province of Java, West Java, Central and East Java, and 30
provinces are members of cluster 1.

4.4 K-Means Clustering

Figure 5 uses the K-Means algorithm with Euclidean distance. From the two images
showing the same results, the results of grouping ofK-Means in 2019 (before theCOVID-
19 pandemic) and in 2020 (COVID-19 pandemic) present the same composition, namely
four provinces are members cluster 1, namely DKI Jakarta, West Java, Central Java, and
East Java and there are 30 provinces which are members of cluster 2.
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Fig. 5. Cluster plot of K-Means in 2019 (before the COVID-19 pandemic) and 2020 (COVID-19
pandemic)

4.5 Self-Organizing Map (SOM)

Table 6. Silhouette coefficient SOM

Data Silhouette coefficient Number of clusters

GRDP 2019 0.645 3

GRDP 2020 0.5491 2

The next grouping uses the Self-organizingMap (SOM)method. The selection of the
number of clusters uses the silhouette coefficient method with the help of R software and
the silhouette coefficient value is obtained as Table 6. The determination of the number
of clusters will also be used to determine the size of the grid on the map. In Fig. 6 it
can be seen that for 2019, the first cluster consists of 29 provinces, the second cluster
consists of 1 province, and the third cluster consists of 4 provinces. Meanwhile, in 2020,
the first cluster consists of 5 provinces and the second cluster consists of 29 provinces.

Fig. 6. Mapping plot of GRDP in 2019 and 2020 by province

The details of the cluster members (Province) in each cluster are presented in Table
7.
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Table 7. Cluster members with self-organizing map

Year Cluster Cluster members (Province)

2019 1 DKI Jakarta, West Java, Central Java, East Java

2 Papua

3 Aceh, North Sumatra, West Sumatra, Riau, Jambi, South Sumatra, Bengkulu,
Lampung, Bangka Belitung Islands, Riau Islands, DI Yogyakarta, Banten, Bali,
West Nusa Tenggara, East Nusa Tenggara, West Kalimantan, Central
Kalimantan, South Kalimantan, East Kalimantan, North Kalimantan, North
Sulawesi, Central Sulawesi, South Sulawesi, Southeast Sulawesi, Gorontalo,
West Sulawesi, Maluku, North Maluku, West Papua

2020 1 DKI Jakarta, West Java, Central Java, East Java, East Kalimantan

2 Aceh, North Sumatra, West Sumatra, Riau, Jambi, South Sumatra, Bengkulu,
Lampung, Bangka Belitung Islands, Riau Islands, DI Yogyakarta, Banten, Bali,
West Nusa Tenggara, East Nusa Tenggara, West Kalimantan, Central
Kalimantan, South Kalimantan, East Kalimantan, North Kalimantan, North
Sulawesi, Central Sulawesi, South Sulawesi, Southeast Sulawesi, Gorontalo,
West Sulawesi, Maluku, North Maluku, West Papua, Papua

In addition, using SOM can be analyzed related to the dominant variables in each
cluster. These variables describe the characteristics of each cluster. The way to read the
codes plot on the SOM is to look from the bottom to the right if there is a node beside
it, then continue up, and so on. In Fig. 7 for 2019, the third cluster is dominated by the
variable GRDPGrowth Rate at Constant Prices and per Capita. While the second cluster
is dominated by the variable GRDP at Constant Prices per Capita. The first cluster has
the same similarity for the five variables. In 2020, the second cluster is dominated by the
variable GRDP at Constant Prices, GRDP at Constant Prices per Capita, andDistribution
of GRDP at Current Prices. This is different from the case in the first cluster which is
dominated by the variable GRDP Growth Rate at Constant Prices and per capita.

Fig. 7. Codes plot of GRDP in 2019 and 2020 by province
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4.6 Hybrid SOM - K-Means Clustering

Clustering is also carried out using the Hybrid SOM-K-Means method. This aims to
see whether a more complex model will give the best grouping results. In this method,
the determination of the grid is set at 5x5 because it is sufficient to represent the data
under study. Grid size that is too large will affect the unrepresentation of the data in the
grouping. The determination of the number of clusters for the K-Means method has been
carried out in the previous sub-chapter and obtained 3 clusters for 2019 and 2 clusters
for 2020. This information is used to build groups using Hybrid SOM-K-Means.

Fig. 8. Cluster map of GRDP in 2019 and 2020 by province

Figure 8 is the result of grouping with this method. Grouping in 2020 resulted in
groups andmembers of the same group using the SOMmethod.While in 2019 therewere
differences in the first cluster, Central Java Province entered the third cluster. Judging
from the dominant variable, it is different from the SOM method. The first cluster is
marked with red nodes on the 2019 Cluster Map where the characteristics of the cluster
are dominated by variables X1, X2, and X5. The second cluster is marked with a light
green node where the characteristics of the cluster are dominated by the X2 variable.
While the third cluster is dominated by orange nodes where the characteristics of the
cluster are dominated by X3 and X4 variables. The first cluster is marked with a red
node on the 2020 Cluster Map where the characteristics of the cluster are dominated by
variables X1, X2, and X5. While the second cluster is marked with orange nodes where
the characteristics of the cluster are dominated by X3 and X4 variables.

4.7 Comparison Unsupervised Learning Method

The comparison of the clustering methods in Table 8 can be concluded that the most
optimal groups for the 2019 GRDP are 2 clusters using the K-Means method, likewise
for GRDP 2020, it’s just that the SOM, K-Medoids and K-Means methods provide the
same criteria for clustering goodness. Cluster members in 2020 from the SOM method
are different from the K-Medoids and K-Means methods. Therefore, considering that
the two methods have the same members, for the 2020 cluster, it is recommended to
use K-Medoid/K-Means. Table 9 is a descriptive statistical table of economic growth
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Table 8. Comparison unsupervised learning method with silhouette coefficient

Method
GRDP 2019 GRDP 2020

Silhouette 
Coefficient

Number of
Clusters

Silhouette 
Coefficient

Number of
Clusters

SOM 0.6450 3 0.5491 2
SOM-K-Means 0.5494 3 0.4424 2

K-Medoids 0.6450 3 0.5491 2
K-Means 0.7359 2 0.5491 2

* Columns marked in yellow are selected clusters 

indicators for each cluster in 2020. In this table, it can be seen that in cluster one, the
focus of the evaluation of the impact of COVID-19 on economic growth is the first (X1),
second (X2), and fifth indicators. (X5). This is because the three indicators have a lower
average value than the second cluster. On the other hand, the focus of the evaluation is
on cluster two, namely the third (X3) and fourth (X4) indicators.

Table 9. Descriptive statistics (average) economic growth indicators for each cluster in 2020

Variable Cluster 1 Cluster 2
GRDP at Constant Prices (X1) 167,194.40 1,456,019.75
GRDP at Constant Prices per Capita (X2) 38,583.10 66,392.75
GRDP Growth Rate at Constant Prices (X3) -1.09 -2.46
GRDP Growth Rate at Constant Prices per Capita (X4) -2.62 -3.23
Distribution of GRDP at Current Prices (X5) 1.53 13.47

* Columns marked with yellow have a smaller mean 

Based on the results of the clustering, it is shown that the territory of Indonesia
is divided into 2 clusters, namely the non-Java area cluster (Cluster 1) and the cluster
consisting of parts of the Java Island (DKI Jakarta, East Java, West Java and Central
Java) (Cluster 2). This shows that the economy in Indonesia is still centered on the
island of Java. This statement is in accordance with the results of a survey conducted
by the OECD Economic Surveys which states that the economy on the island of Java
generates 55% of Indonesia’s GRDP [23]. This statement is also in line with research
conducted by Rahma et al. (2019) on the Development of a Composite Measure of
Regional Sustainable Development in Indonesia which states that the provinces on the
island of Java tend to be more advanced in terms of economic development than other
regions [24]. This is because most of the infrastructure in the country, such as roads,
ports, and electricity networks, is concentrated on the island of Java.

5 Conclusion and Future Research

Evaluation of the impact of COVID-19 on economic growth in Indonesia using the
unsupervised learning method gives the following results. All indicators of economic
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growth contracted or decreased due to the impact of the COVID-19 pandemic. This is
evidenced by historical data on the average economic growth in 34 provinces. Based on
biplot analysis and unsupervised learning, 34 provinces in Indonesia are divided into
two groups. The first cluster is dominated by non-Java regions with a focus on evaluating
the impact of COVID-19 on economic growth, namely GRDP, GRDP per capita, and
distribution of GRDP at Current Prices. While the second cluster is dominated by the
Java region with a focus on evaluating the impact of COVID-19 on economic growth,
namely the GRDP growth rate and the per capita GRDP growth rate.

For future research can use cluster analysis which includes all improvements in
the methodology that support researchers in optimizing important decisions such as
algorithm choice, number of clusters, algorithm parameters, etc. For a better analysis, it
can be continued with the relevant analysis to be able to know the influential variables.

References

1. Todaro, M.P., Smith, S.C.: Economic Development, 11th edn. Pearson Educated Limited,
Harlow (2011)

2. Hartati: Penggunaan Metode ARIMA dalamMeramal Pergerakan Inflasi. Jurnal Matematika
Sains dan Teknologi, pp. 1–10 (2017)

3. Indayani, S., Hartono, B.: Analisis Pengangguran dan Pertumbuhan Ekonomi Sebagai Akibat
Pandemi COVID-19. Jurnal Perspektif 18(2), 201–208 (2020)

4. Nurhayati, B., Iswara, R.P.: Pengembangan Algoritma Unsupervised Learning Technique
Pada Big Data Analysis di Media Sosial Sebagai Media Promosi Online Bagi Masyarakat
(2019)

5. Widowati, W., Muzdalifah, L.: Perbandingan Analisis Biplot Klasik dan Robust Biplot Pada
Pemetaan Perguruan Tinggi Swasta di Jawa Timur. Jurnal Riset dan Aplikasi Matematika
1(1), 17–26 (2017)

6. Ariawan, I.A., Iputu, E.N., Niluh, P.S.: Komparasi Analisis Gerombol (Cluster) dan Biplot
dalam Pengelompokkan. E-Jurnal Matematika 4(2), 17–22 (2013)

7. Sartono, B., Affendi, F.M., Syafitri, U.D., Sumertajaya, I.M., Angraeni, Y.: Analisis Peubah
Ganda. Fakultas Matematika dan Ilmu Pengetahuan Alam IPB, Bogor (2003)

8. Mattjik, A.A., Sumertajaya, I.M.: Sidik Peubah Ganda. IPB Press, Bogor (2011)
9. Jollife, I.T.: Principal Component Analysis, 2nd edn. Springer, New York (2010)
10. Gabriel, K.R.: The biplot graphic display ofmatrices with application to principal component.

Biometrika 58(3), 453 (1997)
11. Thomas, S., Harode, U.: A comparative study on k-means and hierarchical clustering. Int. J.

Electron. Electron. Comput. Syst. 4, 5–11 (2015)
12. Calinski, T., Harabasz, J.: A dendritc method for cluster analysis. Commun. Stat. 3(1), 1–27

(2007)
13. Kaufman, L., Rousseeuw, P.J.: Chapter 3: Clustering Large Applications (Program CLARA),

pp 126–163. Wiley, Hoboken (2008)
14. Kaur, N.K., Kaur, U., Singh, D.D.: K-Medoid clustering algorithm-a review. Int. J. Comput.

Appl. Technol. (IJCAT) 1(1), 2349–1841 (2014)
15. Han, J., Kamber, M.: Data Mining: Concept and Techniques. Morgan Kauffman Publisher,

Waltham (2006)
16. Badran, F., Yacoub, M., Thiria, S.: Self-organizing maps and unsupervised classification. In:

Badran, F., Yacoub, M., Thiria, S. (eds.) Neural Networks, pp. 379–442. Springer, Heidelberg
(2005). https://doi.org/10.1007/3-540-28847-3_7

https://doi.org/10.1007/3-540-28847-3_7


70 M. Monica et al.

17. Haykin, S.: Neural Networks: A Comprehensive Foundation, 2nd edn. Prentice-Hall,
Englewood Cliffs (1999)

18. Asan, U., Ercan, S.: An introduction to self-organizing maps. In: Computational Intelligence
Systems in Industrial Engineering, pp. 295–315. Atlantis Press, Paris (2012)

19. Han, J., Kamber, M., Pei, J.: Data Mining Concepts and Techniques. Morgan Kaufmann
Publisher (2012)

20. Kogan, J.: Introduction toClustering Large andHigh-DimensionalData. CambrigeUniversity
Press, New York (2007)

21. Central Bureau of Statistics Yogyakarta: Produk Domestik Regional Bruto Kota Yogyakarta
Menurut Lapangan Usaha 2012–2016. BPS Yogyakarta, Yogyakarta (2017)

22. Department of Communication, Information, Statistics andEncoding of Paser Regency:Anal-
isis ProdukDomestik Regional BrutoKabupaten PaserMenurut LapanganUsaha. Tana Paser:
Department ofCommunication, Information, Statistics andEncoding of PaserRegency (2019)

23. OECD: OECD Economic Surveys: Indonesia 2018, OECD Publishing, Paris (2018). https://
doi.org/10.1787/eco_surveys-idn-2018-en

24. Rahma, H., Fauzi, A., Juanda, B., Widjojanto, B.: Development of a composite measure of
regional sustainable development in Indonesia. Sustainability 11(20), 5861 (2019). https://
doi.org/10.3390/su11205861

https://doi.org/10.1787/eco_surveys-idn-2018-en
https://doi.org/10.3390/su11205861


Rainfall Prediction in Flood Prone Area Using
Deep Learning Approach

Siti Zuhairah Ramlan1 and Sayang Mohd Deni2(B)

1 Faculty of Computer and Mathematical Sciences, UiTM,
40450 Shah Alam, Selangor, Malaysia

2 Center for Statistics and Decision Science Studies, Institute for Big Data Analytics and
Artificial Intelligence (IBDAAI), Faculty of Computer and Mathematical Sciences, UiTM,

40450 Shah Alam, Selangor, Malaysia
sayang@tmsk.uitm.edu.my

Abstract. Flood is a catastrophic event that contributes to the impact on socio-
economic of a developing country. Flood prone area is also known as the location
at risk as heavy rainfall attribute to flood events. This circumstance leads to the
effective flood mitigation phase. One of the critical problems facing by responsi-
ble government agencies is to minimize future uncertainties. This study explores
four deep learning methods with univariate rainfall temporal data in gauging sta-
tion near to flood prone area. Four models tested are Multi-layer Perceptron MLP,
Long Short Term Memory LSTM, Stacked-LSTM, and hybrid model Convolu-
tional Neural Network CNN-LSTM. The aim of this paper is to compare and
determine the best method for rainfall prediction of next day event. Model com-
parison is conducted by comparing the correlation coefficient, Root Mean Square
error (RMSE) and Mean Absolute Error (MAE). Based on the selected locations,
the results showed at Kuantan station generally underfitting, meanwhile the Kuala
Krai station does not showed discrepancies between training and testing dataset.
It could be concluded that by adding the complexity to the model, will not sig-
nificantly improved the model prediction. The LSTM model with 16 memory
blocks was outperformed in both locations. The potential of deep learning meth-
ods should be considered for rainfall amount prediction due to less complexity
and much easier to be applied into dataset for model fitting purposes. It may assist
to accommodate strategic precautions for flood mitigation phases in flood prone
areas.

Keywords: Floods mitigation · Long Short Term Memory (LSTM) · Rainfall
prediction · Univariate time series

1 Introduction

Due to its unique tropical location, Malaysia faces heavy rainfall between November
to March every year. Owing to its climate, Malaysia is prone to a series of unfortunate
flooding events due to massive precipitation. Flooding in Malaysia is a common sea-
sonal phenomenon. Approximately 29,800 km2 or 9% of the total land area is in flood
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prone areas and effects about 4.82 million residents, which is around 22% of Malaysia’s
total population [1]. In Malaysia, the east coast is identified as flood prone areas since it
suffers from a series of flood events every year. In year 2013, around 14,044 people evac-
uated in Kuantan due to major damages occurred in terms of electricity, road structures,
buildings and belonging. In the year 2013, the government suffered from the significant
financial cost of repairing flood damages [2]. Many agencies donated millions of Ringgit
throughout the rescue and aid mission [3]. This situation worrying the public as it has a
negative impact affecting the community’s quality of life [1].

The best way to deal with these issues is to build flood management systems for
critical situation awareness anddecision-making processes [4].As stated by [1] if disaster
prevention and preparedness were successfully managed, it will help in reducing the
burden of flood management department. The government and the respective authorities
will prepare the action plan to be implemented during severe flood event including
evacuation for flood victim. Managing flood risks required effective flood mitigation
that involves in-depth planning and preparation before the actual incident happens. This
minimizes the damages caused and leads to an improved quality of life. Natural disasters
may contribute to a high level of stress and other psychological problems to the flood
victims [5].

Previous research acknowledges that accurate rainfall forecasting remains a complex
task and lead to one of the challenges in almost over the years not only in Malaysia but
throughout the world. This problem was difficult to handle in the rainfall prediction
process as it is dependent on the nature of rainfall data that typically is non-linear and
random. Frequency, intensity, and amount are the main attribute of rainfall time series.
Several methods expressed future events as a linear function of the past data. It requires
identifying the type of relationship among variables compared to the neural network
which is data driven approach model. This model depends on availability of the data to
be learned without prior knowledge of distribution and hypothesis of the relationship
and it is the non-linear function [6].

Machine learning always required structured data, whereas feature engineering is
needed for the algorithm to learn from labelled data. Furthermore, the accuracy could
not be improved by addingmore data into the algorithm.Although deep learning is subset
of machine learning, the main different relies on layers of neural network. Deep learning
is essentially a large neural network, which contains input, output and hidden layers
in the network. The success of deep learning is connected to two major factors. First,
the deep learning performance continues to grow as it offered more data for training.
This differs from other machine learning techniques where it becomes a state of little
change or no change after adding more data. Second, deep learning models learn good
features that represent the data without having the great domain knowledge for feature
extractions.

Rainfall data is often collected with missing value, making it impossible to capture
important information. Incomplete data can be caused by damaged or malfunctioning
measuring instruments which cause measurement errors and geographical data gaps or
changes to instrumentation over time, such as a change in the location measurement, a
change in data collectors, the measurement inconsistency, or extreme topical changes in
a climate zone [7].
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There have been many studies to investigate rainfall prediction, most early studies
rainfall forecast by using box Jenkin’s methodology and regression model. Both tech-
niques are linear model. [8] implements the Auto-regressive IntegratedMoving Average
(ARIMA) model coupled with the Ensemble Empirical Mode Decomposition (EEMD).
The result stated that EEMD-ARIMA improves ARIMA for annual runoff time series
forecasting.

Alternatives to linearmodel, [9]make a prediction by identifying the seasonal rainfall
peak periods by using the Fourier series. Daily rainfall data collected from 12 rain gauge
stations at Kelantan. The obtain result is used to describe the seasonal variation, estimate
the wet period, the dates of rainfall peaks and the probability of amounts falling that
exceed certain thresholds.

This has also been investigated in studies [10] proposed a hybrid model to downscale
monthly precipitation inMinabbasin, Iran. Themodel basedon a feed forwardneural net-
work (FFNN) optimize byParticle SwarmOptimization (PSO) algorithm.The robust and
reliability of the model evaluate with an Artificial Neural Network (ANN) model trained
by Levenberg-Marquardt (LM) algorithm. The result shows that ANN-PSO performs
better than ANN-LM.

[11] build LSTM network for monthly rainfall prediction in Camau, Vietnam. It
covers 39 years. This networkwill be comparedwithANNandSeasonalArtificialNeural
Network (SANN). This performance evaluated by comparing the correlation coefficient,
RMSE andMAE. The validation results shows LSTMmodel has captured exceptionally
good accuracy in monthly rainfall data. The authors concludes that LSTM network can
be a promising model in hydrological and climatic applications for estimating more
accurate precipitation predictions.

While inMalaysia, the authors [12] bring information thatmonitoring severeweather
events has been increasing due to many disaster events that have occurred in recent
years and predicting the trend of precipitation is a difficult task. A study implements
ANN compared with ARIMA for historical rainfall data from 116-gauge stations for
50 years which is 1965 to 2015. Before modelling, missing data are treated by using the
Expectation-Maximization (EM) algorithm. The performance suggests that ANNmodel
outperforms ARIMA model.

A comparative study between recurrent neural network (RNN) and LSTM network
conducted by [13] for monthly rainfall forecasting from the year 1871–2016 in India
using long sequential raw data for time series analysis. The author recommends LSTM
as a potential alternative to assist in assessing climatic phenomena such as rainfall fore-
casting. The author suggests extending the application of LSTMmodel in other climatic
extremes such as a flood.

To the best of our knowledge, the application of LSTM network in daily rainfall
amount prediction received less attention among of Malaysian researcher and in the
field of study throughout Malaysian region. The outcomes of the study is expected
to assist in providing the input for early warnings system for potential occurrence of
flood and drought events. It is of interest to know whether the advanced deep learning
technique helps in making prediction on the flood prone areas. The main issues of the
study is to explore on the possible application of deep learning approach which could
be used for decision making in flood mitigation and rainfall prediction analysis. This
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led to research question and objective to find the best univariate time series model in
flood prone area. The objective of the study is to assess the performance of time series
models in predicting rainfall amount using deep learning approach and to identify the
best univariate time series using a deep learning approach for rainfall prediction. This
research will be focused on the application of the model in daily rainfall amount at two
rain gauge stations including Kuantan and Kuala Krai which are located at Pahang and
Kelantan states of Peninsular Malaysia. Four deep learning approaches were selected
such as multi- layer perceptron (MLP), LSTM, Stacked-LSTM and convolutional neural
network (CNN-LSTM).

2 Methodology

2.1 Study Area and Data Preparation

The data used in this study consists of daily rainfall amounts (mm) which were obtained
fromMalaysiaMeteorologyDepartment. The total sample size of 15706 from January 1,
1975, to December 31, 2017were collected fromKuantan rain gauge stationMeanwhile,
the dataset of 14600 data points for the period from January 1, 1975, to December 31,
2014 were obtained from the Department of irrigation and Drainage (DID) for Kuala
Krai rain gauge station.

Due to the shape of the dataset which is highly skewed to the right, data normalization
technique will be implemented before inputting the series to the training module. Data
normalization rescales the values into a range of 0 to 1 as expressed in Eq. (1) to avoid
effect of scale in the deep learning architecture [14].

Xchanged = X − Xmin

Xmax − Xmin
(1)

Where X is input data of time series variables. Xmin is the minimum amount of X,
while Xmax is the maximum amount of X.

To fit the supervised learning model, the univariate timeseries data must be trans-
formed into a shift approach named the sliding window. This approach frames a
data set of the time series into independent and dependent variables manner. How-
ever, the 2-dimension structure of the supervised learning model will be converted to
a 3-dimensional structure to fit LSTM model, or 4-dimension structure to fit hybrid
CNN-LSTM.

The samples of the series will be restructured to attribute value and convert to super-
vised learning [15] during the process. The series can be arranged into the attribute value
by using previous time steps or lagged as input variables and use the next time step as
the output variables. This process could be achieved by creating a loop to arrange the
univariate data series. The looping will be used to prepare the dataset in the form of
dimensional array desired for model training. Since the data will be used to predict the
event for the next day, then a lag of 365 days will be applied in the data series. The data
series then will be divided into x array for 365 lags, y array with the value of 1.
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2.2 Model Development

The data is divided into two sets. The first set is used to estimate the parameters of the
model, this part is called training. The second set is known as the testing set, and it
contains unknown data from the previously defined model, which is used to estimate the
prediction using the parameters. The test set enables the model to estimate parameters
on data that were not available to the model when the parameters were first calculated.
This allows model performance to be evaluated, for which the actual outcome compares
it to the predicted outcome. From Table 1 stated the length of the dataset used for each
portion.

Table 1. Length of training and testing dataset

Station Kuantan Kuala Krai

Training Set 10965 10731

Testing Set 4700 4599

In this stage, a modelling technique or algorithm will be selected to be used with the
prepared dataset. Training the first prepared dataset to create the best-fitted model. Next,
testing on the generated model will be conducted to validate the quality and validity
of the model. One or more algorithms can be built on the prepared dataset. Finally, the
models could be assessed carefully to ensure that the created models met the research
objectives. In Fig. 1, left hand side display the flow of training procedure and right-hand
side display the testing procedure.

In the training procedure, the first step is to normalize the dataset with min-max nor-
malization which aims to simplify the calculations continue with segment the univariate
time series data input into supervised learning using a sliding window of 365 days.
The next step is to train the prepared dataset with MLP, LSTM, Stacked- LSTM and
CNN-LSTM. The training process use 70% segment data ratio.

Theweight and loss are calculated for prediction approximation and coefficient detail
after learning data procedure were conducted. The testing procedure then began with the
same algorithm iteratively generating the prediction details. A backpropagation algo-
rithm is used to accelerate convergence towards the desired minimum error value. Once
it had reached the desired value or maximum epoch, it was terminated. The hyperparam-
eter setting is fixed for the epoch is 500 and batch size of 200 for each of test. We also
set the model with ‘early stopping’, which means that the training may not complete the
entire 500 epoch iteration because it monitors the validation loss while not improving
at the same time to prevent the model from becoming overfitting.

Artificial Neural Network (ANN). ANN design was inspired by brain tissue com-
posed by cells called neurons. Neuron exchange signals with one another forming a
dense and complex network.

It consists of input layer, takes signal (values) and passes them on the next layer.
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Fig. 1. Flowchart of modelling phase

Then, hidden layer has neurons which apply different transformations to the input
data. After that, output layer or last layer in the network and receives input from the
last hidden layer. In this network, weights (parameters) represent the strength of the
connection between units. A weight brings down the importance of the input value and
lastly activation functions are used to introduce non-linearity to neural networks.

To get a better view of neural network, we can take linear regression model where
x is input data or temporal vector, w as weight or parameter and b is biased. Linear
regression when only one independent variable included while multiple regression deals
with more than one independent variable.

z = x1 ∗ w1 + x2 ∗ w2 + · · · + xn ∗ wn + b ∗ 1 (2)

y
∧ = σ(z) = 1

1 + e−z
(3)

From multiple regression, when the activation function sigmoid function is intro-
duced, it changes to logistic regression. Logistic regression can be viewed as a small
neural network where y

∧ = σ(z). The equation expressed in Eq. 3 and hyperbolic tangent
expressed in Eq. 4.

tanh(z) = ez − e−z

ez + e−z
(4)

When compute the model with using 4 neuron unit, the total parameter can be
achieved when we calculate as the equation below:

No of Parameters = (i ∗ h + h ∗ o) ∗ (h + o) (5)

where i is an input that equals 365, h is neuron unit in a hidden layer which is 4 and
o is our output that equal to 1. The model summary shows a total of parameters is equal
to 129.
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Backpropagation. Result y
∧

from forward propagation, then loss could be calculated.
Gradient descent taking the derivative of the loss function with respect to the weights
in the model. Gradient descent carries out minimization process by first calculating the
gradient of the loss function and then updating the weights in the network accordingly.
It will iterate until it converges. Backpropagation is a tool that gradient descent uses to
calculate the gradient of the loss function.

Long Short Term Memory (LSTM). The LSTM network was introduced by [16].
This is the special model of the RNN and allows for a model to make use the passes
value on the input value to the output value, this behaviour makes this model suita-ble
for the sequence model. The model was able to retain state from one iteration to the
next by using output as input for the next step. Traditional RNN can hardly re-member
sequences with a length of over 10 [17]. It will suffer for a longer time de-pendency as
the vanishing gradient problem.

The RNN’s problem is solved by LSTM. The architecture’s specialty is to avoid
long-term dependency issues, and multiple gates provide flexible control over infor-
mation flow. [18] describe LSTM cell consists of various gates and their functions are
as follows:

• Input gate consists of the input entered.
• Cell state runs through the entire network and can add or remove information with
the help of gates to filter the input.

• Forget gate decides the fraction of the information to be allowed.
• Output gate consists of the output generated by LSTM.
• Sigmoid activation function layer generates numbers between zero and one, describing
how much of each component should be let through.

• Hyperbolic tangent activation function layer generates a new vector, which will be
added to the state (Fig. 2).

Fig. 2. Internal Operation of LSTM

LSTMspecial forms of recurrent network havemultiple gates to offer flexible control
to allow information through in each memory cell. Each of the operation gates contains
an activation function. Set of operation in memory cell express in the equation below.
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Forget gate: where the value (0, 1) result from the sigmoid activation function

ft = σ(Wf xt + Uf ht−1 + bf ) (6)

Input gate: where the value (0, 1) result from the sigmoid activation function

it = σ(Wixt + Uiht−1 + bi) (7)

Candidate value that could be added to the state, where the value in the range
(−1, 1) results from a hyperbolic tangent

c̃t = tanh(Wtxt + Uc̃ht−1 + bc̃) (8)

From Eq. 6 to 8, new cell state updated by Eq. 9.

ct = ft � ct−1 + it � c̃t (9)

Output gate: where the value (0,1) result from the sigmoid activation function

ot = σ(Woxt + Uoht−1 + bo) (10)

New hidden state:

ht = tanh(ct) � ot (11)

where � denotes element-wise multiplication, Wt,Wf ,Wi,Wo and Ut,Uf ,Ui,Uo

are adjustable weights, xt is an input or timesteps, ht−1 earlier hidden state, are adjustable
bias. The new ct and ht will repeat the same operation to the next memory cell with the
new xt value included in the network. Multiple LSTMs can be stacked to form more
complex structures.

When compute LSTM network using 16 memory blocks unit, the total parameters
can be achieved when we calculate as the Eq. 12

No of Parameters = g ∗ [h(h + i) + h] ∗ (h + o) (12)

where i, is an input that equal to 365, h memory blocks in a hidden layer which is
16 and o is our output that equal to 1. While number of FFNNs in a unit where LSTM
has 4. The total of parameters is equal to 1,169.

For stacked LSTM, the equation is the same in 13, however, there is two layer the
calculation will be conducted in each layer.

No of Parameters in 1st layer = g ∗ [h(h + i) + h] (13)

The first layer i is equal to 1, hmemory blocks used is equal to 13, and g number of
FFNN in a unit where LSTM has 4. Whereas in the second layer i is equal to 13 as this
is the output from the first layer. h memory blocks used is equal to 4 and o is our output
that equal to 1, the total parameter is equal to 1,073.

No of Parameters in 2nd layer = g ∗ [h(h + i) + h] ∗ (h + o) (14)
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Hybrid CNN – LSTM. CNN-LSTM is a combination of a convolutional neural net-
work and a long short-term neural network. The CNN network success in pattern recog-
nition and image classification. Hence, implement CNN for feature extraction before
input to the LSTM layer. The convolutional neural networks CNNs are a special kind
of deep neural network. It differs from standard neural network architecture where the
statistical connection between input and output is built through ordered connected layers
of neurons.

CNNs involves two special matrix operators: a convolutional layer, and a pooling
layer. Units in convolutional layers are only connected to specific local patches through
a set of learnt filters [19]. Convolutional networks use convolution operation instead of
general matrix multiplication in at least one of their layers [18]. A convolutional neural
network involves four steps. 1) Convolutional; 2) Max pooling; 3) Flattening; 4) Full
connection.

The input data will be filtered through a feature detector. It strides where the move-
ment from top left to right from input matrices accordance to feature detector. The
element-wise multiplication 3 by 3 feature detector matrices and produces value in a
feature map. This operation reduces the dimension of input data.

Next pooling to ensure that network has a property called spatial in variance where
the network must have some flexibility to find a certain feature. Several types of pooling
can be used such as max pooling or mean pooling. For example, max pooling selects a
maximum value from the feature map (Fig. 3).

Fig. 3. CNN Step for Feature Extraction

Next, flattening is applied to pooled feature mapmatrices into a column.Mainly, just
take the numbers row by row in the pooled feature map and arrange it into a single one-
dimensional (1D) vector. The reason is to prepare the single input timestep to the long
short-term memory layer for further processing. 1D CNN is mainly used for sequence
data, 2D CNN frequently used for image and text processing while 3D CNN is used
for medical image and video recognition. Thus, 1D CNN is adopted in this study [20].
The full connection is adding the whole artificial neural network or in our case LSTM
network to CNN.

For CNN, the number of parameters calculated as per Eq. 15,

No of Parameters = [
i ∗ (f ∗ f ) ∗ o

] + o (15)
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where i number of input maps (or channels). f filter size (length) and lastly, o number
of output maps (or channels. this is also defined by how many filters are used).

2.3 Model Evaluation

An evaluation for test samples was used to determine the model accuracy and how well
it fitted the data. Cost function measured by the difference between known observations
and predicted observations. The objective of many algorithms is to minimize this cost
function using a gradient descent algorithm or other similar optimization techniques.
Therefore, the best model can be selected [21].

The error term is defined as

et = yt − y
∧

t (16)

where yt is known observations and y
∧

t is predictor observation.
The root mean squares error defined as the square root of the average sum of squares

of the error term:

RMSE =
√

∑
e2t
n

(17)

where n is a total of a sample dataset.
The mean absolute error defined as the average absolute value of error term

MAE =
∑ |et |

n
(18)

where n is a total of a sample dataset.
The correlation coefficient, to measure the similarity between predicted and actual.

Correlation is defined as the statistical association between two variables, it exists
between two variables when one of them is related to the other in some way.

r =
∑

(E − E)(O − O)
√

∑
(E − E)

2 ∑
(O − O)

2
(19)

where E is estimate value and E average of estimate value, while O observed value
and o average of the observed value.

[22] stated the goodness-of-fit of a hydrologic or hydroclimatic model should be
assessed with correlation measures and additional evaluation measures such as RMSE
or MAE.

3 Result and Discussion

3.1 Preliminary Studies

Table 2 show the summary of the dataset. The minimum value for each location is zero
which signifies that no rain, themaximumvalue of 527.5mmand 388.5mmare observed
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Table 2. Analysis of daily rainfall amount

Station Min Max Median Average Std Count Kurtosis Skewness

Kuantan 0 527.5 0.1 8.0765 21.7255 15695 78.6658 6.8409

Kuala Krai 0 388.5 0.0 6.6545 17.7823 14600 64.8564 6.4025

at Kuantan and Kuala Krai station respectively. The standard deviations are observed
quite large which 21.7255 mm in Kuantan and 17.7823 in Kuala Krai, which may lead
complexity in the estimation procedure.

Rainfall amount pattern are randomwith a seasonal of extreme value. The histogram
plot for each location in Kuantan and Kuala Krai as in Fig. 4. The histogram for each
location shows that distribution highly skewed.

a) )bnatnauK Kuala Krai 

Fig. 4. Histogram of rainfall amount

3.2 Performance Evaluation

Each location dataset entered to LSTM network, Stacked-LSTM, CNN-LSTM, and
MLP network are train with five different memory units which is (4, 8, 16, 32, 64). After
several tuning with the unit selected, we will choose the best unit based on their loss
values and how similar between predicted and actual value for each of the algorithms.
This comparison has been created to demonstrate the performance between the four
models. The experimental evaluation summary for both stations is given in Table 3.

Referring to Table 3, LSTM with 16 memory blocks will benefit the rainfall amount
of data prediction in Kuantan. The MAE is the lowest in training 10.5377 and testing
dataset 10.5412. Although the correlation coefficient is slightly lower than MLP with
4-unit neuron but a different range of loss value between the training and testing is not
too obvious.

However, the MLP with 4-unit neurons showed the lowest RMSE which is 16.2217
in training, but stacked LSTM showed the lowest RMSE in testing 16.2662 at Kuala Krai
station. In contrast, stacked LSTM exhibited lowest MAE in training and testing LSTM
showed the highest correlation in training which is 0.3921 as well as the difference of
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Table 3. Summary of evaluation for both gauging station

Dataset Training Testing Training
Time (s)Statistical Performance r RMSE MAE r RMSE MAE

Kuantan MLP 4 0.3734 19.4459 11.0638 0.3055 21.1472 11.3571 17

LSTM 16 0.3374 19.6764 10.5377 0.3261 20.8865 10.5412 363

Stacked
LSTM
(4,3)

0.3383 19.6759 10.6592 0.326 20.8946 10.635 962

CNN
LSTM
(4,3)

0.33 19.7334 10.6448 0.3136 20.9809 10.6448 324

Kuala Krai MLP 4 0.3989 16.2217 8.4793 0.3634 16.7181 8.8019 77

LSTM 16 0.3921 16.2998 8.609 0.4216 16.2836 8.6361 3,223

Stacked
LSTM (8,
5)

0.3848 16.3287 8.4163 0.4259 16.2662 8.4874 3,427

CNN
LSTM
(4,3)

0.3281 16.7101 8.4222 0.3497 16.8331 8.5084 192

loss between training and the testing dataset is not too obvious. This signifies that the
model would fit in training and testing dataset without severe underfitting or overfitting.
Thus, the LSTM model is chosen.

3.3 Model Comparison and Discussion

To further investigate, the loss function graph is examined. The training procedure
attempt to achieve the lowest loss value possible by examinedMSE (loss) against epochs
training.

In Kuantan station, Fig. 5 (a) MLP with the 4-unit neuron, the loss curves are going
smoothly down, indicate that the model improves as it is training. However, after it
converges, the training’s loss value is lower than validation. This signifies underfit, from
the graph after a certain epoch the loss value becomes stagnant. Good fit example after
running the model creates a line plot showing the train and validation loss meeting at
the intersection point.

For Fig. 5 (b) LSTMwith 16memory unit, the loss curves decrease as epoch increase.
Then again, the training loss is lower than validation loss, this model underfit. This
situation also occurs in Fig. 5 (c) Stacked-LSTM (4,3) where the first layer with 4
memory unit and second layer with 3 memory unit used. Figure 5 (d) CNN- LSTM.
Generally, all models have a huge difference value between in training and testing loss.

During this work, we discovered that simple model benefits in Kuantan station pre-
diction. Adding complexity in the model is not improving the model. Our findings are
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somewhat surprising since [11] stated the accuracy ofLSTMmodel significantly depends
on the number of thememory block. The increasingmemory blockmay capture the input
data better as the complexity of LSTM architecture of input gate, output gate and forget
gate to filter the input and contribute model to learn better.

This denotes that if the range value of data fromour data distribution is highly skewed
predicted model tends to be underfit. Moreover, it is hard to detect the extreme value
and at the same time to minimize generalization error. It may point out that it is hard to
train when we have highly imbalanced data or skewed data [20].

a) )b4PLM LSTM 16 

c) Stacked-LSTM (4,3) d) CNN – LSTM (4,3) 

Fig. 5. Loss function in Kuantan Station

Overall, for Kuantan station, the model experience severe underfit, for model LSTM
has slightly different between training and testing datasets. Hence, LSTM with 16
memory blocks is chosen as in Fig. 5 (b).

In the testing dataset, the blue and red lines represent the actual value against the
predicted value. Figure 6 predicts rainfall amount for the next 200 days. The model
generally captured the rain amount, but the higher peak is not able to be detected by the
predicted model generated.

Following that, we may refer to Fig. 7 for Kuala Krai station. For Fig. 7 (a) MLP
with 4 neuron units in Kuala Krai station, the loss function rapidly decreases as epoch
increases. The training loss is slightly lower than the testing loss. The loss stagnant after
a certain point means that loss does not improve after several epochs. This model shows
a slight underfit.

Figure 7 (b) LSTM with 16 memory blocks has rapid change at the beginning of
epoch. In the end, there is a spike where the point intersection between the training and
testing meets. At this point, the training will come to end.

Figure 7 (c) Stacked-LSTM loss curves slowly decreases after certain epoch and has
a spike and the end. The model is underfitting since no signal of the training and testing
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Fig. 6. Actual vs predicted for Kuantan using LSTM

meet at the intersection point. Figure 7 (d) CNN-LSTM unit in Kuala Krai station, the
loss function rapidly decreases after certain epoch training. The training loss is slightly
lower than the testing loss. The loss stagnant after a certain point means that loss does
not improve after several epochs. This model shows a slight underfit.

365days slidingwindows allows themodel to learn feature or serieswithin that period
to predict next day rainfall amount. Since the rainfall event inMalaysia is yearly recurring
events therefore the choice number of windows was subjected to their characteristics as
stated by [23]. It may help the model learn useful insight from the data.

a) )b4PLM LSTM 16 

c) Stacked-LSTM (8,5) d) CNN-LSTM (4,3) 

Fig. 7. Loss function of Kuala Krai Station
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Overall, for KualaKrai station themodel converges quite fast, only formodel stacked
LSTM slightly slow. LSTM with memory block 16 is chosen as in Fig. 7 (b).

Fig. 8. The Actual and predicted rainfall amount (mm) using LSTM at Kuala Krai station

In the testing dataset, the blue and red lines represent the actual value against the
predicted value. This graph shows the next 200 days of prediction. The predicted model
can capture the rain amount, but the sharp fluctuation which may be due to outlier is not
able to be detected (Fig. 8).

In general, since both locations having heavy-tailed distributions, this model tends to
fall either overfitting or underfitting if trained with imbalance univariate time series and
occurrence of extreme events lead to heavy tail distribution according to a large value
of the standard deviation which increases the difficulty of prediction [23].

4 Conclusion and Recommendation

4.1 Conclusion

The aim of this study is to find the prediction of rainfall amount on the following day.
The sequential data will be fed into a deep learning model after the data processing step.
The result would be evaluated to identify the best univariate model. Data within flood
prone areas are examined. Four deep learning methods are discussed are MLP, LSTM,
Stacked-LSTM and CNN-LSTM to predict the rainfall amount and each of the methods
is tune with five different sets of a parameter value which is 4, 8, 16, 32 and 64.

After examining, we discovered that adding the complexity of the parameter into
the deep learning technique did not significantly improve the performance of the model.
Therefore, the simpler model would perform better with the univariate rainfall amount
prediction model for both location in comparison of model evaluation and performance
of model either tend to underfitting or overfitting.



86 S. Z. Ramlan and S. Mohd Deni

However, in summary, this work only offers a limited aspect of the univariate data.
The hyperparameter setting with a sliding window size of 365, with an epoch of 500 and
a batch size of 200, this lag will predict the amount of rain for the next day.

The choice of window size enables the model to obtain a useful pattern of data when
model training. When we have a huge difference in the range of data point it will cause
a model hard to train.

Overall, we should consider deep learning approaches are promising to cope with the
univariate time series data in addition to non-stationary and seasonal feature as rainfall
amount prediction. Besides, deep learning has flexibility in hyperparameter tuning it
makes an easier adjustment during deployment to adapt in future changes.

4.2 Recommendation

In this study, the attribute of rain is random and by analysing heavy rain amount data that
lead to a flood are extreme value. From the result in the previous section, we selected
LSTMwith 16memory blocks inKuantan and LSTMwith 16memory blocks chosen for
Kuala Krai station. The simpler model leads to the shortest training time of the model.
One of the most important findings relates to the deep learning model, that the variety
of parameter and hyperparameters setting that offered easier adjustment and flexibility
to the preferred station location.

The potential of this approach has not proven, it may not be appropriate to extrapolate
this finding to the other flood prone area. It is difficult to assess this fully because of
the random nature of the data. Our hope to examine with other type of data scaling
technique or data normalization, using different sliding windows size implemented to
data series and different optimizer used. Hence, in future, we required more relevant
features that contribute to rainfall nature and nearby gauging station data to the flood
prone area. Several interesting aspects may be explored further by implementing other
hybrid methods to deep learning techniques to tackle certain limitations of the model
and improve the efficiency of the imbalance data.
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Abstract. Deep Learning (DL) model building is a tedious and taxing process.
The number of prerequisites is high and a lot of time is invested. Hence, there is
a scope of Automation. Code to build DL models follows a standard structure,
broadly classified into four categories (Imports, Data Input, Model Creation, and
Evaluation). The work in this paper proposes to automate this core structure and
build a Graphical User Interface (GUI) based tool/platform called “Auto-DL”
which, on defining the task and training data, generates code in python for the
specified deep learning model. The paper then discusses the platform capabilities
and evaluates it and the generated code against various quantitative and qualitative
parameters.

Keywords: Deep Learning (DL) · Code generator · Neural Networks (NN) ·
Keras · PaaS

1 Introduction

Advanced AI adopters are seeing the most acute shortages of talent, cited by 23% in a
recent Deloitte survey [6]. The lowest competency rates were observed in Deep learning
techniques with Generative Adversarial Networks (Neural Network) (7%); Recurrent
Neural Networks (15%) and Convolutional Neural Networks (26%) [7]. This calls for
some radical change in the process of building Deep Learning models. Currently, they
require a good amount of coding skills, managing libraries, choosing from different
programming languages, and expertise in multiple domains, including and not limited
to mathematics, deep learning, and statistics. This inhibits the enthusiasm of many and
gives an impression of the process being esoteric.

Thework in this paper proposes an alternative to the traditional deep learning practice
by providing an easy-to-use tool that can also be used as an aid to develop Deep Learning
Models, that doesn’t make the users dependent on it for their deep learning needs. The
work carried out could have the following impact:

1. Students, researchers, and professionals can get started with Deep Learning, with-
out worrying about the choice of programming language, library management,
dependency installation, etc., and only focus on Deep Learning.
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2. People with less to no coding background along with the ones with different coding
backgrounds can come together to research/collaborate on a deep learning project.

3. For businesses and enterprises using deep learning, fast and hassle-free development
of DL models is ensured, without worrying about the code implementation details.

2 Related Work

Tools like AutoHTML [2] create HTML pages with CSS based on a drawing created by
the user. This is achieved by creating an intermediate representation of various blocks in
the webpage. That is where the concept of creating such an intermediate representation
for Deep learningmodels was established. PMML (PredictiveModelMarkup Language)
[1] represents Machine learning (ML) models in XML format. But, PMMLwas not built
for Deep Learning as it did not support many deep learning layers, so our team created
DLMML (Deep Learning Model Markup Language) to represent Deep learning models
in an intermediate JSON representation.

A paper [3] by Adithya Balaji and Alexander Allen uses open-source datasets and
benchmarks some AutoML solutions. TPOT, H2O’s AutoML and Auto-sklearn, were
tested. Their analysis and benchmarks would provide guidance to Auto-DL, regarding
the shortcomings of current Auto-ML solutions, and thus help us prioritize our feature
development.

All open-source tools that the authors of the article [10] came across were not totally
“no-code”, to start the AutoML process they require users to write at least a few lines
of code and need an active development environment. Auto-DL targets the generation
of Deep Learning models without writing a single line of code.

The focus of Google AutoML [5] is to automate the workflow of machine learning
by eliminating intermediate steps involved, like data exploration, model selection, etc.
But in this process, understanding the model becomes abstruse. Hence, our focus while
building Auto-DL has been transparency with respect to the architecture of the model
generated as well as the provision of code for the generated solution.

Some existing products related to AutoML are IBMWatson AutoAI [8] - A Platform
for automating the process of AI and Flash-ML [9] that provides UI for Pytorch models.
Also, H2O [10] automates data science processes and Datarobot [11] provides solutions
for Enterprise AI. MAKEML [12] is a Platform for Object Detection and Segmentation
models whereas RapidMiner [13] and TPOT [14] are tools for data mining and AutoML
respectively.

In the testing & result analysis sections, Table 3 compares some features of Auto-DL
against these products and the traditionalwayofDeepLearning.ManyAutoMLsolutions
rely on trial-and-error mechanisms and select a model from a set of existing ones, which
makes tweaking the model a difficult process. Auto-DL allows customization at the
layer level. Users can also use prebuilt models for transfer learning. Auto-DL plans on
providing real-time collaboration while building deep learning models. Auto-DL also
provides deployment solutions, but the users are not dependent on the platform for using
the model and have complete authority over it.
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3 Methodology Applied

The pith of Auto-DL is based on the observation that a lot of code that’s written for
creating deep learning models is repetitive and could be automated. Users today re-write
or copy-paste this stub every time they create deep learning models. Import statements,
data preprocessing, model training, and testing are major constituents of the stub. These
parts of the code are automated in Auto-DL. The core, i.e. the model-building part, is
semi-automated and the input is taken from the user via the frontend drag and drop GUI.
For designing a model, the user specifies the data type of the training and testing data.
Based on that, preprocessing parameters are captured, E.g. Image Augmentation, target
size, and batch size. On dropping a layer, Auto-DL informs the user about the compatible
layers that could follow this layer, as well as warns the user if he selects an incompatible
layer. This is performed by checking the shapes of the selected layer. This would prevent
the model training from failing at a later stage. The editable hyperparameters are Opti-
mizer, Loss, Epochs, Learning Rate, Verbosity, and Metrics. Inputting these parameters
is tantamount to filling an online form, and the desired model code is generated via a
button.

Figure 1 (below) demonstrates how the Auto-DL platform works on a high level.
Using the front end (GUI)1 the user’s first step is Authentication2. After logging in, the
user can create or edit projects by specifying the details mentioned in Table 1 (below).

Table 1. Requirements for a project

Task Whether the problem statement is Classification, Regression, etc

Name Identification for the project

Data directory The path of the dataset

Language The language for the generated code. Currently, our platform supports
Python

Library Framework for generated solution Currently our platform supports Keras

Output File Name Name for the generated file

This data is sent to the Auto-DL Backend3 which is then forwarded to DLMML4

(Deep Learning Model Markup Language), which parses the IR to generate its code in
the specified language and framework. Training of the model can be commenced from
the platform, or the code can be downloaded and run on the user’s machine (preferred).

The data used for training is present in the local File System, and it is encouraged
that the code is shipped to the data and not vice versa. The trained model and various
explainability graphs, like training progress, can also be stored on the local machine.
This provision assures that confidential data need not be uploaded to a cloud.

4 Auto-DL Platform

The Auto-DL platform can be classified into 3 components, the Frontend (A), the
Backend (B), and the Database (C).
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Fig. 1. Block diagram showing Auto-DL components

4.1 React Application (Frontend)

The client-side application is made with React. It offers an interface to input various
parameters and hyperparameters. It also provides example values for reference. Further-
more, it encompasses the Drag and Drop feature for designing models. Various projects
can be managed from the home page. Generated results like code and training results are
accessed from here. The built model and the generated code are available to be down-
loaded. Figure 2 and Fig. 3 (below) are the home page and the project creation modal.
Whereas, Fig. 4 and Fig. 5 show the model building page and download code UI of the
application.

Fig. 2. Auto-DL platform home page
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Fig. 3. Step 1: create project

Fig. 4. Step 2: build models using the GUI

Fig. 5. Step 3: Download and Run the Generated Code
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4.2 Django Application (Backend)

TheBackend or the server-side application iswritten inDjangoRest Framework. Its tasks
are handling Authentication Requests with the database, providing API endpoints for
the Frontend and managing project-related data and metadata, parsing of IR, converting
it to code and managing training of deep learning models.

4.3 MongoDB Instance (Database)

This NoSQL database comprises User and Session data. It also contains data to support
IR creation. The React app and the Django app are dockerized and placed in separate
containers, whereas the MongoDB instance is on AWS cloud which is a Replica Set
with 3 nodes.

5 Testing and Result Analysis

5.1 Testing Model and Suite

For testing the Auto-DL platform the datasets mentioned in Table 2 below were used.

Table 2. Datasets for testing

Name Number of classes Number of Samples per
class

Avg No of layers
Required

Cats vs Dogs [21] 2 1000 6

MNIST [22] 10 6000 9

CIFAR-10[23] 10 6000 15

5.2 About Datasets

1. Cats vs Dogs: The dataset consists of 2000 images of cats and dogs. The task is to
label an image as a cat or dog i.e. a classification task.

2. The MNIST dataset consists of images of handwritten digits from 0–9, the task is to
classify an image of a digit into one of the 10 classes.

3. The CIFAR-10 is a popular dataset used to train computer vision models. It contains
10 classes which are aeroplanes, cars, birds, cats, deer, dogs, frogs, horses, ships,
and trucks.
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5.3 Platform Usability Report

Some assumptions and definitions:
Parse Time is the time taken for Auto-DL’s Generator to parse the Intermedi-

ate Representation and generate code in python using the Deep learning framework
(Keras/PyTorch) specified by the user.

Build Time is defined as the time taken to build a deep learning model on the Auto-
DL platform such that the model is parsed and compiled correctly without any errors or
warnings displayed on the webpage.

The following chart (Fig. 5) shows the average Parse Time inKeras (red) and PyTorch
(blue) for models with varying depth, having 200 to 1000 layers. For each depth (number
of layers) a thousand randommodels were generated, and their Parse Timewas recorded.

From Fig. 6, we can infer the following:

Fig. 6. Average parse time vs Number of layers in the DL model

• Parsing Keras models takes less time than PyTorch models.
• Even for a 1000 layer deep neural network, the parsing was roughly 1/10th of a second
for PyTorch and 1/250th of a second for Keras.

Saving time is one of themain goals ofAuto-DL and Figs. 7, 8, and 9 showhowAuto-
DL helped various users to generate a deep learning model of their choice in minutes.
For this research purpose, a set of 10 users were given the task to generate models using
Auto-DL, for datasets mentioned in Table 2.
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All the 3 models were generated thrice by each user and the Build Times were
recorded. Figure 7, below shows the build time for the Cats vsDogsClassificationmodel.
Whereas Figs. 8 and 9 represent build times for MNIST and CIFAR-10 classification
respectively.

Fig. 7. Build Time for Cats vs Dogs

Fig. 8. Build time for MNIST
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Fig. 9. Build time for CIFAR-10

From the above figures we can infer that irrespective of the model, the users take
less time once they get acquainted with the platform.

The above Fig. 10 shows the average time taken by users for building the three
different models on the Auto-DL platform. The upper bound for simple model building
can be safely set to 20 min, which is still very fast compared to the hours that traditional
deep learning takes.

Fig. 10. Average building time
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5.4 Comparative Study with Other Products

Table 3demonstrates features ofAuto-DLas compared to someother productsmentioned
in part II aswell as the traditionalway ofDeepLearning, that is bywriting codemanually.
The comparison is as based on the following parameters -

1. User Interface: The UI of various tools was compared and the easy accessibility for
developing solutions using the user interface was judged. Auto-DL’s user interface
aims to maximize the User Experience.

2. Customizable model: Models generated by various platforms were modified and the
ease and availability of the feature were captured. Auto-DL allows its users to easily
modify the generated deep learning models.

3. Code: The tools were tested against their ability to generate code.
4. Ease to use: The solutions were checked for user-friendly and assisting systems like

info buttons, example values, tutorials, etc.
5. Data locality: This test asks the question, does the data stay on-premises (checkmark)

or it needs to be uploaded to the cloud (cross mark) for processing? Confidential data
is sometimes exposed to security risks on the cloud. Not to forget the time required
to upload GBs of data to the cloud.

6. Transfer learning: Support for Transfer Learning as a feature was tested. Only Auto-
DL and IBM AutoAI from the cohort provide this feature.

7. Model Deployment: Trained model deployment feature was tested in various
platforms.

Table 3. Comparative study Auto-DL vs Other AutoML platforms

Auto-DL AutoAI Flash-ML H2O Datarobot MAKEML Rapid
miner

TPOT TraditionalDL

UI ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✖ ✖

Customizable
model

✓ ✖ ✓ ✖ ✖ ✖ ✖ ✓ ✓

Code
Generation

✓ – ✓ ✖ ✖ ✖ ✖ ✓ –

Ease to use ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✖ ✖

Data Locality ✓ ✖ – ✖ ✖ ✖ – ✓ –

Transfer
learning

✓ ✓ ✖ ✖ ✖ ✖ – ✖ ✓

Deployment ✓ ✓ – ✓ ✓ ✖ – ✖ –

5.5 Generated Code Evaluation

The generated code was tested against the following Software Engineering Maintain-
ability parameters:
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Code Quality. As Auto-DL generates code in python, the generated python code’s
quality was tested using Pylint [22]. The following figure (Fig. 11) shows the generated
source code quality for 1000 different random models generated using Auto-DL. The
source codes quality remains within the range of 9.40–9.75 which qualifies the threshold
for production-level code as mentioned in the “Pylint Static Code Analysis | GitHub
Action to fail below a score threshold” article by Analytics Vidhya [23].

Halstead Metrics [18]: These metrics are calculated statistically and provide a means
to judge the code based on parameters like volume, difficulty, effort, etc. The following
table (Table 4) shows values of these metrics applied on the source code generated by
Auto-DL for the datasets mentioned in Table 2. Themetrics were calculated using Radon
[25].

Fig. 11. Generated code quality

Even though, from Table 2 it can be observed that the number of deep learning
layers required for building a deep learning model for different datasets varies; Table 4
shows that Halstead metrics remain constant. This behavior shows that an increase in
the depth of the deep learning model is not detrimental to the generated code’s quality
and complexity. The number of bugs delivered in each case is negligible (0.0095).

5.6 Stress Testing the Auto-DL Platform

The platform was deployed on AWS t2-micro instance [20] (1 GB RAM, 1 vCPUs). The
deployed architecture was stress-tested using:

i. Cloud-based platform → Loader [26].
ii. Local testing tool → Siege [19].
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Table 4. Halstead metrics

Metrics Cats vs Dogs MNIST CIFAR-10

Number of Distinct Operators (η1) 3 3 3

Number of Distinct Operands (η2) 6 6 6

Number of Operators (N1) 3 3 3

Number of Operands (N2) 6 6 6

Vocabulary (η) 9 9 9

Length (N) 9 9 9

Calculated Length (Nˆ) 20.2646 20.2646 20.2646

Volume (V) 28.5293 28.5293 28.5293

Difficulty (D) 1.5 1.5 1.5

Effort (E) 42.7939 42.7939 42.7939

Time (T) 2.3774 2.3774 2.3774

Bugs (B) 0.0095 0.0095 0.0095

Testing using Loader
The hosted platform was tested using the online tool with a varying load over a period
of 1 min. Table 5 shows the results of these tests.

Table 5. Stress test results -- loader

Nodes Avg. response time (ms) Error rate (%)

1000 188 0

2000 562 1.1

5000 3162 22.1

10000 5147 40.8

Where,

1. Nodes: Concurrent clients/users
2. Avg. Response time: Average roundtrip time in milliseconds to get a response from

the server throughout the test
3. Error Rate: Percentage of timed out requests
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The server was still available (up and running) even if some requests timed out.
On manually testing the server right when the test ended, showed that the server was
running.

Testing using Siege
Two stress tests were conducted with different configurations as mentioned below:

1. Stress Test-1: The platform was attacked by a cluster of 100 nodes concurrently over
a time duration of 60 s. The server survived the attack (Availability: 100%).

2. Stress Test-2: An experiment similar to Stress Test-1 was repeated by a cluster of
1000 nodes.

Similar experiments with 2000, 5000 & 10,000 nodes were planned but could not
be executed due to hardware restrictions.

Table 6 shows the results of the stress tests [24]. These tests were conducted using
the NPM package siege [19]. A clear inference can be drawn from the results that
the platform, even when deployed on minimalistic hardware shows 100% availability
(uptime) and there were no failed transactions. This buttresses the claim that the platform
is durable.

Table 6. Stress test results

Metric Test 1 Test 2 Unit

Transactions 571 1989 Hits

Availability 100 100 %

Elapsed Time 59.86 59.88 secs

Data Transferred 132.13 35.73 Mb

Response Time 8.56 11.81 secs

Transaction Rate 9.54 33.22 /sec

Throughput 2.21 0.6 Mb/sec

Concurrency 81.64 392.21 –

Successful Transactions 571 1989 –

Failed Transactions 0 0 –

Longest Transaction 53.07 44.19 –

Shortest Transaction 0.12 0.26 –

6 Conclusion

Auto-DL makes building Deep Learning models easier by automating most of its parts.
With the use of Auto-DL, programming expertise as a prerequisite would be eliminated.



102 A. Srivastava et al.

With the “next layer suggestion” and just-in-time error checking mechanisms, Auto-
DL can serve as a good learning/teaching tool especially for people just starting with
AI/DL. People with less to no programming background can get hands-on experience
with buildingDLmodels. ExperiencedDL users can also utilize the platform tomakeDL
models in a matter of minutes. These engagements will help to increase the acceptance
and use of AI/DL in day-to-day life.

7 Future Scope

Auto-DL as a platform and as an idea is far from completion. Time and manpower were
a bottleneck and the following features for the platform are pipelined or are a work in
progress. Presently, Auto-DL supports image input type. The addition of other types
of datasets like videos, CSV, text, etc. would make it diverse. For scalability, queuing
requests, and maintaining workflows are planned. Capturing the progress of training
would enable the platform to implement training analysis and make the model more
explainable. Adding real-time collaboration would possibly make Auto-DL the first
Deep Learning PaaS to provide the feature. Parameters like learning rate, optimizer, etc.
affect the accuracy of the generatedmodel and can be automated in the future to optimize
without much human intervention. With the use of our Intermediate Representation of
Deep Learningmodels, it is possible to achieve portability between different frameworks
like Keras and PyTorch.
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Abstract. This study attempts to propose a smart predictive maintenance method
to classify manufacturing machines’ diagnostic and prognostic statuses. The main
goal of this study is to reduce the manual predictive maintenance budgets of man-
ufactures in Indonesia. In the proposedmethod, we perform feature maps to obtain
the binary states of sensor data, which is further clustered into the machine’s error
states (diagnostic status) and the machine’ useful life states (prognostic status).
Moreover, the proposed method comprises the two states predictions of machines
based on Deep Long Short Term Memory. The proposed method is demonstrated
on the Rawmill and Kiln machines of a cement factory in Indonesia for evaluation
performances. Without labelling manually, we investigated the annotation of both
states, which are similar to the ground truth. In addition, the proposed method can
achieved high accuracy and outperformed to another baseline method.

Keywords: Smart predictive maintenance · Cement factory · Diagnostic state
prediction · Prognostic state prediction · Deep learning

1 Introduction

Manufacturing sectors play an essential role to the global economic growth. According
to the Minister of Economy of the Republic of Indonesia, Indonesia can be mentioned
as an industrial country by viewing the economic sides. Moreover, the proportion of
added value to Indonesia’s GDP on manufacturing industry sector surprisingly hit over
20.61% in 20201 with the production value as themost influence variable for theNational
economic growth.

Speaking on the optimal industry production, a machinemaintenance process should
be considered as one of the significant step over the whole manufacturing systems2. By

1 https://www.bps.go.id/indikator/indikator/view_data/0000/data/1214/sdgs_9/1.
2 https://mobile.aditama-finance.com/berita/detail/320/Pentingnya-Perawatan-Mesin-Industri-
yang-teratur-dan-terencana.
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means that, weminimize the total number of brokenmachine and suppress all possibility
harm to the machine. Further, we expect to maintain the production remain in prime
conditions. To do so, a PredictiveMaintenance (PdM) is applied by predicting the specific
crashes machine and then deciding the maintenance step [1]. An PdM has three different
aspects: Remaining Useful Life (RUL), Conditional-based Maintenance (CbM), and
Prognostic Health Management (PHM). In PHM, we detect the deterioration machine
components, identify the fault-machine types, forecast the failure machine, and control
the breakdown machine process [2]. When PHM provides RUL information (known as
prognostic distance),we further implement to decide the best timeline of themaintenance
step.

However, in real application, we mostly find the PdM process working in manual
fashion. Obviously, manual procedure is very costly and also become untrustworthy
prediction due to human limitation. To overcome the issue, smart predictivemaintenance
allows to do PdM automatically by integrating Internet-of-Things and machine learning.
In a brief, we read the sensor data of the machine and then predict the failure chance
based on the data using machine learning method. Subsequently, we find two main
challenges: (i) determine a threshold of the sensor data whether machine failure, and
(ii) predict the machine failure state. Susanto, et al. [3] investigated the first challenge
based on a statistical-based approach focusing on cement factory, especially for Rawmill
engine. Unfortunately, they did not provide an information on how successfully the
implementation of the generated threshold. Moreover, we argue that a statistical-based
method can handle a huge amount of sensor data. In this study, we also concentrate
on cement factory with additional engine: Kiln engine. Extensively, we propose a smart
predictivemaintenance scheme to classify both diagnostic and prognosticmachine states
of the two engines based on deep learning method.

In the proposed method, we answer the first challenge by bridging domain expert
information and feature map representation. We next apply clustering method3 to anno-
tate the diagnostic and prognostic states of the two engines. For the second challenge,
this study classifies the diagnostic engine state (or the error condition) and the prognostic
engine state (or the failure engine condition). Hence, the goal of this study is to reduce
the budget PdM on the cement factory in Indonesia by moving manual to automatic
ones. Meanwhile, some researches discussed on machine learning for smart PdM with
different domain applications or scenarios. In general, T. Zonta, et al. [5] mentioned
Long Short Term Memory (LSTM) suitable for PdM as most of its data containing
timeseries. Mei Yuan, et al. [6] proved LSTM by showing better prognostic prediction
for aero engine. Suai Zeng et al. [7] and Olgun Aydin [8] continued the LSTM frame-
work of the previous research. Similar to the previous domain application, T. S. Kim [9]
improved Convolutional Neural Network (CNN) on prognostic prediction and showed
more accurate than vanilla CNN and LSTM on their case. Despite of their improvement
model results, we still found that the vanilla CNN fail to beat LSTM. Hence, we believe
to proceed with deep LSTM or D-LSTM to predict both diagnostic and prognostic states
of Rawmill and Kiln engines of cement factory in Indonesia.

We summarize the contributions of this study, as follows:

3 In this study, we employed Kmeans since it is more efficient than K-Nearest Neighbor [4].
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• We define feature map based on binary representation to assist the labeling process
of diagnostic and prognostic engine states;

• We propose a smart predictive maintenance method to predict both diagnostic and
prognostic engine states by implementing deep long short term memory;

• Wedemonstrated the proposedmethod on two engines of cement factory in Indonesia:
Rawmill and Kiln engines.

The rest organizations of this paper are described as follows: Sect. 2 tells some related
studies on smart predictive maintenance using machine learning. Section 3 explains all
the details of the proposed method. Section 4 discusses the simulation results of the
proposed method on Rawmill and Kiln machines. Section 5 summaries the previous
discussions.

2 Related Studies

As the fundamental part to build a smart predictive maintenance framework is the inte-
gration between sensor data and machine learning techniques, we discuss some related
studies on PdM using machine learning in this section. A. Theissler et al. reviewed on
PdM studies by stating that machine learning methods provided promising results given
a large dataset but they did not explain the evaluation. Starting with traditional machine
learning, Z. M. Cinar, et al. [10] brought discussions on how the implementation of
traditional machine learning, such as: Linear Regression (LR), Support Vector Machine
(SVM), Multi Layer Perceptron (MLP) on PdM without any simulation evidences. S.
Cho, et al. [11] constructed a hybrid method based on Expectation-Maximization (EM)
for PdM yet they did not provide accuracy results. Susanto, et al. [3] formulated a statis-
tical query to determine a threshold which is used to judge whether the Rawmill engine
is damaged.

Moving to advance machine learning method, Z. Li, et al. [12] proposed an unsuper-
vised approach called SAE-LSTM to solve the fault classification (or diagnostic states)
of Kiln engine. Dario Bruneo, et al. [13] tuned the hyperparameters on LSTM for RUL
estimation (or prognostic forecasting) and also compared with SVM and shallow deep
neural network. Haiyue Wu, et al. [14] used LSTM for both diagnostic state classifi-
cation and prognostic forecasting for multi-machine power systems. In the aero-engine
field, M. Yuan, et al. [6] applied LSTM to classify the diagnostic state and estimate
the prognostic state. Furthermore, S. Zheng, et al. [7] delivered a comparative study of
prognostic forecasting on three aero-engine problems using several machine learning
methods with LSTM worked accurate in their analysis. Based on the aforementioned,
this study will develop a smart predictive maintenance using deep LSTM by examining
diagnostic and prognostic states classification of Rawmill and Kiln engines of cement
factory in Indonesia. In the next section, we will describe the proposed method.

3 Method

We attempt to design a method for a smart predictive maintenance by classifying of
error and useful life states of the engine from their embedded sensor data based on
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deep learning. In this application, error and useful life states are referred as diagnostic
and prognostic statuses, respectively. Furthermore, we mainly focuses on two engines of
cement factory, namelyRawmill andKlin. Thedesignedmethodhas threemain stages: (i)
machine state annotation, (ii) machine state model construction, and (iii) future machine
state prediction. Overall, the designed method can be viewed on Fig. 1.

In the first stage, the embedded sensor data reconstruct into three binary modes
to represent its active states, adopting from the feature map representation on [15]. We
continue to apply the representation for annotating the diagnostic and prognostic statuses
of Rawmill and Kiln engines. Noteworthy that the feature map representation solely
implemented for the labeling purposes. Afterward, we build two models of diagnostic
and prognostic statuses for each engine using D-LSTM. At the last stage, the future of
both engines state is predicted according to the constructed model. Before we further
explain the proposed method’s details, we will describe some necessary notations in the
next section.

Fig. 1. The proposed Smart Predictive Maintenance method to classify diagnostic and prognostic
statuses of Rawmill and Kiln engines of cement factory in Indonesia.

3.1 Notations and Problems

Following the nature application of this study, we have at most eight embedded sensors4.
In general, we recorded the embedded sensor data into a set S = {

s1, s2, . . . , s|S|
}
with

4 Kiln has full eight embedded sensors yet Rawmill only has five installed sensors: three types
of rpm, one type of vibration and one type of pressure sensors.
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|S| is the cardinality of set S or the total number of recorded data and s ∈ R
n, n is

the number of sensors. In this case, each sequence si = 〈
r1i , r

2
i , r

3
i , r

4
i , n

1
i , l

1
i , l

2
i , c

1
i , v

1
i

〉

is multivariate timeseries data since it contains eight sensors information: r1, r2, r3, r4

are four types of rpm sensors (%); n is type of pressure sensor (m/bar); l1, l2 are two
types of mass flowmeter sensors (t/h); c is type of temperature sensor (◦C); and v is a
vibration sensor type (mm/s). In a specific case, we may have a univariate time series
of vibration sensor data v = 〈v1, v2, . . . vT 〉 with T = |S|.

We assume holding information about two sets of diagnostic engine state: D =
{d1, d2 . . . } and prognostic engine state: P = {p1, p2, . . . }. Moreover, this study only
focuses on two binary case problems with D = {0, 1} and P = {0, 1}, where ‘0’ refers
to normal engine condition and ‘1’ stands for error or broken engine states. We then
define the two problems of this study. The first problem is to find a function md that
maps each sequence s ∈ S corresponding to a certain diagnostic state d ∈ D, i.e.,
md : S → {0, 1}. The second problem is to obtain a function mp that also maps each
sequence s yet with a certain prognostic state p ∈ P, i.e.,mp : S → {0, 1}. Further, this
study employs a black-box model, i.e., deep long short term memory, to construct both
functions or classifiers ofmd andmp. Before that, we need to describe on how to obtain
the diagnostic and prognostic states of each sensor in set S.

3.2 Machine State Annotation

Originally, we wait for operator machines (human) to provide the diagnostic and prog-
nostic statuses when generating both modelsmd andmp, which is very costly. Alterna-
tively, this study incorporates between the basic knowledge from the human experts and
clustering technique to annotate the sensor data automatically (as one of the main step
on smart predictive maintenance) relating to diagnostic and prognostic states informa-
tion. However, the basic knowledge from the expert exclusively specifies each threshold
of given sensors for diagnostic state whether the engine still ‘work’ properly, which is
depicted on Table 1.

Table 1. Rawmill Machine regulation [2]

Equipments Sensor types Threshold

Motor belt conveyor (MBC) RPM (r1) <33\%

Sealing air fan (SAF) Pressure (p1) <9 millibar

Motor bucket elevator (MBE) RPM (r2) <33\%

Rotary Feeder (RF) RPM (r3) <33\%

Vibration part mill as a whole (VIB) Vibration (v) >5 mm/s

As the diagnostic threshold information is presented in binary value, we plan to
discover the binary representation of each sensor by adopting the idea of the triggered
sensor motion on [15]. Each sensor value is mapped into three binary representations:
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Fig. 2. An illustration of the three binary representations of sensor data.

raw, change point, and last fired. An illustration of the three binary representation is
shown in Fig. 2.

In a nutshell, raw representation of each sensor fully follows from Table 1. Change
point representation of each sensor give value 1 whenever its raw representation is
changing. Last fired representation of each sensor will be changed (1 → 0 or 0 → 1)
if any raw representation of other sensors is changing. We then cluster each binary
representation of s yielding its diagnostic status (in line 6 of Algorithm 1). Without loss-
generality, we assume that the prognostic engine state is highly related to its diagnostic
state (a dependent feature). For an instance, an engine will be diagnosed in improper
state when it works continuously in a very long time. Hence, we may simply judge that
its useful life state at very low level. Based on that assumption, we consider to put the
diagnostic engine state as one of features (in line 7) when annotating the prognostic
engine state using a clustering technique (in line 9). Furthermore, to hold more evidence
towards temporal information, this study performs average temporal �t. As the results,

we have a set S
′ =

{
s
′
j|1 ≤ j ≤ |S|

�t

}
with s =

〈
s
′
1, s

′
2, . . .

〉
and s

′ = 1
�t

∑|s|
t=1st:t+�t . The

procedure of machine state annotation is described in Algorithm 1.

3.3 Machine State Model Construction

FromAlgorithm 1, we stored two labeled sequences of diagnostic and prognostic engine
states Sd and Sp. We next construct diagnostic engine state modelmd from a set Sd and
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prognostic engine state model mp from a set Sp using Deep Long Short Term Memory
(D-LSTM). In this study, the architecture of D-LSTM is given in Fig. 3 and will describe
in the following next paragraphs.

Fig. 3. The architecture of deep long short term memory.

For simplification, the following discussion will be used for both engine states. In
general, we recall input sequences S and the output Y = (

y1, y2, . . . , yj
)
, where v

can be either diagnostic d or prognostic p. engine states. Given hidden sequences h =
(h1, h2, . . . , hT ), we compute each hidden sequence h iteratively with t = 1, 2, . . . ,T ,

as follows:

ht = φh(ws · st + wh · ht−1 + bh); (1)

with ws,wh and bh are two weights and one bias parameters on hidden layers, and
φ is a function to composite four gates: an input gate v, and output gate o, a forget gate
f and a memory cell gate v. Here, we write the four gates sequentially, as follows:

– it = σ
(
wi · st + whi · h{t−1} + wci · ct−1 + bi

); (input gate)
– ft = σ

(
wf · st + whf · h{t−1} + whc · ct−1 + bf

); (forget gate)
– ct = ft · ct−1 + tanh(wi · st + whc · ht−1 + bc); (memory cell gate)
– ot = σ(wo · st + who · ht−1 + wco · ct−1 + bo); (output gate)

with w(·), b(·) are weight and bias corresponding to the current and next gates inside
the hidden layer, and σ(·), tanh(·) are the activation functions. Next, we connect the
information from the output gate and the memory cell gate by following a formula
below.

h̃t = ot · tanh(ct); (2)

At the final stage D-LSTM, we compute the posterior probability between h̃t and
each label or class y, as follows:

yj = arg max
∀yj∈Y

p(yj|h̃); (3)
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≈ softmax(wy · h̃ + by); (4)

Based on the above-mentioned, we ready to predict both diagnostic and prognostic
states given new sensor data of Rawmill and Kiln engines in the next section.

3.4 Future Machine State Prediction

Let assume we have two models for diagnostic status md and prognostic status mp

from D-LSTM. In this step, we receive a new sensor data either from Rawmill or Kiln
engines to be predicted its diagnostic and prognostic states. Let say, we collect a set of
new recorded sensor data T = {t1, t2, . . . }. We then predict diagnostic status of each
new sensor data according to md and also its prognostic status from mp. Overall, the
proposed method is given in Algorithm 2.

4 Discussions

4.1 Data Information and Experiment Setups

In this study, we investigated the proposed method on two sets of sensor data of Rawmill
and Kiln engines of cement factory5. Let SR and SK be two sets of embedded sensor
sequences from Rawmill and Kiln engines, respectively. A set SK consists of five sensor
types: three rotational speed sensors, two pressure sensors and a vibration sensor. A set
SR consists of eight sensor types with additional two temperature sensors, and another
pressure sensor. Each sensor on both engines were recorded per 10 s from the 2015 year
until 2020, thus

∣∣SK
∣∣ = ∣∣SR

∣∣ = 16, 044, 480.
Before we are going further, we can see through the sensor data of Rawmill engine.

We easily catch from Fig. 4 that several sensors failed to send any information yet lots
of anomaly data on the 2018–2019 years can be detected easily (the purple line dots).

5 The detail of data information can be found in [2, 3].
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Fig. 4. Sensor data information on Rawmill engine since 2015–2019.

Hence, this study decides to play with the 2015 year data. Subsequently,
∣∣SR

∣∣ = ∣∣SK
∣∣ =

3, 153, 600. In this study, we set the hyperparameters for D-LSTM: Adam optimizer,
learning rate = 0.0001, #-epoch = 50, batch size = 128, #-hidden nodes: 20, and
average time �t = 1, 3, 6 or at the time interval t = 10 s, 30 s, 60 s. In additions, we
split the data into 80% of |S| as the training set to construct the engine state model
and 20% of |S| for testing set to evaluate the model. Let say z = 0.8 × |S |, we have
T = {sz+1, ..., s|S|}.

4.2 State Annotation Analysis

From here, we assume to already hold nine feature representations from the combination
of the three binary representations with the three average times. Next, the nine feature
representations are clustered using k-Means into ‘normal’ and ‘error’ states. On the
other hands, we referred the ground truth of normal engine state from [2]. We had
implementing other clustering methods, such as: DB-Scan and hierarchical clustering.
Unfortunately, both clustering methods need large memory and cannot be applied for
this dataset. To know the similarity between the clustered and the ground-truth labels,
we define the following equation:

sim(%) = # − labaled state correctly

|S| × 100; (5)

Surprisingly, the clustered diagnostic states of both engines exhibited close enough
to the ground truth (see on Table 2). However, on Rawmill engine, we noticed that
some binary states on changepoint representation and at an average time �t = 3 tend
to far away from the raw ones (or an original binary regulation feature). On the other
sides, this study defines additional threshold for temperature sensor on Kiln engine to
complete the above regulations (on the Table 1) by averaging the values. Subsequently,
the similarity state on Kiln engine showed differently compare to the Rawmill engine.
Hence, we continue to see the average similarity to suggest the scenario when generating
the models. In this case, we can say to choose the raw and last-fired with the time interval
time t = 10 s.
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Table 2. The similarity percentage results between clustered and ground truth of diagnostic
statuses of Rawmill and Kiln engines.

Scenario Sim on rawmill (%) Sim on Kiln (%) Average sim

Raw �t = 1 96,34 81,5 88,92

�t = 3 3,72 81,35 42,535

�t = 6 90,87 81,35 86,11

Changepoint �t = 1 0,14 98,01 49,075

�t = 3 0,3 98,48 49,39

�t = 6 0,42 98,84 49,63

Lastfired �t = 1 96,34 81,5 88,92

�t = 3 3,72 81,35 42,535

�t = 6 90,87 81,35 86,11

4.3 Diagnostic and Prognostic Engine State Models Analysis

We discuss on how the performance of D-LSTM given the feature map representation
in this part. As D-LSTM is one kind of black-box model, we need to evaluate the model
performances based on the given loss function. This study applied a binary cross-entropy
function since this study’s problems are considered as binary classification tasks.Overall,
we depicted the loss function of all nine features of both engines on Fig. 5.

Changepoint representation for Rawmill engine generally turned to either overfit
or underfit phenomena after 30 epoch. More specifically, at time interval t = 10 s, it
performed horrible since its loss value blasted over 20% at early stage (before 10 epoch,
see on Fig. 5 (a) Rawmill - changepoints). These results are in conformity with the
previous findings on the annotation analysis. Altogether, the model converges slower
during the learning process when the time interval sets larger since the epoch number
at a time interval t = 10 s is the smallest than the other time intervals. In this case,
the model is difficult to recognize the averaging sensor information. Furthermore, both
raw and last-fired representations mostly displayed similar convergent patterns on the
learning curves. To seek more evidence the model evaluation, we carry on to analyze
the models towards the unseen data (or testing data) in the next discussion.
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(a) Rawmill – Raw   (a) Rawmill – Changepoints  (a) Rawmill – Last-fired 

(a) Kiln – Raw     (a) Kiln – Changepoints   (a) Kiln – Last-fired 

(b) Rawmill – Raw   (b) Rawmill – Changepoints (b) Rawmill – Last-fired 

(b) Kiln – Raw     (b) Kiln – Changepoints   (b) Kiln – Last-fired 

Fig. 5. The evaluation of loss function for (a) diagnostic and (b) prognostic engine state models.

4.4 Testing Model Performances Analysis

We finally analyze the models with the testing data on the prediction step. We also
provide the comparison analysis with a traditional machine learning method. This study
brought Gaussian Naϊve Bayes (GNB) as the baseline method. In additions, this study
utilized accuracy metric in order to evaluate the models, as follows:

acc(%) = # − lengine state ofT predicted correctly

|T | × 100; (6)
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Diagnostic State of Rawmill Engine. 

Prognostic State of Rawmill Engine. 

Diagnostic State of Kiln Engine. 

Prognostic State of Kiln Engine. 

Fig. 6. TheAccuracyComparisons ofD-LSTMandGNBMethods onRawmill andKiln Engines.
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where, |T | is the cardinality of testing set.
As this study focused on binary classification case and its data is huge, both D-

LSTM and GNB can achieved high accuracy for all engine state predictions as depicted
onFig. 6.However,D-LSTMperformedmore stable thanGNB in average sincewe know
that GNBwill neglect the temporal dependencies or even the dependency of each feature.
That is why, we captured the accuracy of GNB slightly decrease as the time interval is
larger for Kiln engine. Also, GNB is seen difficult to learn the changepoint feature
as we only consider the changing state of engine. The accuracy GNB for changepoint
is dramatically dropped at less than 60% level and also it went down again when we
increased the average time. For Rawmill engine, it similarly happend at the time interval
t = 60 s with decreasing at most 5 percent. However, GNB still reached almost perfectly
accurate only when the time interval at t = 10 s.

As we expected from our idea, we obtained the similar accuracy on diagnostic and
prognostic engine states of D-LSTM since we found the dependencies between two
states. Unlike GNB for Rawmill engine, D-LSTM showed the highest accuracy at time
interval t = 60 s since D-LSTM is considered as sequence model. In general, we suggest
to set either raw or last-fired features with time interval t = 60 s for Rawmill engine.
Even though, we can see that changepoint feature reached the highest accuracy but we
found overfitting on the learning curves (see on Fig. 5). It means that we highly meet
with the uncontrollable situation. For prognostic engine, we choose to have either raw
or last-fired features with time interval t = 10 s.

5 Conclusion

We proposed a smart predictive maintenance scheme to classify the diagnostic and
prognostic engine states of Rawmill and Kiln engines of cement factory in Indonesia. In
the proposed scheme, we presented labelingmethod based on featuremap representation
and clustering approach. Next, we classified the diagnostic and prognostic engine states
using deep learning technique. The proposed method can successfully annotated both
diagnostic and prognostic states over Rawmill and Kiln engines with the similarities to
the ground-truth are very close. Also, we can predict the future diagnostic and prognostic
states of both engines accurately. We believe that the proposed method can be applied
to other industries, such as, ship or train engines and etc. Additionally, we progress to
forecast the error and failure times of Rawmill and Kiln engines in the near future.
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Abstract. Conventional financing and Islamic financing have the same mech-
anism of operation, although their nature is different. This difference creates
different risk, which requires a proper investigation and observation. Thus, the
conventional portfolio manager cannot use the same set of proportion or strategy
when they want to invest in Islamic financial product. This study determines the
optimal portfolio combination and its proportion for Islamic bank financing which
include several contracts (Murabahah, Mudharabah, Musharakah, Bai Bithaman
Ajil, Ijarah, Ijarah Thumma Al Bai, Istisna’). We apply single index model (SIM)
since SIM enables precise calculation of the composition of each asset (financing)
by identifying the value of Excess Return to Beta (ERB) as well as the cut-off
point based on the acquisition of equivalent rate of profit sharing for each financ-
ing. The results show that the optimal composition of portfolio consist of Ijarah or
leasing (59.93%), Musharakah or joint venture (29.18%) and Murabahah or sales
(10.89%). The portfolio expected return is 1.20% with portfolio risk of 1.67% .

Keywords: Financial analytics · Portfolio optimisation · Islamic finance

1 Introduction

Shariah compliance or halal investments are subject to Islamic foundations that include
sharing of profit, prohibition of exploitative gains (riba’), prohibition of gambling, invest-
ing in responsible/lawful/ethical activities or organizations and upholding moral values
at all times. These foundations reduce the flexibility of investment. Thus, narrowing the
choice of investments portfolio.

Every investor, portfolio manager or any financial institutions wants as high return
as they could while having the lowest risk possible in their portfolio by including the
right assets in a portfolio. Determining how much to invest on a particular asset is very
challenging.

Portfolio construction is an ultimate key for an investor to formulate a successful
investment. The significance of havingwell-constructed portfolio by not “putting all eggs
into a basket” is strongly related to risk diversification concept. A well-diverse portfolio
eliminates the unsystematic risk without affecting the expected gain of an investment.
Investors strive to maximize their expected return with the minimum possible risk. The
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application of optimal portfolio construction towards Islamic Financing is intriguing, as
the characteristics differs with the conventional.

Islamic financing instruments can be categorized into two types of financing, equity
based financing (Mudharabah andMusharakah) and Debt based Financing (Murabahah,
Bai Bithaman Ajil, Ijarah, Ijarah Thumma Al-Bai and Istisna’) [11]. As the scope of
the research is specific to Islamic financing, we include the definition of each financing
instrument. The definition is as follows:

1.1 Equity Financing Instruments: Profit Sharing Contracts

Mudharabah (Trustee Profit and Loss Sharing)
Mudharabah is a form of partnership in which the investor (Rabbul- mal) provides 100%
of the project capital, while the entrepreneur (Mudarib) oversees the venture by utilizing
his/her ability. Earning from the investment shared based on the pre-agreed profit-sharing
ratio, but losses carried by the provider of the funds except for real cases of carelessness
by the Mudarib.

Musharakah (Partnership or Joint Venture)
Musharakah is similar to Mudharabah contract, but all partners contribute some of their
capital to the investment. Profits shared in a pre-agreed ratio between partners, but losses
shared in the exact proportion of the money invested by the party.

1.2 Debt Financing Instruments

Murabahah (Cost Plus Sales)
This is one of the most widely used methods of financing by Islamic financing instru-
ments. Consumers, property, and industry use this instrument, Murabahah to finance the
purchase of raw materials, machinery or equipment. It is however, most commonly used
in short-term commercial finance, including the financing of credit letters. Murabahah
refers to the sale of goods at a price that includes an earning margin agreed by the parties
concerned.What makes the transactionMurabahah Islamically legitimate in Fiqh, is that
the bank acquires the asset for resale to get a profit so that a product sold for money, and
the trade is not an exchange of money for money.

Al-Bai Bithaman Ajil
Bithaman Ajil is a delayed sale whereby the entrepreneur capitalizes on his or her
earnings in the sale of the property to the customer who is obliged to pay a fixed amount
until the end of the tenure. In the Bithaman Ajil contract, the entrepreneur sells the
house to the customer at a mark- up the price, the subject matter of which is the cost
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price plus the mark-up the entrepreneur wants to make, for example, over a specified
funding period of 20 years.

Al-Ijarah
Ijarah is a contract under which the tenant leases to the customer equipment, building
or other facilities at an agreed rental fee(s) or fee(s), as decided by both parties.

Al-Ijarah Thumma al Bai
Financing products that allow customers to lease assets from Islamic investment and
banking institutions with the option of purchasing leased assets at the end of the lease.

Al-Istisna’ (Commissioned Manufacturer)
In Istisna’ one party purchases the good and the other party undertakes to produce
them as specified. This production undertaking includes all manufacturing, construction,
assembly, and packaging processes. It is also a pre-shipment financing instrument and
a contract in which the deal can be referred to something that does not exist at the time
the agreement is concluded.

2 Literature Review

William Sharpe took the initiative to remodel the Markowitz model and produced
Sharpe’s Single Index Model. SIM simplifies the form of Markowitz model and able to
define the correlation between the return of individual security with market index return
by dividing the return of security into two components. Return that does not affected by
market return is represented by alpha and vice versa of the previous relationship will be
represented as beta [10]. SIM is suitable to apply when deciding the optimal portfolio
because it analyses how and why securities should be included. [7] justified that the
reason he applied Sharpe Single Index Model is due to the method requires fewer inputs
as compared to, Markowitz Mean-Variance model.

SIM construction is less time consuming even when large number of securities
are included in the portfolio. SIM helps in the construction of optimal portfolio by
determining the security to be assimilated into the portfolio based on Excess Return to
Beta Ratio (ERB). ERB ratio defines as a measure of excess return relative to one unit
of risk that cannot be dispersed known as beta. These proportions tell the association
between determinant of asset venture which is uncertainty and returns. The ratio between
the excess return to beta ratio used to conclude which security can be integrated into the
portfolio in order to build an optimal portfolio while the cut-off point will determine the
security that will be included in the optimal portfolio based on the ERB low and high
point [6]. Moreover, cut off rate plays vital role in constructing an optimal portfolio,
which eases the investor to make decisions [8].

One of the hurdles in establishing this optimal financing portfolio is the need to assess
the return behaviour of each Islamic financing instrument, that is, the expected return of
each instrument when combined with other instruments (combination of more than one
instrument). This is to ensure the expected return of the established financing portfolio
is profitable, at the same time, avoiding high risk financing contracts with investors [1].
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Most of the Islamic products offered are comparable to conventionally available
products even though interest and speculation are banned in the products and services.
Since there are toomany products available generally, this research is focusing on Islamic
financing instruments that are commonly used and has a significant influence inMalaysia
market.

According to [5], the risks in Islamic banks are influenced by three factors. The first
factor is the principle of the instruments or products they offer. For instance, equity-based
financing increases the risk to Islamic banks. Secondly, Shariah’s compliance constraint.
Since the operations of Islamic banks are compelled by the Shariah principle, specific
risk management strategies such as hedging and credit derivatives are not allowed in
Islamic banks. Lastly is failure to standardize and regulate the Islamic banking.

Since conventional banks face three significant risks, namely credit risk, market risk,
and operational risk, Islamic banks are also equally facedwith these risks. The perception
that Islamic banks are risk-free is incorrect and understated.

3 Methodology

In this study we are interested in the share proportion of Islamic Financing instruments
in Malaysia. The data are obtained from Bank Negara Malaysia for the duration of five
years from year 2014 until 2018. The selected tools or instruments are Mudharabah,
Musharakah, Murabahah, Istisna’, Ijara, Ijarah Thumma Al-Bai, and Bai Bithaman Ajil.
The flow chart of the methodology is shown in Fig. 1.

Fig. 1. Methodology flow chart

Monthly financing by concept (Mudharabah, Musharakah, Murabahah, Istisna’,
Ijara, Ijarah Thumma Al-Bai, and Bai Bithaman Ajil) in million (RM), base rate or
risk free rate, and Islamic Interbank rate are the independent variables or input used to
determine the proportion or weight of the optimal portfolio constructions. Return and
risk of the optimal portfolio are calculated based on the results of the optimal portfolio
of financing instruments from Sharpe Single Index Model.
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3.1 Capital Asset Pricing Model

The fundamental underlying the single index model is:

Ri = α + βiRm + ei (1)

Where,

Ri: return of Islamic financing instrument i
α: return of financing instrument i that is not influenced by market performance
βi: sensitivity of return of financing instrument i to the changes in market return
Rm: market index return
ei: error term

According to SIM, the return of any stock decomposed into the expected excess
return of the individual stock due to firm-specific factors, commonly denoted by its
alpha coefficient (α), which is the return that exceeds the risk-free rate. While the return
due to macroeconomic events that affect the market, and the unexpected microeconomic
events that affect only the firm denoted as beta coefficient (βi) [2].

The term βiRm represents the stock’s return due to the movement of the market
modified by the stock’s beta (βi), while ei represents the unsystematic risk of the security
due to firm-specific factors. In our research i is Islamic financing instruments [4].

3.2 Construction of Optimal Portfolio

The creation of an optimal portfolio of Islamic financing instrument assuming the for-
mation of optimal portfolio is only based on Excess Return Beta (ERB) ratio and no
short sales are allowed. All formula used to construct an optimal portfolio are based on
[1, 3, 6, 9]. The steps in creating the optimal portfolio are as follows:

1. Calculate the monthly return of each Islamic financing instrument using Eq. 2.
2. Calculate the the market return.

Ri = Pt − Pt−1

Pt−1
(2)

Where,

Ri: Monthly return financing instrument
Pt : Current month financing amount
Pt−1: Previous month financing amount

3. Calculate Beta for Each Financing Instrument Using Eq. 3.
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βi = σim

σ 2
m

(3)

Where,

βi: Beta for each financing instrument
σim: Covariance between financing instrument and market
σ 2
m: Variance of market

4. Measure unsystematic risk, σ 2
ei

σ 2
ei = σ 2

i − β2
i ∗ σ 2

m (4)

Where,
σ 2
i : Variance of Islamic financing instrument

5. Compute the ERB using Eq. 5 and rank each financing instrument from the highest
value of ERB to the lowest.

Ri − Rf

βi
(5)

6. Calculate the cut off rate ratio for each financing instrument (Ci). This is to determine
the cut-off ratio (C*). C* is the highest value of Ci estimation of each financing that
had been previously ranked based on ERB ratio from most elevated to least. C* is
a benchmark used to decide whether to include or exclude the financing instrument
as a candidate of the portfolio.

Ci =
σ 2
m

∑i
i=1

(
Ri−Rf

)
βi

σ 2
ei

1 + σ 2
m

∑i
i=1(

β2
i

σ 2
i
)

(6)

Where,

σ 2
m: Variance of market benchmark.

βi: Beta of individual financing instrument.
σ 2
ei: Variance error of each financing instrument.

σ 2
i : Variance of individual financing instrument.

Ci: Cut off rate of individual financing instrument.
Ri − Rf : Excess Return.

7. When the financing that shapes the portfolio has been resolved, the next stage is to
decide the weight or proportion from each chosen financing in the portfolio using
Eq. 7 and Eq. 8.

wi = Zi
∑i

i=1 Zi
(7)



Optimal Portfolio Construction of Islamic Financing Instrument in Malaysia 127

Zi = βi

σ 2
ei

(
Ri − Rf

βi
− C∗) (8)

Where,

βi: Beta of individual financing instrument
σ 2
ei: Variance error of each financing instrument

C∗: Highest value of Ci estimation
Ri − Rf : Excess Return

3.3 Portfolio Return and Risk

Lastly, expected return and expected risk level of optimal portfolio is evaluated by
applying Eq. 9 and Eq. 10.

Portfolio Return=
∑

wiRi (9)

Where,

wi: Weightage of each financing instrument
Ri: Expected return on financing instrument

Portfolio Risk
√

(
∑

wiβi)
2 ∗ σ 2

m +
∑

wiσ
2
ei (10)

Where

wi: Weightage of each financing instrument.
Ri: Expected return on financing instrument

4 Results and Discussion

4.1 A Composition of Islamic Financing Instrument (IFI)

Table 1 shows the amount of financing in Ringgit Malaysia for each instrument from
2014 until 2018. On average, the highest amount of financing for the last 5 years is
Murabahah while the lowest amount of financing is Mudharabah.

4.2 Comparing Mean Return, Variance and Risk of IFI

Theoretically, mean return is the expected value of all the likely return of investments. In
this case, two instruments are recognized as producing negative mean return as shown
in Table 2, which are Bai Bithaman Ajil and Mudharabah. In general, positive return
financing instrument means it is feasible as an alternative for investing the instrument
that gives the highest mean return is Murabahah (2.34%). Whereas, Istisna’ (10.37%)
has the highest coefficient of variation implying that it is the riskiest instrument among
the rest instrument while Musharakah (0.83%) indicates it is the least risky instrument.
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Table 1. Amount of Financing for each instrument yearly

Year 2014 2015 2016 2017 2018 Average

Bai Bithaman
Ajil

82174.08 77549.30 71204.64 67012.18 63318.97 72251.83

Ijarah 7473.12 9052.73 9828.70 10330.34 9992.87 9335.55

Ijarah Thumma
Al-Bai

66270.10 71568.79 70382.98 70767.81 72164.65 70230.87

Murabahah 67215.67 107935.66 143910.43 176542.43 209728.03 141066.44

Musharakah 19618.69 25757.94 34866.97 44715.99 51126.30 35217.18

Mudharabah 91.24 78.45 73.27 66.56 53.58 72.62

Istisna’ 1694.95 2033.54 2224.93 1998.50 1972.96 1984.98

Total
Financing

244537.84 293976.40 332491.93 371433.81 408357.36 330159.47

Table 2. Composition of mean, risk and coefficient of variation of IFI

Instrument Mean Return Variance Risk (Standard
deviation)

Coefficient of
variation

Bai Bithaman Ajil −0.48% 0.04% 1.90% −3.99%

Ijarah 0.61% 0.02% 1.53% 2.51%

Ijarah Thumma
Al-Bai

0.22% 0.00% 0.50% 2.33%

Murabahah 2.34% 0.06% 2.44% 1.04%

Musharakah 1.98% 0.03% 1.65% 0.83%

Mudharabah −1.71% 0.51% 7.11% −4.16%

Istisna’ 0.33% 0.12% 3.43% 10.37%

4.3 Capital Asset Pricing Model of IFI

Table 3 shows the regression yield for each financing instrument. α̂ represents the esti-
mate return of financing instrument, which is not influenced by the performance of the
market. Positive values show that the investment performance is better than expected
investment return and vice versa. Based on Table 3, there are five financing instruments
which the value of α̂ is positive, that are Ijarah, Ijarah Thumma Al-Bai, Murabahah,
Musharakah and Istisna’ while two instrument produced negative value, which are Bai
Bithaman Ajil and Mudharabah.

β̂ represents the estimate sensitivity measure of expected return depending on the
market movement or changes. Based on Table 3, only two financing instrument, Ijarah
Thumma Al-Bai (11.97%) and Istisna’ (46.84%) show positive value while the rest are
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Table 3. Capital asset pricing model of IFI

Instrument Alpha (α̂) Beta (β̂) Residual (e)

Bai Bithaman Ajil −0.47% −4.02% 1.93%

Ijarah 0.62% −6.96% 1.55%

Ijarah Thumma Al-Bai 0.19% 11.97% 0.48%

Murabahah 2.36% −11.13% 2.48%

Musharakah 2.05% −41.56% 1.58%

Mudharabah −1.65% −33.82% 7.22%

Istisna’ 0.25% 46.84% 3.43%

negative. This indicates that one percent increase of market return (Islamic Interbank
rate) will increase or decrease the expected return of IFI.

4.4 Excess Return to Beta Ratio and Ranking Procedure

According to [7], negative expected return omitted in the selection of optimal portfolio
as recommended by Sharpe since it will face investment risk. Hence, this study divides
the construction optimal portfolio accordance to two groups of financing instrument;
without negative mean instrument (NMI) return included and negative mean instrument
(NMI) return included.

Table 4. Ranking based on ERB (NMI included) and (NMI excluded)

Instrument ERB Instrument ERB

Bai Bithaman Ajil 1.0976 Ijarah 0.4783

Ijarah 0.4783 Murabahah 0.1438

Mudharabah 0.1670 Musharakah 0.0472

Murabahah 0.1438 Istisna −0.0771

Musharakah 0.0472 Ijarah Thumma Al-Bai −0.3111

Istisna −0.0771

Ijarah Thumma Al-Bai −0.3111

Based on Table 4, the highest ERB value is Bai Bithaman Ajil for NMI included
while the highest value of ERB is Ijarah for NMI excluded (drop Bai Bithaman Ajil
and Mudharabah). Negative ERB value is likely to be excluded in the formation of
optimal portfolio development since excess return refer to return received above risk
free investment return.
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4.5 Selecting Instrument from Cut-Off Rate

Positive ERB value of financing instrument expected to be included in the creation of
the optimal portfolio but certification to be accepted based on the cut off ratio. Cut off
ratio (C*) is the maximum value of Ci whether to accept or reject the instruments into
the portfolio candidate.

Table 5. Cut-off ratio (NMI included)

Instrument
(
Ri−Rf

)
βi

σ2ei

β2i
σ2i

Ci Status

Bai Bithaman Ajil 4.9358 3931 0.0009 Pass

Ijarah 14.8626 25.1686 0.0028 Pass

Mudharabah 18.6540 47.7702 0.0034 Pass

Murabahah 21.6533 68.5515 0.0040 Pass

Musharakah 55.6170 702.8339 0.0092 (C*) Pass

Istisna 40.7052 889.5976 0.0065 Fail

Ijarah Thumma Al-Bai −155.5310 1454.1051 −0.0228 Fail

Table 6. Cut-off ratio (NMI excluded)

Instrument
(
Ri−Rf

)
βi

σ2ei

β2i
σ2i

Ci Status

Ijarah 9.9268 20.6755 0.0018 Pass

Murabahah 12.9260 41.4568 0.0024 Pass

Musharakah 46.8897 675.7392 0.0078 (C*) Pass

Istisna 31.9780 862.5030 0.0051 Fail

Ijarah Thumma Al-Bai −164.2582 1427.0104 −0.0242 Fail

Based on Table 5, five instruments pass and should be included in the portfolio, while
in Table 6, three instruments pass as candidates to be included in the optimal portfolio.

4.6 Proportion of Each Selected Instruments

Once all the preferred and selected instruments have been decided and tested, the pro-
portion of the instruments calculated to give the most favourable portfolio return and
risk (Table 9).

Table 7 shows the respective weightage of Bai Bithaman Ajil (33.50%), Ijarah
(38.50%), Mudharabah (2.92%), Murabahah (6.95%) and Musharakah (18.14%) for
NMI while Table 8 illustrates the financing weightage of Ijarah (59.93%), Murabahah
(10.89%) and Musharakah (29.18%) for NMI excluded.
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Table 7. Weightage of financing instruments (NMI included)

Selected instruments

Instrument β σ 2
ei ERB Ci Zi wi

Bai Bithaman Ajil −0.0402 0.0004 1.0976 0.0009 −121.66 (33.50%)

Ijarah −0.0696 0.0002 0.4783 0.0028 −139.86 (38.50%)

Mudharabah −0.3382 0.0050 0.1670 0.0034 −10.59 (2.92%)

Murabahah −0.1113 0.0006 0.1438 0.0040 −25.23 (6.95%)

Musharakah −0.4156 0.0002 0.0472 0.0092 −65.87 (18.14%)

Table 8. Weightage of financing instruments (NMI excluded)

Selected instruments

Instrument β σ 2
ei ERB Ci Zi wi

Ijarah −0.0696 0.0002 0.4783 0.0018 −140.28 (59.93%)

Murabahah −0.1113 0.0006 0.1438 0.0024 −25.49 (10.89%)

Musharakah −0.4156 0.0002 0.0472 0.0078 −68.30 (29.18%)

4.7 Portfolio Return and Risk

Once the weightage of each financing instrument has been decided, the portfolio return
and risk are calculated. Based on Table 9, the portfolio return is 0.55% and the portfolio
risk is 2.11% from the five financing instruments formed.

Table 9. Market referral return and risk

Portfolio

Return Systematic risk Unsystematic risk Variance Risk

0.55% 0.0003% 0.0442% 0.0446% 2.11%

Table 10 shows that by excluding the mean value instruments, the portfolio return
increases by 0.65% (1.20–0.55) and reducing the risk associated with it by 0.44% (2.11–
1.67). Henceforth, maximising the return and minimizing the risk of portfolio thus the
optimal portfolio obtained.

Table 10. Portfolio return and risk (NMI included)

Portfolio

Return Systematic risk Unsystematic risk Variance Risk

1.20% 0.0006% 0.0275% 0.0280% 1.67%
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5 Conclusion

It can be concluded that excluding the negative mean instrument tremendously increase
the return and risk performance of portfolio. The weightage of Islamic financing instru-
ment portfolio without the negative mean instrument is Ijarah (59.93%), Murabahah
(10.89%) and Musharakah (29.18%). The establishment of an optimal portfolio formed
with a Sharpe Single Index Model yields a portfolio return of 1.2% with a risk rate
of 1.67%. This is a proof that diversification in various financing contracts not only
increases the profits of Islamic banks; it can also reduce the level of risk at hand.

By conducting this research Islamic banks will be able to determine the main priority
in the distribution of financing. The optimal portfolio can be used as a guide for Islamic
bank to determine the target of financing disbursement, as financing is also the main
business.

Based on the results, Islamic bank should focus more on productive financing or
investment which generally use Ijarah, Murabahah and Musharakah.
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Abstract. West Papua is reportedly the second-most populous province in
Indonesia. The United Nations International Children’s Emergency Fund
(UNICEF) highlights Papua’s performance in selecting the Sustainable Devel-
opment Goals (SDG) indicators compared to other provinces in the country. The
data shows that food, nutrition, health, education, housing, water, sanitation, and
protection are defined as multidimensional child poverty. Population statistics
and poverty figures show that inter-provincial equity in Indonesia needs to be re-
measured. In 2008, the Regional Governments of Papua andWest Papua Provinces
implemented a Community Empowerment Program called “PNPM RESPEK”,
which provided direct community assistance for IDR 100 million per village.
To determine the people’s level of understanding and perception towards this
program, PNPM RESPEK, in collaboration with the Central Statistics Agency,
conducted an integrated PNPM RESPEK Evaluation Survey in July 2009. Based
on the survey results, this paper identifies a model (pattern) of understanding the
people of Papua and West Papua towards the program and finds the best method
to build this model through classification techniques. Then the data model was
also tested using unsupervised learning, the clustering method. The experimental
results show that the J48 decision tree produces the highest accuracy compared to
the others. As for clustering, the clustering hierarchy provides the best accuracy.
Decision Tree J48 has the best accuracy with an accuracy of 97.31%. In this case,
97.31% of the people of Papua and West Papua who receive direct community
assistance meet the level of understanding and perception of the PNPM RESPEK
Program.

Keywords: SDG · Poverty · Equality · Machine learning · J48 Decision Tree ·
Hierarchical clustering

1 Introduction

Indonesia’s easternmost provinces of Papua and West Papua generally referred to as
Papua, are the country’s most violent and resource-rich areas [1]. However, health care
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standards are lower in West Papua than in other regions of Indonesia [2]. World Health
Organization (WHO) reported that poverty is a significant cause of ill health and a
barrier to accessing health care when needed. This relationship is financial: the poor
cannot afford to purchase things needed for good health, including sufficient quality
food and health care. However, the relationship is also related to other factors related to
poverty, such as lack of information on appropriate health-promoting practices or lack
of voice needed to make social services work for them [3].

In 2007, the Government of Indonesia launched the Mandiri National Program for
Community Empowerment (PNPM), which aims to reduce poverty, strengthen local
government and community institutions’ capacity, and improve local government gov-
ernance. In 2008, this program covered approximately 40,000 villages in Indonesia and
was expected to cover nearly 80,000 villages by 2009 [4]. In line with this, the regional
governments of Papua and West Papua Provinces in 2008 implemented a Community
Empowerment Program called “PNPMRESPEK.” RESPEK is funded by the Provincial
Expenditure Budget (APBD Propinsi), and it provides 100 million IDR directly to every
village in the province [1]. The Regional Governments of Papua andWest Papua provide
direct community assistance (Indonesian: Bantuan Langsung Masyarakat) of IDR 100
million per village for 3,923 villages in 388 sub-districts. Meanwhile, the Ministry of
Home Affairs provides more than 1,000 facilitators through PNPM [4].

The main component of PNPM is its approach called Community-Driven Devel-
opment (CDD) [5]. Adopting a community-driven development (CDD) approach and
with technical financial assistance from the International Bank for Reconstruction and
Development, the PNPM is now a national program covering all villages and cities in the
country [6, 7].To determine the level of understanding and perception of Papua andWest
Papua’s people towards the PNPM RESPEK Program, PNPM RESPEK, in collabora-
tion with BPS-Statistics Indonesia, conducted the PNPM RESPEK Evaluation Survey,
which was integrated through the National Socio-Economic Survey (SUSENAS) in July
2009. This research aims to identify a model (pattern) for understanding the people of
Papua and West Papua towards the program and find the best method for building this
model through experimental classification and clustering techniques. The primary goals
of this research are to help the PNPM RESPEK improving the remote area from a data
perspective and understanding principles of extracting valuable knowledge from data.

2 Methodology

Data Mining is the process of extracting and identifying patterns from large sets of data
to produce output in the form of useful information or knowledge that was not pre-
viously known manually on the raw data. Data mining is carried out using statistical
methods, mathematical algorithms, artificial intelligence or machine learning. In gen-
eral, the stages carried out in Data Mining include data selection, pre-processing data,
transformation data, modeling, and interpretation data [8].

2.1 Classification

Classification is the supervised learning technique in datamining. In supervised learning,
the data label has already been defined. Classification is used to classify each item in
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a data set into one of a predefined set of classes or groups. The data analysis task
classification is where a model or classifier is constructed to predict class labels. So, the
classification technique will assign items in a collection to target categories or classes.
The goal of classification is to accurately predict the target class for each case in the
data. Algorithms for classification include J48 [9] and Logistic Regression [10].

• The J48 algorithm is an algorithm derived from C4.5 [10]. This algorithm generates
decision trees based on rules to classify. Each aspect of information is divided into
several small subsets to form the basis of decisions. J48 looks at standard data, which
results in the separation of information by selecting attributes [11]. Mathematically,
J48 algorithm uses the concept of entropy and information gain (IG). The information
gain rate (IGR) is the splitting criterion (SplitInfo) to make the J48 decision tree. The
IG, SplitInfo, and IGR are formulated as follows

IG(S, j) = Entropy(S) − Entropy(S|j) (1)

SplitInfoj(S) = −
kc∑

k=k0

(∣∣Sj(k)
∣∣

|S| + log2
Sj(k)

S

)
(2)

IGR(j) = IG(S, j)

SplitInfoj(S)
(3)

where S is a parent node, j represent the j-th attribute of sample x in one class

label, Entropy(S) = −
d∑
j=1

xj log2 xj, Entropy(S|j) is the conditional entropy with

Entropy(S|j) =
kc∑

k=k0

|Sj(k)|
|S| · Entropy(Sj(k)

)
, and Sj(k) = {

x ∈ S|xj = k
}
.

• Logistic regression is an approach to creating predictive models using equations that
describe the relationship between two or more variables [13]. The dependent variable
for logistic regression has a dichotomy scale. The dichotomy scale is a nominal data
scale with two categories: Yes and No, Success and Failure or High and Low [12].
We often named these two categories as binary-valued labels which the correct label
y values is denoted either 0 or 1

(
y(i) ∈ {0, 1}). Mathematically, the probability that

data samples belong to the “Yes” class versus the probability that it belongs to the
“No” class defined as follows

P(y = Yes|x) = hθ (x) = 1

1 + exp
(−θT x

) ≡ σ
(
θT x

)
(4)

P(y = No|x) = 1 − P(y = Yes|x) = 1 − h (5)

where σ(r) = 1
1+exp(−r) is the sigmoid or logistic function, and θT x ∈ [0, 1] is the

gradient for linear regression. The cost function for a set of training examples with
binary labels

{(
x(i), y(i)

) : i = 1, 2, . . . , n
}
to measure how close a given hθ to the

correct output y is expressed as below

J (θ) = −
n∑

i=1

(
y(i) log

(
hθ

(
x(i)

))
+

(
1 − y(i)

)
log

(
1 − hθ

(
x(i)

)))
(6)
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If we plug in the definition of hθ (x) = σ
(
θT x(i)

)
into (6), we will get the loss function

as below

J (θ) = −
n∑

i=1

(
y(i) log

(
σ
(
θT x(i)

))
+

(
1 − y(i)

)
log

(
1 − σ

(
θT x(i)

)))
(7)

To be noted, the smaller the values of cost function the better the model. In this sense,
the model with bigger cost function clearly predict the un-great solution of y(i).

2.2 Clustering

Clustering is a powerful tool in data analysis. It is used for discovering the cluster
structure in data sets with the most remarkable similarity within the same cluster but
the most noteworthy dissimilarity between different clusters. Generally, cluster analysis
became a multivariate statistical analysis branch, and it is an unsupervised learning
approach to machine learning [13, 14]. Algorithms for clustering include K-Means [15],
Hierarchical clustering (HCA) [16, 17], and DBSCAN algorithms [18].

• K-Means
K-means is the simplest and most common clustering method. It is because K-means
can classify large amounts of data with fast and efficient computation time. K-Means
divides n data points in d dimensions into a number of k clusters where the clustering
process is carried out by minimizing the sum squares distance between the data and
each cluster center [15]. In its implementation, the K-Means method requires three
parameters that are entirely user-defined, namely the number of clusters (# of k), cluster
initialization and system distance. The objective function of K-Means is formulated
as

JK−Means(U ,V ) =
c∑

k=1

n∑

i=1

μik

d∑

j=1

(
xij − vkj

)2 (8)

s.t., μik ∈ {0, 1}, i = 1, . . . , n, k = 1, . . . , c (9)

The objective function in (8) is optimized by using the Lagrange multipliers and
obtained the updating equations of μik and vkj as follows

vkj =
n∑

i=1

μikxij

/
n∑

i=1

μik (10)

μik =

⎧
⎪⎨

⎪⎩
1 if

d∑
j=1

(
xij − vkj

)2 = min
1≤k≤c

(
d∑
j=1

(
xij − vkj

)2
)

0, otherwise.

(11)

• Hierarchical clustering
Hierarchical clustering (HCA) groups data through a hierarchical chart [16]. In the
initial step, the hierarchical clustering identifies the data that has the closest distance,
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then associated it into one cluster. Furthermore, hierarchical clustering calculates the
distance between the clusters [17]. There are seven hierarchical clustering methods
including single link, complete link, group average link, McQuitty’s method, median,
centroid, and Ward’s method. These seven hierarchical clustering methods defines a
new relation from datasets to hierarchies by using different Lance-Williams dissimi-
larity update formula. However, the suitable iteration among these seven hierarchical
clustering methods similar to each other, they are all carried out until all are con-
nected. Mathematically, if points x and y are agglomerated into cluster x∪ y, then the
Lance-Williams dissimilarity update formula is expressed as below:

d(x ∪ y, k) = αxd(x, k) + αyd(y, k) + βd(x, y) + γ |d(x, k) − d(y, k)| (12)

where αx, αy, β, γ define the agglomerative criterion, αy with index y is defined iden-
tically to coefficient αx with index x. The formulation of Lance-Williams dissimilarity
in (12) can be expressed as follow

dx∪y,k = αxdxk + αydyk + βdxy + γ
∣∣dxk − dyk

∣∣ (13)

• Density-Based Spatial Clustering of Application with Noise
Density-BasedSpatialClusteringofApplicationwithNoise (DBSCAN) is a clustering
algorithmdeveloped by density-based.DBSCANseparates high-density clusters from
low-density clusters. This algorithm will start by dividing the data into d dimensions,
then iteratively count the number of data points close to each other [18]. TheDBSCAN
relay on two parameters, called MinPts and Epsilon (ε − neighborhood ). The ε −
neighborhood is a distance measure that will be used to locate the points or to check
the density in the neighbourhood of any point x, formulated as

Nε(x) = {y ∈ d |‖y − x‖ ≤ ε} (14)

Here points x is a points inside of the cluster (MinPts) if the ε − neighborhood
Nε(x) of point x greater than or equal to the least number of neighbors v, denoted as
|Nε(x) | ≥ v. A point x is directly density-reachable from a point y with respect to
ε−neighborhood and the minimum number of points required to form a dense region
if x ∈ Nε(y), and |Nε(y) | ≥ MinPts.

3 Data Set

This research takes a case study to identify a model for the understanding of the people
of Papua andWest Papua towards the National Program for Community Empowerment,
Strategic Plan of “Kampung” Development (PNPM RESPEK) [7]. The dataset was
obtained from the results of the PNPM RESPEK survey in collaboration with BPS-
Statistics Indonesia to conduct the PNPM Evaluation Survey, which was integrated
through the National Socio-Economic Survey (Susenas) July 2009. The source dataset
is openly accessible at https://microdata.worldbank.org/index.php/catalog/1801/ study-
description.

This data initially contains 3937 Papua andWest Papua people who received support
from PNPM RESPEK. Since there are 2041 missing values, the data we used in this

https://microdata.worldbank.org/index.php/catalog/1801/
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research only contains 1896 samples of Papua andWest Papua peoplewho have benefited
from the PNPMRESPEKproject, with 31 attributes. Table 1 shows the data type for each
attribute. As our goal is to identify the accuracy of classifiers in predicting people who
are likely to get the understanding and perception towards the PNPMRESPEK program,
we measured the performances by only using a single evaluation metric, called accuracy
rates. It is a common known that accuracy rate is devoted to simultaneously visualize and
associate the structure of data based on their similarities. Furthermore, we notice that
the high accuracy rate is more important than the resources. The calculation of accuracy
rate is based on the percentage of error, expressed as

Error rate = 1 −
∑c

k=1
n(ck)

/
n (15)

wheren(ck) is the number of training data that obtain correct classification/clustering.
All the procedures for classification and clustering including pre-processing and process-
ing final input data will be done by using Waikato environment for knowledge analysis
(WEKA).

Table 1. Data type of the attributes

No Characteristics

Attribute Data Type Values

1 Age Numeric Min = 11
Max = 99

2 Gender Nominal 1 = Male
2 = Female

3 Marital Status Nominal 1 = Single
2 = Married
3 = Divorced
4 = Death divorce

4 Heard about PNPM Nominal 1 = Yes, spontaneous
2 = Yes, after the interviewer
explained
3 = No

5 Has been a PNPM actor Nominal 1 = Yes
2 = No

6 Previously worked at PNPM Nominal 1 = Yes
2 = No

7 Present at the PNPM meeting Nominal 1 = Yes
2 = No

8 Become an SPP member Nominal 1 = Yes
2 = No

(continued)
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Table 1. (continued)

No Characteristics

Attribute Data Type Values

9 Know the number of funds budgeted Nominal 1 = Yes
2 = No

10 Information from “Dusun” or “RT”
meetings

Nominal 1 = Yes
2 = No

11 Information from the community of
mothers

Nominal 1 = Yes
2 = No

12 Information from community group
meetings

Nominal 1 = Yes
2 = No

13 Information from friends/neighbors
by verbal

Nominal 1 = Yes
2 = No

14 Information from the village
apparatus met on the road

Nominal 1 = Yes
2 = No

15 Information from “Kampung”
officials who came to the house

Nominal 1 = Yes
2 = No

16 Information from community leaders Nominal 1 = Yes
2 = No

17 Information from religious figures Nominal 1 = Yes
2 = No

18 Information from project companion Nominal 1 = Yes
2 = No

19 Information from sub-district
employees

Nominal 1 = Yes
2 = No

20 Information from district/city
employees

Nominal 1 = Yes
2 = No

21 Announcement Nominal 1 = Yes
2 = No

22 Information boards Nominal 1 = Yes
2 = No

23 Written report Nominal 1 = Yes
2 = No

24 Do you get information about the use
of the “Kampung” budget?

Nominal 1 = Yes
2 = No

25 Do you get information about the use
of self-help funds?

Nominal 1 = Yes
2 = No

26 Do you get info on the use of other
project budgets?

Nominal 1 = Yes
2 = No

(continued)
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Table 1. (continued)

No Characteristics

Attribute Data Type Values

27 Was there a meeting the last year? Nominal 1 = Yes
2 = No
3 = Do not know

28 How many times are these meetings? Numeric Min = 1
Max = 12

29 What level is the meeting? Nominal 0 = Do not know
1 = “Desa/ Kelurahan” level
2 = “Dusun” level
4 = “RT” level
8 = Others

30 Are you looking for info? Nominal 1 = Yes
2 = No

31 Understand the program objectives
(Do you know what the funds are
used for?)

Boolean 1 = Yes
2 = No

4 Result and Discussion

4.1 Classification (Supervised Learning)

We use the PNPMRESPEK 2009 data as a study case by Decision Tree J48 and Logistic
regression. Our target variable is to predict whether Papua and West Papua people who
received direct community assistance meet or do not meet the level of understanding
and perception of funds purposes. The results of classification using Logistic regression
and Decision Tree J48 are shown in Table 2.

Table 2. Class Distribution

Class 0 Class 1

Original Data 1835 61

Logistic Regression 1886 10

Decision Tree J48 1860 36

As can be seen in Table 2, the original distribution of Papua and West Papua people
who met and who did not meet the level of understanding and perception towards the
PNPM RESPEK Program is 1835:61. Here “Class 0” is defined as people who met
the level of understanding and perception towards the PNPM RESPEK Program. While
“Class 1” is defined as peoplewho did notmeet the level of understanding and perception
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towards the PNPMRESPEK Program. FromTable 2, we can see the Logistic Regression
and Decision Tree J48 predictions did not produce perfect results. In this sense, both
classifiers suggested some false negative (FN) and false positive (FP). The FN and FP
refers to people that incorrectly classified as “Class 0” or “Class 1”. Specifically, there
are people who was originally met the level of understanding and perception predicted
as the opposite and vice versa.

The accuracy and error rates of Logistic regression and Decision Tree J48 are shown
in Table 3. Table 3 demonstrated that the Decision Tree J48 is superior to the Logistic
Regression with 97.31% accuracy. In contrast, Logistic Regression accuracy’s 96.78%,
with a 3.22% error rate.

Table 3. Classification performance results

Accuracy Error Rate

Logistic Regression 0.9678 0.0322

Decision Tree J48 0.9731 0.0269

The modeling result of the J48 Decision Tree method is shown in Fig. 1. Figure 1
represents that the meeting number is the most crucial variable to build people’s under-
standing of the program. Information from sub-district employees also helps Papua and
West Papua people to understand the program. Another variable that affected Papua
and West Papua people’s understanding and perception towards the PNPM RESPEK
Program are information from the announcement, have been PNPM actors, became SPP
members, received information from Dusun or RT meetings, information from the com-
munity of mothers, and previously worked at PNPM program. In comparison, people’s
understanding is not influenced by age and gender factors.

4.2 Clustering (Unsupervised Learning)

Because Decision Tree J48 does not make apparent immediately how they can be used
for unsupervised learning, we further used the trick is to call the data of Papua and West
Papua people who met the level of understanding and perception towards the PNPM
RESPEK Program as “Class 1” and people who did not meet the level of understanding
and perception as “Class 2.” We used the Papua and West Papua people who received
direct community assistance data to demonstrate these unsupervised learning of K-
Means, single-linkage hierarchical clustering, andDBSCANclustering. SinceDBSCAN
clustering requires two input parameters, we set the value of Epsilon = 2.0 and minPts
= 35. The results of these three clustering techniques are presented in Table 4.
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Fig. 1. Decision tree model

Table 4. Clustering performance results

# of c Class 1 Class 2 Accuracy Error Rate

K-Means 2 1197 699 0.6245 0.0375

HCA 2 1895 1 0.9673 0.0327

DBSCAN 2 1270 626 0.9293 0.0707

Table 4 represented that theHierarchical clustering (HCA) technique is superior toK-
means andDBSCAN clustering techniques, with 96.73% accuracy. Sincemisclassifying
a minority class instance is usually more severe than misclassifying a majority class one,
it is clear that class imbalance does not affect the performance of hierarchical clustering
(HCA). Figure 2, using HCA, demonstrated that 1895 of Papua and West Papua people
who received direct community assistance met the level of understanding and perception
towards the PNPM RESPEK. In contrast, Hierarchical clustering (HCA) represented 1
Papua and West Papua people who received direct community assistance did not meet
the level of understanding and perception towards the PNPM RESPEK.

Figure 3 visualizes the distribution of Papua and West Papua people who received
direct community assistance who met and did not meet the level of understanding and
perception towards the PNPM RESPEK Program generated by the K-Means technique.
K-means clustering obtained 62.45% accuracy with 1197 of Papua and West Papua
people who received direct community assistance met the level of understanding and
perception towards the PNPM RESPEK. In contrast, K-means represented 699 Papua



Analytics-Based on Classification and Clustering Methods 143

Fig. 2. HCA clustering result

andWest Papua people who received direct community assistance did not meet the level
of understanding and perception towards the PNPM RESPEK.

Fig. 3. K-means clustering result

Meanwhile, using the DBSCAN technique, the distribution of instances is shown
in Fig. 4. DBSCAN represented 1270 out of 1896 of Papua and West Papua people
who received direct community assistance met the level of understanding and percep-
tion towards the PNPM RESPEK Program. If we analyze Fig. 4 deeply, the red color
distributions are well-separated. In this sense, these points that belong to the red color
can be distinguished into two different clusters. These two clusters are 533 un-clustered
people, and 93 Papua andWest Papua people who received direct community assistance
did not meet the level of understanding and perception towards the PNPM RESPEK
Program. However, DBSCAN obtained a competitive accuracy of 92.93%, as shown in
Table 4.
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Fig. 4. DBSCAN clustering result

5 Conclusion

Conclusions are drawn based on the output of supervised (classification) and unsuper-
vised learning (clustering). The best performance of classification techniques is gener-
ated by the J48 Decision Tree method with 97.31% accuracy. On the other hand, the best
performance of clustering techniques is generated by hierarchical clustering (HCA) with
96.73% accuracy. These results are relatively high. In this sense, all 30 variables work
satisfactorily in measuring whether 1896 of Papua andWest Papua people who received
direct community assistance met or did not meet the level of understanding and per-
ception towards the PNPM RESPEK Program. However, these k-means and DBSCAN
output can be used as a consideration to address the poverty issues in Papua and West
Papua. As DBSCAN represented 533 of Papua and West Papua people who received
direct community assistance are still questionable, it is recommended to evaluate this
phenomenon to improve decision-making in the future. As data can help accelerate a high
performance, we encourage the government to investigate these 2041 out of 3937 orig-
inal data (known as missing values). These 2041 partial data are essential in providing
the right insights to drive better strategic, scenario, and situational decisions.

Overall, we have implementedmachine learning techniques to Papua andWest Papua
people who received support from PNPM RESPEK by simultaneously using two super-
vised and three unsupervised learning based on data collected from National Socio-
Economic Survey (Susenas) July 2009. Future work is intended to conduct the update
data so that an optimal result will be form appropriately.We also consider further analysis
based on more supervised learning approaches to generate comprehensive results.
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Abstract. The Cox point process is highly considered for earthquake
modeling. However, the complex earthquake data which involve a large
number of occurrences and geological variables often require expensive
computation. This study aims to propose an efficient algorithm based on
the two-step procedure by constructing the first and second order com-
posite likelihoods. We consider four Neyman–Scott Cox process models
and apply them to fit the earthquake distribution in Sumatra. We con-
clude that the Cauchy cluster process performs best.

Keywords: Big data problem · Cluster point process · Disaster risk
reduction · Earthquake modeling · Spatial point pattern

1 Introduction

Statistical modeling based on spatial or spatio-temporal point process has
become one of the standard tools for the analysis of earthquake occurrences
[e.g. 1–4]. The methodology offers a promising tool which covers some impor-
tant aspects related to seismology.

For a small number of events with an assumption of independence and sta-
tionary models, there is no major theoretical and computational issue. However,
the current problems usually include a large number of earthquakes [e.g. 2,5],
assume cluster models [e.g. 3,6], involve marks such as depths and magnitudes
[e.g. 1,2] and include geological variables [4,7]. Albeit the methodology is still
able to handle such current problems, the computational issue arises mainly due
a large number of parameters to estimate with complex structure. For exam-
ple, for a class of Neyman–Scott Cox process [8,9], there are two groups of
parameters: a group related to account for the effect of geological variables (the
size depends on the number of variables) and another group for clustering (the
dimension depends on the type of model). One way is to consider Markov Chain
Monte Carlo to estimate all the parameters simultaneously. Although such an
approach produces a good estimate, it consumes heavy computation [8].
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In this paper, we adapt the two-step estimation proposed by Waagepetersen
and Guan [10], where the estimation is conducted to obtain each group of esti-
mates at a time to gain computational efficiency. In the first step, the Poisson
score is employed to estimate the first group of parameters and in the second
step, minimum contrast estimation is used to estimate cluster parameters. Our
approach is similar in the sense that we follow the two-step estimation strategy.
However, our approach differs in employing both the first and second steps. In
particular, we consider in the first step the weighted estimating equation [11] to
improve the estimator efficiency of the first step of Waagepetrsen and Guan [10]
and then use in the second step the second order composite likelihood estima-
tion [12]. When available, likelihood-based approach is more appropriate and
does not require tuning parameters which are sometimes hard to determine.

The remainder of the paper is organized as follows. Section 2 describes the
study area and data description. Section 3 details the methodology. We discuss
the results in Sect. 4 and provide conclusion in Sect. 5.

2 Study Area and Data Description

The Indonesian archipelago is situated at the junction of the three major sea
plates: Eurasian, Indo-Australian, and Pacific Sea plates (Fig. 1 top). In addition,
there exists so-called the pacific ring of fire, where volcanoes line up in Sumatra,
Jawa, Bali, Nusa Tenggara, and Maluku (Fig. 1 top). These lead Indonesia to
have a high risk of earthquake occurrences. The Sumatra is an island located at
the west of Indonesia with D = [104.517, 119.295] × [−6.518, 7.378] (100 km2).
It is known as an active tectonic area since: (1) there is an area of collision
between Indo-Australian and Eurasian sea plates in Hindia ocean and (2) along
the Sumatra land, there exist Sumatra fault and Bukit Barisan mountains lasts
around 1650 km [13].

This study focuses on the analysis of 6900 observed major-shallow earth-
quakes (magnitude ≥4M, depths ≤60 km) in the Sumatra during 2004–2018 and
involves three geological variables (Fig. 1 bottom). On 2004–2018, there were 35
highly major earthquakes (magnitude >6.5M), for which the top five occurred
in Aceh (2004, 9.1M), Nias (2005, 8.6M), Palung Sunda (2007, 8.4M), and in
Kepulauan Mentawai (2007, 7.9M) and (2016, 7.8M). The major-shallow earth-
quakes cause a great loss. For examples, earthquake in Aceh (2004, 9.1M) caused
loss approximately US$ 4.7 million with more than 200 thousand deaths while
earthquake in Padang (2009, 7.6M) caused more than US$ 2.2 million loss [14].

Figure 1 bottom depicts the distribution of the major-shallow earthquakes in
the Sumatra along with the volcanoes, faults, and subduction. Most of the shal-
low earthquakes occur near to the subductions and some of them even trigger
tsunami. Some earthquake-prone regions in Sumatra are Mentawai, Nias, Simeu-
lue, Padang, and Bengkulu. In addition, some of the shallow earthquakes in the
mainland of Sumatra tend to be close to the faults and volcanoes line. Aceh,
Jambi, and Sumatra Utara are the regions with a high risk of great earthquakes
in Sumatra mainland.



148 A. Choiruddin et al.

Fig. 1. Top: Map of active tectonics in Indonesia. Bottom: Locations of earthquake
occurrences in Sumatra (black dot) with M ≥ 4 and depths ≤ 60 km during 2004–2018
along with locations of subduction zone (blue line), fault (orange line), and volcano
(red triangle). (Color figure online)
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3 Methodology

Let x = {x1, . . . , xm} be a set which represents a collection of m earthquake
coordinates observed on a bounded observation domain D with an area |D|. We
assume the process underlying the earthquake occurrences is a Neyman–Scott
Cox process X on R

2. Such a model has been considered for earthquake modeling
e.g. by [3,4]. We study this model in Sect. 3.1 and introduce an efficient algorithm
for model fitting in Sect. 3.2.

The Neyman–Scott Cox process is also known as the doubly stochastic Pois-
son process where it could be seen as a Poisson process with non-negative random
intensity Λ. Since it is fully determined by its intensity λ and second order prod-
uct density λ(2) (or its derivation such as the pair correlation and K-functions),
it is therefore important to assess and make inference regarding these densities.

The intensity function λ and pair correlation function g of a Neyman–Scott
Cox process are

λ(u) = EΛ(u), g(u, v) = E[Λ(u)Λ(v)]/{EΛ(u)EΛ(v)}, u, v ∈ D, (1)

where the intensity measures the probability of observing a new earthquake
occurrence in a small area u, and where the pair correlation function measures
the interaction between points which could detect clustering. An alternative sum-
mary function to measure the spatial interaction among earthquake occurrences
is the K-function, which could be defined as

K(r) = 2π
∫ r

0

sg(s)ds, r = ‖u − v‖.

Further details on spatial point processes could be found in [8,15].

3.1 Neyman–Scott Cox Processes (NSCP)

The Neyman–Scott Cox process model is formed first by evoking unobserved
mainshocks located according to the stationary Poisson point process C with
intensity κ > 0. Second, given the mainshock process C, each of them gen-
erates a random number of aftershocks Xc, c ∈ C according to Poisson point
process with intensity λc(u), u ∈ D, distributed around the mainshock. Then
X = ∪c∈CXc is a Neyman–Scott point process with mainshock process C and
aftershock processes Xc, c ∈ C driven by random intensity Λ(u) =

∑
c∈C λc(u)

[e.g. 4,9,16].
To account for geological factors effect on the distribution of earthquake

occurrences, we consider a log-linear intensity [e.g. 10,16,17] of the aftershock
process Xc

λc(u;β) = exp(ζ + β�z(u))k(u − c;ω), (2)

where z(u) = {z1(u), . . . , zp(u)}� is a covariates vector containing p-geological
variables, β = {β1, . . . , βp}� is the corresponding p-dimensional parameter, and
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k is a probability density function determining the distribution of aftershock
points around the mainshocks parameterized by ω. By having (2), the NSCP X
is driven by a random intensity

Λ(u) = exp(ζ + β�z(u))
∑
c∈C

k(u − c, ω).

Therefore, by applying (1), the intensity of X is

λ(u;β) = EΛ(u) = κ exp(ζ + β�z(u)) = exp(β0 + β�z(u)),

where β0 = ζ + log κ represents the intercept parameter and β accounts for
geological variables effect.

To determine the distribution of aftershocks around mainshocks k and assess
the interaction between events, we consider four NSCP models: Thomas, Matérn,
Cauchy, and variance-gamma cluster models. By these models, the interaction
parameter ψ = (κ, ω)� is represented by the pair correlation and K-functions.
Note that the intensity and pair correlation functions are now regarded as para-
metric functions of β and ψ.

Thomas Cluster Process. The aftershock occurrences are assumed to be
distributed around mainshock locations according to bivariate Gaussian distri-
bution N (0, ω2I2) [8]. The density function k is of the form

k(u;ω) = (2πω2)−1 exp(−‖u‖2/(2ω2)).

A stronger clustering effect is determined by smaller values of ω (tighter clusters)
and κ (fewer mainshocks). The pair correlation and the K-functions of a Thomas
cluster process are respectively

g(r;ψ) = 1 +
1

4πκω2
exp

(
− r2

4ω2

)
, r = ‖u − v‖,

and

K(r;ψ) = πr2 +
1
κ

{
1 − exp

(
− r2

4ω2

)}
.

Matérn Cluster Process. In the Matérn cluster process, the aftershocks are
uniformly distributed in a circle of radius ω centered around each of the main-
shocks. The density is

k(u;ω) = 1/
(
πω2

)
, if ‖u‖ ≤ ω.

The pair correlation and the K-functions of the Matérn cluster process are

g(r;ψ) = 1 +
1

π2ω2κ
a

( r

2ω

)
,

K(r;ψ) = πr2 +
1
κ

f
( r

2ω

)
,
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where a(z) = 2(cos−1 z − z
√

1 − z2) for z ≤ 1 and a(z) = 0 for z > 1, and where
f(z) = 2 + 1/π{(8z2 − 4) arccos z − 2 arcsin z + 4z

√
(1 − z2)3 − 6z

√
1 − z2} for

z ≤ 1 and f(z) = 1 for z > 1 [15].

Cauchy Cluster Process. An alternative is to consider a bivariate Cauchy
density [18] with k

k(u;ω) =
1

2πω2

(
1 +

‖u‖2
ω2

)− 3
2

.

The pair correlation and K-functions of the Cauchy cluster process are

g(r;ψ) = 1 +
1

8πκω2

(
1 +

‖r‖2
4ω2

)− 3
2

,

K(r;ψ) = πr2 +
1
κ

⎛
⎝1 − 1√

1 + r2

4ω2

⎞
⎠ .

Variance-Gamma Cluster Process. A variance-gamma density [18] is of the
form

k(u;ω) =
1

2q+1πω2Γ (q + 1)

(‖u‖
ω

)q

Bq

(‖u‖
ω

)
,

where Γ is the Gamma function, B is a modified Bessel function of the second
kind of order q and q > −1/2. We fix q = −1/4 and treat q as a fixed parameter
following the default option of the spastat R package [15]. The function B is in
particular B(a) = exp(−a)(1 + O(1/a))/

√
2a/π.

The pair correlation and K-functions of the variance-gamma cluster process
are

g(r;ψ) = 1 +
1

4πκω2q

(
‖r‖

/
ω
)q

Bq (‖r‖/ω)

2q−1Γ (q)
,

K(r;ψ) =

r∫

0

2πsg(s;ψ)ds.

3.2 Parameter Estimation

The objective function with respect to β and ψ is complex and hard to evaluate,
so estimating both β and ψ simultaneously using e.g. Markov Chain Monte
Carlo [8] would be computationally expensive. Therefore, we employ the two-step
procedure where at each step a group of parameters is estimated. In particular,
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in the first step we build a weighted first-order composite likelihood [11] and
maximize it to obtain β̂. In the second step, we construct the second-order
composite likelihood [12] given β̂, and maximize it to have ψ̂. This strategy
offers more efficient computation and satisfies the theoretical properties [10]. We
do not provide its convergence nor efficiency results as the results by [10–12]
directly follow.

The estimation is performed using the kppm function of the spatstat R
package [15]. Model assessment is conducted using the Akaike information cri-
terion (AIC) and envelope test (Sect. 3.3) by applying the logLik.kppm and
envelope.kppm functions.

Step 1: β Estimation. The first-order composite likelihood function for β
[9,11] is

CL1(β) =
∑

u∈X∩D

w(u) log λ(u;β) −
∫

D

w(u)λ(u;β)du, (3)

which coincides with the weighted likelihood function of a Poisson point process.
To maximize (3), we employ the Berman-Turner approximation so that we could
link (3) to the likelihood of weighted Poisson generalized linear models. See, e.g.
[11,15] for the details.

Step 2: ψ Estimation. The computationally efficient method to estimate ψ is
to maximize the second-order composite likelihood of ψ [12,15]

CL2(ψ) =
�=∑

u,v∈X

1{‖u − v‖ < R}
{

log g(u, v;ψ)

− log
∫

D

∫
D

1{‖u − v‖ < R}g(u, v;ψ)dudv
}
, (4)

where R > 0 is an upper bound on correlation distance model and g(u, v;ψ) is
the pair correlation functions of any of the Neyman–Scott Cox point processes
described in Sect. 3.1.

3.3 Model Assessment

We perform model selection using the envelope test and Akaike information
criterion (AIC). Envelopes are the critical bounds of the statistical test of a
summary function such as K-function which validates suitability point pattern
data to point process model [15]. To simulate envelopes, we first estimate the
inhomogeneous K-function for the earthquake data by

K̂(r) =
1

W |D|
�=∑

u,v∈X∩D

1{‖u − v‖ ≤ r}
λ̂(u)λ̂(v)

e(u, v; r) (5)

where |D| is the area of Sumatra, e(u, v; r) is an edge correction, and W =
1

|D|
∑

u∈X∩D λ̂(u)−1. Next we generate n point patterns as realizations of the null
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model and compute their K-function estimates, denoted by K̂1(r), . . . , K̂n(r).
The upper and lower envelopes are then obtained by resp. determining the maxi-
mum and minimum of the n K-function estimates. We reject the null hypothesis
with significance level γ = 2/(n+1) if the estimated inhomogeneous K-function
(5) lies outside the interval bound. The envelope test is useful to determine the
most suitable model among list of candidate models.

As an alternative, we compare models by evaluating the maximum values of
(4) and the Akaike information criterion (AIC) values. The best model is selected
based on the maximum values of likelihood and minimum AIC. The AIC [17] is
defined by

AIC = −2Lmax + 2k,

where Lmax is the maximum of (4) and k is the number of parameters.

4 Result

4.1 Spatial Trend and Clustering Detection

We detect the spatial trend by the quadrat.test function of spatstat R pack-
age [4,15]. By χ2 = 43445 with the degree of freedom equals to 103 (or p-value
≤2.2e−16), we conclude that there exists a strong evidence of spatial trend. Con-
sidering the geological variables (Figs. 1 bottom and 2), we could illustrate the
relationship between earthquake occurrences and geological variables. The dis-
tance between subduction zone and Sumatra mainland is within 200 km, where
major earthquakes frequently occur in this area such as Simuelue, Nias, and
Mentawai. Meanwhile, the faults and volcanoes line up along the west part of
Sumatra. This is in agreement with the earthquake occurrences in Aceh, Padang,
Bengkulu, and Lampung.

(a) (b) (c)

Fig. 2. Contour plot representing the distance per 100 km (black lines) of each of the
geological variables in the Sumatra: (a) volcanoes, (b) faults, (c) subduction zones.

Next, the inhomogeneous K-function (Fig. 3) is employed to investigate clus-
tering using the Kinhom function [15]. The baby blue dashed line shows the
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Fig. 3. Inhomogeneous K-function for the earthquake data in the Sumatra during
2004–2018.

K-function of an inhomogeneous Poisson process. In general, all the edge cor-
rected inhomogeneous K-functions for the earthquake data indicate the presence
of clustering, especially when the radius is less than 200 km. These findings sug-
gest to use an inhomogeneous cluster point process such as Neyman–Scott Cox
point process.

4.2 Model Comparison

The resulting estimators are reported in Table 1. We only present the estimates
corresponding to the clustering parameters, i.e. ψ. The β estimates are identical
for all models, so it is not useful for model comparison. We detail the interpre-
tation of β estimates in Sect. 4.3.

The Cauchy model captures the highest clustering effect (smallest κ̂ and
ω̂) while the Matérn model detects the weakest clustering (largest κ̂ and ω̂).
The clustering effect by Thomas and variance-gamma models are in between
the previous two models but with different behaviour. For example, the Thomas
model allows for a higher intensity of the mainshock process (κ̂) than that of
the variance-gamma model, but with a smaller ω̂.
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distance r (in 100 km)

(a)
distance r (in 100 km)

(b)

distance r (in 100 km)

(c)
distance r (in 100 km)

(d)

Fig. 4. Envelopes K-functions for the earthquake data in Sumatra based on: (a)
Thomas, (b) Matérn, (c) variance-gamma, and (d) Cauchy cluster models.

Table 1. The clustering estimates ψ̂ = (κ̂, ω̂), the maximum composite likelihood Lmax

and the AIC values for each of fitted model to the Sumatra earthquake data.

Thomas Matérn Var-Gamma Cauchy

κ̂ 0.71429 0.73337 0.53001 0.35975

ω̂ 0.17973 0.34633 0.21760 0.14989

Lmax (×105) 396.25099 396.09864 396.39394 396.48341

AIC ×105 −792.50188 −792.19717 −792.78777 −792.96672

In general, all the four Neyman–Scott Cox models perform well. In addition
to the mean of the envelopes K-function (dashed red line) that are close to
the empirical ones (solid black line), the empirical K-functions fall inside the



156 A. Choiruddin et al.

envelopes interval (grey area) for all models (Fig. 4). We notice variance-gamma
and Cauchy models perform best by producing sharper envelopes (Fig. 4c–d).
The comparison based on the Lmax and AIC values show a similar message
(Table 1). The variance-gamma and Cauchy have larger Lmax and smaller AIC
than that of Thomas and Matérn models. One of the main features of the
variance-gamma and Cauchy models over Thomas and Matérn models is that
the two earlier models allow the aftershock scattered very distant around the
mainshock, which could be advantageous for modeling the earthquake data in
Sumatra. The Cauchy model performs slightly better than the variance-gamma
models and is used for interpretation and prediction (Sect. 4.3).

4.3 Model Interpretation and Prediction

By the Cauchy model, there are 74 estimated number of mainshocks (or 74
clusters). In addition, the aftershocks are scattered around each of the mainshock
with scale of 15 km (Table 1).

To quantify the effect of each of the geological factors, we consider β esti-
mators reported in Table 2. We first find that only fault and subduction zone
are included in the model. The volcano is eliminated since it exhibits strong
correlation with fault in Sumatra (See Fig. 1 bottom where the locations of vol-
canoes and fault are close together). Second, the β estimates for both fault and
subduction are negative (Table 2), meaning that the closer the area to the fault
or subduction, the more likely the major-shallow earthquake to occur. In more
detail, in the area with a distance 100 km closer to a subduction zone (resp. a
fault), the risk for a major earthquake occurrence increases by 3.29 (resp. 1.57)
times. This also indicates that an area close to the subduction is two times (or
100%) riskier for a major earthquake occurrence than the one close to the fault.
Since Simuelue, Nias, and Mentawai are the closest area to the subduction zones,
more massive mitigation should be conducted in this area to prevent major risk
due to earthquakes.

Figure 5 a presents the predicted maps of major earthquake risk in the Suma-
tra by the inhomogeneous Cauchy cluster model. We have three main points.
First, the riskiest place is Aceh due to its proximity to both the Aceh subduc-
tion and two faults (segment Aceh and segment Seulimeum). During 2004–2018,
there are 86 major earthquakes in Aceh. Second, due to its closeness to the
subduction zones, Simuelue, Nias, and Mentawai are the second riskiest area.
3691 major earthquakes (almost 50% of all major earthquakes in Sumatra) are
observed in these areas during 2004–2018. Third, the last riskiest area is in the
tail of the meeting area between subduction zone and fault in Sumatra (i.e. in
Bengkulu), where 151 major earthquakes occur during 2004–2018. Our general
impression is the Cauchy cluster model fit well the distribution of major and
shallow earthquake in Sumatra (Fig. 5a–b).
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Fig. 5. (a) Prediction map of the earthquake risk in the Sumatra based on the Cauchy
cluster model, and (b) Distribution of the locations of earthquakes in Sumatra.
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Table 2. The important spatial covariates and their corresponding regression β esti-
mates.

Parameter Estimate (β̂) exp(β̂) 1/ exp(β̂)

Intercept
(
β̂0

)
6.44385 628.8231

Fault
(
β̂1

)
−0.45329 0.63553 1.57349

Subduction
(
β̂2

)
−1.19106 0.30390 3.29053

5 Conclusion

In this study, we implement the Neyman–Scott Cox process for complex earth-
quake data in the Sumatra, which involve a large number of earthquake
occurrences and geological covariates. We modify the two-step estimation pro-
posed by Waagepetersen and Guan [10] to obtain a more efficient estimator
using likelihood-based approach. Among all the four Neyman–Scott models, the
Cauchy cluster model performs best. The subduction zone has a huge impact on
increasing the earthquake risk, hence mitigation in the areas close to subduction
zones in the Sumatra is of major concern. The locations of faults and volcanoes
in Sumatra are close and therefore are highly correlated, so we decide to only
choose one variable to avoid multicolinearity problem. Study to improve the
model which takes multicolinearity into account would be interesting for future
study such as regularization methods for point processes [16,19].
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ularization methods for spatial point processes intensity estimation. Electron. J.
Stat. 12(1), 1210–1255 (2018)

17. Choiruddin, A., Coeurjolly, J.-F., Waagepetersen, R.P.: Information criteria for
inhomogeneous spatial point processes. Aust. New Zealand J. Stat. 63(1), 119–143
(2021)

18. Jalilian, A., Guan, Y., Waagepetersen, R.P.: Decomposition of variance for spatial
Cox processes. Scand. J. Stat. 40(1), 119–137 (2013)

19. Choiruddin, A., Coeurjolly, J.-F., Letué, F.: Adaptive lasso and Dantzig selector
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Abstract. It is not easy for investors to trade in stock markets as building stock
portfolios requires financial knowledge and consumesmuch time. Thus, this study
aims to construct optimal stock market portfolios for investors using a LOF-based
methodology. We used an outlier detection algorithm called Local Outlier Factor
(LOF) to identify outperforming stocks from a stock pool. We then constructed
two portfolios using these outperforming stocks, namely, tangency and equal-
weighted portfolios and compared their performance against the benchmark port-
folios, namely, the market portfolio and the cash market. It was followed by using
Mean-Variance Portfolio Optimisation (MVPO) to measure the performance of
the portfolios and determined whether they were efficient. To identify the most
efficient portfolio,we used the Sharpe ratio. In general, the results showed that both
tangency and equal-weighted portfolios gave better returns than the benchmark
portfolios. To conclude, the LOF-based methodology helps to build and identify
profitable stock portfolios for investors.

Keywords: Stock portfolios · Local outlier factor · Mean-variance portfolio ·
Sharpe ratio

1 Introduction

Stock markets are complex and dynamic systems. Therefore, it is always not easy to
generate lucrative returns from stock investments. The investors are attempting different
stock analysis techniques aiming to beat the stock markets. Hence, the research into
stock markets remains a vital interest to many financial researchers.

Amateur or even professional investors understand that it is always a Herculean task
to build outperforming stock portfolios. Building stock portfolios aim to gain optimal
returns by constructing a combinationof goodperforming stockswith the proper resource
allocation for each of them. Identifying stocks with outstanding financial performance
for portfolio selection is always on the investors’ “radar”. It is because such stocks often
outshine their peers in capital returns. However, it is hard to uncover such stocks from,
i.e., Bursa Malaysia with around 1000 listed companies (as of 2020).
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Using data mining methods for portfolio selection is prevalent nowadays. The
research community utilises not only supervised learning algorithms for stock port-
folios but also clustering algorithms. Clustering algorithms, including the parametric
and non-parametric types, are widely used in the stock research domain. It is popular to
use data mining methods because of market volatility and complexity, causing investors
difficulty to make reasonable estimations.

Investors construct stock portfolios based on their predefined stock lists. For instance,
a study conducted by [1] used 90 highly capitalised US stocks for 1997–2007. To opti-
mise the stock portfolio, investors commonly useMean-Variance Portfolio Optimisation
(MVPO) [2]. Markowitz proposed MVPO in 1952, and it is still influential in portfo-
lio analysis. MVPO aims for optimal risk-return trade-offs via portfolio diversification.
Besides, MVPO is also used to measure the performance of different stock portfolios.
To determine one efficient portfolio out of the portfolios constructed, investors can use
the Sharpe ratio [3].

This study aims to assist investors in building profitable stock portfolios by using an
outlier detection algorithm. To our best knowledge, there are very few research on build-
ing stock portfolios using outlier detection algorithms. Instead of letting the investors
set a predefined list of outperforming stocks by themselves, we propose to construct
stock portfolios using the LOF-based approach. It is then followed by using MVPO to
measure the performance of the portfolios. Lastly, we assess the portfolios using the
Sharpe ratio and determine the most efficient one.

We organise the remainder of the paper as follows. In the next section, we shall
provide an overview of the data mining methods used in the stock market research.
Section 3 gives a detailed explanation of how the LOF-based approach was utilised in
this study. The analysis results shall then be discussed in Sect. 4, and the whole study
shall be concluded in Sect. 5.

2 Related Work

2.1 Utilising Data Mining Methods

Portfolio construction is one of the primary decision-making problems for investors
in stock markets. Researchers have proposed various data mining methods, including
non-parametric type, to solve the problem. Using non-parametric data mining methods,
researchers need not assume any underlying data distribution and not limited by a set of
parameters [4]. The examples of non-parametric data mining methods are discussed as
follows.

There is always the interest in utilising clustering algorithms for constructing stock
portfolios. A study by [5] used K-means to mine investment information about stock
category clusters. Before using K-means, the authors used the Apriori algorithm to
illustrate knowledge patterns and rules for proposing stock category associations and
possible stock category investment collections. Another similar study by [6] used a
clustering method, Self-Organising Map (SOM), to build balanced stock portfolios.

Besides clustering algorithms, researchers also used other data mining methods. A
study by [7] used the Minimax Probability Machine and Support Vector Machines to
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build a short-term portfolio management model. They found that both methods are suit-
able for selecting stocks to be traded. In the study, they derived the stock selections from
the volatility around the earning announcements. The recent advancement involves com-
bining deep neural networks and MVPO for adaptive investment portfolio management
[8]. Another recent work also used a neural network model for solving the min-max
optimisation problem in portfolio selection [9].

Instead of using clustering methods and other data mining methods discussed above
in handling stock portfolios, we attempted an outlier detection algorithm. To date, there
are very few works on stock portfolios utilising outlier detection algorithms. The algo-
rithms are capable of identifying outperforming stocks by observing stocks with unusual
data patterns. In this study, we used an outlier detection algorithm called LOF to identify
outperforming stocks. The advantages and detail of LOF shall be discussed in Sect. 3.3.

2.2 Utilising MVPO and Sharpe Ratio

The early research discussed in the previous section utilised dataminingmethods,mostly
clustering, for portfolio building.However, theseworks did not consider the risk inherited
by the portfolios formed. It would be advantageous if the portfolios can be assessed using
specific risk measures, i.e., MVPO and Sharpe ratio.

MVPO optimises a stock portfolio by measuring its risk to ensure its maximum
expected return or minimise its risk given returns. Besides, the measure can also be used
to measure the performance of different portfolios. MVPO has been applied to various
fields, from investment in stock markets to derivative markets and other investment
decision makings.

On the other hand, the Sharpe ratio has become the most widely used measure in the
financial world to measure the risk-adjusted return. It can be used to identify efficient
stock portfolios.

The recent research uses not only clustering algorithms but also various data mining
methods incorporating risk measures. A study by [10] utilised clustering methods in
portfolio selection. Besides, they minimised the portfolio risk by incorporating MVPO.
K-means, SOM and Fuzzy C-means were used to construct portfolios, and K-means
turned out to be the outperforming algorithm. A study by [11] improved MVPO so that
the optimisation problem that consisted of the NIKKEI 500 stocks and all 1,100 stocks
transacted in theTokyoStockMarket can be solved linearly and in a short amount of time.
Another study [12] applied MVPO to calculate portfolio risks. An optimal portfolio had
been obtained from the combination of equity, bond, and commodity. [13] used a two-
stage optimisation algorithm to solve a multi-objective portfolio optimisation model.
The algorithm serves as a tool for an oil company in planning its investment strategies.

Marvin (2015) used K-means to group stocks and picked a stock from each group to
form a diversified portfolio [14]. Sharpe ratio, which assessed the risk-adjusted return,
was used to select a stock from each group. Another two studies, The studies by [15]
and [16], also used the Sharpe ratio, but it was used as the fitness function in the genetic
algorithm for selecting stocks. A study by [17] used the Sharpe ratio to develop a new
portfolio efficiency that maximises the unconditional Sharpe ratio of excess returns. The
forward-looking Sharpe ratios are used by [18] to construct a dynamic portfolio of stocks
and corporate bonds that outperforms a static portfolio on a risk-adjusted basis.
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Looking at the advantages of incorporating risk measures for portfolio optimisation,
we thus used MVPO and Sharpe ratio in this study. Using both measures in this research
is mainly to measure the performance and identify the most efficient stock portfolio.

3 Methodology

3.1 Preparing Stock Data

We chose the construction sector of Malaysia because of its importance in the country’s
economic development. Every year, the government provides a substantial amount of
funds to support mega infrastructure projects. Further, in the recently announced 2020
Malaysia Budget, the construction sector remains the economic driving force [19].

We identified outstanding performance stocks from the construction sector in Bursa
Malaysia. It started with the preparation of the experimental data sets. The five-year
stock data sets (the financial year 2011–2015) were formed using the 12 normalised
financial ratios of the construction stocks (Algorithm 1, phase 1). These financial ratios
were derived and gathered from the five ratio categories, as shown in Table 1.

Firstly, activity ratios evaluate a company’s operating performance. Total asset
turnover is one example of activity ratios, and it measures the revenue generated from
a company’s assets. A company with a high total asset turnover implicitly reflects the
efficiency of top management in utilising their company’s assets to maximise income
generation.

Secondly, liquidity ratios reveal a company’s capability to repay its current debt.
We used the cash ratio to gain an insight into the repayment capability of a company. A
company with a high cash ratio has a much low risk of default. Therefore, a company
with a high cash ratio than its peers is always preferable.

Thirdly, the leverage ratios are useful indicators to track the financial “healthiness”
of a company. To finance a company operation, the company requires a combination of
equity and debt. The leverage ratios are useful to evaluate whether or not the company is
capable of repaying its debt in due time. Two financial ratios that are categorised under
the leverage ratios are debt ratio and equity turnover. These two financial ratios indicate
how a company uses loans or credit facilities to expand their business or acquire assets.

Fourthly, the market value ratios provide hints to the investors on the current stock
price, whether or not it is overvalued. Four financial ratios, i.e., price-earnings ratio, price
to book ratio, dividend yield and earnings yield, are examples of market value ratios.

Finally, the profitability ratios demonstrate the proportion of profits generated from
a company’s business or investment. A high profitability ratio of a company explicitly
suggests that a superior management team runs the company. Return on assets, return
on equity, net profit margin, and operating margin are appropriate financial ratios to
demonstrate how well a company utilises its existing assets to generate profit.
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Table 1. The financial ratios used in this study to find outstanding stocks.

Ratio category Financial ratios Formula

Activity ratio Total asset turnover Sales ÷ Total Assets

Liquidity ratio Cash ratio Cash ÷ Current Liabilities

Leverage ratios Debt ratio Total Debt ÷ Total Assets

Equity turnover Sales ÷ Equity

Market value ratios Price earnings ratio Price per share ÷ Earnings per Share

Price-to-book ratio Price per share ÷ Book Value per Share

Dividend yield Dividend per Share ÷ Price per Share

Earning yield Earnings per Share ÷ Price per Share

Profitability ratio Return on assets Net Income ÷ Total Assets

Return on equity Net Income ÷ Total Equity

Net profit margin Net Income ÷ Sales

Operating margin Profit Before Tax ÷ Sales

3.2 Preparing Proxy Data

A proxy is a broad representation of an overall market. For example, the FTSE Bursa
Malaysia KLCI (FBMKLCI) is one of theMalaysian stockmarket’s market proxies. The
FBMKLCI consists of the top 30 companies by market capitalisation on Bursa Malaysia
[20].

We collected the daily data from (i) the construction index (the market proxy),
(ii) Malaysia inter-bank 3-month interest rates (the cash market proxy), and (iii) the
individual outstanding stocks from the construction stocks of Bursa Malaysia. All the
proxy data were derived from the DataStream database (Algorithm 1, phase 1).

3.3 Identifying Outliers

After data preparation, the subsequent step was to identify outliers in the construction
stocks data sets using a selected outlier detection algorithm called Local Outlier Factor
(LOF) [21] (Algorithm 1, phase 2). In this context, an outlier refers to a construction
stock with either excellent or inferior financial performance compared to its peers. LOF
was the selected outlier detection algorithm in this study due to the two justifications
[22]. Firstly, it can detect outliers in multi-dimensional data sets. Secondly, it can handle
clusters with different densities that are common in many real data sets. LOF calculates
and assigns each instance in the data set with a value. Typically, a non-outlier instance has
a LOF value approximates 1.0. A high LOF value indicates that the instance is possibly
an outlier. Any construction stock with its LOF score equal to or greater than 1.5 is
tagged as an outlier [22]. Before the outlier detection process, min-max normalisation
was applied to the financial ratios of the data sets. This vital step ensured that each
financial ratio in the data sets was treated equally by the LOF algorithm.
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The LOF algorithm is discussed in brief here. LOF computes the k-distance using
Euclidean distance between all the possible pairs of stocks in the construction stock pool,
sp. LOF then finds the k-distance neighbourhood for each stock, covering neighbour
stocks with a distance less than the k. Subsequently, the local reachability distance lrd
of each stock s is computed, as shown in Eq. 1, where ||spk(s)|| denotes the number of
k-nearest neighbours to s, and rd(s’←s) is the reachability distance rd between s and
its k-nearest neighbour. Finally, a LOF score is computed for each s. The formula to
compute the LOF score is as shown in Eq. 2.

lrd(s) = ‖spk(s)‖
∑

s′∈ spk (s)
rd(s′← s)

(1)

LOF(s) =
∑

s′∈ spk (s)
lrd(s′)/lrd(s)

‖spk(s)‖ (2)
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The execution of the LOF algorithm on the five construction stock data sets (the
financial year 2011–2015) had identified 26 outliers in total, as shown in Table 2. LOF
detected seven outliers in the year 2011 data set. The algorithm also identified five
outliers in each of the 2012 and 2013 data sets, respectively. In the 2014 data set, two
construction stocks had been marked by LOF as outliers. The number of outliers that
LOFhad identified in the last data set, 2015,was seven.However, these identified outliers
can either be outstanding or poor performing stocks. Therefore, they were differentiated
manually based on the evaluation of two accounting summary measures, i.e., earnings
and book value. These two accounting measures are effective in equity valuation; this
claim was supported by a study [23], where both accounting measures were evaluated
and proven to have a significant positive impact on stock prices and stock returns. In this
case, an outlier is interpreted as an outstanding stock when its current earnings and book
value surpasses the past financial year values. Otherwise, the outlier shall be classified
as poor-performing stocks. As a result, ten were considered outstanding stocks after the
screening (refer to Table 2). The remaining 16 were considered poor-performing stocks.

Table 2. The 10 outstanding stocks (indicted using bold text) were selected using two accounting
measures: earnings and book value, from the outliers from the 26 outliers identified using LOF.

Data set Outliers No. of companies in the data set

2011 ARK, KERJAYA, LEBTECH, PESONA,
PUNCAK, PRTASCO, WCEHB

40

2012 PUNCAK, WCEHB, BPURI, HOHUP,
JETSON

40

2013 ARK, IREKA, MLGLOBAL, WCEHB,
ZELAN

41

2014 MTDACPI, WCEHB 41

2015 BENALEC, PESONA, PRTASCO,
SUNCON, WCEHB, BPURI, MTDACPI

44

Stock portfolios were then built using the outstanding outliers identified by LOF.
Take the example of 2011; we constructed a portfolio using the outstanding outliers,
namely, ARK and KERJAYA (refer to Table 2). We then used MVPO to measure the
performance of the stock portfolio. The portfolio performance was then compared with
the performance of the construction index in Bursa Malaysia and the cash market of the
following year, 2012.

3.4 Measuring Performance of the Stock Portfolios Using MVPO

After constructing the portfolios, they were then assessed using MVPO and Sharpe
ratio (Algorithm 1, phase 3). MVPO is vital in investment decision making [2]. It is
particularly useful for risk-averse investors to build a stock portfolio by maximising
their expected return given the risk or, conversely, to minimise the risk given the return.
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Rational risk-averse investors prefer the less risky option when they are given portfolios
that offer the same expected return. Investors are only willing to take high risks if
higher expected returns compensate them. Thus, high levels of risk are usually associated
with high potential returns. However, different investors possess different risk aversion
characteristics.

There are specific criteria to be satisfied when carrying out portfolio optimisation.
Firstly, to minimise the risk of a proxy (by the standard deviation of stock return).
Secondly, to match or exceed the return of a proxy (by the mean or expected stock
return). Portfolios satisfying these criteria are efficient portfolios. The expected return
of a portfolio is given by the following Eq. 3,

E
(
rp

) =
∑

wiE(ri) (3)

where rp is the return of the portfolio and ri is the return on stock i, andw is theweightage
of i. The returns are solely based on capital appreciation. On the other hand, the portfolio
return variance is given by the following Eq. 4,

σ 2
p =

∑
w2
i σ

2
i + 2

∑ ∑
wiwjσiσjpij (4)

where σ is the sample standard deviation of the daily returns (risk proxy) and pij is the
correlation coefficient between the returns on stock i and j.

Using MVPO, investors can reduce their portfolio risk by holding a combination of
stocks that are not positively correlated. The purpose of such diversification is to achieve
a good portfolio returnwith a lower risk. However, in our study, stocks involved are in the
same construction industry. Diversification is achieved by investing in different stocks in
the same industry. This enables the performance comparison between the portfolios or the
individual stocks and the benchmark construction index. Note that portfolio optimisation
can be applied in the same industry or sector. A study by [24] proposed the Sectoral
Portfolio Optimization by focusing on optimising stocks within the same sector based
on financial analysis on four financial ratios: returns on asset, debt-assets ratio, current
ratio, and price-earnings ratio.

Stocksmay carry a certain level of risks, unlike risk-free security, such as government
bonds that guarantee returns. All the possible combinations of stocks (or stock portfolios)
can be plotted in this risk-expected return space, as shown in Fig. 1. Portfolios are
the points from a feasible set of outstanding stocks. The set of a feasible portfolio is
necessarily a nonempty, closed, and bounded set. In the figure, the hyperbola shows
the attainable portfolio. The upper edge of the hyperbola is the efficient frontier. The
efficient frontier is a composition of all the possible risk-carrying stocks in the absence
of risk-free securities, which give investors efficient stock portfolios. Using the efficient
frontier of an optimal portfolio, investors maximise the expected return for a given risk
level. If risk-free assets are included, then the efficient frontier is the tangent line (the
dotted line in Fig. 1) to the hyperbola at the tangency point and the rest of the upper edge
of the hyperbola. The tangent line is also regarded as the capital allocation line.

Investors may maximise their investments as long as they invest in the portfolio
composition located along the efficient frontier. However, if they wish to identify the
exact portfolio composition that gives them the best investment reward, they need to
utilise the Sharpe ratio.
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Fig. 1. Mean-variance portfolio optimisation (MVPO).

3.5 Assessing the Stock Portfolios Using the Sharpe Ratio

Sharpe ratio was introduced by [3] to measure the performance of mutual funds. It is
defined as the average return earned in excess of the risk-free rate per unit of volatility
or total risk. The Sharpe ratio is given by the following Eq. 5,

Sharpe ratio = rp − rf
σp

(5)

where rp is the return of the portfolio, rf is the risk-free rate, and σp is the standard
deviation of the portfolio’s excess return.

From the above equation, the risk-free rate is subtracted from the portfolio return and
thus, allow investors to isolate better the profits associated with risk-taking activities.
Hence, the Sharpe ratio can help investors understand the return of an investment com-
pared to its risk. In general, the higher the value of the Sharpe ratio, the more attractive
the risk-adjusted return.

From Fig. 1, the tangency point represents the most efficient portfolio (tangency
portfolio) as it gives the best return per unit risk or maximises the Sharpe ratio. Thus,
an advanced investor may invest at this point to get the highest return per unit risk with
the assumption that he can accept the risk level at the tangency point.

4 Results and Discussion

Figure 2 illustrates the performance of the individual stocks, equal-weighted portfolio,
tangency portfolio, market portfolio (proxy by construction index), and cash market
(proxy byMalaysia interbank 3-month interest rates). Bear in mind that not all investors,
especially novice investors, acquire the portfolio combination skill. Thus, this study used
equal-weighted portfolios to facilitate investors. In equal-weighted portfolios, every
identified outstanding stock was invested with the same amount of money. Thus, they
do not require any skill in finding the portfolio combination.
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An equal-weighted portfolio was constructed based on the selected outliers of the
year 2011 in Table 2. Investors can easily beat the market performance in 2012 using
this portfolio that comprises KERJAYA and ARK. This portfolio managed to earn a
41.36% return with a 60.44% risk. On the other hand, the market annualised return is
−6.04% and yet incurred a 12.67% risk; its performance is even worse than the cash
market (risk-free market) performance that earns 3.164% return with a risk of 0.0125%
(virtually risk-free asset).

Fig. 2. The portfolio optimisation for the year 2012 based on the outliers selected in the year
2011.

Fig. 3. The portfolio optimisation for the year 2013 based on the outliers selected in the year
2012.

The advanced investors can utilise MVPO, where the portfolio optimisation in the
current year was done based on the outstanding stocks selected in the previous years.
They can optimise their investment by investing in the tangency portfolio (tangency



170 G.-K. Tong et al.

point) because this is the point that maximised the Sharpe ratio with the best risk-
adjusted return. By investing in the tangency portfolio, they can earn a 53.53% return
with a 65.65% risk. Such a return is also much better than the market portfolio and the
cash market.

The equal-weighted portfolio beat the market portfolio and the cash market again
in the year 2013. Figure 3 shows that the equal-weighted portfolio earned an 80.99%
return with a 38.76% risk compared with the market portfolio that only managed to earn
a 22.49% return with a 17.89% risk. The cash market gave a meagre return despite its
slight risk. Investing in the tangency portfolio helped to earn a 134.3% return with a
57.47% risk.

It was unique for the year 2014. There was only one outstanding stock, ARK, as the
outlier in the year 2013. Thus, the equal-weighted portfolio is the same as the tangency
portfolio and the individual outlier, ARK (Fig. 4). The performance of this portfolio
or ARK is much better than the market portfolio and the cash market. This portfolio
generated a 69.69% return compared with the market portfolio and the cash market,
which only earned returns of 0.60% (14.98% risk) and 3.46% (1.85% risk), respectively.

Since there was no outstanding outlier selected in 2014 (refer to Table 2), no stock
portfolio was constructed in 2015 for performance comparison.

The year 2016 is the only year that the market performance is slightly better than the
equal-weighted portfolio. Multiple factors were causing this, particularly the instability
of the Malaysian stock market that was triggered by the volatility of the Malaysian forex
market. Malaysia Ringgit was tumbled in the year 2016, and it seriously affected the
performance of the Malaysian stock market. Figure 5 shows that the market portfolio
earned a 4.15% return and the equal-weighted portfolio, on the other hand, suffered a
−0.42% return. Nevertheless, with MVPO to identify the tangency portfolio, investors
managed to earn a 45.24% return with a 24.09% risk. The investment performance
achieved using MVPO is much better than the market portfolio and the cash market.

Fig. 4. The portfolio optimisation for the year 2014 based on the outliers selected in the year
2013.
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Fig. 5. The portfolio optimisation for the year 2015 based on the outliers selected in the year
2014.

The overall result of years 2012–2016 is as shown in Table 3. In conclusion, using
MVPO, investors can earn the best risk-adjusted return at the tangency point that max-
imised the Sharpe ratio. The tangency portfolios gave the best performance among the
portfolios. For novice investors, investing in the equal-weighted portfolios also resulted
in returns far better than the market portfolios, particularly for 2012–2014.

Table 3. Comparison of the investment performance of different portfolios. The numbers in bold
are the highest returns among the portfolios of the respective year.

2012 2013 2014 2015 2016

Tangency portfolio Rtn 53.53 134.30 69.69 No outliers selected 45.24

Rs 65.65 57.47 104.60 24.0

Equal weighted portfolio Rtn 41.36 80.99 69.69 −0.42

Rs 60.44 38.76 104.60 14.95

Market Rtn −6.04 22.49 0.60 4.15

Rs 12.67 17.89 14.98 11.97

Cash Rtn 3.16 3.16 3.46 3.58

Rs 0.01 0.00 0.18 0.17
* Rtn – Return(%); Rs – Risk(%)
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5 Conclusion

This study aims to help investors construct optimal stock market portfolios using a
LOF-based methodology. LOF was the outlier detection algorithm used to identify out-
performing construction stocks for forming portfolios. To measure and assess the port-
folios, we used MVPO and the Sharpe ratio. We constructed two portfolios using the
outperforming construction stocks: (i) equal-weighted and (ii) tangency portfolios. The
stocks in each equal-weighted portfolio carried equal weight, assuming that the investors
invested the same amount of money in the individual stocks. On the other hand, a tan-
gency portfolio that maximises the Sharpe ratio was constructed based on the identified
tangency point on the efficient frontier. These two portfolio types were compared against
(i) the cash market and (ii) the market portfolio.

We used five-year financial data (the year 2011–2015). It is obvious that the tangency
portfolios gave the best performance and followedby the equal-weighted portfolios. Both
portfolio types performed better than themarket itself (themarket portfolio) and the cash
market, except for 2014, where none outperforming stock was selected.

The LOF used together withMVPO and the Sharpe ratio in this study proves its supe-
riority in constructing optimal portfolios. However, there is room for improvement. The
MVPO assumes the normal distribution for the returns of financial assets [25]. However,
due to various influences concerning politics, regulations, and economics, the returns
are not always normally distributed. Thus, it may violate the covariance conditions of
MVPO. For better portfolio building in the future, we shall consider integrating MVPO
with another data mining method that can solve the problem of the normal returns’
assumption in MVPO.
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Abstract. This research paper presents the approach of applying the simulation
technique to predict the upcoming trend of Malaysia’s unemployment rate. The
recent Malaysia’s unemployment rate has fluctuated at quite a high rate ever since
the COVID-19 pandemic occurred. Population growth, Growth Domestic Product
(GDP), inflation rate, interest rate, exchange rate, investment, government expen-
diture andmost importantly the number of COVID-19 cases act as the independent
variables in this paper. TheMultiple LinearRegression (MLR) is used to determine
the significance of each variable to be included in the model and also to simulate
the upcoming trend of Malaysia’s unemployment rate. The result of the analysis
shows that the upcoming five years trend of Malaysia’s unemployment rate will
continue to increase in the future based on the average value of the simulations
conducted.

Keywords: Unemployment rate ·Multiple linear regression ·Monte Carlo
simulation · COVID-19 · Prediction

1 Introduction

One of the primary goals of macroeconomics is to achieve a low unemployment rate.
Low unemployment rate means that the country is optimally utilizing its labour forces,
and this is desirable for the prosperity of the economic growth. The rate of unemployment
varies across all the countries globally. The unemployment rate in Malaysia from 2010
to 2020 ranges from 2.7% to 5.3%. The highest rate of unemployment was recorded in
May 2020 when the COVID-19 pandemic hit most of the countries in the world. Other
than that, there are many factors affecting the rate of unemployment such as population
growth, rate of inflation, government intervention, the employee’s level of education and
such.

Predicting the unemployment rate is crucial as a preparation to take corrective actions
as well as for decision-making purposes. The high accuracy of the prediction would be a
great help for the government in guiding them tomake decisions.MultipleLinearRegres-
sion (MLR) is a statistical method that can determine the significant factors affecting
unemployment rate [1] as well as to predict the rate of unemployment.
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The research aims to simulate the upcoming trend of Malaysia’s unemployment rate
using the MLR. The analysis is being done using the Visual Basic Application (VBA) in
Microsoft Excel. The upcoming trend ofMalaysia’s unemployment rate will give a better
insight for the decision makers. The most precise prediction of the unemployment rate
in Romania included the element of Monte Carlo simulation [2]. The details regarding
this method will be discussed further in the latter section.

2 Literature Review

2.1 Overview and Definition of Unemployment

Unemployment happens when a person needs to work but is unable to find a job despite
having the requisite experience and ability [3]. Unemployment can also be defined as an
economic and social phenomenon that happens when a segment of the labour force is
not active in the production and social activities [4]. Unemployment happens when the
labour supply exceeds the labour demand available in the country [5]. Unemployment
rate is used to determine the unemployment of the country [6]. The number of jobless
people divided by the overall number of the workforce and multiplied by 100 is the
calculation of the unemployment rate.

2.2 Issues of Unemployment

Unemployment has become one of the most severe economic concerns and all govern-
ments seek to implement measures that will minimise and control unemployment in their
country [5]. High or uncontrollable unemployment rate will result in unstable economics
of the country [7]. Almost every country in this world is copingwith this macroeconomic
issue, but what distinguishes them is the severity of the problem. The unemployment
rate in Nigeria raised from 19.7% in 2009 to 21.1% and 23.9% for the following two
consecutive years [8]. Also in Egypt, it is very worrying when the unemployment rates
in that country are over 11.5% in ten years’ time [9].

Youth unemployment is a greater concern than adult unemployment worldwide.
According to [10], Nigeria’s unemployment rate is at an all-time high, with a particularly
high percentage among young people. In fact, there was a more heinous example in Italy.
The percentage of young unemployment in the North was about 15%, but the rate in the
South quadrupled that of the North, which was 50.5% [11]. In 2012, [3] claimed that the
youth unemployment rate in Somalia is the highest in the world at 67%. Focusing on
Malaysia, from 9.5% to 10.7%, it shows that the unemployment rate for young people
in Malaysia has grown by 1.2% within one year and the national level of unemployment
rate risen for only 0.2% from 2.9% to 3.1% [12]. Malaysia also has the third-highest
rate of young unemployment in ASEAN, after the Philippines and [13]. The government
should keep unemployment under control in their nation since it has ramifications for
social and economic concerns.
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2.3 Contributing Factors of Unemployment

William Philips stated that unemployment is negatively strong related to inflation. It is
supported by the study conducted by [14] stated that inflation and unemployment are
correlated whether in the short run or long run. The study also showed that the unem-
ployment falls when the inflation rises, indicating that there is a negative relationship
between inflation and unemployment [9].

Next, [9] claimed that there is a significant relationship between economic growth
and unemployment. A higher GDP will result in a lower unemployment rate as stated
in Okun’s law [15]. It is also supported by [16] who revealed that GDP level is falling
to 0.38978 due to a 1% increment in the unemployment rate. The findings are in line to
those of [15], who identified a negative correlation between GDP and unemployment.
[6] also mentioned that the economic performance of a country should be strengthened
to lower the unemployment rate.

Furthermore, [15] showed that Foreign Direct Investment (FDI) has a negative rela-
tionship with unemployment. Plus, one unit increase in investment will reduce the unem-
ployment rate by 0.450647 units [17]. In Somalia, a study conducted by [3] stated that
external debt, population growth and gross domestic product (GDP) are positively related
with unemployment rate, while gross capital information and exchange rate is signifi-
cantly negatively correlated with unemployment. The unemployment and interest rate
also have a positive relationship [6].

Next, [4]mentioned that Somalia’s population growth gives a positive impact towards
the unemployment rate. A study conducted in South Asian countries also revealed that
the coefficient of 0.8082420 shows that unemployment rate and population growth have
a positive relationship [17]. The high population growth is also one of the significant
factors in determining the unemployment rate of a country [15].

2.4 Multiple Linear Regression

A study conducted by [1] stating that MLR is a multivariate statistical method in
analysing the significant correlation between one dependent variable (Y) with two or
more independent variables (X). MLR’s major goal is to model the association between
dependent and independent variables [18].

In predicting unemployment rate, different data types and location require different
models to be used [19]. Thus, MLR can also be used for forecasting purpose. A study
conducted in the East Coast of Malaysia uses MLR to estimate the youth unemployment
rate by [12] claimed that MLR can be a statistical technique for predicting the result of
a response variable by combining multiple explanatory factors.

2.5 Monte Carlo Simulation

Monte Carlo simulations have been used worldwide in this world where they involve the
application of probability in our lives. In Romania, Monte Carlo simulation is imple-
mented in predicting the unemployment rate and claimed that this approach has shown
to be the most effective in obtaining the most exact forecasts [2]. Wemay repeat the sim-
ulation several times to evaluate how much variety there is in the outcomes to assess the
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accuracy of a Monte Carlo estimate [20]. However, the number of simulation iterations
should be between 500 and 1000 to achieve the optimal value [19]. No matter what,
the optimal model for forecasting the unemployment rate is still a point of contention
among academics.

3 Methodology

The variables included in this research are based on past studies conducted. This research
uses the secondary data obtained from several sources. The data of Malaysia’s unem-
ployment rate, government expenditure [9], GDP [8], inflation rate [14], interest rate
[5], exchange rate [3], and investment growth [17] are all obtained from The Global
Economy website. On the other hand, the daily number of COVID-19 cases [21] is
obtained from theWorld Health Organization (WHO) and the data regarding Malaysia’s
population growth [3] is obtained from the Department of Statistics Malaysia (DOSM).
The data are either in annual, quarterly or monthly form. Thus, the annual and quarterly
data are all adjusted for data standardization purpose.

3.1 Multiple Linear Regression

It is vital to identify the significant factors of unemployment rate in Malaysia so that we
can discover what are the root causes of this issue.We can identify the significance of the
variables through stepwise regression. Through this method, the elimination or inclusion
of a variable is determined based on the output of p-values obtained. The process when
there are no more variables that can be included or excluded from the model.

The general form of the MLR is as follows:

Y = β0 + β1X1 + β2X2 + . . . + βnXn + ε (1)

where,

Y: Dependent variable
β0: Intercept of the model
β i: Regression coefficient
Xi: Independent variables
n: Number of observations
ε: Error term of the model

There are several assumptions of the MLR model:

i. There must be a linear relationship between independent variables and dependent
variable.

ii. The data must be free of multicollinearity
iii. The data must display homoscedasticity
iv. The residual values are normally distributed.
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3.2 Simulation of the Upcoming Trend of Malaysia’s Unemployment Rate

The simulation of the upcoming trend of Malaysia’s unemployment rate applies the
Monte Carlo method. The analysis is run using the Visual Basic Application (VBA) in
Microsoft Excel with the help of the function of a random numbers’ generator.

MLR model is used to simulate the upcoming trend of Malaysia’s unemployment
rate for five years ahead from 2021 to 2025. The independent variables are randomized as
they are the contributing factors of the unemployment rate. However, the randomization
is being done only on the changes of each of the independent variables since they are
normally distributed. This is also to ensure the continuity of the data from one to another.

The simulation process is improved with the user-interface element in which the
users get the opportunity to key in the number of simulations as they wish. Nevertheless,
[19] discovered the optimal number of simulations which is within the range 500 to
1000. Thus, considering the smooth process of the simulation, it is programmed to limit
the number of simulations up to 1000 only. The simulation result is then presented in
the next sheet. Based on the simulation result, their averages, maximum and minimum
values are calculated and graphed.

4 Result

4.1 Multiple Linear Regression

The significance of the variables is determined using the stepwise regression. The result
of the analysis is presented in Table 1 as follows:

Table 1. Regression of significance variables test

Variables t-values Significance

(Constant) −0.105 0.917

Government expenditure 0.358 0.721

GDP −3.953 0.000

Inflation rate −1.508 0.134

Population growth 2.503 0.014

Interest rate −10.977 0.000

Exchange rate 6.970 0.000

Investment −3.423 0.000

COVID-19 cases 1.975 0.050

The hypotheses can be written as follows:

H0: The variable is not significant
H1: The variable is significant
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If the variable has a p-value of less than 0.05, we reject the null hypothesis and
conclude that the variable is significant. Based on Table 1, the p-values for the variables
GDP, population growth, interest rate, exchange rate, investment and COVID-19 cases
are all less than 0.05 indicating that these variables are all statistically significant. Thus,
all these variables will be included in the model later.

However, the variable inflation is considered insignificant based on its p-value, but
the analysis result shows that it should be included in the model as well. In resolving this
issue, we run the significance test of the model using the Analysis of Variance (ANOVA)
test. Two models are tested: Model 1 with all the significant variables including the
inflation, while Model 2 with all the significant variables but excluding the inflation
(Table 2).

Table 2. ANOVA of the regression model

Model Residual sum of squares

1 3.563

2 3.627

The result of the analysis shows that Model 1 produces a lower Residual Sum of
Squares (RSS) as compared to that of Model 2. Therefore, it is relevant to include the
variable inflation in the model as well because Model 1 indicates a better fit.

4.2 Building the Regression Model

Table 3. The coefficients of significant variables

Variables B Std. error t-values Significance

(Constant) −0.082 2.056 −0.041 0.968

GDP −0.017 0.004 −4.134 0.000

Inflation rate −0.053 0.035 −1.498 0.137

Population growth 0.000 0.000 2.488 0.014

Interest rate −0.695 0.063 −11.039 0.000

Exchange rate 0.430 0.062 6.986 0.000

Investment −0.028 0.008 −3.542 0.001

COVID-19 cases 0.000 0.000 2.102 0.038
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Seven independent variables are known to be significantly affecting Malaysia’s
unemployment rate. Thus, these variables are included in developing the Multiple Lin-
ear Regression model. The final model equation is generated based on the value of the
regression coefficients, β as follows (Table 3):

Ŷ = −0.082− 0.017gdp− 0.053inflation+ 0.0000002population_growth

−0.695interest_rate + 0.430exchange_rate − 0.028investment + 0.000008covid
(2)

4.3 Simulation of Malaysia’s Upcoming Trend of Unemployment Rate

As mentioned before, the Monte Carlo simulations technique is the most common and
well-proven method for improving prediction accuracy when simulating the occurrence
of an event. We useMultiple Linear Regression in simulatingMalaysia’s unemployment
rate by using the equation in Sect. 3.2.

To simulate the unemployment rate ofMalaysia for five years ahead, the independent
variables that contribute to the unemployment rate are being randomized. However, to
ensure that the data are normally distributed, the randomization is being done on the
changes of each independent variable. This method also ensures the continuity of the
data from one to another. For the research purpose, we choose 1000 as the number of
simulations and the first set of data obtained are presented in this paper. We take the
average, maximum value and minimum value for the simulations for every month for
the upcoming five years. The results are graphed in the following Fig. 1:

Fig. 1. The upcoming five years trends of Malaysia’s unemployment rate

From the simulated results above, three alternative lines of average, maximum, and
minimum unemployment rates are shown. The maximum values of unemployment rate
are linearly increasing up to 8.28%. The unemployment rate for the upcoming five years
also increases up to themaximumvalue of 5.60% for the average value of unemployment.
Conversely, the unemployment rate’s minimum value is decreasing gradually for five
years ahead and stops at 3.25%. Therefore, we can predict minimum and maximum
unemployment rates, as well as average unemployment rates, based on these numbers.
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In the worst-case situation, we may anticipate that it will eventually reach the numbers
found on the highest unemployment rate line. If the unemployment rate falls as a result
of certain causes, it is likely to hover near the values seen on the minimal unemployment
rate line. In short, in five years ahead, we can predict that the unemployment rate in
Malaysia will fluctuate in the range of between 8.28% and 3.25%.

Since we are utilising random numbers in our simulation, the results will differ each
time we run the simulation. As a result, in this project, we use the results obtained from
the simulation when it is initially performed to be illustrated in this report. We perform
1000 simulations and find a small difference since the more simulations we do, the more
accurate the outcome becomes. On the other hand, since the random numbers generated
are between 0 and 1, we can notice a large difference if we perform a smaller number
of simulations.

5 Conclusion

The rate of unemployment has long been a significant indication of economic progress
all over the world, and this may have a greater influence on each country. Thus, this
study aims to find out the significant variables that are correlated and give impact on the
unemployment rate in Malaysia by using Multiple Linear Regression. This paper also
focuses on simulating the upcoming five years trend of unemployment rate in Malaysia
using Multiple Linear Regression and Monte Carlo simulation.

In every country, there are different factors that affect the unemployment rate. In
examining which factors affect the unemployment rate in Malaysia, we found that Gross
Domestic Product (GDP), inflation rate, interest rate, exchange rate, population growth,
investment growth and the number of COVID-19 cases are significantly correlated with
unemployment rate. This result was produced using the Stepwise technique in Multiple
Linear Regression, and it demonstrates that government spending is not substantial,
thus it is excluded from the model. Controlling the unemployment rate requires keeping
track of several things which might have economic ramifications. It is critical for the
government to plan effective ways for monitoring their country’s unemployment rate in
order to ensure long-term economic growth.

The finalmodel of theMultiple Linear Regression obtained is then used in simulating
the trend of Malaysia’s unemployment rate for five years ahead. This Monte Carlo
simulation is implemented using Visual basic Application (VBA) in Microsoft Excel.
Each independent variable that gives significant impact to the unemployment rate is
randomized in the simulation of unemployment trends with 1000 iterations.

The result shows that the unemployment rate in Malaysia is increasing linearly up to
5.60% for the upcoming five years. This is possible due to the COVID-19 pandemic in
which more businesses were affected resulting in the escalating number of unemployed.
It may take years for Malaysia to recover in terms of economy and finance. For the worst
case and least case scenario, it is predicted that the unemployment rate can fluctuate
between themaximumvalue of 8.28% and theminimumvalue of 3.25% respectively. All
of these predicted figuresmay comprise of fresh graduates and the retrenched employees.
Government should start on planning the necessary corrective actions in order to prevent
this issue from getting worse and to avoid the unexpected rise of the unemployment rate
in few years ahead.
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Abstract. Forecasting analysis is a common research topic these days. The devel-
opment in this area has allowed organizations to retrieve useful information and
make important decisions based on the forecast results. Different forecastingmod-
els are used to model data with different characteristics as each of the forecasting
model has its own strength and weakness. As such, Hybrid Prophet-LSTM that
combines Long Short-Term Memory (LSTM) and FBProphet (Prophet) is intro-
duced. This study aims to examine the effectiveness of the hybrid model and the
influence of holiday effect to the forecast result. Weighted Mean Absolute Per-
centage Error (WMAPE), Mean Absolute Deviation (MAD), R2 value, and Root
mean square error (RMSE) were used to evaluate the performance of the pro-
posed hybrid model. The proposed Hybrid Prophet-LSTM is found to outperform
both the standalone LSTM and Prophet, and holiday effect shows high attitude of
influence to the forecast result.

Keywords: Prophet · LSTM · Hybrid forecasting · Time series forecasting ·
Combined forecast · Holiday effect

1 Introduction

Forecasting analysis has been a popular area of study for the past years.Numerous studies
have applied the technique to forecast time series data, such as future stock movement
[1], users’ engagement [2], traffic matrix [3], and insurgency movement direction [4].
By establishing a connection between forecasting function and functional management,
business forecasting can contribute to many functional decision-areas including both
primary activities and supportive activities in a value chain. Various forecasts are needed
to apply in each decision areas for different managerial decisions [5]. Forecasting is to
forecast or estimate a future event or trend [6]. Forecasting model is the methodology
and algorithm used to do forecasting. Different forecastingmodel are used to model time
series datawith different characteristics.According toLuan andSudhir [7], it is important
to have a reliable forecast result for a company to advertise its short lifecycle products.
Besides that, some empirical research studies [7–9] have shown that it is important for
marketers to have reliable market forecasts such as advertising responsiveness, sales
forecast, or gross domestic product (GDP) to make any decision.
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Forecasting outcomes can be affected by various factors, especially trend, seasonal-
ity, linearity, and holiday effects of the time series data. A study [10] compared two of the
most popular linear and nonlinear models in the last decade, Neural Networks (NN) and
Autoregressive Integrated Moving Average (ARIMA). In the study [10], it was found
that the NN performed well with their capability of generalization, but only on nonlinear
data. The popular traditional model, ARIMA, on the other hand, is better to solve linear
problems. The forecast accuracy of ARIMA for nonlinear data is comparative low. In
general, linear and nonlinear models possess different properties that are application
dependent [11].

Since a time series data rarely contains only pure linear or nonlinear information [12],
particularly in marketing data [13], hybrid forecasting models [4, 12–16] that combine
different methods were proposed to produce a more accurate forecast result. In spite of
the enormous studies on the forecasting accuracy in time series data, little attention has
been done on the impact of holidays and the correlations between irregular holidays and
forecasting accuracy [17]. It was found that holiday effects in time series data are needed
to be taken into consideration in the seasonal adjustment process for trend estimation
[18]. This is especially important when there is a high degree of holiday features in the
time series data. This is because time series data related to humanmobility often exhibits
a greater degree of holiday effects [15], which have a great impact to the time series data
[18]. Hence, this study analyzes and examines the effect of irregular holiday schedule
on the forecasting accuracy.

FBProphet (Prophet) is a newly developed time series forecasting model released
by Facebook that can handle trend, seasonality, holiday effects, errors term and product
reliable forecasts [19]. Whereas NN is a nonlinear forecasting model that can be used
to handle residual nonlinear time series [10, 12]. Deep learning based Long Short-Term
Memory (LSTM) network is a type of Recurrent Neural Network (RNN) that has the
capability to address limitations of traditional time series forecasting techniques such as
NN and RNN by adapting the nonlinearities of time series. Besides that, LSTM is useful
to address the issue of vanishing gradient by adjusting the time scale and parameters
[20]. It is therefore hypothesized that by combining Prophet and LSTM, the accuracy
of the forecasting result would be improved if the time series data contains both linear
and nonlinear data points, trends, seasonality, and holiday effects.

In this research, the holiday component in Prophet takes the holiday events from the
time series data into consideration [19]. A hybrid model combined Prophet and LSTM
consists of the strength from both models. This proposed hybrid model can capture
periodic changes, nonperiodic changes, and irregular schedules by including trend, all
forms of seasonality, and irregular holidays of the time series. Previous research on
forecasting in different areas will be discussed in the following section. In Sect. 3, the
proposed framework that combines Prophet and LSTM is explained. Section 4 consists
of the evaluation results of the different models. Section 5 concludes this study with
discussion of the results.
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2 Literature Review

2.1 Time Series Forecasting Model

In 2017, Azzouni and Pujolle [3] proposed to use LSTM to solve the traffic matrix
prediction problem. The framework was validated using real-world data from GEANT
organization network. It was found that LSTM is suitable for trafficmatrix prediction and
outperformed several linear forecasting models such as Autoregressive Moving Aver-
age model (ARMA), Autoregressive (ARAR), Holt-Winters Model (HW), and Feed-
Forward Neural Network (FFNN) by many orders of magnitude. One recent similar
work on forecasting of COVID-19 epidemic uses LSTM network to forecast upcoming
cases and estimate possible ending point of the outbreak [20]. The COVID-19 transmis-
sion dataset is provided publicly by Canadian health authority. The reason LSTM was
chosen in the study is because the time series has a nonlinear dynamic change where the
adaptation of virus over time always occurs at different magnitude.

A recent study by Yenidogan et al. [21] applied ARIMA and Prophet to Bitcoin
forecasting. The dataset includes Bitcoin values of multiple currencies, was used with
ARIMA and Prophet. In the study [21], time stamp conversion was performed to reduce
the transaction complexity of the data, while feature selection was performed to remove
weakly correlated features from dataset. The forecast result showed that Prophet outper-
formedARIMAby 0.94 to 0.68 in R2 values The authors [21] concluded that Prophet can
automatically select changepoint for linear trend if the time series is having a nonlinear
saturating growth or a linear trend. This finding is consistent with the study [19]. Samal
et al. [22] implemented ARIMA and Prophet in air pollution forecasting. Open-source
air pollution historical data was used in the research. The main strength of Prophet is its
adaptability to missing data, ability of capturing the shifts in trend and outliers, and its
accuracy estimating mixed data.

2.2 Hybrid Methodology

One of the most popular hybrid forecasting models [12] combined ARIMA and NN. The
idea of this hybrid methodology is to combine the unique strength of ARIMA and NN
in terms of their capability in linear and nonlinear modelling. The study [12] employed
simulated data that contains both linear and nonlinear structure to test the performance of
the hybrid model. Data transformation was used to make the time series to be stationary
[12]. The trend was removed to stabilize the variance of data. The experimental results
[12] indicated that the hybrid model is able to improve forecasting accuracy, which was
not achievable by using either one of the models independently.

Another study [4] was carried out by combiningARIMA and Support Vector Regres-
sion (SVR). The data used is a nonstationary time series data of the insurgency that
requires transformation. SVRwas selected [11] because of its capability that can capture
nonlinear pattern to improve forecast performance. The study found that the proposed
hybrid model performed better as compared to autoregression (AR), Moving Average
(MA), ARIMA, and SVR independently.

Another work [13] studied various types of linear and nonlinear forecasting methods
and proposed a hybrid methodology that combines AR with NN based on the Extreme
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LearningModel (ELM). The hybridmodelwas tested onmultiple time series data includ-
ing deterministic synthetic series, chaotic time series, and real data series. The determin-
istic synthetic series contains seasonal dependence, trend, and amplitude change, while
chaotic time series contains typical chaotic time series. NN can be successfully applied
to solve nonlinear domain. ELM is a type of single hidden-layer feedforward neural
network (SLFN) that randomly chooses input weight and determine output weight by
analyzing the input. A NN was then designed to combine AR and ELM by hybridizing
the two time-series prediction algorithms.

3 Hybrid Methodology Framework

3.1 Linear Prediction

Prophet is a newly developed decomposable time series model in 2017. It is a linear
model by default, and is able to model the nonlinear relationship of the time series by
manipulating the parameter: change point prior scale. Its 3 main model components are
trend function, seasonality component, and holiday component [19]. These 3 functions
are combined in the equation: y(t) = g(t) + s(t) + h(t) + et . The trend function g(t)
models nonperiodic changes of the time series, aims to capture and model the patterns
in time series data. s(t) represents periodic changes or seasonality of the time series.
The holiday function h(t) represents the effects of holidays which occur differently in
every year. A custom list of events or holidays can be supplemented to the model using
this holiday function to includes irregular scheduled holiday effects to the time series.
The error term et represents all identical changes which are not adapted by the other
model components. Prophet also supports user to tune the seasonalitymode tomodel time
serieswith different seasonality such as additive component ormultiplicative component.
Modelling seasonality as an additive component is similar to a Generalized Additive
Model (GAM) regression approach. For multiplicative seasonality, the seasonal effect
will be assumed to be the factor thatmultiplies the trend function g(t). It requires the time
series data to go through log transformation for multiplicative seasonality modelling.
Prophet is also able to generate decomposition result such as trend, seasonality, and
holiday effects.

3.2 Nonlinear Prediction

Neural network-basedmodels, especially LSTMhas beenwidely used formodelling and
forecasting as this model can learn complex nonlinear pattern. LSTM is an RNN-based
model that solves RNN vanishing gradient and short-term memory issues. LSTMmodel
can perform better as compared to RNN in prediction and labelling task [3].

The first step in LSTM network is the sigmoid layer called Forget gate layer. It looks
at the previous state ht−1 and the content input xt , and outputs 0 or 1 for each number in
the cell state Ct−1. The sigmoid function in forget gate is ft = σ

(
Wf · [

ht−1, xt
] + bf

)
.

The second step is to decide the new information to store in the cell state. This involves
two sigmoid layers called the input gate layer and tanh layer. The input gate layer decides
which values to update, while tanh layer creates vector of new values C̃t would be added
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to the state. Then, these two layers would combine to update the cell state. The sigmoid
function of the input gate is it = σ

(
Wi ·

[
ht−1, xt

] + bi
)
. The tanh function in tanh layer

is C̃t = tanh
(
WC · [

ht−1, xt
] + bC

)
. Combining the function from forget gate, input

gate, and tanh layer, the new Ct can be computed by Ct = ft ∗Ct−1 + it ∗ C̃t . At the third
step which is also the final step, the output gate will decide what is the output cell state
of this block. The output will be based on the filtered cell state. The output gate sigmoid
function ot = σ

(
Wo

[
ht−1, xt

] + bo
)
will decide which parts of the cell state to output.

Then the tanh function ht = ot ∗ tanh(Ct) will gives weightage to the values which
passed, and deciding their level of importance ranging from −1 to 1 and multiplied with
ot .

3.3 Hybrid Time Series Forecasting Model

The hybrid forecasting model generally uses both linear and nonlinear algorithms and
combine their forecasting results [13]. This author [12] gave few reasons why hybrid
model can be used to solve real problems. Firstly, it is difficult to determine whether a
time series is more efficient to model with linear or nonlinear prediction model. Second,
the real-world environment data always contains both linear and nonlinear relationships
and rarely contains purely only linear or nonlinear relationship. Hence, neither linear
nor nonlinear prediction model alone can handle both linear and nonlinear patterns well.

Fig. 1. Hybrid methodology framework

The forecasting model proposed is Hybrid Prophet-LSTM. This hybrid forecasting
model uses both linear (Prophet) and nonlinear (LSTM) algorithms to produce a bet-
ter forecasting result. Prophet can use to handle time series that have strong seasonal
effects, which is not included in the other linear model. At the same time, Prophet can
take holiday effects in the time series dataset into consideration. This is the major differ-
ences compared to other time series forecasting model. After Prophet models the linear
relationship in time series, the residual nonlinear matrix will be handled by LSTM.

Residual matrix is computed using the formula:

e1t = yt − L
∧

t (1)
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where e1t denotes the residual matrix, yt denotes the original time series, and L
∧

t is the
forecasted value of time series estimated by using Prophet model. The residual matrix e1t
is further fitted into LSTM as the target variable and the following equation is generated:

e2t = e1t − N
∧

t (2)

where e2t denotes the error term, and N
∧

t denotes the forecasted value from LSTM.
The prediction result from LSTM needs to be converted to a useful data by applying

this formula:

y
∧

t = N
∧

t + L
∧

t (3)

where y
∧

t denotes the forecasted value combined using both linear and nonlinear models,
N
∧

t denotes the forecasted residual matrix using LSTM model. The prediction result
from both Prophet and LSTM is compared to the result from hybrid model and their
performance are evaluated.

In the hybrid methodology, the residual matrix from the linear model is used to the
nonlinear model. Furthermore, the results of both the linear and nonlinear models are
merged to produce a predicted value that is closer to the actual value. This methodology
and result computation would considerably enhance the predicted outcome, making it
at least better than either of the models alone.

3.4 Data

This study is to forecast customer engagement of a selected Facebook Page. Three
brands in Food, Beverages, and Cosmetics were selected arbitrary. The target variable,
customer engagement, and other Facebook Page metrics data can be crawled from Face-
book. Facebook provides a list of page and post metrics that allows the researcher and
developer to access numerous types of data [23]. In order to understand social media
users’ behaviors, each of the page and post metrics are studied, filtered, then selected to
be crawled. Data was crawled using Facebook Graph API after selecting metrics from
Facebook Page Metrics.

Users can receivemetric data fromFacebook by sending a request to FacebookGraph
API using an access token generated with a Facebook account. Table 1 shows the main
categories of Facebook Page Metrics of Insights API Version 6.0. Facebook provides a
total of 217 metrics in this version and there are 15 groups of metrics.

All of the metrics were studied, and customer page engagement was chosen as the
target variable. This variable shows the count of engagements from customers on one
specific page. This metric is computed from user clicks, reactions, comments, shares,
and many more. All other variables are crawled but remain unchanged, only customer
page engagement is used for univariate analysis. In this studywill only examine, analyze,
and forecast a singular variable, which is the customer page engagement. Three datasets
were collected from 2 different industries. Two years of daily data, which started from
1st June 2018 to 31st March 2021, were collected from the selected pages as dataset.



Time Series Forecasting Using a Hybrid Prophet 189

Table 1. Facebook Page and Post metric groups

No Metric types

1 Page content

2 Page CTA clicks

3 Page engagement

4 Page post engagement

5 Page impressions

6 Page post impressions

7 Page post

8 Page reactions

9 Page post reactions

10 Page user demographics

11 Page views

12 Page video views

13 Page video posts

14 Page and post stories

15 Video ad breaks

Prophet’s holiday component is supplemented with Malaysia Public Holiday. Com-
parison analysis is performed to evaluate the impact of holiday effects to the time series
forecast result.

3.5 Performance Metric

The performance metric is to validate and evaluate the performance of the forecasting
model. The first performance metric used is R2 score. R2 measures the proportion of
variance that is explained by the model. A higher R2 value generally indicates a more
useful result. R2 value can be calculated using the formula:

R2 = 1 − n
(∑

xy
) − (

∑
x)(

∑
y)

√[
n
∑

x2 − (
∑

x)2
][
n
∑

y2 − (
∑

y)2
] (4)

where x denotes the actual value, and y is the predicted value.
Root mean square error (RMSE) or root-mean-square deviation (RMSD) is selected

as one of the evaluation metrics. The formula for RMSE or RMSD is:

RMSD =
√∑N

i=1(xi − x
∧

i)

N
(5)

where xi denotes the actual value, x
∧

i is the predicted value, i is the index of each
observation, and N is the total number of observations.
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Mean Absolute Deviation (MAD) will also be used to evaluate the forecasting model
using the sum of absolute error. A higher forecast error indicating the estimated data is
further than the actual data. MAD can be computed using the following formula:

MAD =
∑∣∣yori − ypred

∣∣

N
(6)

where yori denotes the original or actual value, ypred is the predicted value, andN denotes
the total number of observations. RMSE and MAD value for different dataset should
not be compared. The variables with huge data variation or difference cannot compared
to data with small variation. As small variation led to a small difference in values and
resulted smaller error percentage comparing to dataset with large variation between
values.

WeightedMeanAbsolute PercentageError (WMAPE) is used tomeasure the average
absolute percentage errors in forecasting result. The formula for WMAPE is:

WMAPE =
∑N

i=1

(∣∣xi − x̂i
∣∣)

N

/∑N
i=1 |xi|
N

(7)

where xi denotes the actual value, x
∧

i is the predicted value, i is the index of each
observation, and N is the total number of observations.

4 Empirical Results

The data is normalized to a range from 0 to 1 before fitting into the model. The scale
transformed data were split into training set and testing set. The forecast result was
inverse scale transformed using the same scale factor before evaluation.

4.1 Prophet Decomposition Result

Before modelling, descriptive analysis was used to show and summarize the individual
components of the data. The time series data was analyzed using decomposition func-
tion in Prophet. Such decomposition result was generated to observe and study various
characteristic such as trend, holiday effects, and different forms of seasonality of the
time series data (Fig. 2).

This decomposition result shown in Fig. 1 is generated using Dataset 3, the cus-
tomer engagement of this selected page does not have a potential growth as the trend
graph shown in Fig. 1(a) was not growing progressively but dropped to the minimum
after a short period of growth. The trend stays in a range of growth from 0 to 175,000
engagements.
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Fig. 2. Example of individual components from Prophet decomposition, a) Data trend, b) Hol-
iday effects, c) Weekly seasonality, d) Yearly seasonality, e) Monthly seasonality, f) Quarterly
seasonality

In Fig. 1(b), the holiday decomposition graph shows all the holiday effect values
are not less than 0. Indicating that the holiday is bringing a neutral or positive effect to
this specific dataset. Meaning when there is a holiday, the customer engagement either
remain the same or increased. This is an interesting finding showing the Facebook users
are be engaging to page posts during holiday. Prophet was supplied withMalaysia Public
Holiday and the holiday effects were analyzed by Prophet decomposition feature. The
effect of each of the holidays was identified and used to adjust the forecast value. By
using the analyze result, the irregular holiday effects are also handled by Prophet during
modelling.

In Fig. 1(c), weekly seasonality decomposition shows that the page’s customer
engagement gradually increases from Sunday and reaches the highest customer engage-
ment on every Monday, then gradually decline on the following days. The reason why
it happens may leads to further analysis to what the specific page posts to attract their
customer to engage. In Fig. 1(d), the yearly seasonality of customer engagement was
also decomposed and analyzed. Yearly seasonality decomposition shows the page has
a stable seasonality every 2 months. The customer engagement reached a peak at every
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1 month and then gradually fell on the consecutive 1 month. In Fig. 1(e), the monthly
seasonality is also shown a wave pattern that is gradually stabilizing at zero until one
third of the month. Then the changes are gradually increased till the end of the month,
gaining back the lost value, but highly instable at the same time. Themonthly seasonality
is greatly affected by weekly seasonality, we can refer to Fig. 1(c) the weekly seasonality
decomposition explanation for more information. In Fig. 1(f), the quarterly seasonality
shows the form of seasonality for 1 quarter. The quarterly seasonality decreases gradu-
ally from the beginning of a quarter till the 14th day of the quarter, then gaining back the
lost value on the next 13 days. This pattern repeats in a constant for every 10 to 14 days
till the end of the quarter. The quarterly seasonality is greatly affected by monthly sea-
sonality and weekly seasonality, we can refer to Fig. 1(c) and Fig. 1(e) the explanation
for weekly seasonality and monthly seasonality for more information.

Two methods are implemented for comparison analysis using Prophet. The first
method is supplemented with Malaysia Public Holiday dataset into the Prophet holiday
component. The second method did not include any holiday dataset and any parameter
related to its holiday feature is remain unchanged.

The selected datasets from 3 different pages are having different characteristics.
Dataset 1 has an observable seasonality but mixed with an unusual pattern in each form
of seasonality. Dataset 2 does not have any observable seasonality in the time series.
Dataset 3 has a clear and smooth pattern in each form of seasonality. All 3 of these
datasets have similar trend growth, but the percentage of the engagement value instead
of raw value.

4.2 Hybrid Algorithm

Prophet was first used to model the linear pattern in time series. Then, the residual matrix
was fit into LSTM and a set of forecast result will be generated based on the residual
matrix (Fig. 3).

The forecast result generated byLSTMwas converted from residual forecast to actual
forecast result using Eq. 2. Then, the final result was recorded and the performances are
measured using different performance metrics.

Table 2 compares the performance of the 3 different models. Model 1 and Model 2
are Prophet and LSTM respectively, and Model 3 uses Hybrid Prophet-LSTM. Prophet
shows a weighted mean absolute percentage error of 25.19%, 52.74%, and 23.92% on
3 different datasets which are around double of LSTM error rate. LSTM outperforms
Prophet by having a higher R2 value and lower error. Prophet did not show strong
modelling ability in this scenario because the value adjustment from holiday component
does not affect the overall result by a lot. LSTMnetworkmodel has shown its outstanding
performance on flexibility using the different sets of time series data. LSTM performs
better than Prophet in overall as LSTM is suitable to model nonlinear dataset. It is
observed that in Table 2 the comparison of WMAPE value, LSTM is able to model the
nonlinear pattern in time series better than Prophet.

It is observed that the general seasonal variation can be captured by themodel, but the
unusual pattern captured by the model can increase error of the forecast result. Effecting
the forecast result of Dataset 1 to be slightly lower compared to the forecast result of
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Fig. 3. LSTM modelling residual matrix

Table 2. Performance metrics for Prophet, LSTM, and Hybrid models

Prophet Prophet
(No
Holiday)

LSTM Hybrid
Prophet-LSTM

Hybrid
Prophet-LSTM
(No Holiday)

Dataset
1

WMAPE 24.9409% 26.3200% 12.6768% 9.1449% 7.2431%

R2 92.1610% 91.5422% 92.8678% 99.1259% 99.3209%

RMSE 1559.694 1619.852 1471.233 580.410 502.120

MAD 981.001 1035.244 492.511 316.135 258.244

Dataset
2

WMAPE 52.7436% 82.1271% 21.5438% 26.3653% 65.4980%

R2 85.9057% 54.7768% 73.391% 97.3304% 72.1865%

RMSE 94.105 163.756 150.965 40.825 122.323

MAD 52.242 77.635 25.776 22.218 95.391

Dataset
3

WMAPE 23.8803% 36.3465% 13.5404% 3.87% 5.0921%

R2 93.3743% 77.3359% 97.0577% 99.8604% 99.8770%

RMSE 6859.626 12686.764 4580.609 1142.639 1304.555

MAD 4435.751 6751.348 2513.724 551.995 633.378
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Dataset 3. For Dataset 2 forecast results, Prophet had high error rate of 52.74% when
there is no observable seasonality pattern in the time series.

Table 2 also shows the comparison of forecast result of Prophet’s holiday component.
It is shown that the holiday can effectively increase forecast accuracy for all the 3 datasets.
In Dataset 1, however, LSTM performs better in modelling the nonlinear residual matrix
generated by Prophet without using the holiday component. Creating a slightly better
hybrid forecast result compared to the hybrid method using holiday component. The
holiday component in Prophet can significantly reduce the forecast error and increasing
forecast accuracy.

In the proposed hybrid forecasting methodology, Hybrid Prophet-LSTM has higher
R2 value, lower WMAPE, lower RMSE, and lower MAD in overall compared to LSTM
and Prophet on each dataset. This shows that hybrid algorithm can improve forecasting
accuracy as Hybrid Prophet-LSTM has the lowest error, and higher variance are shown
in overall.

5 Conclusions

In this study, Hybrid Prophet-LSTM is proposed as a new approach by combining linear
and nonlinear models. The proposed model integrates features to include a custom list of
events or holidays. Besides that, this work also takes seasonality and trend components
into consideration during the modelling process. To validate the effectiveness of the
proposed model, several experiments were conducted. The experiment result shows that
the proposedHybrid Prophet-LSTMmodel outperforms Prophet andLSTM,whichwere
independently used to forecast the Facebook user engagement in terms of accuracy and
robustness. The proposed model has lowest forecasting errors and work well in different
scale of datasets. It is observed that the holiday component in the proposed model shows
high attitude of influence on the forecasted result. Hence, it can be concluded that there
are 2 important factors that should always be considered in the hybrid methodology. The
first factor would be the suitability of the chosen linear model. It was found that the final
outcome of the hybrid is greatly affected by the performance of the linear model. Good
output in the linear model would yield a good result in the hybrid model, and vice-versa.
The second factor is the feature selection. In this study, only one variable was selected
to perform the univariate analysis. Analyzing multivariate data with univariate analysis
would result in inconsistent error rates. The errors and generally unknown error rates
caused by inconsistency can easily result misinterpretations of findings.Multivariate and
univariate analysis both provide complementary result. It is best to use both univariate
and multivariate methods [24] as the error rate for combination approach results is
reasonably consistent [25].
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Abstract. This study focuses on equity fundperformance in theMalaysianmarket
with three different time frames (daily, monthly, and yearly) and examines the
relationship between its expected return and liquidity timing. Traditional financial
ratios such as Sharpe, Jensen Alpha, Treynor index, and Capital Asset Pricing
Model (CAPM) help in analyzing the performance of the equity fund whereas
TradingVolume andTurnovermethodswere utilized tomeasure the fund liquidity.
Deduced from the analysis, the equity fund performs differently within the group
itself, depending on the time frames stated. This study also found that the liquidity
timing affects the expected return where the fund manager can use the beta values
from the fund analysis to increase their market exposure, prior to market timing
liquidity.

Keywords: Financial ratios · Liquidity timing · Equity fund

1 Introduction

Mutual Fund comes from a pool of monies that are collected from numerous investors
with similar investment objectives. The return of investing in the mutual funds can be
realized when there is an increase or decrease in the price value as the value of each
unit are directly correlated to it. Generally, there are two types of return on mutual
fund investments, which are income distribution and capital appreciation. Many factors
influence the fund manager’s investing decision, such as past performance of the mutual
funds, market return of the mutual funds, market volatility, and market liquidity of the
mutual funds. Investing in mutual funds comes with the risk associated with it, such as
market risk, liquidity risk,management risk, inflation risk, and interest rate risk, therefore
the investors must consider the risks before making any investment decision. Liquidity
can be defined as the ease of converting assets to cash or cash to the assetwithout affecting
the asset’s price. In the financial sector, the ability of the market to purchase or sell an
asset without causing a drastic change in the asset’s price is called market liquidity.
Equivalently, market liquidity also refers to the extent to which a market allows the
assets to be bought and sold at stable prices. Most Malaysians from all types of income
classes face difficulties not only to save more but also in growing their wealth. Since the
gap between savings and investing becomes larger and optimism followed by the 2021
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Budget which includes initiatives to increase the cash available to the people, it leads
to the increasing interest in mutual fund investments. It is also crucial for all investors
including the government, where it helps in improving the economy, the well-being of
the country, and the citizens.

1.1 Mutual Fund in Malaysia

Malaysia’s mutual fund industry is at the stage of large-scale growth in terms of size
and choices. Investors preferred to invest in mutual funds as they can diversify their
investments and risks, but at the same time, this investment also offers profitable possi-
bilities [1]. On top of that, the mutual fund has been an investors’ choice for long-term
investment due to the diversified risk and investment at a low cost [2–4]. It also becomes
very popular because they are well managed by financial experts and owning units of
the mutual fund is a cost-effective way of diversification [5].

Malaysia’s mutual fund industry had made a solid recovery and grows rapidly after
the 1997 East Asian financial crisis and added that during the 1990s, the Malaysian
Government took an initiative to encourageMalaysians to invest by offering the Amanah
SahamNasional. The impact is that the Net Asset Value (NAV) for mutual funds climbed
by approximately 160%; the total net asset value grew from RM87.4 billion in 2004 to
RM226.8 billion in 2010. It shows that the government plays a crucial role to encourage
people to invest in mutual funds [6]. When the mutual fund industry is getting popular,
the investment is now focused on the Fund Manager. The ability of fund managers to
create value depends on market liquidity conditions which in turn introduces a liquidity
risk exposure (beta) for skilled managers [5]. Associated studies with the same methods
to measure liquidity are in [7–10]. There are thirty-six (36) Unit Trust Management
Companies (UTMC) in Malaysia that offer various types of funds to potential investors.
Every fund manager at UTMC has a distinct style of allocating funds. However, there is
a scarcity of past studies that focus on the performance of equity funds in the Malaysian
market and the liquidity timing ability as compared to other markets. Therefore, this
study focuses on evaluating the Malaysian equity fund performance and examines one
of the factors affecting the funds’ performance which is timing liquidity.

2 Methodology

Equity funds are the focus in this study where only 56 funds were chosen due to its
availability of complete data. Fund’s Net Asset Value (NAV) is used, Kuala Lumpur
Composite Index (KLCI) closing price as a market proxy, and closing price of Kuala
Lumpur Interbank Offered Rate (KLIBOR) based on three different time frames: daily,
monthly, and yearly as the proxy for risk-free rate. Three different time frames are
applied to get a better understanding and multiple outlooks on Malaysian equity funds.
The average monthly return will be used to provide the output of which equity funds
perform better than the other. Meanwhile, the yearly return marks which equity funds’
performance beat the other for each year as the result may differ for different years.
The daily returns a month before and after Malaysia’s General Election 14 (GE14) is
employed to test the pre-effect and post-effect of Malaysia’s political events towards
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equity funds performance in Malaysia. To determine the performance of equity funds in
Malaysia, this study used Sharpe Ratio, Jensen’s Alpha Index, and Treynor Index.

2.1 Return and Traditional Financial Ratios

The study used logarithmic or continuously compoundedmonthly returns for all selected
equity funds using the fund’s net asset value.

The same calculation goes to the monthly market return using the FBM Bursa
Malaysia (KLCI) index at time t. The return of the equity funds is then compared against
the market return to see the performance of the equity funds across three different time
frames. Sharpe ratio is also referred to as reward to variability ratio which assumes that
small investors will demand a premium for the total risk if they fully invest in the mutual
fund and they do not hold any portfolio to exclude unsystematic risk. The higher the
positive SR, the better. However, if the value is negative, it means that the return of
investment is lower, then it is a risk-free rate. The Treynor ratio is based on system-
atic risk. The unsystematic risk can be eliminated when the investor holds a diversified
portfolio. The higher the value of the Treynor ratio, the better the performance of the
fund. Contrary to Sharpe’s and Treynor ratio, Jensen alpha focused on the problem of
evaluating a fund manager’s ability to providing higher returns to the investors [11].
The return of the portfolio is calculated on a basis of risk-adjusted by taking the mar-
ket performance as a benchmark. Moreover, it can be used to measure the performance
by way of the excess return provided by the portfolio over the risk-adjusted return or
the portfolio’s theoretical expected return which is predicted by the capital asset pricing
model (CAPM). Jensen also assumes that at least CAPM returns have been expected as a
return for an investor. A positive α indicates that the mutual fund manager has a superior
forecasting ability. It also shows that Jensen alpha returns are better than predicted by
CAPM, meaning that the mutual fund manager is beating the market performance.

2.2 Capital Asset Pricing Model

The difference between CAPM with all the other three methods in measuring the per-
formance of the equity funds is that CAPM is used to find the expected return based
on historical data. However, both Jensen’s Alpha Index and Treynor Index presume the
single-factor CAPM with both Alpha and Beta values in the equation. The Alpha value
is the surplus of the return while the Beta value represents the systematic risk.

CAPM : E(Ri) = Rf + βi(Rm − Rf ) (1)

where E(R)i is the expected portfolio return, Rf is the risk-free interest rate, Rm is the
return on market/benchmark portfolio, and βi is the Portfolio’s market risk (volatility of
portfolio return against that of market portfolio return).
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2.3 Liquidity Measures, Trading Volume and Turnover

To examine the relationship of the expected return of mutual funds and market timing
liquidity, this study uses two approaches to calculate the timing liquidity whereby the
values will be used in the multiple linear regression. The first approach is Trading
Volume (TV) and the second approach is Turnover (TO). The similarity between these
two methods is that both methods are based on trading activity. Therefore, the supply of
market participants and transactions is measured to evaluate liquidity.

Tomeasure equitymarket trading activity, trading volume like Financial Times Stock
Exchange (FTSE)KLCI is used as a liquidity proxy. The FTSEKLCI data retrieved from
Bloomberg is used to calculatemonthly estimates of dollar trading volume for each stock.
Then, the data across stocks is average out for a monthly aggregate liquidity measure
and denoted as VOL. Specifically,

VOLt = 1

N

∑N

i=1
Pi,tVi,t (2)

where Pi,t is the closing share price for a company i in month t, Vi,t is the number of
shares of a company i traded in month t, N is the number of companies included in
the sample in month t, VOLt is the estimate of average dollar trading volume per stock
during month t. The liquidity timing model in this study is then the natural logarithm of
this measure. To test for mutual funds’ liquidity timing ability, we use innovation in the
monthly trading volume measure rather than levels data. Innovation is calculated over a
12-month moving average of the average monthly trading volume.

The second proxy for trading activity is turnover. Turnover can be defined as the
number of shares traded per number of shares outstanding, averaged across all stocks
traded during a month. We use FTSE KLCI data from Bloomberg and denote turnover
as TO. Specifically,

TO = 1

N

∑N

i=1
Vi,t/Si,t (3)

where Si,t is the number of shares of a company i outstanding inmonth t,N is the number
of companies included in the sample in month t. To test for mutual funds’ liquidity
timing ability, we use innovations in the monthly turnover measure rather than levels
data. Innovations are calculated over a 12-month moving average of average monthly
stock turnover.
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2.4 Multiple Linear Regression

The regression is used to explain the relationship between the equity funds and the
liquidity timing. CAPM was first used, only then the first-order Taylor series expansion
will be added to the equation. To express the linear function of market beta with the
market liquidity in excess of its time-series average, the Taylor series expansion was
applied. The First-order Taylor series is as below.

βf ,m,p = β0,m,p + ϒmp
(
Lmt − Lm

)
(4)

where Lmt is the market liquidity measure in month t, Lm is the average of the market
liquidity, β0,m,p is the risk of the equity funds in absence of liquidity timing. Lastly, by
substituting the Taylor expansion equation into the CAPM equation, the final equation
below was applied.

CAPM : αp + β0,m,pRmt + γmp
(
Lmt − Lm

)
Rmt + εpt (5)

where γmp is the mutual fund managers’ liquidity timing ability. The higher the value,
the higher market exposure the equity funds have. In this study, all of the equations and
methods used were motivated by past literatures, for instance in [12–15].

3 Analysis and Findings

3.1 Performance of Equity Funds Versus Market Return

Table 1 exhibits the average monthly return of top-five and bottom five equity funds,
out of 56 mutual funds in the Malaysian market. As reflected in Table 1, Eastspring
Investment Small Cap Fund, Kenanga Growth Fund, and KAF Vision Fund have the
maximum monthly average return whereas Eastspring Investment Small-Cap, Kenanga
Growth Fund, and KAF Vision Fund beat the market average return. Four equity funds
from PMB Asset Management, and one equity fund from Pacific Mutual Fund have
the lowest average monthly return as compared to the average market return. PMB
Shariah Mid-Cap Fund, PMB Dana Mutiara, and PMB Dana Al-Aiman have the lowest
monthly return, which is lower by 0.36%, 0.32% and 0.25% from the average market
return respectively. There are nine equity funds from PMB Asset Management that are
used in this study and four of them recorded the lowest average monthly return for
99 months. In addition, from all 56 funds included in the study, there are a total of 14
equity funds that performed lower than the average monthly market return, indicating
that their performance is not at par with other equity funds available in the market.
Considering the average market return of 0.48% as a benchmark, 71.43% of the equity
mutual funds available in the Malaysian market have higher and promising returns as
compared to the average monthly market return. 3.57% of the equity mutual funds
perform similarly to the average monthly market return and 25% of the equity mutual
funds have a lower return than the average monthly market return. Thus, if an investor is
only interested to look at the averagemonthly return inmaking their investment decision,
there are 40 mutual funds available to be considered as an option to invest in. Out of 14
Unit Trust Management Companies (Fund Houses) included in this study, only three of
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the FundHouses like Eastspring Investment Berhad, Kenanga Investor Berhad, andKAF
Investment Berhad offer a higher average monthly return as compared to the average
monthly market return. Table 2 shows the association between each equity fund and
the market return by looking at the movement of the one return of equity funds with
the market return. If the value of the coefficient correlation is positive (negative), the
movement of the mutual fund return is in the same (opposite) direction as the market
return. PMB Shariah Index Fund shows the strongest correlation of 0.9593 with the
market return, followed by Pacific Dana Aman Fund and AMB Dana Yakin Fund as
compared to all the selected equity mutual funds. Interpac Dana Safi has the lowest rate
of correlation with the market return, followed by Interpac Dynamic Equity Fund and
RHB Small Cap Opportunity Fund.

From all the 56 mutual funds selected in this study, no mutual funds display nega-
tive correlations with the market return, as all the mutual funds have positive value of
coefficient correlation. From Table 3, we can see three different performance methods
such as Jensen’s Alpha Index, Sharpe Ratio, and Treynor Index. It can be concluded that
Eastspring Investment Small-Cap Fund has the highest return based on all threemethods;
Jensen’s Alpha index or so called Jensen, Treynor index, and average return, however, it
scores the second-highest for Sharpe ratio. For the Sharpe ratio, Kenanga Growth Fund
has the highest rate as compared to others. Moreover, for the underperformed equity
funds, all four (4) methods shown the same result when all four PMB equity funds have
the lowest rate of return. Table 4 displays the expected return using the Capital Asset
Pricing Model (CAPM) with risk-free rate of 0.511% and market risk premium at −
0.027%.

Table 1. Return earned by selected mutual funds.

Equity fund name Monthly average return (%) Compare to the market (%)

Eastspring Investment
Small-Cap Fund

1.39 0.91

Kenanga Growth Fund 1.32 0.84

KAF Vision Fund 1.03 0.55

Eastspring Investment Equity
Income Fund

1.00 0.52

Eastspring Investments Dana
Al-Ilham

0.94 0.46

Kenanga Syariah Growth Fund 0.89 0.41

PMB Shariah Mid-Cap Fund 0.12 −0.36

PNB Dana Mutiara 0.16 −0.32

PMB Dana Al-Aiman 0.23 −0.25

PMB Dana Bestari 0.23 −0.25

Pacific Pearl Fund 0.28 −0.20
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AMB Dividend trust fund has the highest expected return at 0.496% as compared
to other equity funds, followed by Eastspring Investment Equity Income Fund and both
PMB Shariah Premier Fund and InterPac Dynamic Equity Fund. On the other hand,
KAF Vision Fund and RHB Malaysia Diva Fund both indicate the lowest expected rate
of return at 0.48%. There is no negative value of the expected rate of return for all 56
equity funds. All equity funds scheme denotes higher return or at least the same value
of return in comparison with the average market return.

Table 2. Coefficient correlation and correlation of determination (R square).

Fund name Correlation coefficient R square

PMB Shariah Index Fund 0.9593 0.9203

Pacific Dana Aman 0.9438 0.8908

AMB Dana Yakin 0.9423 0.8880

Pacific Dividend Fund 0.9352 0.8746

Eastspring Investments Dana Al-Ilham 0.9336 0.8716

InterPac Dana Safi 0.5543 0.3072

InterPac Dynamic Equity Fund 0.5642 0.3184

RHB Small Cap Opportunity Unit Trust 0.6924 0.4795

PMB Shariah Aggressive Fund 0.7054 0.4976

RHB Emerging Opportunity Unit Trust 0.7082 0.5016

Table 3. Comparison of the mutual fund performance.

Fund name Jensen Alpha (%) Sharpe (%) Treynor (%) Average return (%)

Eastspring Investment
Small-Cap Fund

0.92 16.48 1.01 1.39

Kenanga Growth Fund 0.83 24.61 0.71 1.32

KAF Vision Fund 0.55 10.96 0.59 1.03

Eastspring Investment
Equity Income Fund

0.51 16.79 0.26 1.00

Eastspring Investments
Dana AL-Ilham

0.45 13.21 0.35 0.94

PMB Shariah Mid-Cap
Fund

−0.37 −12.46 −0.53 0.12

PMB Dana Mutiara −0.32 9.04 −0.37 0.16

PMB Dana Al-Aiman −0.26 −9.26 −0.47 0.23

PMB Dana Bestari −0.26 −8.71 −0.38 0.23
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3.2 Performance of Equity Funds Versus Market Return: A Month Before
and After the 14th General Election (GE14)

Based on Table 5, the rate of return for FBM Bursa Malaysia KLCI was at −1.42%.
The negative rate of return for KLCI implying that the market condition was slightly
downhill. The highest rate of the equity funds’ performance for the day was AMB Index-
Linked Trust Fund, which beats the market return by 1.93%. Next, RHB KLCI Tracker
Fund performed as the second-best which overperformed themarket return by 1.61%and
next followed by PMB Shariah Index Fund. InterPac Dynamic Equity Fund performed
worst and was tailed by InterPac Dana Safi and KAF Vision Fund. As their return was
negative in value, this indicated that the funds brought huge losses to its investors. Table
6 shows that a month after GE14, the rate of return for FBM Bursa Malaysia KLCI
was at −3.69% indicating that the market condition slightly worsened as compared to
the month before. Remarkably, the most performing equity fund of the day was BIMB
i Growth, which outperformed the market return by 12.86%. It can be considered as a
shocking verdict since in the previous month BIMB i Growth was the worst performed

Table 4. Expected return of the mutual fund.

Fund name Beta Expected Rate of Return (%)

AMB Dividend Trust Fund 0.54489 0.50

Eastspring Investments Equity Income Fund 0.68711 0.49

PMB Shariah Premier Fund 0.72526 0.49

InterPac Dynamic Equity Fund 0.72678 0.49

PMB Dana Al-Aiman 0.73110 0.49

Eastspring Investments Small-Cap Fund 1.34356 0.48

Pacific Pearl Fund 1.20354 0.48

RHB Small Cap Opportunity Unit Trust 1.18247 0.48

KAF Vision Fund 1.16679 0.48

RHB Malaysia DIVA Fund 1.15764 0.48

Table 5. Equity funds return versus market return: a month before GE14.

Equity fund name Equity fund return Comparison to market

AMB Index-Linked Trust Fund 0.51% 1.93%

RHB KLCI Tracker Fund 0.19% 1.61%

PMB Shariah Index Fund 0.13% 1.55%

KAF Vision Fund −12.00% −10.58%

InterPac Dana Safi −16.40% −14.98%

InterPac Dynamic Equity Fund −17.89% −16.47%
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equity fund as compared to other equity funds. Its rate of return soared by 9.56% in just
a month. The second most performing equity fund was PMB Shariah Dividend which
was higher than the market return by 7.5%, followed by PMB Shariah Mid-Cap Fund,
beating the market return by 6.54%. AmanahRaya Islamic Equity Fund was recorded
as the worst performed equity fund, followed by PMB Dana Bestari and RHB Capital
Fund, which underperformed the market return by−3.4%. This indicated that investors
are suffering a loss from their investment in the equity funds.

Table 7 shows the summary of all the performance for the equity funds. The rate of
market returns one month before the GE14 indicated losses at −1.42%. However, on
Election Day, the rate of return for the FBM Bursa Malaysia KLCI Index bounced to
0.52% before it decreased to −3.69% due to the post-Election Day aftershock. From
Table 7, it can be concluded that the performance of the funds was higher on and after
Election Day as compared to its rate of return before Election Day. Notice that the rate
of return for BIMB i Growth reached its peak performance at 9.17% a month after the
election, followed by PMB Shariah Dividend Fund and PMB Shariah Mid-Cap Fund.
The equity fund with the poorest performance within this time frame (a month before
and after Election Day) was InterPac Dynamic Equity Fund, followed by InterPac Dana
Safi as both funds had the lowest rate of return a month before Election Day. Thus, it can
be concluded that a month before the Election Day, the equity funds were not performing
at their best and only started to gain traction following Election Day.

Table 6. Equity funds return versus market return: a month after GE14.

Equity fund name Equity fund return Comparison to market

BIMB i Growth 9.17% 12.86%

PMB Shariah Dividend Fund 3.81% 7.50%

PMB Shariah Mid-Cap Fund 2.85% 6.54%

RHB Capital Fund −7.10% −3.40%

PMB Dana Bestari −7.13% −3.44%

AmanahRaya Islamic Equity Fund −8.51% −4.81%
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Table 7. Equity funds return versus market return on GE14.

Equity fund name Equity fund return FBM KLCI return Comparison to market

AMB Index-Linked Trust
Fund

0.51% −1.42% 1.93%

RHB KLCI Tracker Fund 0.19% −1.42% 1.61%

PMB Shariah Index Fund 0.13% −1.42% 1.55%

KAF Vision Fund −12.00% −1.42% −10.58%

InterPac Dana Safi −16.40% −1.42% −14.98%

InterPac Dynamic Equity
Fund

−17.89% −1.42% −16.47%

KAF Tactical Fund 6.06% 0.52% 5.55%

KAF Vision Fund 5.20% 0.52% 4.68%

PMB Shariah Dividend Fund 4.75% 0.52% 4.23%

RHB Malaysia DIVA Fund 0.32% 0.52% −0.20%

RHB Smart Treasure Fund 0.11% 0.52% −0.40%

BIMB i Growth −0.39% 0.52% −0.91%

BIMB i Growth 9.17% −3.69% 12.86%

PMB Shariah Dividend Fund 3.81% −3.69% 7.50%

PMB Shariah Mid-Cap Fund 2.85% −3.69% 6.54%

RHB Capital Fund −7.10% −3.69% −3.40%

PMB Dana Bestari −7.13% −3.69% −3.44%

AmanahRaya Islamic Equity
Fund

−8.51% −3.69% −4.81%

3.3 Relationship Between Expected Return of CAPM and Liquidity Timing

Trading Volume Liquidity Measure
Previously, Table 8 presents the Trading Volume for liquidity measure for 10 out of 56
equity funds were selected. The results are statistically significant for six out of the 10
equity funds. Three equity funds are significant at 0%, two equity funds are significant
at 1% and only one is significant at 5% level. Lastly, four equity have no significant
liquidity timing values at any level.
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Table 8. Relationship between CAPM and trading volume liquidity measure.

Fund name Alpha Beta Liquidity timing Adjusted R-square

AMB Dividend Trust
Fund

3.763E−3** 0.6946*** −6.24E−09 0.7493

Eastspring Investments
Equity Income Fund

5.099E−3*** 0.8056*** 1.27E−10 0.8651

PMB Shariah Premier
Fund

−2.77E−05 0.9974*** 1.31E−08 0.8527

InterPac Dynamic
Equity Fund

0.0005128* 0.8833*** 5.083E−8 ** 0.5177

PMB Dana Al-Aiman −2.60E−03 0.8385*** 9.70E−09 0.83

InterPac Dana Safi 9.97E−04 0.8705*** 4.603E−8 * 0.4781

Kenanga Syariah
Growth Fund

4.023E−3** 0.824*** 2.341E−7 ** 0.8338

PMB Shariah Dividend
Fund

−2.08E−04 0.8761*** 1.40E−08 0.6805

KAF Core Income
Fund

2.03E−03 0.859*** 9.41E−09 0.735

AMB Index-Linked
Trust Fund

8.10E−04 0.8241 *** −9.82E−09 0.8861

Sig. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘’ 1

Table 9 shows the adjusted beta which indicates the relative change in fund equity
market exposure with a benchmark standard deviation of 0.0248. However, the values
of the adjusted beta were modest for all 10 equity funds which signify that there is
not a highly significant economic result. The highest adjust beta value was AMB Index-
LinkedTrust Fund,whereby the timing ability only increasesmarket exposure by 1.283%
depending on one standard deviation increase in the aggregate market trading volume.
It can be concluded that for 10 equity funds, the relative exposure amount ranges from
1.07% to 1.3%. Nevertheless, this trading volume test further indicates that the equity
funds demonstrated the liquidity timing skills with the positive adjust beta values where
the equity funds adjusted to the market exposure prior to changes in the aggregate
liquidity. In line with [7], the study stated that the equity funds have a timing ability
prior to the market exposure. Most of the six equity funds have significant liquidity
timing values, with high R-Square which indicates that there was a strong relationship
between expected return and liquidity timing.
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Table 9. Trading volume liquidity measure.

Fund name Std dev R-square � Beta Beta � Beta %

AMB Dividend Trust Fund 0.0271 0.7536 0.8243 0.6989 1.1794

AMB Index-Linked Trust Fund 0.0297 0.8876 1.0642 0.8295 1.2830

Eastspring Investments Equity Income Fund 0.0291 0.8715 1.0238 0.8064 1.2697

InterPac Dana Safi 0.0421 0.5318 0.9042 0.8476 1.0668

InterPac Dynamic Equity Fund 0.0413 0.5947 0.9916 0.8584 1.1552

KAF Core Income Fund 0.0334 0.7397 0.9980 0.8538 1.1689

Kenanga Syariah Growth Fund 0.0301 0.8512 1.0344 0.8120 1.2739

PMB Dana Al-Aiman 0.0307 0.8422 1.0453 0.8341 1.2532

PMB Shariah Dividend Fund 0.0353 0.7018 1.0013 0.8698 1.1511

PMB Shariah Premier Fund 0.0305 0.8621 1.0608 0.9910 1.0705

Turnover Liquidity Measure
Table 10 presents the Turnover for liquidity measure for 10 equity funds for the explana-
tion and illustration in this section. As recorded in Table 10, the results are statistically
significant for only three (3) out of the ten (10) funds. There were two (2) equity funds
that were significant at 1% namely InterPac Dynamic Equity Fund and Kenanga Syariah
Growth Fund. Meanwhile, there was only one equity fund that was significant at a 5%
level – InterPacDana Safi Fund. The other seven (7) equity funds namelyAMBDividend
Trust Fund, Eastspring Investment Equity Income Fund, PMB Shariah Premier Fund,
PMB Dana Al Aiman Fund, PMB Shariah Dividend Fund, KAF Core Income Fund,
and AMB Index-Linked Trust Fund have no significant liquidity timing values at any
level. Out of three (3) equity funds that have a significant value of timing ability, only
one (1) equity fund has a high R-Square of 83.72% which is Kenanga Syariah Growth
Fund, while the other two namely InterPac Dynamic Equity Fund and InterPac Dana Safi
Fund only have moderate R-Square values of 52.76% and 48.88% respectively. Table
11 shows the adjusted beta which indicates the relative change in fund equity market
exposure with a benchmark standard deviation of 0.0248.
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Table 10. Relationship of CAPM and turnover liquidity measure.

Fund name Alpha Beta Liquidity timing Adjusted
R-square

R-square

AMB Dividend
Trust Fund

3.76E−3 ** 0.6946*** −6.24E−09 0.7493 0.7544

Eastspring
Investments
Equity Income
Fund

5.099E−3 *** 0.8056*** 1.27E−10 0.8651 0.8678

PMB Shariah
Premier Fund

−2.77E−05 0.9974*** 1.31E−08 0.8527 0.8557

InterPac
Dynamic Equity
Fund

5.128E−4 * 0.8833*** 5.083–08 ** 0.5177 0.5276

PMB Dana
Al-Aiman

−2.60E−03 0.8385*** 9.70E−09 0.83 0.8335

InterPac Dana
Safi

9.97E−04 0.8705*** 4.603E−08 * 0.4781 0.4888

Kenanga
Syariah Growth
Fund

4.02E−3 ** 0.824*** 2.34E−08** 0.8338 0.8372

PMB Shariah
Dividend Fund

−2.08E−04 0.8761*** 1.40E−08 0.6805 0.687

KAF Core
Income Fund

2.03E−03 0.859*** 9.41E−09 0.735 0.7405

AMB
Index-Linked
Trust Fund

8.10E−04 0.8241*** −9.82E−09 0.8861 0.8884

Sig. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘’
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Table 11. Turnover liquidity measure.

Fund name Std Dev R-square � Beta Beta � Beta %

AMB Dividend Trust Fund 0.0271 0.7544 0.8252 0.6946 1.1880

AMB Index-Linked Trust Fund 0.0297 0.8884 1.0652 0.8241 1.2925

Eastspring Investments Equity Income Fund 0.0291 0.8678 1.0195 0.8056 1.2655

InterPac Dana Safi 0.0421 0.4888 0.8311 0.8705 0.9547

InterPac Dynamic Equity Fund 0.0413 0.5276 0.8833 0.8584 1.0290

KAF Core Income Fund 0.0334 0.7405 0.9991 0.8590 1.1630

Kenanga Syariah Growth Fund 0.0301 0.8372 1.0174 0.8240 1.2347

PMB Dana Al-Aiman 0.0307 0.8335 1.0345 0.8385 1.2337

PMB Shariah Dividend Fund 0.0353 0.687 0.9802 0.8761 1.1188

PMB Shariah Premier Fund 0.0305 0.8557 1.0530 0.9974 1.0557

However, the values of the adjusted beta were only average for all 10 funds which
signify there is not a highly significant economic result. In linewith tradingvolume,AMB
Index-Linked Trust Fund has the highest adjust beta values for turnover at 1.2925%,
slightly higher than the trading volume rate which was 1.283%. Meaning that the timing
ability increases market exposure by 1.2925% prior to one standard deviation increase
in the aggregate market trading volume. It can be concluded that for all 10 equity funds,
the relative exposure ranges from 0.9% to 1.3%.

4 Conclusion

This study discovers that there is a total of fourteen equity funds that performed lower
than the average monthly market return, indicating that their 99 monthly performance
period is not at par with other equity funds available in the market. In consideration
of the monthly average market return of 0.48% as a benchmark, 71.43% of the equity
mutual funds available in the Malaysian market have a higher and promising return
as compared to the average monthly market return, 3.57% of the equity mutual funds
perform similarly as the average monthly market return and 25% of the equity mutual
funds have a lower return than the average monthly market return. However, the result
can be quite biased since, in this time frame, only the average return was used for the
period of study; 99 months. Thus, this study includes the second time frame that is
a yearly basis, time frame different is to manage or check on any discrepancies from
the output. On a yearly time frame, there is a mixed result where each year there are
different equity funds that either outperformed or underperformed the market return.
This is possible due to the fluctuating of Net Asset Value (NAV) and the fact that it
was compared with different market returns as the benchmark. This study employed
the third time frame to understand the performance of the equity funds on daily basis
and focuses on one month before Malaysia’s 14th General Election (GE14) and one
month after the GE14. Based on this time frame, it can be concluded that the market
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return escalated towards Election Day but slightly dropped after Election Day. Although
the study is divided into three different periods, the returns of each fund show little
indication of profitability, and this can cause these funds to be the non-investors choice
due to their uncertain price movements. Therefore, it is recommended that techniques
like forecasting or chaos theory be included to forecast future movements of fund prices
as the financial time series usually have a rapid variance change [16–18]. A combination
of forecasting techniques with the method used in this study can also indicate fund
price movements in the future and can make the analyzed fund’s performance more
meaningful to investors and researchers [19].

The second objective of this study was to help the Fund Managers to investigate
the relationship between expected mutual fund returns and liquidity timing. Previous
studies stressed that the market liquidity moves consistently with the market return,
which means the Fund Managers can decide to either reduce or increase the market
exposure prior to the value of themarket liquidity condition certainly. In linewith [4], this
study found that there are significant findings that timing liquidity affects the expected
return of the equity funds. However, for both the Turnover method and Trading Volume,
the adjusted beta values are modest for all ten equity funds which are between 1.07%
to 1.3% and between 0.9% to 1.3% respectively. This indicates that Fund Managers
consider increasing the market exposure prior to one standard deviation increase in the
aggregate market. Based on the result, it shows that liquidity timing is very important
to the fund manager and it is also a benchmark of the ability of a fund manager. It
demonstrates the fund manager’s ability to balance the investment portfolio between
risk and return in the event of any change in the market risk. For future research, it is
recommended to explore other methods such as the Data Envelopment Analysis (DEA)
model which combines performance-related factors and can be used to measure the
overall performance appraisal of a fund [20] or hybrid DEA model such as the Network
Data Envelopment Analysis (NDEA) that is also expected to support the liquidity timing
of a fund manager [21].
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Abstract. This study empirically examines the potential determinants of the
wealth of Malaysian Employees Provident Fund (EPF). The auto-regressive dis-
tributed lag (ARDL) bounds test approach was employed to determine the exis-
tenceof a long-run relationship betweenEPF’swealth and its determinants, namely
inflation rate (INF), gross domestic product (GDP), life expectancy (EXP), and the
Gini coefficient (GINI) as a proxy for income inequality. Data for this study con-
sisted of a set of annual time series data from 1980 to 2018. The findings indicate
the existence of a long-run equilibrium relationship between the total EPF wealth
and GDP, income inequality, INF, and EXP. Further, there is a relatively quick
adjustment in the total EPF wealth when all of the determinants change. GDP,
EXP, and GINI were found to be significantly important drivers of EPF wealth.
A 10% change in GDP will result in a long-run change of 25.8% in the total EPF
wealth. Meanwhile, a 1% increase in income inequality and life expectancy will
reduce the total EPF wealth by 11.8% and 20.4%, respectively. One of the impli-
cations of this study’s findings is that EPF wealth would grow continuously with
an increase in economic prosperity and improvements in income inequality and
demographic structure. Thus, this study suggests that EPFwealth can be improved
by making positive changes to economic and demographic factors in ensuring the
sustainability of the fund.

Keywords: Employee provident Fund · ARDL · Long-run relationship ·
Short-run dynamics · Income inequality

1 Introduction

Ageing is a lifelong process that affects all living creatures.Working hard during younger
ages in preparation for happy retirement is the hope and aspiration of every individual.
As a person reaches a particular age, they have the right to retire from their current
job permanently and receive their retirement fund benefits. A retirement fund is vital for
supporting retired pensioners, especially among the elderly. The elderly is acknowledged
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as one of the groups that are vulnerable to financial insecurity (Sulaiman andMohammed
2016). The pension system in Malaysia was first developed in 1951 under Pensions
Ordinance. The systemwas subsequently refined several times to keep upwith economic
developments. Reform in the pension system commenced in the 1980s, moving from
the pay-as-you-go (PAYG) pension system to the defined contribution (DC) pension
scheme. Since then, about 30 developing countries have partially or fully replaced their
existing pension schemes with private pension schemes (Ja’afar and Daly 2016). The
older pension systemwas unlikely to be able to provide adequate and sustainable pension
benefits during retirement, thus justifying a move to a private pension system (Ja’afar
andDaly 2016). Research on EPF inMalaysia have been extensively discussed in Hussin
et al. (2011) and an insightful overview of the Malaysian EPF can also be found in inter
alia; Hussin (2012), Hassan (2018a, b) and Hussein (2019). In Malaysia, retirement
benefits are provided via both private and public sector pension schemes (Hussein ).
Currently, the pension system in Malaysia constitutes several distinct institutions that
are classified into five distinct areas: a tax-funded defined benefit (DB) pension scheme
for public or civil servants, a DC scheme for military personnel, a DC scheme for private
sector workers, social insurance for private sector workers, and a DC scheme that is
open to everyone. The Employees Provident Fund (EPF) is a statutory savings scheme
established to cater to public and private workers. It targets to secure employees’ right
to retirement benefits and to increase the value of their benefits for their wellbeing and
post-employment financial security (Hassan and Othman 2018a, b). The primary goal
of the scheme is to provide financial protection to pensioners; however, its withdrawal
purposes have been widened to allow for non-retirement withdrawals, catering to those
who need funds for medical treatment, financing children’s higher education, and hajj
(Ja’afar and Daly 2019). Both employers and employees are obliged to contribute to the
fund according to specific percentages based on income level. Members are allowed to
make full withdrawal or partial withdrawal at the age of 50, even though the compulsory
contributions paid after the age of 55 cannot be withdrawn until the age of 60 (Hussein
2019). EPF made the first change in 1994 to classify each contributor’s account into
three accounts, namely Account 1, 2, and 3 which carry 60, 30, and 10 per cent of
the member’s balance, thus securing the highest amount for retirement via Account 1.
Members’ accounts were subsequently restructured into two accounts as part of the
improvements to enhance the overall efficiency and effectiveness of EPF governance
(Hassan and Othman 2018a, b).

A major concern is that many Malaysians do not have sufficient retirement savings
in addition to their EPF funds. It is high time for industry and community groups to
investigate private retirement schemes and other ways to boost long-term savings more
seriously (Gomez 2018). Asher and Bali (2015) classified pension coverage into three
areas: the risk covered by the system, the number of employees enrolled in the pension
programme, and the sufficiency of the pension system to alleviate poverty. Thus, the
sustainability of the pension system is vital as it reflects the capacity to pay pension
in both the short term and the long term. The ability to fund the current explicit debt,
which is paying the current pensioners, is a short-term commitment. It requires con-
sideration of the current liabilities and assets. Meanwhile, the long-term commitment
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refers to the ability to fund the implicit debt consisting of future pension payments, tak-
ing into account the future revenues and expenditure (Barr and Diamond 2010). In the
Malaysian case, long-term sustainability depends on the ability of the fund institution
to make pension payments to current and future retirees. However, the institution would
eventually run into problems without contributions from the employees, such as prob-
lems in accumulating financial reserves for investing and facing difficulty to obtain the
required returns for ceaseless payment (Lee 1997). Malaysia cannot avoid dealing with
the multifaceted aspects surrounding the pension scheme. Although the scheme appears
to be inclusive, unsustainability and the existing gap in covering the adequacy are issues
that have yet to be addressed (Nurhisham 2019).

Thus, it is crucial to examine the potential determinants of EPF wealth. Pension
scheme sustainability could be affected by demographic changes and economic uncer-
tainties (Jaafar and Daly 2016). Blake (2000) claimed that pension savings are more
important than the pension system, as savings levels would determine a decent pen-
sion system. Demographic changes, such as increased longevity, will cause a pension
fund scheme to face a stability crisis. Besides, the recent proportion of the retirement
age population (60 years and above) was at 10% and is expected to increase rapidly to
roughly 25%over the next couple of decades (Gomez 2018).Moreover, another potential
determinant of EPF wealth is nominal gross domestic product (GDP). Economists have
argued that reducing the EPF wealth rate will help to boost the domestic spending in
the country, and it was included as one of the measures in the 2020 Economic Stimulus
Package (Chung 2020). Inflation rate is another factor that may potentially influence the
stability of EPF. A study by Estrada et al. (2017) found that an increase in the inflation
rate would reduce the value of EPF’s wealth. Furthermore, income inequality is expected
to affect EPF wealth as the larger the disparities in income, the smaller the savings are.
This is because low wages and small EPF wealth cause depositors to have low savings
in the pension fund to sustain their retirement.

The pension system is one of the most important elements of the social security
system. It has a close relationship with sustainable economic development and social
harmony. This is because a pension fund is needed by retirees to support themselves
and their families after retirement. However, a change in the demographic structure and
an uncertain and inconsistent economic value might affect the financial soundness of
Malaysia’s EPF. These factors might risk the stability of EPF’s wealth in the future.
Thus, it is necessary to analyse the relationship between EPF’s wealth and the potential
determinants that may influence the performance and stability of the fund. In other
words, financial stability should be maintained by continuously assessing and reviewing
the structure of EPF’s scheme along with the surrounding internal and external factors.
Therefore, this study employs the ARDL approach to examine the existence of a long-
run relationship between the total wealth of EPF and its determinants. In Sect. 2, this
study discusses the methodology of Pesaran (2001) in the ARDL setting. Next, Sect. 3
reported the analysis and findings of the study, followed by a brief discussion in the last
section.
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2 Methodology

Most of the macroeconomic variables are non-stationary due to time-variant in the mean
and variance. Estimating a regression model that involves non-stationary variables could
lead to spurious regression. This study avoided spurious results by ensuring that none
of the variables is integrated in the order of two, I(2). The presence of the I(2) variable
would render it impossible to interpret the values of the F-statistics provided by Pesaran
et al. (2001). Thus, augmented Dickey-Fuller (ADF) and Phillips-Perron (PP) unit root
tests were performed to examine the stationarity of each variable. The null hypothesis
of the unit root was tested against a stationary alternative for both ADF and PP tests.
Next, the study examined the presence of co-integration among the variables using the
unrestricted error correction model (ECM) as the representation of the ARDL approach.
The steps are explained below:

Step 1: Based on previous studies and data availability, we specified the following
double-log model:

ln EPFt = c + β2 ln INFt + β3 lnGDPt + β4 lnEXPt + β5 lnGINIt + εt (1)

where the disturbance term is assumed to be normally distributed, εt ∼ (
0, σ 2

)
.

The coefficients, βi,i = 2, 3, 4 and 5 are the elasticities of total EPF wealth with
respect to inflation rate, GDP, life expectancy, and income equality, respectively. In
estimating model (1) by using ordinary least squares (OLS), we applied the ARDL
(p1, p2, p3, p4, p5) bounds approach using the following specified model:

� lnEPFt = c + β1 lnEPFt−1 + β2 ln INFt−1 + β3 lnGDPt−1 + β4 lnEXPt−1

+ β5 lnGINIt−1 +
∑p1

i=1
α1i� lnEPFt−i +

∑p2

i=0
α2i� ln INFt−i +

∑p3

i=0
α3i� lnGDPt−i

+
∑p4

i=0
α4i� lnEXPt−i +

∑p5

i=0
α5i� lnGINIt−i + εt (2)

where� is the first-order differential operator,ut is thewhite noise, andp1, p2, p3, p4,
and p5 are the maximum lag orders.
Step 2: The optimal lag lengthwas determined based on the lowest errormeasure criteria,
such as Akaike information criterion (AIC), Bayesian information criterion (BIC), and
Schwarz criteria. The model selected was tested using the autocorrelation test to ensure
that the errors of the model are serially independent.
Step 3: A ‘bounds test’ was performed to examine the existence of a long-run relation-
ship between total EPF wealth and its determinants. The F-test was used to determine
whether co-integrating relationships exist among the variables. Referring to Eq. (2), the
hypothesis is formulated as follows:

H0: β1 = β2 = β3 = β4 = β5 = β6 = 0 (A long-run relationship does not exist)
H1: β1 �= β2 �= β3 �= β4 �= β5 �= β6 �= 0 (A long-run relationship exists)

where β i refers to long-run elasticities (multipliers). The calculated F-statistics were
compared against the critical values tabulated in the statistical table CI (III) (Pesaran
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et al. 2001). If the calculated F-statistics are greater than the upper bounds, then H0 is
rejected. It means that the variables included in the model have long-run relationships
among themselves. If the calculated F-statistics are smaller than the lower bounds, then
H0 cannot be rejected, indicating any long-run relationship. If the calculated F-statistics
fall between the upper and lower bounds’ values, then the decisions are inconclusive.
Step 4: Since co-integrating relationships were found among the variables, the next step
is estimating a long-run model and a separate, restricted ECM. The ECM’s coefficient,
ect shows how quickly or slowly the variables return to equilibrium and it should have
a statistically significant coefficient with a negative sign. The short-run dynamic model
can be written as an error correction model with an additional ect term, as follows:

� lnEPFt = c +
∑p

i=1
α1i� lnEPFt−i +

∑p

i=0
α2i� ln INFt−i

+
∑p

i=0
α3i� lnGDPt−i +

∑p

i=0
α4i� lnEXPt−i +

∑p

i=0
α5i� lnGINIt−i + θECTt−1 + εt (3)

Step 5: The final step involves verifying and validating the model by conducting several
diagnostic tests. These tests are Jarque-Bera test for normality, Breusch-Godfrey LM
test for autocorrelation, Breusch-Pagan test for heteroskedasticity, and cumulative sum
of recursive residuals (CUSUM) and cumulative sum of recursive residuals squared
(CUSUMSQ) tests for stability and consistency. Jarque-Bera test is to test the goodness of
fit of themodel based onkurtosis and skewness.Breusch andGodfreyLMtestwas carried
out to ensure that themodel errors are serially independent, such that cov(εtεs) = 0; ∀t �=
0, t �= s. Breusch-Pagan test was also performed to test the presence of inconstancy of
the error variance of the model. CUSUM and CUSUMSQ tests were applied to the
residuals of the estimated ECM to affirm long-term parameter stability and consistency
along with the movements of the short-term equations.

3 Analysis and Findings

This sectiondiscusses the empirical analysis of theARDLapproach and the researchfind-
ings. This includes time series plot, unit root test, ARDL bound test and co-integration
test.

3.1 Time Series Plots

Figures 1a) to 1e) show the time series plot for each variable, consisting of a total of 39
observations.

The time series plot of EPF wealth demonstrates an exponential trend where the
curved line illustrates a rise in EPF wealth at an increasing rate over the years. It can
be inferred that there is an improvement in terms of the incremental contribution to
members’ fund. In addition, there is no random or irregular pattern observed. The trends
in Figs. 1a) and 1b) are markedly different from others. There is a significant outlier
in the time series of inflation rate in 1981, which significantly affects the trend. The
inflation rate in 1981 is markedly higher than the average inflation rate of 2.67% per
year between 1980 and 2018. This outlier coincides with a dramatic increase in global oil
prices due to the Iran-Iraq war during the 1980s. The global oil shocks led to an increase
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Fig. 1. a). Time series plot of EPF wealth. b). Time series plot of inflation rate. c). Time series
plot of GDP. d). Time series plot of life expectancy. e). Time series plot of GINI.
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in domestic retail fuel prices. Prices increased at a higher rate because of interruptions
in the global energy and food supply. The shortage of global food supplies caused food
prices to increase significantly. Besides, there are changes in the trend and level of the
time series data in several periods, with random temporary shocks occurring between
1980 and 1990. Sudden significant drops in the inflation rate caused changes in the
trend pattern in 1985 and subsequent years. In 1990, inflation increased to 2.67% and
remained at the average of 2.60% until the early 2000s. In essence, there is no consistent
trend over the period. The series appears to slowly wander up or down. There is no
seasonality, as the time series pattern shows no regularity and changes occur every year.
Figures 1c) shows that GDP has a positive upwards trend, indicating an improvement
in Malaysia’s economic growth. Throughout the period, the series seems to have three
cycles in which it falls and rises within unspecified periods. A drop in the GDP in 1998
depicts a short-term memory effect where a decline in the output of the real economy
plunged the country into its first recession, and it took about two years for the economy
to return to its normal pattern in the year 2000. Figures 1d) shows an upward trend,
demonstrating a steady increase in the life expectancy of Malaysians over the years,
perhaps due to medical advancements and an improved lifestyle. The time series pattern
shows no irregular pattern. Figures 1e) shows a downward trend in income inequality
from 1980 to 2018. The pattern is quite random. Nonetheless, the downward trend
indicates a positive change in income inequalities among Malaysians during the period.
In general, each plot indicates a non-stationary series due to the presence of a trend and
time invariance in the mean and variance of the series.

3.2 Unit Root Test

For illustration, individual significance test and join significant test can be carried out
to determine whether a series is stationary. The results are reported in Figures 2a) to
2e). Given that the first five autocorrelation coefficients for EPF are 0.894, 0.795, 0.702,
0.612, and 0.527, a value would be significant (stationary) if it lies outside the interval
of (−0.3139, + 0.3139) at the 5% level. Since each value is significant, the series is not
stationary at each lag. For the joint significance test, Box-Ljung test can be used whereby
the Q-statistic is compared against the critical value from the Chi-squared distribution
table. The Q-statistic is 113.09, which is far greater than the tabulated X 2(5) = 11.11
at the 5% level. Thus, the null hypothesis that the autocorrelations up to lags 5 are
uncorrelated is rejected. Hence, stationary is also rejected. The correlogramplots support
this statistical test result as the spikes seem to die out at a much slower rate as the number
of lags increases. The results are consistent for all variables, except for INF, where the
individual test shows stationarity for most of the lags since most of the spikes are lying
within the confidence bands, except lags 1 and 5. This result might indicate that the INF
series is stationary or nearly stationary at the level form. This result is not surprising as
the series is computed in ‘rates’. Hence, we should expect less variability in the series.
To avoid lengthy pages, only EPF and INF correlograms are displayed in this paper.
Nonetheless, more appropriate unit root tests, namely ADF and PP, were carried out to
confirm this result. In addition, these tests were carried out to ensure that none of the
variables is integrated of the second-order I(2), as required under the ARDL approach.
Next, the structural break unit root test was examined to support the analysis.
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(a) (b)

Fig. 2. a). Correlogram plot of EPF. b). Correlogram plot of INF.

Table 1. Probability values from ADF and PP unit root tests.

Variables ADF PP

Constant Constant & Trend Constant Constant & Trend

Level 1st diff Level 1st diff Level 1st diff Level 1st diff

LEPF 0.2093 0.0104 0.0104 0.8461 0.0000 0.0104 0.1559 0.0245

LINF 0.0029 0.0003 0.0147 0.0018 0.0037 0.0000 0.0178 0.0000

LGDP 0.8846 0.0001 0.6761 0.0011 0.8836 0.0001 0.5570 0.0011

LEXP 0.8126 0.0291 0.0008 0.4552 0.0078 0.0291 0.0012 0.3310

LGINI 0.8282 0.0002 0.7576 0.0012 0.8027 0.0002 0.7576 0.0013

Table 1 shows the probability value of the unit root test for each variable. At the
5% significance level, the results show that LINF is already stationary at level form,
supporting the earlier findings. The other variables are only stationary after first differ-
encing, signifying that they are integrated of order 1. The results show that there are
two integration orders at I(1) and I(0), and importantly, no variable is integrated at I(2),
suggesting that an ARDL model is suitable for this study.
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3.3 Testing for the Presence of Co-integration

The next procedure is to find out whether there is a long-run relationship between the
total EPF wealth and its determinants. Since the variables in this study are not integrated
of the same order, the traditional co-integration approaches by Engle andGranger (1987)
and Johansen and Juselius (1992) were not employed in this analysis. This study adopted
the ARDL bounds approach by Pesaran and Shin (1999) and Pesaran (2001). To do this,
first, an optimal lag length was selected based on the lowest error measure criteria: log-
likelihood, likelihood ratio, final prediction error, AIC, Schwarz criteria, and Hannan-
Quinn criteria as reported in Table 2.

Table 2. Optimal lag selection criteria.

 Lag LogL LR FPE AIC SC HQ

0  82.25001 NA  0.000579 -4.621213 -4.349120 -4.529662
1  94.17547   18.79164*   0.000299*  -5.283362*  -4.965921*  -5.176553*
2  95.08752  1.381881  0.000302 -5.278031 -4.915242 -5.155964
3  95.47747  0.567200  0.000314 -5.241059 -4.832920 -5.103732
4  95.95998  0.672591  0.000326 -5.209696 -4.756208 -5.057111
5  96.06925  0.145692  0.000347 -5.155712 -4.656876 -4.987869

The output shows that most criteria opted for lag 1 as the optimal lag length. The
next step is determining the order of ARDL (P1,P2,P3,P4,P5). Based on the analysis,
ARDL (1,0,0,1,1) is chosen as an optimal model due to its lowest AIC value of−5.6603
among the 16 models. The results of the estimated ARDL (1,0,0,1,1) model are reported
in Table 3.

This study used a correlogram plot to check for the presence of autocorrelation.
The plot shows that all spikes are bounded within the confidence bands, indicating no
autocorrelation in themodel’s residuals. This is also supported by thep-value that exceeds
the 5% significance level for each lag. The F-statistic from the Breusch-Godfrey Serial
Correlation LM test gives a p-value of 0.2446, which is greater than the 5% significance
level. Therefore, there is no serial correlation up to the higher order of 2. Table 4 shows
the F-statistic results for testing the existence of a long-run co-integration. Since the
F-statistic value of 36.20 exceeds the upper bound at the 5% significance level, we
can strongly reject the null hypothesis of no long-run relationship and hence, reinforce
our conclusion that there is evidence of long-run relationships between LEPF and its
determinants, namely LINF, LGDP, LEXP, and LGINI.

As mentioned above, the long-run relationships were estimated based on the lowest
AIC value. The results in Table 4 show that there are long-run equilibrium relationships
between the variables in the model. LEXP and LGINI are found to be statistically
significant at the 5% significance level and have negative signs. These variables will
negatively impact the total EPF wealth in the long run. In the long run, a 1% increase in
life expectancy will lead to a 2.04% decrease in the total EPF wealth, other factors being
held constant. The total EPF wealth will reduce by 1.18% with every 1% increase in the
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Table 3. ARDL (1,0,0,1,1) output.

Variable Coefficient Std. Error t-Statistic Prob.*  

LEPF(-1) 0.872308 0.013524 64.49839 0.0000
LINF 0.000717 0.003481 0.205926 0.8382

LGDP 0.329989 0.047375 6.965508 0.0000
LLIFEXP -7.309614 4.948179 -1.477233 0.1497

LLIFEXP(-1) 7.048872 4.968183 1.418803 0.1659
LGINI -0.623283 0.162703 -3.830797 0.0006

LGINI(-1) 0.472255 0.166973 2.828327 0.0081

R-squared 0.999907     Mean dependent var 11.79855
Adjusted R-squared 0.999889     S.D. dependent var 1.248742
S.E. of regression 0.013148     Akaike info criterion -5.660346
Sum squared resid 0.005359     Schwarz criterion -5.358685
Log likelihood 114.5466     Hannan-Quinn criter. -5.553018
Durbin-Watson stat 1.935314

*Note: p-values and any subsequent tests do not account for model
        selection.

Breusch-Godfrey Serial Correlation LM Test:
Null hypothesis: No serial correlation at up to 2 lags

F-statistic 1.478974     Prob. F(2,29) 0.2446
Obs*R-squared 3.517185     Prob. Chi-Square(2) 0.1723

Autocorrelation Partial Correlation AC  PAC  Q-Stat  Prob*

1 -0.084 -0.084 0.2929 0.588
2 -0.381 -0.391 6.4146 0.040
3 -0.082 -0.190 6.7049 0.082
4 0.124 -0.080 7.3917 0.117
5 -0.053 -0.185 7.5231 0.185
6 0.111 0.096 8.1067 0.230
7 -0.018 -0.063 8.1229 0.322
8 -0.156 -0.129 9.3611 0.313
9 -0.131 -0.212 10.264 0.330

10 0.039 -0.227 10.349 0.410
11 0.118 -0.112 11.129 0.432
12 0.086 -0.052 11.563 0.481
13 -0.052 -0.064 11.730 0.550
14 -0.140 -0.164 12.970 0.529
15 0.214 0.186 16.010 0.381
16 -0.175 -0.366 18.121 0.317

Fig. 3. Correlogram of SACF of ARDL (1,0,0,1,1).
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Table 4. Long-run coefficients.

Variable Coefficient Std. Error t-Statistic Prob.   

LINF 0.005614 0.027573 0.203609 0.8400
LGDP 2.584251 0.175026 14.76492 0.0000

LLIFEXP -2.041954 0.876272 -2.330274 0.0265
LGINI -1.182749 0.577669 -2.047452 0.0492

F-Bounds Test Null Hypothesis: No levels relationship

Test Statistic Value Signif. I(0) I(1)

Asymptotic: n=1000
F-statistic  36.19540 10%  1.9 3.01
k 4 5%  2.26 3.48

2.5%  2.62 3.9
1%  3.07 4.44

Gini coefficient, other factors being held constant. Thus, increases in these variables will
cause the total EPF wealth to shrink considerably in the long run. LGDP is positively
related to LEPF and statistically significant at the 5% significance level in the long run.
In this context, a 1% increase in economic growth or GDP will increase the total EPF
wealth by 3.27%, holding other factors constant. LINF is not statistically significant as
the p-value is greater than the significance level. Based on the findings of this study,
the total EPF wealth is significantly affected by economic growth, life expectancy, and
income inequality in the long run. Thus, EPF members should consider increasing or
at least maintaining their EPF wealth as their pensions will be derived from their EPF
savings. A low level of EPF wealth will lead to a reduction in accumulated EPF savings.
The existence of long-run relationships among these variables is also supported by other
studies, such as Lee and Muhammed (2016), Estrada et al. (2017), Hassan and Othman
(2018a, b).

As the variables are co-integrated over the long run as per Table 4, the next step is
to estimate the short-run dynamics among the variables. This is also known as an error
correctionmodel, in which the term ect functions as the speed of adjustment parameter to
bring the variables back to an equilibrium point. The results are presented in Table 5. The
coefficient of the error-correction term, ect(-1), is negative, indicating convergence and
a very significant value. This is what we would expect if there is co-integration between
LEPF and its determinants. The magnitude of this coefficient implies that nearly 98%
of any disequilibrium between LEPF and all of its determinants is corrected within one
period (one year).

Table 5 shows the dynamic short-run results, where the current change in LEPF
reacts to the past equilibrium error, current change in LDGP, current change in LGINI,
and LEPF’s past change. There is a 0.54% decline in the current change of EPF wealth
with every 1% increase in the past change of income inequality in Malaysia. In contrast,
a 1% increase in past change of GDP in the short run has a 0.37% positive effect on the
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Table 5. Error correction model of ARDL(1,0,0,1,1).

Variable Coefficient Std. Error t-Statistic Prob.  

D(LEPF(-1)) 0.841442 0.075471 11.14920 0.0000
D(LINF) -0.001810 0.002570 -0.704121 0.4870
D(LGDP) 0.373772 0.067422 5.543775 0.0000

D(LLIFEXP) -8.881139 14.52463 -0.611454 0.5457
D(LLIFEXP(-1)) 8.557158 15.54993 0.550302 0.5863

D(LGINI) -0.543960 0.164209 -3.312608 0.0025
D(LGINI(-1)) 0.215877 0.153147 1.409607 0.1693

ECT(-1) -0.980368 0.196970 -4.977242 0.0000

R-squared 0.909112     Mean dependent var 0.115354
Adjusted R-squared 0.887173     S.D. dependent var 0.036381
S.E. of regression 0.012220     Akaike info criterion -5.782633
Sum squared resid 0.004331     Schwarz criterion -5.434326
Log likelihood 114.9787     Hannan-Quinn criter. -5.659839
Durbin-Watson stat 1.703865

current change of EPF wealth. Likewise, EPF wealth for the current year tends to partly
derive some dominant characteristics from its wealth in the previous years.

3.4 Unit Root Test

The validity and robustness of the estimated equations are confirmed by employing
relevant diagnostic tests such as cumulative sum (CUSUM), Breusch Godfrey serial
correlation, Breusch Pagan test, and Jarque-Bera normality test. Parameter stability test,
CUSUM, and cumulative sum of squares (CUSUMQ) were carried out, and the results
are displayed in Fig. 4. As both plots seem to be lying within the 5% critical bound, the
null hypothesis of the stability of the parameters cannot be rejected. In that sense, the
estimated parameters do not have structural instability, thus they are said to be stable
within the study period. As Fig. 5 shows, the p-value of the test is 0.3819, indicating
that the homoscedasticity assumption is valid in the model. The normality test shows

Fig. 4. CUSUM and CUSUMSQ tests.
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that the estimated residuals are normal since the Jarque-Bera statistic is 0.3566, which
is higher than the significance level 5%.

Fig. 5. Breusch-Godfrey LM and normality tests.

4 Conclusion

This study employed the ARDL bounds method to analyse EPF’s wealth stability by
estimating the long-run and short-run elasticity between EPF wealth and its potential
determinants consisting of inflation rate, gross domestic product, life expectancy, and
Gini coefficient. Each time series variable was checked using the unit root test, and it
was found that they are integrated at order 0 and 1 and none is integrated at 2. Hence,
the ARDL bounds test was employed in this study. The co-integration test revealed the
existence of long-run and short-run relationships between EPF wealth and its deter-
minants. The results imply that the explanatory variables, namely inflation rate, gross
domestic product, life expectancy, and income inequality, collectively move together
with EPF wealth to achieve a long-run steady state. GDP, GINI, and EXP are found to
be important determinants of EPF wealth. Positive economic growth seems to have a
positive effect on EPF wealth. On the contrary, increases in income inequality and life
expectancy will adversely affect EPF wealth. For the short-run analysis, only GDP and
Gini coefficient are statistically significant at the 5% level. It is worth noting that GDP
and Gini coefficient are key driving factors in influencing the growth of EPF wealth.
Based on these empirical analyses, this study suggests that improvement to the existing
EPF scheme is important in view of the economic and demographic changes taking
place in Malaysia. Sufficient pension benefits are required to maintain a certain level of
comfort during retirement. For future works, it is recommended that the research can
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be further analysed with forecasting and using alternative enhanced ARDLmodels such
as Multiscaled Neural ARDL (Saadaoui and Messaoud 2020) approach for comparison
purposes.
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Abstract. Active contour is accurate for iris segmentation on the non-ideal and
noisy iris images. However, understanding on how active contour reacts to the
motion blur or blurry iris images is presently unclear and remains a major chal-
lenge in iris segmentation perspective. Moreover, studies on the initial contour
position in the blurry iris images are infrequently reported and need further clari-
fication. In addition, convergence or evolution speed is still a major drawback for
active contour as it moves through the boundaries in the iris images. Based on
the above issues, the experiment is conducted to obtain an accurate and fast iris
segmentation algorithm for the blurry iris images. The initial contour is also inves-
tigated to clarify its positioning for the blurry iris segmentation. To achieve these
objectives, the Wiener filter is used for pre-processing. Next, the morphological
closing is applied to eliminate reflections. Then, the adaptive Chan-Vese active
contour (ACVAC) algorithm is designed from the adaptive initial contour (AIC),
δ and stopping function. Finally, the partly-normalization is designed where only
prominent iris features near to the inner iris boundary are selected for normalization
and feature extraction. The experimental results show that the proposed algorithm
achieves the highest segmentation accuracy and the fastest computational time
than the other active contour-based methods. The accurate initial contour position
in the blurry iris images is clearly clarified. This shows that the proposed method
is accurate for iris segmentation on the blurry iris images.

Keywords: Iris segmentation · Adaptive Chan-Vese Active Contour · Adaptive
initial contour · Segmentation accuracy · Computational time

1 Introduction

The sales of biometric system have continuously increased to meet the global market
demands. The biometric system is preferred because of non-transferrable [1], fraud resis-
tant [2] and very convenient [3] compared to the conventional system. The contact and
contactless biometric systems can provide an acceptable identification [4] and verifi-
cation [5]. The contact biometric system such as fingerprint is easy to use [6] with a
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high accuracy [7]. Moreover, the contactless biometric system such as iris recognition
is expected to witness a boost in demand due to the COVID-19 pandemic. Iris recog-
nition can maintain personal hygiene [8] and can reduce virus transmission since it can
be used from a distance [9]. Moreover, iris recognition has many advantages such as
spoof-proof [10], difficult to forge [11], high scalability [12], accurate matching [13]
and natural protection from harsh environment [14]. This system has a huge database
of iris information which can be obtained and accessed from the various government
agencies [15].

Recently, there are many active contour methods that have been developed for iris
segmentation. Chang et al. [16] developed the geodesic active contour (GAC) with
innovative algorithms to segment the accurate iris region. Pupil was segmented with
GAC, to obtain the correct center and radius of pupil. Meanwhile, Abdullah et al. [17]
used the gradient vector flow (GVF) active contour for iris segmentation. A new pressure
force was added to the existing GVF active contour to create a fusion of expanding and
shrinking active contours.

The active contour models can achieve good results in terms of segmentation accu-
racy and recognition accuracy, when the iris boundary is not symmetrical in the non-ideal
environment. Moreover, the accurate iris region occluded by eyelash, eyelid and reflec-
tion can also be detected. However, understanding on how active contour reacts to the
motion blur or blurry iris images instead of various noises is presently unclear and
remains a major challenge in iris segmentation perspective. Moreover, studies on the
initial contour position in the blurry iris images are infrequently reported and need fur-
ther clarification. In addition, convergence or evolution speed is still a major drawback
for active contour as it moves through the boundaries in the iris images.

Based on the above issues, the experiment reported in this paper is conducted to
obtain an accurate and fast iris segmentation algorithm for the blurry iris images. The
initial contour is also investigated to determine and clarify its positioning for the blurry
iris segmentation.

The rest of the paper is organized as follows: Sect. 2 describes the proposed algo-
rithm. Section 3 presents and discusses the obtained results. Finally, Sect. 4 draws the
conclusion.

2 Methodology

2.1 Pre-processing

The proposed work is based on the Chan-Vese (CV) active contour [18] since it is
less dependent on edge detection. The proposed adaptive CV active contour (ACVAC)
algorithm focuses on segmenting the precise iris region in the blurry iris images.

The blurry images happen because of disturbance during image acquisition such
as camera or object movement, inappropriate capturing time, scattered light and poor
focus. Moreover, this phenomenon is frequently observed in the non-ideal iris images
and unconstrained environment. Because of that, pre-processing is needed to improve
the quality of blurry iris images.

In this work, the Wiener filter method as reported in [19, 20] is used to improve the
quality of iris images. This method has a better performance than the Lucy-Richardson
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algorithm and blind deconvolution algorithm for image deblurring. Firstly, the point
spread function is configured from the optical system light by calculating the width of
blurry pixels in the iris image. Then, the constraint of point spread function is applied
with the Gaussian low-pass filter. This will allow Wiener filter to produce the better iris
textures since it can adapt its mechanism to the blurry environment specified by the point
spread function. Moreover, the important characteristics in the image can be preserved.

2.2 Adaptive Initial Contour (AIC)

However, pre-processing alone is not able to deblur all iris textures in the blurry iris
image. Because of that, the ACVAC algorithm with AIC is proposed to segment the
precise iris region in the blurry iris images.

Firstly, the pupil region is segmented by calculating all pixel values in the contiguous
and discontiguous regions in the iris image. The specific pupil threshold is assigned
which is obtained from the pre-test on 100 iris images. The pre-test is also conducted to
investigate the information of adaptable radius variable and convergence threshold. After
that, the obtained information is analyzed to determine all connected components in the
image. The obtained connected components are sorted to find out the precise location
of pupil region in the iris image. The biggest connected component is considered as the
pupil region. The centroid and radius information of pupil region are also recorded. The
false detection of eyelash region as the precise pupil region can be avoided due to the
assigned pupil threshold.

On the other hand, reflections in iris image are also detected by the above method.
The detected reflections can be eliminated with the morphological closing. Firstly, the
iris image is complemented. The reflections are represented with a dark color. The
morphological closing will enlarge and connect all bright regions. Then, the dark regions
are filled with pixels of their nearest neighbors, thus the reflections are eliminated.

Most of the recent active contour-based algorithms [16, 17, 21] use active contour
for both pupil segmentation and iris segmentation which is a time-consuming process.
Hence, the proposed method uses the centroid and radius information that are obtained
previously to create an initial contour. On the other hand, the false segmentation can
happen if the evolution curve reaches the prominent edges in the iris image. The upper
eyelash has rich textures and prominent edges, thus the evolution curve may spread
along the eyelash and stop prematurely. Because of that, the initial contour must not
solely depend on the centroid of pupil region since it can intercept with the eyelash [22].
In this work, the AIC is designed where the pupil centroid is shifted away from the
upper eyelash, hence the evolution curve can avoid reaching the prominent edges. The
proposed AIC can be defined in (1):

AIC = εrp −
√

(x − xP)2 + (y − yP + k)2 (1)

where E is an adaptable radius variable, which is obtained from the pre-test, rp is the
pupil radius, xp and yp are the coordinate of pupil centroid, and k is the y-axis value that
is shifted away from the upper eyelash. The Erp will create a region-of-interest (ROI)
from the centroid of AIC, which can reduce the searching area in an iris image.
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The length parameter μ is an important scaling role which can determine the length
of evolution curve. This parameter must be set appropriately to prevent false iris segmen-
tation. μ can accommodate the desired iris region by restraining the length of evolution
curve. Interference evaluation factor is used in [21], where μ must be small to segment
small objects such as eyelash, andμmust be large to segment large objects such as pupil
and iris. Because of that, δ is introduced in this work to restrain the length of evolution
curve from the upper eyelash, where μ will evolve only for the large object such as the
iris region. It will not search the pupil region since it has been segmented previously.
The formula of δ can be defined in (2):

δ = ω

(NAIC + εrP)NAIC
(2)

where ř is the number of counts of pixel 0 in the upper eyelash region, and NAIC is a
square ROI at the upper eyelash region based on the AIC. Erp will ensure interceptions
between theAICand the squareROI, hence the length of evolution curve canbe restrained
from the upper eyelash.

The curve will evolve until it reaches the desired iris boundary. However, because of
the eyelash interference, the evolution curve may not stop at the correct iris boundary,
thus can produce a false segmentation. Due to that, the stopping function is designed to
stop the evolution when it reaches the iris boundary. Two stopping functions are used
in [21] for pupil and iris segmentations. However, in this paper, the stopping function
is modified since only one active contour is used for iris segmentation. The stopping
function can be defined in (3) and (4), where the curve will start evolving from Erp.

Inf
c1,c2,C

{
FACVAC(c1, c2,C)

}
≈ δ • μ • Length(C) (3)

Length(C) = |Length(C(t + 1)) − Length(c(t))|
2

(4)

The stopping function will ensure the evolution curve to stop evolving when Length
(C) is smaller than the defined convergence threshold. The convergence threshold is
obtained from the previous pre-test.

Finally, the proposed AIC, δ and stopping function are inserted into the ACVAC
algorithm. The formula of ACVAC algorithm FACVAC can be defined in (5):

FACVAC(c1, c2,C) = δ • μ • Length(C) + v • Area(inside(c))

+ λ1

∫

inside(C)

|μ0(x, y) − c1|2dxdy

+ λ2

∫

outside(c)

|μ0(x, y) − c2|2dxdy (5)

where constants λ1 = λ2 = 1, υ ≥ 0, and iteration threshold = 25.
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2.3 Partly-Normalization

The widely used rubber sheet model can maintain a reference to the same iris region
regardless of iris constriction or dilation [22]. However, this method will capture all
features in the iris region including the less important features near to the outer iris
boundary, which are not prominent enough for recognition [17].

In this work, the rubber sheet model is modified where only 70% of the iris region
near to the inner iris boundary is selected for normalization, while the remaining 30%
is ignored. Subsequently, the number of iris feature points to be mapped from the iris
region is reduced. This is because the prominent iris features are located near to the inner
iris boundary, instead of the outer iris boundary. Moreover, the iris features near to the
outer iris boundary can be obstructed by the upper eyelash. Finally, the iris features in
the normalized iris image are extracted with 1D Log-Gabor filter [17].

3 Results and Discussion

3.1 Pre-test on Iris Images

The pre-test is conducted before the main experiment to investigate the information of
pupil threshold, adaptable radius variable and convergence threshold in selected 100 iris
images of CASIA v4 database. After that, the average values of these parameters are
inserted into the proposed ACVAC algorithm. Next, the ACVAC algorithm is experi-
mented on 400 blurry iris images. These iris images are blurred to simulate the motion
blur environment.

3.2 Adaptive Initial Contour (AIC)

The initial contour position in the blurry iris images must be accurate since the active
contour is sensitive to the initialization [23]. If its position is inaccurate, then the seg-
mentation accuracy and convergence time can be reduced. The examples of the accurate
initial contour position in the blurry iris images are shown in Fig. 1.

Fig. 1. The proposed AIC where the white-red circles are the proposed AIC, the red boxes are the
square ROI, the green regions are the intercepted region, and the plus signs are the pupil centroid.
(Color figure online)

From Fig. 1, it can be observed that the AIC is designed where its centroid has
the similar x-axis value as the pupil region, while its y-axis value is shifted away from
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the upper eyelid region. Due to that, the AIC covers only some portions of the upper
eyelid region which contains rich textures and prominent edges. In addition, the square
ROI is based on the AIC centroid. The AIC will intercept with the square ROI, thus
this intercepted region is excluded from the segmentation. During iris segmentation, the
evolution curve will search the correct iris boundary on the lower eyelid until it reaches
the intercepted region. Consequently, the curve will not spread along the upper eyelid
and eyelash. This finding is in line with [22] which states that the initial contour is more
accurate if it can avoid the rich edges and energy levels. The outcomes of the proposed
segmentation with AIC, δ and stopping function can be observed in the next subsection.

3.3 Iris Segmentation on Blurry Iris Images

The segmentation results on selected blurry iris images are demonstrated in Fig. 2.

a)          b)          c) 

d)          e)          f) 

Fig. 2. The ACVAC segmentation results on selected blurry iris images.

From Fig. 2, it can be observed that the proposed algorithm manages to segment
the accurate iris regions from the blurry iris images. Figure 2(a) and Fig. 2(b) show the
segmentation results on the blurry and heavy eyelash occlusions. Figure 2(c) andFig. 2(d)
show the segmentation results on the blurry and heavy eyelid occlusions. Figure 2(e) and
Fig. 2(f) show the segmentation results on the double eyelids occlusions. The proposed
algorithm can distinguish the correct upper and lower eyelids, pupil and sclera, with
the proposed AIC, δ and stopping function. The AIC position in the blurry iris images
is accurate as mentioned in Subsect. 4.2. Meanwhile, δ manages to restrain the length
of evolution curve, where the upper eyelash and pupil region are not included into the
searching area by the interceptions of AIC and square ROI. Only the lower eyelid is
included into the searching area since it has fewer rich textures. On the other hand,
the stopping function manages to stop the evolution curve at the correct iris boundary,
when Length (C) is smaller than the convergence threshold. Because of above factors,
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a separate eyelid detection is not needed. This finding is in line with the work reported
in [17], which states that the abovementioned parameters can improve segmentation
accuracy on the non-ideal and noisy iris images. However, the effect of these parameters
on the blurry iris images is not being mentioned.

Moreover, the average segmentation accuracy obtained by the proposed algorithm
is better than the other active contour-based methods, as shown in Table 1.

Table 1. Comparison of segmentation accuracy and computational time.

Method Average Segmentation Accuracy (%) Average Computational Time (s)

[16] 76.1 1.90

[17] 77.6 2.31

[21] 81.2 1.81

[22] 48.6 0.71

Proposed method 97.2 0.65

From Table 1, the proposed method achieves 97.2% segmentation accuracy. The
closest one is method [21] where it achieves 81.2% segmentation accuracy. Combin-
ing the above segmentation accuracy results, several factors are discussed. The initial
contour in [21] was designed with the pixel gray information. This method can achieve
satisfactory results on the non-ideal and noisy iris images. However, the results are unsat-
isfactory if implemented on the blurry iris images since the initial contour position is
less accurate to detect the blurry upper eyelid boundary. Moreover, the stopping function
may not be sufficient for the blurry iris images, hence the evolution curve spreads along
the upper eyelid and upper eyelash. Method [22] used the CV active contour for iris
segmentation. The initial contour position is created by assuming the iris radius is three
times of the pupil radius. However, it achieves the lowest segmentation accuracy since it
only focuses on the lower iris region. Meanwhile, method [16] created the initial contour
from the combination of GAC, Canny edge detection andHough transform. This method
can segment the non-ideal iris images. However, it can detect the hidden circles in the
blurry iris image, which can produce a false iris circle estimation. Method [17] used
the GVF active contour for iris segmentation. The initial contour is optimized from the
initial curve sensitivity and failure detection of non-convex object. However, the initial
contour position only focuses on the non-ideal iris segmentation.

Several factors may contribute to the highest segmentation accuracy of the proposed
algorithm when it is implemented on the blurry iris images. Firstly, the designed AIC
allows accurate initialization for the proposedACVACalgorithm.This is in linewith [24],
where an accurate initialization can increase the segmentation accuracy. Secondly, the
designed δ restrains the length of evolution curve, thus can create an efficient convergence
mechanism. This finding is in line with [25], which states that the curve length must be
controlled to obtain a smooth boundary. Thirdly, the modified stopping function allows
the curve to stop evolving when it reaches the correct iris boundary.
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3.4 Computational Time

Table 1 shows that the proposed method is superior in terms of computational time than
the other active contour-basedmethods. The proposed algorithmhas fewer operations for
its implementation. It uses Wiener filter, morphological closing and one active contour
for iris segmentation. Furthermore, the initial contour position also contributes to the
fast computational time. An accurate initial contour can reduce iteration for boundary
convergence. This is in line with [26], which states that the small iteration can reduce
execution time for iris segmentation. On the other hand, the partly-normalization reduces
points to be mapped from the segmented iris region, thus less computational time when
dealingwith blurry iris images. This is in linewith [22], which states that fewer processes
for normalization can improve the performance of algorithm.

Moreover, the circle detection algorithms such as integro-differential operator and
Hough transform are time-consuming process [27]. Methods in [16, 17] used the circle
detection algorithm in their implementation. Meanwhile, the proposed method does
not use any circle detection algorithm, hence it is faster than those methods. On the
other hand, method [21] used no circle detection algorithm. However, it used two active
contours for segmentation, which requires more computational time than one active
contour. Method [22] achieved almost similar time with the proposed method since
it segments only small portions of iris region. It used the morphological closing and
flood-fill for pre-processing, and one active contour for iris segmentation.

4 Conclusion

In this paper, the adaptive Chan-Vese active contour (ACVAC) model based on the adap-
tive initial contour (AIC) and partly-normalization has been proposed to segment accu-
rate iris regions in the blurry iris images.Theproposedmethod consists of pre-processing,
AIC and partly-normalization. For pre-processing, the Wiener filter and morphological
closing were applied to deblur the blurry iris images and eliminate reflections. However,
pre-processing alone cannot deblur all iris textures in the blurry iris image. Because of
that, the AIC, δ and stopping function were designed to improve the segmentation accu-
racy on the blurry iris images. The AICwas designed where it covers only some portions
of rich textures and prominent edges on the upper eyelid region, hence can achieve robust
segmentation and fast computational time. Then, δ was employed to restrain the length
of evolution curve, where the intercepted region of AIC and square ROI is excluded from
segmentation, thus can obtain a smooth iris boundary. Finally, the partly-normalization
was designed where only prominent iris features near to the inner iris boundary are
selected for normalization and feature extraction. This can reduce points to be mapped
from the segmented iris region, hence less computational time.

The experimental results showed that the proposed algorithm achieves the highest
segmentation accuracy and the fastest computational time than the other active contour-
basedmethods. The accurate initial contour position on the blurry iris images was clearly
clarified. The convergence speed was improved by employing fewer pre-processing
methods, one active contour and partly-normalization for iris segmentation. However,
the highly computational cost of active contour is well known. For future work, the
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proposed method can be designed with the graphic processing unit (GPU) to speed up
its computational time.

Acknowledgement. This study uses the CASIA v4 database collected by the Chinese Academy
of Sciences’ Institute of Automation (CASIA).

References

1. Sarier, N.D.: Comments on biometric-based non-transferable credentials and their application
in blockchain-based identity management. Comput. Secur. 105, 102243 (2021)

2. Shrivastava, H., Tcheslavski, G.V.: On the potential of EEG for biometrics: combining power
spectral density with a statistical test. Int. J. Biom. 10(1), 52–64 (2018)

3. Hossain, M.S., Balagani, K.S., Phoha, V.V.: Effectiveness of symmetric rejection for a secure
and user convenient multistage biometric system. Pattern Anal. Appl. 24(1), 49–60 (2020).
https://doi.org/10.1007/s10044-020-00899-0

4. Anne, N., et al.: Feasibility and acceptability of an iris biometric system for unique patient
identification in routine HIV services in Kenya. Int. J. Med. Inform. 133, 104006 (2020).

5. Blasco, J., Peris-Lopez, P.: On the feasibility of low-cost wearable sensors for multi-modal
biometric verification. Sensors 18(9), 2782 (2018)

6. Amreen, S., Mockus, A., Zaretzki, R., Bogart, C., Zhang, Y.: ALFAA: active learning finger-
print based anti-aliasing for correcting developer identity errors in version control systems.
Empir. Softw. Eng. 25(2), 1136–1167 (2020)

7. Alsmirat, M.A., Al-Alem, F., Al-Ayyoub, M., Jararweh, Y., Gupta, B.: Impact of digital
fingerprint image quality on the fingerprint recognition accuracy. Multimed. Tools Appl.
78(3), 3649–3688 (2018). https://doi.org/10.1007/s11042-017-5537-5

8. Jamaludin, S., Azmir, N.A., Ayob, A.F.M., Zainal, N.: COVID-19 exit strategy: transitioning
towards a new normal. Ann. Med. Surg. 59, 165–170 (2020)

9. Zhang, M., He, Z., Zhang, H., Tan, T., Sun, Z.: Toward practical remote iris recognition: a
boosting based framework. Neurocomputing 330, 238–252 (2019)

10. Kaur, B.: Iris spoofing detection using discrete orthogonal moments. Multimed.Tools Appl.
79(9–10), 6623–6647 (2019). https://doi.org/10.1007/s11042-019-08281-x

11. Cohen, F., Sowmithran, S., Li, C.: 3D iris model and reader for iris identification. Concurr.
Comput. Pract. Exp. 33(12), e5653 (2021)

12. Shin, J., Kim, T., Lee, B., Yang, S.: IRIS-HiSA: highly scalable and available carrier-grade
SDN controller cluster. Mob. Netw. Appl. 22(5), 894–905 (2017)

13. Wang, K., Kumar, A.: Cross-spectral iris recognition using CNN and supervised discrete
hashing. Pattern Recogn. 86, 85–98 (2019)

14. Sujatha, E., Chilambuchelvan, A.: Multimodal biometric authentication algorithm using iris,
palm print, face and signature with encoded dwt. Wirel. Pers. Commun. 99(1), 23–34 (2018)

15. Chen, Y., Wu, C., Wang, Y.: T-center: a novel feature extraction approach towards large-scale
iris recognition. IEEE Access 8, 32365–32375 (2020)

16. Chang, Y.-T., Shih, T.K., Li, Y.-H., Kumara, W.G.C.W.: Effectiveness evaluation of iris seg-
mentation by using geodesic active contour (GAC). J. Supercomput. 76(3), 1628–1641 (2018).
https://doi.org/10.1007/s11227-018-2450-2

17. Abdullah, M.A., Dlay, S.S., Woo, W.L., Chambers, J.A.: Robust iris segmentation method
based on a new active contour force with a noncircular normalization. IEEE Trans. Syst. Man
Cybern. Syst. 47(12), 3128–3141 (2016)

https://doi.org/10.1007/s10044-020-00899-0
https://doi.org/10.1007/s11042-017-5537-5
https://doi.org/10.1007/s11042-019-08281-x
https://doi.org/10.1007/s11227-018-2450-2


240 S. Jamaludin et al.

18. Chan, T.F., Vese, L.A.: Active contours without edges. IEEE Trans. Image Process. 10(2),
266–277 (2001)

19. Jamaludin, S., Zainal, N., Zaki,W.M.D.W.: Deblurring of noisy iris images in iris recognition.
Bull. Electr. Eng. Inform. 10(1), 156–159 (2021)

20. Baselice, F., Ferraioli, G., Ambrosanio,M., Pascazio, V., Schirinzi, G.: Enhanced wiener filter
for ultrasound image restoration. Comput. Methods Progr. Biomed. 153, 71–81 (2018)

21. Chen, Y., Liu, Y., Zhu, X.: Robust iris segmentation algorithm based on self-adaptive chan–
vese level set model. J. Electron. Imaging 24(4), 043012 (2015)

22. Jamaludin, S., Zainal, N., Zaki, W.M.D.W.: Sub-iris technique for non-ideal iris recognition.
Arab. J. Sci. Eng. 43(12), 7219–7228 (2018)

23. Duan, Y., Peng, T., Qi, X.: Active contour model based on LIF model and optimal DoG
operator energy for image segmentation. Optik 202, 163667 (2020)

24. Ding, K., Xiao, L., Weng, G.: Active contours driven by region-scalable fitting and optimized
Laplacian of Gaussian energy for image segmentation. Signal Process. 134, 224–233 (2017)

25. Jin, R., Weng, G.: A robust active contour model driven by fuzzy c-means energy for fast
image segmentation. Digit. Signal Process. 90, 100–109 (2019)

26. Fang, J., Liu, H., Zhang, L., Liu, J., Liu, H.: Active contour driven by weighted hybrid signed
pressure force for image segmentation. IEEE Access 7, 97492–97504 (2019)

27. Djekoune, A.O., Messaoudi, K., Amara, K.: Incremental circle hough transform: an improved
method for circle detection. Optik 133, 17–31 (2017)



Identifying the Important Demographic
and Financial Factors Related to the Mortality
Rate of COVID-19 with Data Mining Techniques

Nur Sara Zainudin1 , Keng-Hoong Ng1(B) , and Kok-Chin Khor2

1 Faculty of Computing and Informatics, Multimedia University, Cyberjaya, Malaysia
khng@mmu.edu.my

2 Lee Kong Chian Faculty of Engineering and Science, Universiti Tunku Abdul Rahman,
Bandar Sungai Long, 43000 Kajang, Malaysia

kckhor@utar.edu.my

Abstract. The whole world has been greatly affected by the recent emergence
of the COVID-19 pandemic since December 2019, and the death toll has reached
millions. Thus, this problem needs to be addressed and mitigated immediately.
In this study, the primary objective is to determine the factors affecting the mor-
tality rate of COVID-19 in demographic and financial factors. This study utilised
supervised learning methods with feature selection methods: filter and wrapper,
to identify factors attributed significantly to the Case Fatality Ratio (CFR), a mea-
sure for mortality. The result showed that the wrapper method running K-Nearest
Neighbour with the Sequential Forward Selection produced the feature subset
that gave the best result. The feature selection results also suggest that the factor -
household debt is the key to affecting the mortality rate of this infectious disease.

Keywords: COVID-19 ·Mortality rate · Classification · Regression · Feature
selection

1 Introduction

Countries worldwide are affected by COVID-19 caused by the new coronavirus, Severe
Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2). The illness has been listed
as a pandemic by the World Health Organization (WHO) on 11th March 2020 [1].
Common symptoms of COVID-19 include but are not limited to fever, cough, sore throat,
breathlessness, fatigue, etc. However, some individuals diagnosed with the disease were
asymptomatic or showed no symptoms [2]. The virus spreads through droplets caused
by sneezing or coughing and is caught either by inhalation or coming into contact with
contaminated surfaces and later touching the T-zone, consisting of nose, mouth, and eyes
[3].

The Department of Operational Support [4] offers operational support to United
Nations Secretariat entities and reports that about one in every six people with COVID-
19 become seriously ill and develop severe symptoms, such as shortness of breath and
persistent chest pains. Severe lung damage leads toAcuteRespiratoryDistress Syndrome

© Springer Nature Singapore Pte Ltd. 2021
A. Mohamed et al. (Eds.): SCDS 2021, CCIS 1489, pp. 241–253, 2021.
https://doi.org/10.1007/978-981-16-7334-4_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-7334-4_18&domain=pdf
http://orcid.org/0000-0001-8800-0555
http://orcid.org/0000-0001-8617-1086
http://orcid.org/0000-0001-9346-1479
https://doi.org/10.1007/978-981-16-7334-4_18


242 N. S. Zainudin et al.

(ARDS), and it is the primary causal agent resulting in death [5]. Even now, the total
deaths caused by the COVID-19 pandemic continue to grow, and countries worldwide
have to enforce preventive andmitigationmeasures to stop the number from growing. As
such, wemust determine the factors related to this pandemic’smortality rate, which is the
project’s main objective. In particular, the project emphasises identifying the financial
factors and demographic factors correlated to the mortality rate of COVID-19 using data
mining techniques. We compiled data from reliable sources, such as World Bank, the
International Monetary Fund (IMF), and Trading Economics. We employed data mining
techniques, i.e., supervised learning and feature selection methods, on the compiled data
to achieve the objective.

The paper is followed by the Literature Review section, which reviews the data
mining techniques and related work. Then, we continue to describe the data mining
techniques used in the Methodology section. The results of the experiments we obtained
are discussed in the Results & Discussion section. Finally, we conclude our study in the
Conclusion & Future Work section.

2 Literature Review

2.1 Related Work

Research related to the project were reviewed and summarised below. The research is
closely related to factors that affect the mortality rate of COVID-19.

According to [6], the researchers believe that other than biological and epidemio-
logical factors, socioeconomic factors also affect the outcome of the coronavirus pan-
demic. They collected data from 96 countries with 29 determinants that are all related to
socioeconomic characteristics. Two distinct models were created using Bayesian model
averaging (BMA); one model related the variables to the log of coronavirus cases per
million population. The secondmodel related the same variables to the log of coronavirus
deaths per million population. The interesting model is the second model, which shows
the important determinants of the log of the mortality rate due to COVID-19. BMA cal-
culates the posterior probability that determines the most valuable variables. The results
were then arranged based on their posterior inclusion probabilities (PIP) to show the
importance of each variable. PIP analyses the significance of single determinants of the
models. In their finding, no determinant is a significant factor to the coronavirus deaths
per million population. However, population size and government health expenditure
are strongly related to the number of coronavirus cases per million population.

In the study by Goutte, Péran and Porcher [7], economic structural factors, such as
unemployment and poverty rates, are significant in determining the mortality rate of
COVID-19. The study started with 66 features related to economic, financial and struc-
tural factors of a highly populated region in France, Île-de-France, which includes its
eight administrative divisions, such as Yvelines and Paris. Principal component analysis
(PCA) was used to narrow down the scope of features. After analysing, it is found that
features such as unsuitable housing (e.g. overcrowded houses, household size) and eco-
nomic precariousness indicators (e.g. poverty rate, no or little graduate in the workforce)
are likely to have higher mortality.
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In another study, Prakash et al. [8] showed that machine learning techniques could
predict COVID-19 better. The authors used a data set containing seven different indepen-
dent features regarding the pandemic in India. Different machine learning models were
tested, i.e., Support VectorMachine (SVM), K-Nearest Neighbors usingNeighbourhood
Components Analysis (KNN + NCA), Decision Tree Classifier, Gaussian Naïve Bayes
Classifier, Multilinear Regression, Logistic Regression, Random Forest and XGBoost
Classifier. A correlation matrix was built on understanding the relationships between
the features inside the data set better. Additionally, the feature importance score for
each classifier was computed. From there, the classifiers were used to predict the con-
firmed cases of COVID-19. The Random Forest classifier and Random Forest regressor
outperformed the rest of the tested machine learning models.

We believe that it is important to study possible factors from different perspectives,
especially in demographic andfinancial factors related to themortality rate ofCOVID-19.
Moreover, we also took a different approach from similar work to predict the mortality
rate of COVID-19. The research conducted used feature selection to identify important
factors and supervised learning models for prediction.

2.2 Feature Selection

Feature selection is the process of selecting a small subset of features from a data set
that contributes most to prediction. Irrelevant features create noise and lead to inaccu-
rate results and longer training time. Feature selection provides many benefits, including
improving learning accuracy, reducing training time, and achieving better model inter-
pretability [9, 10]. According to Lotte et al. [11], the common and prominent methods in
feature selection are filter, wrapper, and embedded. All threemethods have their pros and
cons. Selecting which method to use generally depends on the scenario and problems.

The filter feature selectionmethod assigns a score to every feature based on statistical
measures to ascertain its correlation with the outcome variable. With this, only useful
features are selected while the rest are removed from the data set. On the other hand,
the wrapper method finds the best set of features in a machine learning algorithm by
considering its mining performance. With this method, combinations of features are
created and evaluated according to their predictive accuracy. In the embedded feature
selection, the core idea is that the knowledge regarding the features is already embedded
in the problem’s solution. Thus, the model performs feature selection during model
training and shall use the pruned data set for training. Decision tree classifiers, such as
ID3, include the embedded feature selection method in its algorithm.

Several searchmethods are used in feature selectionmethods to decide the feature set
to evaluate, such as forward selection or backward selection. Forward selection would
add good features to an empty list at each iteration, whereas backward selection removes
the weak performing features from a complete set of features [12].

2.3 Supervised Machine Learning

Supervisedmachine learning trainsmodels using annotated training data tomake predic-
tions [13]. Labels or classes provided in the training data help to improve the prediction
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of a model. Supervised machine learning is utilised for two problems which are regres-
sion problems and classification problems. Of the two problems mentioned, regression
is part of supervised learning and is a process to find correlations between independent
and dependent variables. The output is a continuous variable useful for certain cases,
such as predicting the price of items or a person’s weight. Another supervised learning
algorithm is classification, whereby data gathered by a user is divided into distinct pre-
determined classes. There are binary classifiers that only classify two possible outcomes
and multi-class classifiers that classify more than two outcomes [14].

3 Methodology

The project follows a series of experiment steps, which are similar to the data science
pipeline. Figure 1 shows the overall task flow of the entire project and depicts the seven
steps.

Fig. 1. The overall task flow in this study.

3.1 Data Collection

We collected the data via reliable online sources, such as World Bank, Trading Eco-
nomics, and IMF. The data of 165 countries were compiled and merged in a CSV file as
the final data set. For the COVID-19 data, the total number of death cases and the total
number of recovered cases are up until 2nd January 2021. As we are studying the factors
related to the mortality rate of COVID-19, we use the Case Fatality Ratio (CFR) as the
measure for mortality. According to WHO [15], the value for CFR during an ongoing
pandemic is calculated using Eq. 1. The final data set comprises the target variable -
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CFR and 20 factors (features), of which 10 are demographic factors, and another 10 are
financial factors (Table 1).

CFR(%) = Number of deaths from disease

Number of deaths from disease + Number of recovered from disease
(1)

Table 1. The CFR and factors related to mortality, all numeric types, are included in the data set.

Target Variable Variable Name

Case Fatality Ratio CFR

Demographics Factors Feature Name

Population age 65 + (% of total) Population_65 2019

Population ages 0–14 (% of total) Population_14 2019

Population, male (% of people ages 15 and above) Population_Male 2019

Total Population Total_Population 2019

Population Density (persons per square km) Population_Density 2018

Life Expectancy Life_Expectancy 2018

Literacy rate, adult total (% of people ages 15 and above) Literacy_Rate 2015

Human Capital Index HCI 2020

Prevalence of Tobacco Smoking Smoking 2020

Prevalence of overweight (% Of Adults) Overweight 2016

Financial Factors Feature Name

Bottom 40% Income Share Bottom_40_Income_Share 2019

Consumer Price Index CPI 2019

Current Health Expenditure Health_Expenditure 2017

GDP Growth (Annual %) GDP_Growth 2019

GDP Per Capita GDP_Per_Capita 2019

Household debt, loans, and debt securities (% of GDP) Household_Debt 2018

International tourism, expenditures (current USD) International_Tourism 2018

Trade (% of GDP) Trade 2019

Transport Services (% of Service Exports, BoP) Transport_Services 2019

Total Unemployment (% of Total Labor Force) Unemployment_Total 2019

3.2 Data Set Pre-processing

Thedata pre-processing steps includedfilling themissing values and normalising the data
usingmin-max normalisation. If therewere amissing value, it would be replacedwith the
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average value of the samples in the same column. Next, we applied data normalisation to
the data to ensure each feature carried the same value range. This action prevents features
with larger ranges from outweighing those with smaller ranges. Min-max normalisation,
also called feature scaling, does linear transformation to scale the original data from 0 to
1 [16]. The following formula in Eq. 2 is applied to normalise the data. According to the
formula, x is the value to be transformed into x_scaled. x belongs to a numeric feature
where x_min and x_max are the minimum and maximum feature values, respectively.

xscaled = x − xmin
xmax − xmin

(2)

3.3 Creating Target Variable

The Case Fatality Ratio (CFR) was used as a target variable for regression algorithms,
but extra steps were required to classify the countries for classification algorithms. We
do not know the range for what is considered to be low or high CFR as the number of
confirmed cases for certain countries is still increasing. Thus, the datawas split according
to the quartile values to create distinct classes for classification. As a result, there are
four classes in total, which are Q1, Q2, Q3, and Q4 (Fig. 2).

Fig. 2. The CFR is divided into four classes using quartile values: Q1, Q2, Q3 and Q4.

The class labels were decided by following these conditions:

1. “Q1”: value is equal to or less than quartile 1 (Q1).
2. “Q2”: value is more than quartile 1 (Q1) and less than or equal to quartile 2 (Q2).
3. “Q3”: value is more than quartile 2 (Q2) and less than or equal to quartile 3 (Q3).
4. “Q4”: value is more than quartile 3 (Q3)
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3.4 Feature Selection Methods

We employed feature selectionmethods, namely filter andwrapper, in this study to deter-
mine the important factors related to the mortality rate of COVID-19. The classification
result yielded using the feature sets was unsatisfactory, which shall be explained in the
next section. Hence, only regression methods were tested for feature selection.

Three filter methods were used in the experiment; Pearson correlation coefficient,
F-test, and Mutual Information. Each method has a statistical measure that is used to
calculate the relative importance of a feature. Pearson correlation coefficient calculated
the correlation coefficient between the factors related tomortality and the target variable,
CFR. Similarly, F-test andMutual Informationmeasured their score for each feature. The
factors were then ranked and arranged based on their relative importance in predicting
the target variable. From there, we used Random Forest to test the performance using
a different top “k” number of variables to select the best number of features. Random
Forest Regressor was selected as the model for this test since it performed the best in
predicting the CFR compared to the other regression models without feature selection.
The full results of the regression models are detailed for comparison in the subsequent
section (refer to Table 3). After selecting the best set of features, the parameters of the
regression models were tuned and evaluated using the Root Mean Square Error (RMSE)
score.

For wrapper methods, we utilised different regression algorithms together with
four search methods: Sequential Forward Selection (SFS), Sequential Backward Selec-
tion (SBS), Sequential Forward Floating Selection (SFFS), and Sequential Backward
Floating Selection (SBFS), to yield feature subsets.

3.5 Supervised Machine Learning Models

After feature selection, we predicted the CFR using classification and regression meth-
ods. Six models were tested for each method, and both methods included Random
Forest, Decision Tree, K-Nearest Neighbors, Multilayer Perceptron, and Support Vector
Machine. In addition, LinearRegressionwas also used to predict continuous variables for
regression problems. Logistic regression, on the other hand, was added for classification
problems.

Followingmodel selection,we conductedparameter tuning tofind theoptimal param-
eters for each model. To accomplish that goal, we used grid search - an exhaustive search
to identify the best set of parameters from a given search space. The search space defines
the limits or possible values for the parameters to be tuned. However, this method takes
more computation time due to its exhaustive nature, especially for random forest and
decision tree algorithms. Thus, we first used randomised search to randomly test 100 dif-
ferent sets of parameters based on the search space for random forest and decision trees.
For example, the random forest has continuous parameters such as n_estimators (The
number of trees in the forest) and discrete parameters like criterion (the function to mea-
sure the quality of a split). The search space defined n_estimators from a range of 200 to
2000 and listed the possible options for criterion, mean squared error and mean absolute
error. For randomised search, the search will randomly test possible sets of parameters
like “n_estimators = 200 and criterion = mean squared error” or “n_estimators = 500
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and criterion = mean absolute error”. After randomly selecting 100 different combina-
tions of parameters and testing them, we determined the best set of parameters. After
determining the parameters, we were able to narrow the search space to values close to
the range of values from the results of the randomised search. The reduced search space
was used in grid search to find the best set of parameters.

We used PyTorch’s Ax package to perform hyperparameter tuning for multilayer
perceptron. Ax assists to find an optimal parameter value in the search space. To find
the optimal value, Ax uses Bayesian and bandit optimisations for continuous parameters
and discrete parameters, respectively. Both optimisation methods help reduce training
time [17]. For the experiments, we set the number of trials to 150 and find the best set of
parameters to use. Hence, Ax ran for training 150 times with different sets of parameters
and returned the set of parameters that achieved the lowest loss.

3.6 Evaluation

WeconductedFive-Fold cross-validation and usedRootMeanSquareError and accuracy
to evaluate regression and classification algorithms, respectively. RMSE and accuracy
were recorded for each iteration.

3.7 Data Visualization

After ensuring that the results are satisfactory, we analysed our findings to gain
more insight into the ongoing pandemic. Besides using tables, the results from the
experimentation process were also presented using grouped bar charts.

4 Results and Discussion

We summarised and discussed the results of the experiments in this section. We tested
classification algorithms first, followed by regression algorithms to observe how well
the algorithms performed without feature selection. We then use feature selection to
identify if we can achieve similar or better performance with fewer factors.

The classification was conducted using six different machine learning models:
Random Forest Classifier (RF), Decision Tree Classifier (DT), K-Nearest Neighbours
(KNN), Multilayer Perceptron (MLP), Support Vector Machine (SVM), and Logistic
Regression (LR). The results using classification algorithms for all six methods were
unsatisfactory, as shown in Table 2. The highest accuracy from the set of results was
only around 27%, so we concluded that using classificationmethods is unsuitable for our
problem. Hence, we proceed to test regression methods to determine if we can achieve
better results.
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Table 2. The accuracy score obtained using the classification algorithms. In general, they
performed poorly in predicting CFR.

Algorithm Accuracy

RF 0.242424

DT 0.248485

KNN 0.266667

MLP 0.254545

SVM 0.272727

LR 0.242424

As for regression, it was conducted using the same six machine learning algorithms.
The regression algorithms using the full data set (20 factors) for all six methods yielded
better RMSE values, as shown in Table 3.

Table 3. The RMSE scores obtained using the regression algorithms.

Algorithm RMSE

RF 0.113612

DT 0.115016

KNN 0.115164

MLP 0.113619

SVM 0.115995

LR 0.135078

The two best performing models (Table 3) are Random Forest Regressor and Multi-
layer Perceptron. Both achieved the lowest RMSE score of 0.1136. From these results, it
is clear that this problem is better solved using regression algorithms than classification
algorithms. Thus, the regression task was continued reducing the data sets using filter
methods and wrapper methods (running different search methods). Both Table 4 and
Fig. 3 illustrate the RMSE scores of all the algorithms using different feature selection
methods.
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For Fig. 3, note that the y-axis starts at 0.10 rather than 0. When comparing all
of the methods, the feature selection methods reduced the number of features while
still retaining good average RMSE scores. In Table 4, we noticed that KNN using the
SFS method performed the best overall with the lowest average RMSE score of 0.1058
by including 13 variables (as shown in Table 5). However, Random Forest Regressors
using SFS, SBS, SFFS, and SBFS gave an RMSE value of 0.1064 by using just one
variable, Household_Debt 2018. Such RMSE value is very closed to the best RMSE
score produced by KNN using the SFS method. Though the results are very similar, the
number of variables chosen is very different since KNN using the SFS method, selected
12 more features than the aforementioned algorithms.

Table 4. The RMSE scores (with the number of features) of all methods tested. KNN using the
SFS method, performed the best (the bold number).

Method RF DT KNN MLP SVM LR

Full data set
(full
features)

0.1136 (20) 0.115016
(20)

0.115164
(20)

0.1136 (20) 0.1160 (20) 0.1351 (20)

Pearson
Correlation
Coefficient

0.1127 (6) 0.1137 (6) 0.1071 (6) 0.1138 (6) 0.1160 (6) 0.1169 (6)

Mutual
Information

0.1141 (13) 0.1470
(13)

0.1134
(13)

0.1146 (13) 0.1160 (13) 0.1210 (13)

F-test 0.1155 (2) 0.1150 (2) 0.1147 (2) 0.1140 (2) 0.1160 (2) 0.1158 (2)

SFS
(Wrapper)

0.1064 (1) 0.1187 (1) 0.1058
(13)

0.1150 (3) 0.1148 (5) 0.1136 (1)

SBS
(Wrapper)

0.1064 (1) 0.1064 (1) 0.1064 (8) 0.1143 (4) 0.1116 (3) 0.1142 (1)

SFFS
(Wrapper)

0.1064 (1) 0.1064 (1) 0.1064
(11)

0.1135 (3) 0.1160 (7) 0.1136 (1)

SBFS
(Wrapper)

0.1064 (1) 0.1064 (1) 0.1098
(10)

0.1661 (2) 0.1116 (3) 0.1142 (1)

From Table 5, we can identify the relevant features which play a role in predicting
the CFR. Household_Debt 2018 is highlighted because it is the most frequently selected
factor (16 times) by the feature selection methods compared to other features.

Our results may be explained using the research conducted by [18], which was
conducted to study the relation between ethnicity and socioeconomic deprivation with
COVID-19 mortality rates in England. Greater COVID-19 mortality is seen within com-
munities experiencing income deprivation or financial hardship. Having a poor financial
situation has been linked with increased mortality, and several studies back this claim.
It is claimed that poor economic situations have negatively impacted an individual’s
health [19]. Acquiring high debtmay lead individuals to overwork themselves and causes



Identifying the Important Demographic and Financial Factors 251

debt. Without sufficient financial security, the borrower may neglect to spend their lim-
ited income on health and medicines and may practice unhealthy coping mechanisms.
Brzoska and Rasum [20] assessed the effects of unemployment, income, educational
level, population density, regional prosperity, number of hospital beds, and the inde-
pendent effect of indebtedness on mortality. The results of their research show that
indebtedness and unemployment are moderately correlated with mortality. This shows
how much of an impact debt has on the well-being of an individual.

Fig. 3. Comparison of the average RMSE score between all methods tested.

Table 5. The factors (features) selected by the best performing method, KNN using SFS.

Selected Factors

CPI 2019 GDP_Growth 2019 Health_Expenditure 2017

*Household_Debt 2018 International_Tourism 2018 Life_Expectancy 2018

Overweight 2016 Population_14 2019 Population_Density 2018

Population_Male 2019 Smoking 2020 Total_Population 2019

Trade 2019
* represents the important factor that frequently selected by feature selection methods

5 Conclusion and Future Work

In this study, we aim to identify the main demographic and financial factors contributing
to the mortality rate of COVID-19 from the data set prepared, which consists of 20
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factors and the CFR. We evaluated several supervised learning models (regression and
classification) with feature selection methods. Overall, the regression models performed
better than the classification models. The best performing algorithm is KNN using the
SFS method, which obtained an RMSE value of 0.1058. The algorithm selected 13
factors out of the 20 in total, as shown in Table 5. Out of the 13, Household_Debt 2018
appears to be a significant factor as it is the most frequently selected factor by the feature
selection methods. The limitation of the study is the difficulty in collecting data due
to unavailability of some factors data, particularly in demographic factors. Our future
work may consider to study other factors related to health behaviours, genetics, and
environment.
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Abstract. Machine vision helps a lot with the latest recognition technology. To
get the best recognition results, the initial phase of image processing should be
done as best as possible. This phase involves the production of an image map
of the resulting image using edge detection. The Canny method is often used
because of its performance of producing meticulous strong edges but this method
is sensitive to changes in image intensity when involving complex images such as
image leaves and results in a lot of noise at the edges of the resulting image. This
is because in this method the threshold value is selected empirically on the image
globally. In this study, local image analysis will be discussed along with its impact
on the resulting image edge results. In addition, a set of data from herbal leaves
in Malaysia has also been produced by containing ground truth images for each
herbal image available. The results from this study found that the locally analysing
image approach has outperform the global approach of the conventional Canny
method. Findings from this study may help the identification system in the future.

Keywords: Machine vision · Edge detection · Canny method · Local image
analysis · Malaysian herbs leaves images

1 Introduction

Nowadays, herbs play a significant role in modern medical treatment as a source of
biotechnology [1]. In several countries, such as India, Thailand, and Malaysia, most
experts still classify plants using traditional methods based on the expert’s knowledge.
For example, in India, every region, whether urban or rural, is entirely reliant on plants
for survival in the form of food, shelter, clothing, and medicines. Synthetic medicines
have grown less economical because of inflation, and their side effects have led to the
search for an alternative medical system. Many common disorders and diseases can be
treated with Indian medicinal herbs [2].
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Most studies in Malaysia focus on herbs that are classified based on the scent, leaf
shape, and colour of the leaves. Plant classification continues to be a fascinating topic for
scientists. It takes a lot of effort and time to recognise the desired plant among thousands
of others. As a result, using a vision system to identify plants is advantageous because
the pharmacist and botanist do not have to collect them in the usual manner. As a basis,
offering a database with information about these herbs is critical in assisting medic-
inal practitioners and users. This highlights the importance of creating databases and
preservation zones where herb species can be cataloged and information methodically
acquired to contribute valuable knowledge to society [3].

The initial phase of the study involving herbal images involved the image processing
phase. Here, the image map that has been generated from the edge detection method will
be used. This phase’s success is critical to ensure the entire identification or classification
process becomes accurate [4]. In the image of herbs leaves, themost commonly used edge
detection method is the Sobel method [5] and Canny method [1, 3, 6–8]. The Canny
approach has been utilised in many previous research because it produces a stronger
edge with an exceptional outcome because it delivers the most edge details. Because
it is resilient and accurate, the Canny operator unquestionably outperforms all other
edge detection approaches. Canny enhanced edge information can aid in improving the
quality of the edge image [1, 3, 6–8].

In the study of image, herbs leave images is a type of narrow-dominated image data.
This narrow-dominated image data sets or also known as weakly segmented images, a
globally defined threshold valuewill result inmanyof the actual edges not being detected.
These narrowly dominated images have subtle and complex textures. A complex image
like this uses the Canny method will give results in an image that detects many noises
because the Canny method is sensitive to changes in intensity in the resultant image
to produce edges. Such images require important local features in the determination of
threshold values so that strong edge images can be produced [9]. Local threshold value
feature search studies as conducted by [10] have introduced the fixed division method.
This method was used by [11] by making the image division into 3 × 3 fixed division
blocks in the image division and the study of [12] used 8 × 8 fixed division blocks.

In this paper, a study on local image analysis of Malaysian herbs leaves using canny
edge detection algorithm had been discussed. In conjunction with this research, a data
set of Malaysian herbal images had been created with a reference edge image. This
paper consists of a detailed discussion of the materials and methods will be discussed in
Sect. 2. It will be used for results and discussions in Sect. 3, as well as the conclusion
of the study carried out will be given in Sect. 4 of this paper.
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2 Materials and Methods

2.1 Canny Edge Detection Algorithm

Among the edge detection methods developed so far, Canny edge detection algorithm
[13] is said to be a robust method that provides good and reliable detection. This is
due to its ability to meet three criteria for edge detection and process simplicity for
implementation which makes it one of the most popular algorithms for edge detection
[14–16]. The process in this Canny edge detection algorithm consists of 5 following
steps:

a) Smooth the image to eliminate noise using a Gaussian filter.
b) Find the intensity gradient on the image.
c) Eliminates false responses to edge detection using non-maximum suppression.
d) Determine the potential edge using two threshold values.
e) Detect edges hysterically by selecting edge detection by suppressing all other weak

edges and not connecting with strong edges.

The selection of high and low threshold values can have a significant impact on the
edge detection results from all the process involved. If the high threshold value setting
is too large, many edge points will not be detected but if the setting is too small, many
useless false edges will be detected. Therefore, in this study the local threshold values
will be analysed compared to Canny method which uses empirical approach in finding
the threshold values.

2.2 Method for Local Image Analysis

In this proposed analysis, original image will be partitioned into 2 × 2 (4 parts) which
labelled as P1,P2,P3 and P4 or formulate as

Local image = Pt where t = 1, 2, 3, 4 (1)

Then on each part, threshold value generated by Canny will be used for analysing
which are high threshold value (Ht) and low threshold value (Lt).

Ht and Lt ∈ Pt (2)

Next, value of Ht and Lt on each Pt will be used on generating edge result image.
Finally, all results obtained will be compared on the groundtruth image to get the
measurement value. Figures 1 shows the process in this local image analysis.
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Fig. 1. Proposed process to analyse the local image.

2.3 Image Dataset

In this study the leaves of herbal plants grown in Malaysia will be publish publicly.
The ground truth edge images are manually draw. In this data set, there are 180 leaf
images among which consist of leaf images of Murraya Koenigii, Curcuma Longa,
CitrofortunellaMicrocarpa, PandanusAmaryllifolius and others. Pictures of these leaves

                  Image 001 Image 002

Image 016 Image 023

Image 136 Image 169

Fig. 2. The example of 6 images from this data set with their respective ground truth edge image
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are taken one piece at a time and from different angles. Figures 2 shows the example of
6 images from this data set with their respective groundtruth edge image.

Each folder will represent each image in this data set. Furthermore, each folder has
the original leaf image, pre-processing image, reference image, mask image, an edge
image from the Canny method and overlay original image with the respective ground
truth image (see Figs. 3).

(a) (b) (c) 

(d) (e) (f)

Fig. 3. The example of 1 folder from this dataset contains (a) original leaf image, pre-processing
image, reference image, mask image, an edge image from the Canny method and overlay original
image with the respective ground truth image

2.4 Performance Measurement

The measurement will be used in the result analysis is

F - measure = 2 × recall × precision

recall + precision
(3)

where

recall = TP

TP + FN
(4)

and

precision = TP

TP + FP
(5)

TP,FP and FN denote the true positive, false positive and false negatives values
respectively. The higher the value obtained symbolizes the closer the resultant image to
the reference image.
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3 Results and Discussion

Here, Canny edge detection method will be generated for global image. Then the same
process will be used to generate edge for the local 2 × 2 for the same image to get
the Ht and Lt for each partition image (Pt). Figures 4 and 5 show the example of edge
images generated by using the global image (Canny method) dan the local image from
image 001 and 169. In this process, each Pt’s high threshold (Ht) and low threshold (Lt)
generated will be used to generate new edge image.

Fig. 4. Edge image obtained from image 001 (a) global image (Canny method) and (b) partition
image

Fig. 5. Edge image obtained from image 169 (a) global image (Canny method) and (b) partition
image

Table 1 shows their respectiveHt and Lt values generated by using Cannymethod for
global image and Pt images from six images. From each image, there are some similar
values in partition local image with the global images. For example, in image 001, P1
and P2 threshold values are similar with the global value while the values of P3 and P4
are different but similar on each other.
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Table 1. High threshold Ht and low threshold Lt generated for each image

images Global image
(Canny method)

1 image 2 image 3 image 4 image

001 0.0469 0.0188 0.0469 0.0188 0.0469 0.0188 0.0625 0.0250 0.0625 0.0250
002 0.0469 0.0188 0.0469 0.0188 0.0781 0.0312 0.0469 0.0188 0.0781 0.0312
016 0.0625 0.0250 0.0188   0.0469 0.0375   0.0938 0.0625 0.0250 0.0438 0.1094
023 0.0469 0.0188 0.0469 0.0188 0.0938 0.0375 0.0625 0.0250 0.0469 0.0188
136 0.1250 0.0500   0.1250 0.0500    0.1406 0.0563   0.1094 0.0438 0.1562 0.0625
169 0.0625 0.0250   0.0938 0.0375    0.0625 0.0250   0.0781 0.0312 0.0781 0.0312

Next process, each local values threshold from Pt will be used to generated new edge
images. Then edge image from the global image and new edge images generated from
each Pt will be compared quantitatively with the ground truth image provided by the
dataset. This comparison values as shown in Table 2 by using F-measure. The highest
F-measure value for each image as highlighted. It shows that the highest value obtained
is from the local Pt image for all images used. The respective Ht and Lt values for the
highest F-Measure obtained are highlighted as well in Table 1.

Table 2. F-measure values obtained for each image

In qualitative comparison, the edge imageobtained fromeach threshold valueswill be
compared with the ground truth image provided. Figure 6 and Fig. 7 show the example
of edge images obtained and its ground truth image from image 001 and image 169
respectively. This edge image represents the result from Table 2 qualitatively. Here for
Fig. 6, had been found that only two type of edge images generated because there is
similar value found in F-measure from Global, P1 and P2 images while another type is
fromP3 andP4 images. This result occurs because there is a similarity of threshold values
at those places (refer Table 1). Similarly, the comparison of image 169 in Fig. 7. From
the results of the edge image obtained, it can be observed that the highest F-measure
result that is close to the reference image is from the image of Fig. 6 (c) and Figs. 7 (c)
where more complete image boundaries are produced in addition to less noise obtained.
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Fig. 6. Comparison edge images obtained from image 001 with the provided (a) Ground truth
image and the generated (b) Global (Canny method), P1 and P2 images (c) P3 and P4 images

Fig. 7. Comparison edge images obtained from image 169 with the provided (a) Ground truth
image and the generated (b) Global image (Canny method) and P2 images (c) P1 image (d) P3
and P4 images

The threshold value selection factor strongly influences the results of this edge image.
It can be observed that the image close to this ground truth image from the higher
threshold value generated through the local image compared to the lower threshold
value generated through the global value. A lower threshold value will detect a lot of
noise because it is in a low area in the image grey level value feature. However, this
threshold value should not be too high as it will result in many of the actual edge values
not being detected. Figure 8 shows a comparison of F-measure values obtained using
the global value approach as used in conventional Canny method with values obtained
using the local value approach using the 2 × 2 method from this study. It is found that
the results from the approach using local threshold values are better than using global
values from the Canny method.
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Fig. 8. Comparison histogram for F-measure value for global image (Canny method) and local
image approach

4 Conclusion

In this study, a set of data for Malaysian Herbs Leaves images has been developed. In
this dataset a ground truth of edge image will be provided for each image respectively.
Then, local image analysis was performed for 2×2 by finding the threshold value in the
image. Here, the impact of locally selecting this image threshold value was compared
with the conventional Canny method which uses threshold values globally. It has been
found that this approach can help on finding the best herbs edge image because there are
important features that are only obtained by making an assessment on the local value of
the image. In addition, the image of the herb itself has a narrow nature that is necessary
to undergo detailed image observation. The findings of this study are expected in helping
the next phase of the study in machine vision to obtain better recognition. In the future,
optimization of the resulting threshold value may be considered to obtain more optimal
results.
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Abstract. One of the studies of fetal anatomy is to measure the volume and
echogenicity of the amniotic fluid. This study categorizes amniotic fluid into six,
such as Oligohydramnion Clear, Oligodramnion Echogenic, Polygohydramnion
Clear, and Polygohydramnion Echogenic, as well as Normal Clear and Normal
Echogenic.Meanwhile, the current condition in determining the category of amni-
otic remains a perception difference among doctors, especially in identifying vol-
ume and echogenicity study, which is always conducted manually and visually.
Therefore, this research proposed a model for the classification of amniotic fluid
by combining the rule-based of the Single Deep Pocket (SDP) method and the
Random Forest algorithm. The rule-based used was based on the feature value
obtained by extracting the Single Deep Pocket (SDP) feature. Also, the Random
Forest algorithm was formed to classify amniotic fluid based on the condition of
echogenicity, which includes clear and echogenic based on texture features using
FirstOrder Statistical (FOS) andGrayLevelCo-occurrenceMatrix (GLCM)meth-
ods. The average value performance of the proposedmodel showed an accuracy of
90.52%, a precision of 95.72%, a recall of 75.57%, and an F-measure of 81.51%.
Considering this result, the proposed model showed an average increase in accu-
racy performance of 9.12%, precision of 14.92%, and recall of 0.51% value of the
model in previous studies.
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1 Introduction

Amniotic fluid is the liquid that surrounds the fetus during the development process in
the womb. Also, it is used to protect the fetus and the umbilical cord in the event of an
impact as well as pressure on the uterine wall, respectively [1]. This supports the fetus in
movement and promotes its muscle as well as bones development [2]. The amniotic fluid
volumecontinues to increase significantly between the ageof 8 to 28weeks. Furthermore,
the volume decreases and stagnates at 35–36 weeks [3]. The amount of volume and
condition (echogenic or clear) of the fluid is examined by a doctor using an ultrasound
machine. The volume consists of three categories, such as oligohydramnios (lack of
fluid), Polygohydramnios (excess of fluid), and Normal. Meanwhile, the condition is
divided into two categories, include echogenic and clear. To categorize the volume of
amniotic fluid, the doctor indicates the length of the Single Deep Pocket (SDP) by
drawing the line at two vertically straight points, which starts from the fluid pocket and
intersects with the uterus [4]. Meanwhile, to categorize the condition of the amniotic
fluid, it is visually based on the intensity of gray or opaque in the amniotic fluid area.
Visual observation was conducted on the opaque or gray patch that spreads into the
location of the amniotic fluid, which is similar to the placenta and is categorized as
echogenic [5].

The study of amniotic fluid included in the fetal organ image processing in computer
science. Meanwhile, previous studies in the field of computer science related to parts of
the fetal organ conducted, namely placental organs [6–9], infant aortic [10–12], umbilical
cord classification [13, 14], fetal head measurement [15–17], abdominal measurement
[18–20], and amniotic fluid segmentation [21–24]. Studies on the placenta focus more
on mature placenta staging, where the first step is the segmentation, extraction of tex-
ture features, and diagnostic assistance to evaluate the mature placental. Furthermore,
a study on the Fetal aortic has focused on measuring the aortic intima-media thickness
using segmentation based on anisotropic filtering and level-set methods. Moreover, the
umbilical cord organ which focused on segmentation and the amount of coiling were
classified into 3, namely, hyper cooling, normal coiling, and hypocoiling, using the
assembly multiclassifier method. The first research on amniotic fluid classification was
carried out in our previous research was conducted using a machine learning Support
Vector Machine (SVM) method. We also used the oversampling method due to the lim-
ited availability of data samples, while the experiments were performed using initial
image data of 92 b-mode ultrasonography amniotic fluid. The classification stage used
the SVMmethod, which was analyzed on three different kernels: RBF, polynomial, and
sigmoid. The results showed that the RBF kernel’s proposed feature achieves higher
average accuracy, precision, and recall value [25].

This study focuses on an essential part of the fetal measurement object, which
includes the amniotic fluid. It proposes the combination rule based of the SDP method
with a machine learning algorithm. The rule-based used is based on the feature value
from extracting the SDP feature. Meanwhile, it is formed based on the criteria used by
obstetricians to measure the amniotic fluid volume. This rule is used to classify amni-
otic fluid into three classes, namely, Oligohydramnios, Poligohydrmanions, andNormal.
Furthermore, a machine learning algorithm is formed to classify amniotic fluid based on
the condition of echogenicities, such as clear and echogenic based on texture features
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using the First Order Statistical (FOS) and Gray Level Co-occurrence Matrix (GLCM)
methods. The combination of these two models produces six classes of output, namely
Oligohydramnion Clear, Oligohydramnion Echogenic, Poligohydramnion Clear, Poly-
gohydramnion Echogenic, Normal Clear, and Normal Echogenic. The novelty of this
study lies in the classification separation between echogenicity and volume of amniotic
fluid. In this paper, we also compare the Random Forest method with other machine
learning methods such as Decision Tree and SVM and also our previous study [25] to
determine the performance of the proposed method. Therefore, this study separates the
classificationmodel to apply this SDP feature directly to the texture properties of volume
and echogenicity to improve the accuracy.

2 Proposed Model

The stages of examination of the amniotic fluid shown in Fig. 1, where the first stage
is the patient asked to sleep in a prone position at the examination site. The following
process applies gel to the probe to clarify the object’s sound and the probe’s position
placed perpendicular to the uterus (maternal abdomen). Then a screening process is
carried out to find the area of amniotic fluid which has the widest area and is under
the uterus. The following procedure is to pull the caliper vertically in the widest area,
with the upper border of the uterus. There should be no fetal body parts and observe the
echogenicity of the amniotic fluid. Then the depth measurement was carried out using
the SDP technique to categorize the volume of amniotic fluid and categorize it into six
classes. The process in the red box is a process that assisted completed using a machine
learning model approach. The proposed model in this study is shown in Fig. 2.

Fig. 1. The process of examining amniotic fluid by a doctor

There are several stages in the process of producing an amniotic fluid classification
model in this study. Fig. 2 shows the sequence of the study conducted. Furthermore, the
sevenmain steps in the amniotic fluid classificationmodel include data acquisition, image
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Fig. 2. The proposed stage in amniotic fluid classification model.

preprocessing and segmentation, feature extraction and selection, constructing classifi-
cation models, as well as validation, and each process is explained in each subsequent
section.

2.1 Data Acquisition

The 2Dultrasound image data of amniotic fluid is obtained fromSuryaHusadhaHospital
in Bali. Also, the image data is taken from the Ultrasound Accuvix XG Machine and
transducer with a frequency of 3.5 Hz, corresponding to a lateral resolution of 3 mm
to 0.2 m, with a gain of 0–8 Hz. The clear and echogenic amniotic fluid data are 53 as
well as 42 images. Furthermore, when the data is re-sorted by volume, the classes are
normal-clear (31), normal-echogenic (30), oligohydramnios-clear (5), oligohydramnios-
echogenic (3), polyhydramnios-clear (17), polyhydramnios-clear echogenic (9), with a
total of 95 images. Therefore, the image data used has criteria for a single pregnancy,
non-obese pregnant women, and gestational age between 13–37 weeks.

2.2 Image Preprocessing

The image preprocessing stage for a 2D ultrasound of the amniotic cavity begins with
the cropping process and continues with the conversion of the image color channel from
RGB to Grayscale. Meanwhile, the initial pretreatment process is cropping, which aims
to achieve an area of amniotic fluid and eliminate unused information, such as text
or descriptions from patient data. The image from the ultrasound machine recording
(acquisition process) has a dimension of 800 × 600 pixels, while the cropping process
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produces a dimension of 427 × 570 pixels. Furthermore, the conversion of the image
into grayscale is conducted to determine the distribution value of gray-level pixels used
during the segmentation process.

2.3 Image Segmentation

Based on previous studies, the segmentation of the amniotic fluid area is performed
using the pixel classification method [12]. Generally, the segmentation stage of pixel
classification begins with the process of collecting the datasets based on local window
sampling. Furthermore, the extraction process is performed to obtain local window-
based features using the Gray level, First Order Statistical (FOS), and Distance Angle
Pixel (DAP) features. This process produces output in the form of a pixel dataset for
training and testing. Meanwhile, the training pixel dataset is used as input to train the
classification model using the Random Forest method to obtain classes of a pixel, such
as amniotic fluid, placenta, fetal body, and uterine.

2.4 Feature Extraction

Single Deep Pocket (SDP)
Single deep pocket (SDP) is a feature adopted by doctors to categorize the volume of
amniotic fluid. Conceptually, the SDP method searches for the longest vertical, straight
line from the selected amniotic fluid area, which needs not intersect with the fetal body.
To determine the volume of amniotic fluid, the caliper drawing is performed vertically
by the obstetrician. Meanwhile, this is achieved after determining the area of amniotic
fluid that is considered the deepest. The amniotic fluid volume is divided into three
categories, namely, Oligohydrmanion when the measurement using a caliper shows the
vertical length of less than 2 cm, Normal when the vertical length is between 2 to 8
cm, and Polygohydramnion when the vertical length is above 8 cm. To obtain the SDP
feature following the rules from the doctor, this study proposes an algorithm to obtain the
longest vertical and straight-line based on the previous studies on SDP feature extraction
[25]. This algorithm is shown by the flowchart in Fig. 3.

The Region of Interest (ROI) amniotic fluid is a binary image with a matrix form that
is processed based on columns and rows, and the calculation is performed by finding the
column in the matrix with the highest value of 1 (white), which represents the amniotic
fluid. Meanwhile, the output of this algorithm is the number of pixels in the column with
the highest number of 1’s and the index of that column. The stages of finding the SDP
feature in Fig. 3 begin with initializing the initial value, such as Max = 0, which is a
variable to store the maximum value (value 1), a column which is a variable to store the
index of the column that has the highest value 1, sum[k] which is a variable to store the
number of values 1 of each row and column, and m which is the number of columns.
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Fig. 3. SDP Flowchart algorithm [2].

Moreover, the iteration in the calculation starts from column 1 and row 1 to row i (bi),
and when the row as well as column have a value of 1, it is added to the sum[k] variable,
and while at 0, it continues to check to the next row. After iteration, where the row is
greater than n (number of rows), the next step is to go to the next column, and the max
value is set to sum[k]. This is similar to iteration in the next column, such as checking
until the nth row and the max value change to sum[k]. When the max value is less than
the sum[k] value from the ith column, the max value is updated to the highest number
of values 1 in the ith column. The iteration is complete when the column is greater than
m, thereby the outputs are the max, and the column that has the highest pixel value 1 is
the mth column. Meanwhile, the last process is to measure the length of the SDP line
in centimeters. The process of calibrating pixels to centimeters (cm) in amniotic fluid
ultrasound images uses a reference of a point or stripe in the information area to the
right of the ultrasound image. The distance of 2 points or stripes represents a 1-cm (cm)
value. Meanwhile, the 1-cm (cm) value in the image represents 28 pixels obtained from
the measurement of the stripe length. Therefore, the calibration process from pixels to
centimeters becomes 1

28 = 0.0357 cm. Figure 4, Fig. 5, and Fig. 6 show the results
of the proposed SDP feature extraction in the classes of normal, oligohydramnios, and
polyhydramnios, respectively.
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Fig. 4. The example of SDP feature output on the normal volume class. a. is an original image,
b. segmentation results, c. edge and deepest area detection as well as selection respectively, and
d. SDP results on original image.

First Order Statistical (FOS) and Gray Level Co-occurrence Matrix (GLCM) Fea-
ture for Echogenicity
GLCM is a statistical method for examining textures and their spatial relationships,
which characterizes image texture by calculating how often pairs of pixels with certain
values and spatial relationships occur in the image [26]. Meanwhile, to steps to obtain
texture features in GLCM are as follows; (1) image transformation into grayscale form,
(2) co-occurrence matrix creation, (3) symmetric matrix formation, and (4) normal-
ization, resulting in 22 texture features (autocorrelation, contrast, correlation 1 and 2,
cluster prominence and shade, dissimilarity, energy, entropy, homogeneity 1 and 2, max-
imum probability, sum of squares, average, entropy and variance, difference variance
and entropy, information measure of correlation 1 and 2, inverse difference normal-
ized and moment normalized) [27]. The second texture extraction method used is First
Order Statistical (FOS) by using statistical calculations based on the original image pixel
value to obtain the intensity distribution. Statistical produces several features in the form
of mean, skewness, entropy, kurtosis, standard deviation, and variance. Therefore, the
feature value used in this study for the FOS method is described in Eqs. (1) to (6).

Mean:

x =
∑

n

∑

m

G−1∑

i=0

i(n,m)P(n,m) (1)

Skewness:

x3 = σ−3
∑

n

∑

m

G−1∑

i=0

(
i(n,m) − x

)3
P(n,m) (2)
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Fig. 5. The example of the SDP feature output on the oligohydramnios volume class. a. an original
image, b. segmentation results, c. edge and deepest area detection as well as selection respectively,
d. SDP results on the original image.

Fig. 6. The example of the SDP feature output on the polyhydramnios volume class. a. is an
original image, b. segmentation results, c. edge and deepest area detection as well as selection
respectively, d. SDP results on original image.

Entropy:

=
∑

n

∑

m

G−1∑

i=0

P(n,m)log2
[
P(n,m)

]
(3)

Kurtosis:

x4 = σ−4
∑

n

∑

m

G−1∑

i=0

(
i(n,m) − x

)4
P(n,m) − 3 (4)
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Standard deviation:

S =
√

1

N − 1

∑

n

∑

m

(
x(n,m) − x

)2 (5)

Variance:

S = 1

N − 1

∑

n

∑

m

(
x(n,m) − x

)2 (6)

n and m are the row and column of the window, h(i) Represents the total number of
pixels with intensity level (i), N is the total number of pixels with N = n×m, and G is
the maximum gray-level.

2.5 Feature Selection

The information gain is a filter-based method of selecting features with the most relevant
information for a class. Thismethod detects features that have themost information based
on a certain class. To determine the best property, the entropy value, which is a measure
of class uncertainty using the probability of certain events or attributes, is first calculated.
Meanwhile, the information gain value of a feature is determined using Eqs. 7 and 8.

Entrophy(S) =
c∑

i

−Pilog2Pi (7)

Entrophy(x) =
c∑

i

−Pilog2Pi (8)

Entropy (S) is the value of the class output, and (X ) is the entropy value of a feature,
c is the total value of a feature, and P_i is the number of samples for the ith class. To
calculate the entropy value for each feature against the output class presented in Eq. (9)
is used as follows:

E(T ,X ) =
∑

x

P(x)Entrophy(x) (9)

Where E(T ,X ) is the entropy value of a feature X to class T , P(x) is the probability
of a value in feature X against class T , and entropy (x) is the value in the feature from
Eq. (8). After the entropy value of the feature is obtained, the Information Gain value of
the feature is calculated by finding the reduction between the target class’s entropy and
the feature’s entropy as in Eq. (10).

Information Gain = Entrophy(S) − E(T ,X ) (10)
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2.6 Constructing Classification Model

The amniotic fluid classification model consists of two models, namely rule-based and
machine learning with a Random Forest classifier. The formation of a rule-based model
was used to classify amniotic fluid based on the volume measured based on the SDP
value from the feature extraction process in the previous stage. The output of the vol-
ume classification is divided into three, namely, oligohydramnios, polyhydramnios, and
normal. The rules used are as follows:

1. IF sdp < 2.0 THEN output class == ‘oligohydramnios
2. ELSE IF sdp < 8.0 output class == ‘normal’
3. ELSE output class == ‘polyhydramnios

This volume classification follows the range of SDP values as in lines 1 to 5 in
pseudocode Table 1. Furthermore, the classification method in the second echogenicity
model uses amachine-learning algorithm approachwith theRandomForestmethod. The
features extracted from this model are using texture and gray-level intensity approaches,
and the extraction method uses GLCM and FOS, which are combined and selected to
find the features that best contribute and influence the performance of Random Forest.
Meanwhile, lines 6 to 9 in the pseudocode Table 1 show the steps used for constructing
the random forest mod

The main parameter used is to divide the dataset into 20 sub-datasets using the
bootstrap aggregating method, while the last process is to combine the output classes
betweenmodels one and two to produce six new output classes, which are a combination
of echogenicity and volume. Furthermore, lines 10 to 20 in the pseudocode Table 1 show
the steps used to combine the output classes of the two models used.

2.7 Validation

The parameters used tomeasure the performance of the classificationmodel are accuracy,
precision, recall, and F-measure, as shown in Eqs. (11)−(14) in Table 2.

TP is True Positive (a positive label that is predicted as an actual label), FP is False
Positive (negative label but predicted as a positive label), TN is True Negative (negative
data that predicted correctly), and FN is False Negative (a positive label but predicted
as a negative label) [25].

3 Experimental Results

3.1 Feature Selection

In this study, the sum of all features with GLCM and FOS is 95 features. Meanwhile,
feature selection is performed to get the five features with the highest gain value, and
the results are shown in Table 3. Furthermore, the graph of gain values for all features is
shown in Fig. 7. These features are input data for the classification process, especially
on the echogenicity of the amniotic fluid.
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Table 1. Pseudocode amniotic fluid classification
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Table 2. Validation parameter

Accuracy = TP +TN
TP +FP +TN +FN (11) Precision = TP

TP + FP (12)

Recall = TP
TP + FN (13) F−measure = Precision. Recall

Precision+Recall (14)

Table 3. Five features with the highest gain value

No Feature name Information Gain Value

1 information_measure_of_correlation1 45° 0.383221589

2 cluster_shade 45° 0.36370615

3 difference_entropy 135° 0.359331636

4 cluster_prominence 45° 0.328765299

5 difference_variance 135° 0.311866701

Fig. 7. Graph of gain values on the information gain method to select the echogenicity features
of amniotic fluid.
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3.2 The Classification Results of Amniotic Fluid Echogenicity with Random
Forest Algorithm

In this classification of amniotic fluid echogenicity, the training data is the result of
texture feature extraction using the GLCM and FOS methods for a sum of 95 images.
This extraction produces 95 features, and the feature selection is carried out using the
Information Gain method to select five features with the highest gain value. Mean-
while, studies on the Random Forest method are carried out by observing the correlation
between the number of trees formed and the Out of Bag Error (OOB error) that occur
at each additional tree/subset sample. This observation is performed to determine the
optimal number of trees used to form the Random Forest model. Random forest (RF)
is widely applied to solve some segmentation and classification problems in medical
images [23, 24, 28–30]. RF classifier is a type of ensemble learning method used to
build a final classifier with a set of collections from individual weak classifiers (M) such
as the binary tree which on average produces better performance than other machine
learning methods [31]. Furthermore, the out-of-bag score is a validation method used
in Random Forest by using random samples that are not selected at the tree formation
which is a subset of the original training data. This data is used for each tree formed
where there is no sample data. Therefore, OOB error is defined as the tree’s error rate in
classifying the out-of-bag sample. Fig. 8 shows a graph of the relationship between the
number of trees and the resulting out-of-bag error. Based on the Fig. 8, the formation
of a tree/subset sample with a sum greater than 30 shows a relatively small out-of-bag
error value and starts to stabilize.

Fig. 8. Out of bag error plot of Random Forest method for amniotic fluid echogenicity
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Table 4. The experimental results for the classification of amniotic fluid echogenicity in the
random forest method

Total number of tree/subset
sample

Performance Parameters

Accuracy (%) Precision (%) Recall (%) F-measure (%)

1 88.42 84.44 90.47 87.35

2 92.63 94.87 88.09 91.35

3 93.68 90.9 95.23 93.02

4 95.78 97.5 92.85 95.12

5 97.89 97.61 97.61 97.61

6 96.84 100 92.85 96.29

7 97.89 100 95.23 97.56

8 97.89 100 95.23 97.56

9 98.94 100 97.61 98.79

10 98.94 100 97.61 98.79

11 100 100 100 100

12 100 100 100 100

13 100 100 100 100

14 100 100 100 100

15 100 100 100 100

These results show that the parameter value of the number of grown trees in Random
Forest is selected with a value greater than 30. Meanwhile, to measure the performance
of this model, the k-fold cross-validation method is used with 5-folds. Furthermore, to
determine the accuracy performance of the Random Forest model related to the number
of trees used, this study observes the number of trees/subset samples with a correlation
to the classification accuracy value. The observation number of trees/subset samples
used is 15. The results for the amniotic fluid echogenicity classification on the number
of trees/subset samples in the Random Forest method are shown in Table 4.

Based on the results in Table 4, the performance of theRandomForestmethod in clas-
sifying the amniotic fluid echogenicity achieved a satisfactory average performance. In
the number of subset samples/trees greater than 10, the Random Forest method achieves
the best performance with 100% accuracy, precision, recall, and F-measure. Further-
more, Table 5 shows the confusion matrix for the amniotic fluid echogenicity in the
Random Forest method in both classes, clear and echogenic. Therefore, the models
correctly predict all data.

3.3 Classification Results of Amniotic Fluid Volume

The classification rules for volume classification based on SDP features are in the form
of IF-THEN-ELSE with the rules shown in the Pseudocode in Table 1. Meanwhile, each
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Table 5. Confusion matrix of amniotic fluid echogenicity in the random forest method

Random Forest Predicted

Clear Echogenic

Actual Clear 53 0

Echogenic 0 42

image input produces one SDP feature from the previous feature extraction process.
This SDP feature value becomes the reference value to determine the input image class.
Furthermore, the performance of the amniotic fluid volume classification results in three
classes (normal, oligohydramnios, and polyhydramnios) ismeasured using the confusion
matrix in Table 6. Moreover, this test is performed on 95 images.

Table 6. Confusion matrix for amniotic fluid volume

Random Forest Predicted

Normal Oligo Poligo

Actual Normal 61 0 0

Oligo 4 4 0

Poligo 5 0 21
*Oligo: oligohydramnios, poligo: polyhydramnios

Based on Table 6, the classification model for this SDP predicts the normal class
correctly overall with a sum of 61 data or 100% accuracy. Furthermore, the Oligo class
correctly predicts 4 out of 8 data or 50% accuracy, while the Poligo class correctly
classifies 21 out of 26 data or 80.7% accuracy.

3.4 Classification Results of Amniotic Fluid Volume and Echogenicity

This section presents the results of the proposed model, which is a combination of two
classification models as shown in the pseudocode in Table 1. Meanwhile, the testing
scheme on the proposed model uses the k-fold cross-validation method with 5-folds.
Furthermore, Table 7 shows the confusion matrix of the proposed model, and the param-
eters of model performance testing are conducted based on this confusion matrix by
finding the accuracy, precision, recall, and F-measure values in each output class. Based
on Table 8 shows the performance of the proposed model; it is observed that the average
accuracy, precision, recall, and F-measure are 90.52%, 95.72%, 75.57%, and 81.51%,
respectively. These results are compared with the previous study using the machine
learning method, namely RBF SVM [25], as shown in Table 9.
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Table 7. Confusion matrix for the six classes of the amniotic fluid classification

Random Forest Predicted

Normal-Clear Normal-Echo Oligo-Clear Oligo-Echo Poligo-Clear Poligo-Echo

Actual Normal-Clear 31 0 0 0 0 0

Normal-Echo 0 30 0 0 0 0

Oligo-Clear 2 0 3 0 0 0

Oligo-Echo 0 2 0 1 0 0

Poligo-Clear 3 0 0 0 14 0

Poligo-Echo 0 2 0 0 0 7

*Oligo: Oligohydramnion; Poligo: Poligohydramnion; Echo: Echogenic

Table 8. The classification result performance of each class on the proposed model

Class Precision (%) Recall (%) F-Measure (%)

Normal-Clear 86.11 100 92.53

Normal-Echogenic 88.23 100 93.75

Oligo-Clear 100 60.0 75.0

Oligo-Echo 100 33.33 50.0

Poligo-Clear 100 82.35 90.32

Poligo-Echo 100 77.77 87.5

Table 9. Comparison of the classification result performance for each class on the proposedmodel
and the our previous model

Class Rule based+ Decision Tree Rule based+ SVM Proposed model (Rule based+
RF)

Previous model (RBF SVM [25]

Precision

(%)

Recall

(%)

F-Measure

(%)

Precision

(%)

Recall

(%)

F-Measure

(%)

Precision

(%)

Recall

(%)

F-Measure

(%)

Precision

(%)

Recall

(%)

F-Measure

(%)

Normal-Clear 85.30 93.54 89.23 80.0 90.32 84.85 86.11 100 92.53 64 51 57

Normal-Echogenic 80.55 96.66 87.87 80.0 93.33 86.15 88.23 100 93.75 80 82 81

Oligo-Clear 100 60 75 100 60.0 75 100 60 75 98 100 99

Oligo-Echo 100 33.33 50 100 33.3 50 100 33.33 50 86 89 88

Poligo-Clear 100 70.58 82.75 100 82.35 90.32 100 82.35 90.32 76 85 80

Poligo-Echo 77.77 77.77 77.77 100 77.77 87.5 100 77.77 87.5 - - -
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Based on the results in Table 9, the proposed model is able to improve the results
of precision, recall, and F-measure in four classes, such as Normal-Clear, Normal-
Echogenic, Poligo-Clear, and Poligo-Echogenic. Meanwhile, the Oligo-clear and Oligo-
echogenic classes show that the previous model has higher precision, recall, and F-
Measure values. The average value performance of the proposed model using metode
RF+ rule-based shows an accuracy of 90.52%, a precision of 95.72%, a recall of 75.57%,
and an F-measure of 81.51%. Where the results of the proposed method show a higher
performance than the Decision Tree + rule based method with an average accuracy of
83.4%, average precision 82.1%, average recall 83.1% and F-Measure 83.3%. SVM +
rule based method shows an average accuracy of 85.26%, precision of 83.3%, recall
of 85.1% and F-Measure of 84.4%. Meanwhile, the previous model shows an average
accuracy of 81.40%, a precision of 80.80%, recall of 80.8%, and an F-measure of 81.0%.

4 Conclusion

In this study, a model for the classification of amniotic fluid is proposed by combining
the rule-based of the single deep pocket (SDP) method and the machine learning algo-
rithm. This rule is based on the feature value from the SDP feature extraction, which is
formed according to the specific criteria used by the doctors. Furthermore, this rule is
used to classify amniotic fluid into three classes, namely, Oligohydramnios, Poligohy-
drmanions, and Normal. Meanwhile, a Random Forest algorithm is formed to classify
amniotic fluid based on echogenicity conditions, namely clear and echogenic based on
texture features using FirstOrder Statistical (FOS) andGrayLevel Co-occurrenceMatrix
(GLCM) methods. This condition has no standard measurement value; therefore, it is
only based on the doctor intuition performed in viewing the gray color/textur. Mean-
while, the combination of rule-based and machine learning models shows an average
increase in accuracy performance of 9.12%, precision of 14.92%, and recall of 0.51%
from the model in the previous study. The proposed model shows an improved perfor-
mance from the previous model in classifying amniotic fluid. Hence, the model from
this study is intended to be an aid for doctors in the initial screening of amniotic fluid.

Acknowledgment. The author would like to thank to the Research Directorate of Universitas
Gadjah Mada for funding this research in the RTA (Rekognisi Tugas Akhir) 2021 scheme.
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Abstract. Infant mortality has generally been increasing and has become an issue
that urgently needs to be addressed. As the number of infant deaths is count data, a
Poisson regression model is needed to determine the causal factors. However, the
assumption of equidispersion in Poisson regression is rarely satisfied. The overdis-
persion issue is frequently found in real data. Thus, this research employs mixed
Poisson distribution modeling to overcome the overdispersion issue, namely, the
inverse Gaussian Poisson regression (IGPR) model. In this study, a simple IGPR
model, amodified IGPRmodel, and the negative binomial regression (NBR)model
are compared. The results show that themodified IGPRmodel and the NBRmodel
with an exposure variable outperform the benchmark, based on the global deviance
andAkaike Information Criteria (AIC) value, tomodel the number of infant deaths
in East Nusa Tenggara, Indonesia. The significant predictors that affect the num-
ber of infant mortalities are the percentage of complete basic immunization, the
percentage of low birth weight (LBW), the percentage of babies under six months
who receive exclusive breastfeeding, the percentage of infantswho receive vitamin
A, and the percentage of births assisted by health workers in the district.

Keywords: Poisson Inverse Gaussian · Negative binomial · Overdispersion ·
Exposure · Infant mortalities

1 Introduction

According to [1], the condition of residents across provinces in Indonesia today varies
considerably. The total fertility rate (TFR) per woman of childbearing age (15–49 years)
in some provinces, including East Nusa Tenggara, West Sulawesi, and North Sumatra,
is relatively high and is estimated at approximately 2.5. Moreover, the TFR reached a
significantly low value of below two in Jakarta, East Java, and Yogyakarta. In 2015, the
Inter-Census Population Survey (SUPAS) implemented by the Central Bureau of Statis-
tics discovered that the TFR was 2.28. Additionally, in the 2017 Revision of the World
Population Prospects, the United Nations (UN) used the medium-fertility assumption
for projecting TFR, where countries have been divided into three levels of fertility: high
fertility (more than five births per woman), intermediate fertility (from 2.1 to 5 births per
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woman), and low fertility (fewer than 2.1 births per woman) [2]. The UN expected less
than one percent of the world’s population to live in countries with such high fertility
levels in 2025–2030 [3].

Nonetheless, even though the birth rate continues to decrease, Indonesia is still
classified as the fourthmost populous country on earth.Moreover, owing to its significant
influences on the mortality rate, especially infant mortality rates (IMRs), public health
is as important as TFR in maintaining the balance of population growth. In addition,
increased public health will also increase life expectancy in the long term.

Considering infant mortality as an important indicator of a community’s overall
physical health, it has become a long-standing issue faced by all countries. Concerning
this matter, the Indonesia Basic Health Survey (IBHS) in 2017 discovered that the infant
mortality rate (IMR) in Indonesia was 24 deaths per 1,000 live births. These data indicate
that 24 of 1000 infants died before their first birthday in 2017. Additionally, East Nusa
Tenggara is included in the top ten regions with a high infant and maternal mortality
rate in Indonesia. Under this circumstance, Timor Tengah Selatan was perceived as a
contributor to the highest number of infant mortalities, which is 114 cases. The number
of infant deaths was considered as count data. To determine the factors that cause infant
mortality, a research study in the regression model for count data was conducted.

Count data refers to the nonnegative integer value observations starting from zero.
Modeling count data aim to estimate the parameters of a probability distribution that best
represents the data. In this study, a model of count data is based on a Poisson distribution.
The Poisson distribution has a single parameter that defines the mean and variance of the
distribution. This feature is referred to as equidispersion, where themean and variance of
the dependent variable are equal. These assumption violations occur frequently. A larger
variance than the mean (overdispersion) or vice versa (underdispersion) is sometimes
found. Overdispersion is themajor problem facing analysts when count data aremodeled
by Poisson regression. The infringement of these assumptions may result in decision-
making errors in hypothesis testing and underestimate the estimated standard error [4].

Several models have been developed to overcome overdispersion, e.g., generalized
Poisson regression (GPR) [5–7], negative binomial regression (NBR) [8–10], inverse
Gaussian Poisson regression (IGPR) [11–13] and the Poisson-generalized Lindley distri-
bution [14]. Some of these models are derived from a mixed Poisson distribution, which
is a blend of the Poisson distribution with other distributions, continuous or discrete.
The NBR is derived as a Poisson-gamma mixture model, with the dispersion parameter
distributed as gamma shaped. In this study, the IGPR model is used. The IGPR model
is based on an inverse Gaussian (IG) mixing distribution discussed in Sect. 2.

Compared to the NBRmodel, the IGPR can better deal with highly Poisson overdis-
persed data [15]. In 2016, [13] analyzed motor vehicle crash data using NBR and IGPR
models. The results showed that the IGPRmodel performed better than the NBRmodel.
Hence, the IGPR model is used in this study. [16] first introduced the inverse Gaus-
sian Poisson (IGP) distribution in 1966. Many studies use this model because it has the
closed-form likelihood function, and the calculation can be performed effortlessly [17].

In modeling the number of infant mortality cases using inverse Gaussian Poisson
regression, an exposure variable is used to adjust the amount of opportunity for infant
mortality. The exposure is the amount of time, space, distance, volume, or population
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size from which the dependent variable is counted. It may also be that the number of
individuals at risk from a dependent variable is measured. In this study, the dependent
variable was the number of infant deaths in each district of East Nusa Tenggara in
2018. However, the population size among districts will differ that cause the number
of deaths over the districts is not comparable. Hence, an exposure variable should be
included to allow the number of infant deaths to be comparable and reduce the bias in the
model’s estimate without including exposure. The dependent variable is the number of
infant deaths in 2018 with the observation unit is district; thus, the appropriate exposure
variable was the number of live births in each district of East Nusa Tenggara in the
same year. Therefore, this research aims to model the number of infant deaths in East
Nusa Tenggara Province in 2018 using the IGPR model with the exposure variable.
Furthermore, the NBR model is used as a comparison to the IGPR model.

2 Materials and Methods

2.1 An Inverse Gaussian Poisson (IGP) Distribution

Suppose Y is the dependent variable and μ is the mean of Y. The dependent vari-
able Y follows a Poisson distribution with the mean and variance μ, denoted by Y ~
Poisson(μ). For a mixed Poisson distribution, the variance will exceed the conditional
mean (overdispersion).

exp
(
xTβ + ε

)
= μ exp(ε) = μv, (1)

V is a positive specific random effect used to incorporate overdispersion. The shape
or dispersion parameter depends on the specific distribution of random variable V [13].
Let f (v) be the probability density function for V. Thus, the probability mass function
for the mixed Poisson distribution is given by Eq. (2).

P(Y = y) = ∫ e−vμ (vμ)

y! f (v)dv, (2)

The IGP distribution is a mixture of Poisson and Inverse Gaussian distributions.
Therefore, the random effects V follow an Inverse Gaussian (IG) distribution, in which
the probability density function can be written as Eq. (3).

f (v) =
(
2πτv3

)−0,5
e−(v−1)2/2τv, v > 0, (3)

where E(V ) = 1 and Var(V ) = τ [11].
The IGP distribution consists of two parameters, μ (mean) as a location parameter

and τ (dispersion parameter) as a shape parameter. Let Y follow the IGP distribution
and be denoted by Y ~ IGP (μ, τ ). The probability density function for Y is formulated
as in Eq. (4),

f (y;μ, τ) =
(
2z

π

)1/2
μye1/τKs(z)

(zτ)yy! , y ≥ 0 (4)
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where s = y − 1
2 , z = 1

τ

√
2μτ + 1 and Ks(z) = Ky− 1

2

( 1
τ

√
2μτ + 1

)
is the third

modification of the Bessel function [18]. The expected value and the variance of the IGP
distribution are [13].

E(Y ) = E{E(Y |μv)} = E(μv) = μ (5)

Var(Y ) = Var{E(Y |μv)} + E{Var(Y |μv)} = μ + τμ2 (6)

where τ is the overdispersion parameter Var(V ), which is caused by the presence of
heterogeneity or diversity related to the observation unit with a specific character [11].

2.2 Overdispersion Test

Overdispersion onPoisson regression occurswhen the variance of the dependent variable
is higher than the mean. Overdispersion is caused by a positive correlation or excess
variation between dependent probabilities. Overdispersion also arises when there is a
violation of the assumption of data distribution; for example, when the data are grouped,
it violates the assumption from likelihood independence [19].

The statistical test that can be used to detect overdispersion in data is found on
the Applied Econometrics with R (AER) package of R software [20]. This test was
developed by [21]. The null hypothesis is that the mean of the dependent variable is
equal to its variance (equidispersion). The alternative hypothesis is overdispersion on
the dependent variable; thus, Var(Yi) = μi + αg(μi), where g(.) is a specific function
and α is a dispersion symbol. In other words, if the value of α = 0, it can be considered
equidispersion; otherwise, when α > 0, it can be considered overdispersion.

2.3 Modified Inverse Gaussian Poisson Regression (IGPR) with an Exposure
Variable

Let yi be the dependent variable for observation i, where i = 1, 2,…, n and Y ~ IGP
(μ, τ ) and let x be a vector of associated p predictors. The regression model for Y
that follows an IGP distribution with an associated predictor is called inverse Gaussian
Poisson regression (IGPR). E(Y ) = μi = ex

T
i β where β is the vector of the parameter

corresponding to each predictor, and xi is the vector of explanatory variables for the
ith observation with dimension (p + 1) x 1. In this study, the IGPR model is modified
by adding the exposure variable (qi) as the weight of each unit observation such that
μi = qiex

T
i β and the probability density function of Y as in Eq. (7).

P(Yi = yi|xi, β, τ ) =
(
qiex

T
i β

)yi
e
1
τ

yi!
(

2

πτ

) 1
2 (

1 + 2τqie
xTi β

)−
(
yi− 1

2

)

2
Ksi (zi) (7)

Then, the modified IGPR model is shown in the following equation:

E(Yi) = μi = qie
xTi β (8)
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log

(
μi

qi

)
= ex

T
i β

with xTi =
[
1 x1i x2i · · · xpi

]
is a predictor variable vector with (p + 1) dimension

on the i-th observation (i = 1, 2, …, n and k = 1, 2, …, p) and β =
[
β0 β1 β2 · · · βp

]T

vector of regression coefficient with (p+ 1) x 1 dimension on the k-th predictor variable.

2.4 Parameter Estimation

The parameters of the IGPR model in Eq. (8) are estimated by the maximum likelihood
method. The first step is to determine the likelihood function of the IGP distribution.

L(β; τ) =
n∏

i=1

P(Yi = yi|xi, β, τ )

=
∏n

i=1
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) 1
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)−
(
yi− 1

2

)

2
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⎪⎭

(9)

The likelihood function is transformed into the form of the logarithm (log).

l(β; τ) = logL(β; τ)

=
n∑

i=1

yilog(qi) +
n∑

i=1

yixTi β + n

τ
−

n∑
i=1

log(yi!) + n

2
log

(
2

π

)
− n

2
log(τ )

−
∑n

i=1

(
2yi − 1

4

)
log

(
1 + 2τqie

xTi β
)

+
∑n

i=1
log

(
Ksi (zi)

)
(10)

There are two primary algorithms to fit the IGPR model with respect to β and τ ,
namely, the Rigby Stasinopoulos (RS) [22] and Cole Green (CG) algorithms [23]. The
RS method does not use the cross derivative of the ln likelihood, while the CG algo-
rithm requires information on the first and second cross derivatives of the log-likelihood
function with respect to parameters μ and τ . Both RS and CG algorithms used three
nested components: the outer iteration, the inner iteration (local scoring algorithm), and
the modified backfitting algorithm. Convergence occurs when all three algorithms have
converged. The algorithm is implemented in the options method in the function gamlss()
within the R package GAMLSS. The combination of both algorithms is also allowed
with method = mixed() [24].

In this study, we use the RS algorithm because, empirically, there are no differences
among the RS, CG, or mixed algorithm results. Let θ be the vector of the parameter
where θ1 = μ and θ2 = τ , thus, j = 1, 2. The modified (iterative) dependent variable for
fitting the parameter is given by:

zj = ηj + w−1
j

◦uj
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where zj,ηj,wj and uj are all vectors of length n, e.g., weights vector w =
(
wj1,wj2,...,wjn,

)T , w−1
j ◦ uj =

(
w−1
j1 uj1,w

−1
j2 uj2, ...,w

−1
jn ujn

)T
, is the diagonal matrix

of iterative weights, and ηj = g
(
θj

) = Xjβj is the predictor vector of the parameter
vectors and

uj = ∂l

∂ηj
=

(
∂l

∂θj

)◦( ∂θj

∂ηj

)

is the score function (the first derivative of the log-likelihood with respect to each
parameter corresponding to each predictor). The w is the iterative weights defined as:

wj = −fj◦
(

∂l

∂θj

)◦( ∂θj

∂ηj

)

where there are three different ways to determine f j depending on the information
available for the specific distribution in the RS algorithms below:

fj =

⎧
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E

(
∂2l
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−
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∂l
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)◦(
∂l
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)

; if the expectation exists, leading to a Fisher
′
s scoring algorithm,

; leading to the standard Newton − Raphson scoring algorithm,

; leading to a quasi Newton scoring algorithm.

Let r be the outer iteration index, t be the inner iteration index, andm be the backfitting
index. The RS algorithm for the IGPR model is as follows [25]:

Step 1: Start – initialize fitted values θ
(1,1)
j . Evaluate the initial value of linear predictors

η
(1,1)
j = g

(
θ
(1,1)
j

)
. Note that the initial value of the RS algorithm is only needed for

the distribution parameter vectors rather than for the β parameter. The straightforward
starting values for the parameter vectors cause the algorithm to have commonly been
observed to be stable and rapidly converge [26].
Step 2: Start the outer iteration r = 1, 2, … until convergence.

a. Start the inner iteration t = 1, 2, … until convergence.

(i) Evaluate the current result.
(ii) Start the backfitting iteration m = 1, 2, … until convergence.
(iii) Fit WLS by regressing the current partial residuals ε

(r,t,m)
0 = z(r,t)

j design

matrix X with X1 =
[
xT1 xT2 · · · xTi · · · xTn

]
, using the iterative weights

w(r,t)
j to obtain the updated parameter estimates β

(r,t,m+1)
j .

(iv) End the backfitting iteration on the convergence of β
(r,t)
j and set β(r,t,·+1)

j =
β

(r,t,·)
j ; otherwise, update m and continue the backfitting iteration.
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(v) Calculate the updated η
(r,t+1)
j and θ

(r,t+1)
j .

b. End the inner iteration on the convergence of β
(r,t)
j and set β

(r,t,·+1)
j = β

(r,t,·)
j ,

η
(r+1,1)
j = η

(r,·)
j , and θ

(r+1,1)
j = θ

(r,·)
j ; otherwise, update t and continue the inner

iteration.

*Note that the design matrix X for η2 = g(θ2) = g(τ ) = Xkβk is X2 =[
1 1 · · · 1

]T
.

Step 3: Update the value of j.
Step 4: End the outer iteration if the change in the likelihood is sufficiently small or the
global deviance has converged; otherwise, update r and continue the outer iteration.

2.5 Parameter Testing of Inverse Gaussian Poisson Regression

The IGPRparameter testing is calculated using amaximum likelihood ratio test (MLRT),
which includes hypothesis testing simultaneously onparameterβ aswell as partial testing
for parameters β and τ . The hypothesis of β parameter testing simultaneously is that all
parameters are equal to zero versus at least one βk �= 0 with k = 1, 2, …, p. The test
statistic used is in Eq. (11).

G = 2
[
log L

(
�̂

)
− log L

(
ω̂

)]
(11)

L
(
ω̂

)
is a maximum likelihood value for the model under the null hypothesis (does

not include the predictor variables). Moreover, L
(
�̂

)
is a maximum likelihood value

for a model under the population that consists of all predictor variables. The likelihood
function for each model is shown in Eqs. (12) and (13).

L
(
�̂

)
=

∏n

i=1
P(Yi = yi|xi, β, τ ) (12)

L
(
ω̂

) =
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i=1
P(Yi = yi|β0, τω) (13)

Substituting Eq. (12) and (13) to Eq. (11), the G statistics for the IGP model is:
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(14)

The statistic G is an approximation of the chi-square distribution χ2
(α,df ). The test

criterion is to reject H0 if G > χ2
(α,df ), where df is the degrees of freedom derived from

the number of parameters under the population that reduces the number of parameters
under the null hypothesis.
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2.6 Data Example

This study uses secondary data on the number of infant deaths and the factors that
influence it. Data were obtained from the East Nusa Tenggara Health Department.
Additionally, the data consist of 22 districts in the year 2018.

The dependent variable used in this study is the number of infant mortality which
includes infants who were born alive but who died before the age of one year. Infant
mortality is categorized into three types: (1) perinatal mortality, i.e., the mortality that
occurs in babies that die before the age of one week, including stillbirth; (2) neonatal
mortality, i.e., the mortality that occurs in infants before the age of 28 days; and (3)
post-neonatal mortality, the mortality that occurs in infants between the ages of 28 days
up until one year [27]. The infant mortality rate (IMR) is the number of infant deaths
under one-year-old per 1,000 live births in a given year. Thus, the number of infant
deaths includes perinatal, neonatal, and post-neonatal mortality.

The frame of mind regarding the causes of infant and child mortality is described
in [28]. Infant and child mortality related socioeconomic factors are divided into five
categories: (1) maternal factors, such as education level, parity, and age; (2) environ-
mental factors, such as the condition of water, food, air, and disease-carrying insects;
(3) nutritional factors, such as breastfeeding, feeding patterns, lack of calories, protein,
vitamins, and others; (4) injury factors, such as accidents; and (5) individual disease
control factors, in the form of prevention and treatment.

According to the framework in [35], thus the independent variables used in this study
are the antennal care visits by pregnant women, the birth assisted by health workers, the
complete neonatal visits, the low birth weight (LBW), babies under six months who get
exclusive breastfeeding, the complete basic immunization, the infant received vitamin
A, and the infant health services.

3 Results and Discussion

3.1 Results

Knowing the characteristics of the research variables is essential in data analysis.
Although descriptive analysis cannot provide definitive estimates, it helps researchers
determine the case study for further analysis. An overview of the number of infant deaths
in East Nusa Tenggara by district can be seen in Fig. 1. Based on Fig. 1, Timor Tengah
Selatan has the highest infant mortality, with 114 cases. Malaka has the lowest infant
mortality case number, with as many as 16 cases.

The distribution of the number of infant deaths is presented in Fig. 2. We used two
different count data distributions, namely, the inverse Gaussian Poisson distribution and
the negative binomial distribution. The Akaike information criterion (AIC) is used to
choose between those two distributions. The AIC value of the IGP distribution is lower
than that of the NB distribution. Thus, the IGP model is the appropriate model for the
number of infant deaths in East Nusa Tenggara in 2018.
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Fig. 1. The number of infant mortalities in East Nusa Tenggara province in 2018

Fig. 2. Fitting a distribution for the number of infant deaths in East Nusa Tenggara

Table 1 shows the mean and standard deviation of predictor variables, which are
assumed to influence the number of infant deaths.

Table 1. Predictor variables and their characteristic (unit measurement is a district).

Variables Natural and environmental factors Mean (SDa) VIFb

Y The number of infant deaths 51.41 (29.68) −
X1 The percentage of antenatal care visits by pregnant

women
90.08 (11.07) 6.053

X2 The percentage of births assisted by health workers 89.92 (8.25) 5.418

X3 The percentage of complete neonatal visits 89.53 (19.74) 1.129

X4 The percentage of Low Birth Weight (LBW) 10.07 (17.88) 1.924

X5 The percentage of babies under six months who get
exclusive breastfeeding

69.76 (24.44) 1.529

X6 The percentage of complete basic immunization 70.53 (16.40) 3.642

X7 The percentage of infants received vitamin A 94.54 (21.76) 3.119

X8 The percentage of infant health services 95.17 (26.67) 4.017

q The number of live births 4377 (2124) −
a: SD = Standard deviation.
b: VIF = Variance Inflation Factor.
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The results showed that themean percentage of babies under sixmonthswho received
exclusive breastfeeding was 69.76%. This result indicated that only approximately 69%
of babies under six months receive exclusive breastfeeding, while others do not. Addi-
tionally, the mean percentage of complete basic immunization is 70.53%. These two
factors are very important to maintain the baby’s immune system.

Breastfeeding is a complete source of nutrients, helping the growth and physical
development and brain development of children. Moreover, complete basic immuniza-
tion for babies is carried out to avoid diseases such as hepatitis, polio, and measles. If
the baby’s immune system is weak, then the baby is susceptible to disease, and the risk
of the baby dying is even greater. Furthermore, the number of live births was used as the
weight of observation. It is assumed that a district is different from another district, so
data across districts are worth comparing [28].

Because the model uses more than one predictor variable, it is necessary to perform
the multicollinearity test. One way to detect multicollinearity is by the variance inflation
factor (VIF), a value that describes the increase in the estimated parameter variance
between the predictor variables. If the VIF value is more than 10, multicollinearity
can occur. If the VIF value is less than 10, it can be said there is no multicollinearity,
and regression modeling can be continued [29]. Based on the results in Table 1, the
value of VIF for each predictor variable was no more than 10. The conclusion was no
multicollinearity among predictor variables such that all of the predictor variables had
fulfilled the non-multicollinearity assumption and could be used for regression analysis.

Using the AER package in R software, α = 10.909 had a P-value of 0.000153,
which is smaller than the significance level of 5%, resulting in the decision to reject
H0. The conclusion is that the variance is not equal to the mean, so the data experience
overdispersion.

The IGPR analysis is performed because of the overdispersion results. Compared to
the proposed modified IGPR model, we used a simple IGPR model without an exposure
variable and the NBR model with an exposure variable. The selection of variables in the
models was chosen by a stepwise method. Hence, the models only contain a significant
variable at a 5% or 10% significance level. The results of the IGPR models can be seen
in Table 2, and the results of the NBR model are presented in Table 3.

The hypothesis test simultaneously for all possible models was performed by the
MLRT method. Table 2 and Table 3 show that the test statistic G for the IGPR and
NBR models is larger than χ2

(α,df ). Hence, the models are significant or have at least
one variable significant in the model. Furthermore, two different significant variables
influenced the number of infant deaths in both models. The models can be written as
follows:

μ̂1i = exp(4.758 − 0.009X3i) (15)

μ̂2i = qi exp(0.191 + 0.037X1i − 0.070X2i − 0.008X3i + 0.009X5i − 0.016X7i)

(16)

μ̂3i = qi exp(0.184 + 0.030X1i − 0.072X2i − 0.007X3i + 0.009X5i − 0.017X7i)

(17)
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Table 2. The IGPR Model Parameters Testing

Model without exposure variable Model with exposure variable

Parameter Estimate Standard
Error

P-value Estimate Standard
Error

P-value

β0 4.758 0.485 7.11 ×
10–9*

0.191 1.028 0.8549

β1 − − − 0.037 0.012 0.0054*

β2 − − − −0.070 0.016 0.0005*

β3 −0.009 0.005 0.0942 −0.008 0.003 0.0213*

β4 − − − − − −
β5 − − − 0.009 0.003 0.0102*

β6 − − − − − −
β7 − − − −0.016 0.004 0.0009*

β8 − − − − − −
τ −1.4164 0.357 0.0008* −2.763 0.442 1.57 ×

10−5 *

Global
deviance

198.48 7.97 ×
10−44 *

176.63 1.76 ×
10−35 *

AIC 204.48 190.63
* Significant at 5% level

Table 3. The NBR Model Parameters Testing

The NBR model with exposure variable

Parameter Estimate Standard Error P-value

β0 0.184 1.018 0.8591

β1 0.038 0.011 0.0046*

β2 −0.072 0.016 0.0004*

β3 −0.007 0.003 0.0516

β4 − − −
β5 0.009 0.003 0.0111*

β6 − − −
β7 −0.017 0.004 0.0007*

β8 − − −
τ −2.839 0.411 5.01 × 10−6*

Global deviance 175.22 3.52 × 10−35 *

AIC 189.22
* Significant at 5% level
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The model in Eq. (15) refers to a simple IGPR model without an exposure variable,
the model in Eq. (16) refers to a modified IGPR model with an exposure variable, and
the model in Eq. (17) refers to the NBR model with an exposure variable.

3.2 Discussion

In this section, we will discuss the results of each model in Eqs. (15), (16), and (17). In
addition to interpretation,wewill also discuss the pattern of relationships between depen-
dent variables and predictor variables and how well these models predict the number of
infant deaths in East Nusa Tenggara.

The significant variable that affects the number of infant deaths (Y) by a simple IGPR
model in Eq. (15) is the percentage of complete neonatal visits (X3). The percentage of
complete neonatal visits (X3) negatively relates to the number of infant deaths. Therefore,
improving complete neonatal visits will reduce the number of infant deaths. Neonatal
visits are an essential means to reduce infant mortality. Through this facility, monitoring
the baby’s health condition can prevent various diseases that might threaten the baby’s
health. However, the field conditions sometimes do not deliver optimal health services,
both in service and community care. Hence, cooperation between the government and
the community is needed to achieve the objectives of this facility.

The significant variables that affect the number of infant deaths (Y ) by a modified
IGPR model in Eq. (16) are the percentage of antenatal care visits by pregnant women
(X1), the percentage of births assisted by healthworkers (X2), the percentage of complete
neonatal visits (X3), the percentage of babies under six months who receive exclusive
breastfeeding (X5), and the percentage of infants who receive vitamin A (X7). Variable
X2 has the most considerable effect and an appropriate relationship with variable Y.
Variables X3 and X7 have negative dependencies with variable Y, while variables X1
and X5 have an inappropriate relationship with variable Y. Births assisted by health
workers (X2) can prevent complications during childbirth as well as provide first aid for
mothers and babies after delivery to reduce infant mortality. Neonatal visits (X3) and
vitamin A for infants (X4) also have an important role in monitoring the baby’s health to
avoid various diseases. A lack of vitamin A can cause preventable blindness in children
and increase the risk of illness and death. The intake of vitamin A from daily food is
still low, so nutritional supplementation in the form of vitamin A capsules is needed.

Although the percentage of antenatal care visits by pregnant women (X1) and the
percentage of babies under six months who receive exclusive breastfeeding (X5) have an
inappropriate relationship with the number of infant deaths (Y ), these two factors must
also be considered.Antenatal care has an important role inmonitoring themother’s health
during pregnancy to prevent complications during childbirth. The goal, of course, is to
minimize the risk of maternal and infant mortality. Moreover, exclusive breastfeeding
plays a role in maintaining the baby’s immune system. Breastfeeding contains colostrum
rich in antibodies and it contains high amounts of protein for endurance. Thus, exclusive
breastfeeding can reduce the risk of death in infants.

The significant variables that affect the number of infant deaths (Y ), as modeled
using the NBR model in Eq. (17), are the percentage of antenatal care visits by pregnant
women (X1), the percentage of births assisted by health workers (X2), the percentage of
babies under six months who receive exclusive breastfeeding (X5), and the percentage
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of infants who receive vitamin A (X7). Variables X2 and X7 have negative dependencies
with variable Y, while variables X1 and X5 have an inappropriate relationship with
variable Y.

Based on Table 2 and Table 3, it was found that the AIC values of the modified IGPR
model and the NBRmodel were almost the same. Furthermore, the mean square of error
(MSE) and the root mean square of error (RMSE) of the modified IGPR model and the
NBR model gave the same results, as shown in Table 4.

Table 4 shows that the RMSE values of the modified IGPR model and the NBR
model are close to the standard deviation of the number of infant deaths in East Nusa
Tenggara, which is reported in Table 1. Thus, the predicted dependents of these empirical
results are relatively close to the observations’ values.

Table 4. The MSE and RMSE of a simple IGPR model, a modified IGPR model, and the NBR
model

A simple IGPR
model

A modified IGPR model The NBR model with an exposure
variable

MSE 790.04 242.02 242.02

RMSE 28.11 15.56 15.56

To support the RMSE results, the comparison between the observed and estimated
values for the models is shown in Fig. 3. The fitting values for the number of infant
deaths (Y ) by a modified IGPR model and the NBR model are better than those of a
simple IGPR model.

Fig. 3. The comparison of (a) a simple IGPRmodel, (b) a modified IGPRmodel, and (c) the NBR
model with exposure variable

The R2 measure is a tool to determine the predictive ability of a linear regression
model. However, the R2 measure is biased when the sample size is small and the number
of covariates in the model is large. Hence, the adjusted R2 is preferable in this study
[30]. Figure 2 shows that the modified IGPR model and the NBR model have higher
R-squared values than the simple IGPR model. Hence, the modified IGPR and the NBR
model have better predictive ability than the simple IGPR model.
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4 Conclusion

The modified IGPR model with an exposure variable is a model for count data with
overdispersion. The exposure variable allows the dependent variable to be interpreted
as a count from the original scale rate. The parameter estimation method employs the
maximum likelihood estimation (MLE) approach. Because the MLE solution is not
closed form, the iterative method, i.e., the Rigby and Stasinopoulos (RS) algorithm, was
applied. The proposed method is applied to real data on the infant mortality rate in East
Nusa Tenggara Province in Indonesia.

The descriptive statistics show that the highest number of infant deaths in 2018
occurred in Timor Tengah Selatan, with 144 cases. The statistical analysis of the number
of infant deaths experienced overdispersion such that the IGPR model plays a role in
overcoming that issue. This study used a simple IGPR model, a modified IGPR model,
and the NBR model with an exposure variable. According to this study’s results, the
modified IGPR model and the NBRmodel with the exposure variable are better than the
simple IGPR model without an exposure variable based on the global deviance and AIC
value.

The modified IGPR model and the NBR model give the same results for predictive
ability. However, there are differences in the significant factors in the model. The sig-
nificant factors obtained from the modified IGPR model that affect infant mortality in
East Nusa Tenggara Province are the percentage of complete basic immunization, the
percentage of low birth weight (LBW), the percentage of babies under six months who
receive exclusive breastfeeding, the percentage of infants who receive vitamin A, and
the percentage of births assisted by health workers in the district.
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Abstract. This study aims to extend the estimating equations based on
the Poisson and logistic regression likelihoods to model the intensity of a
multivariate point process. The proposed approaches result in a frame-
work equivalent to the estimation procedure for generalized linear model.
The estimation is different from the existing methods where repetition
independently with respect to the number of types of point process is
obliged. Our approach does not require repetition and hence could be
computationally faster. We implement our method to analyze the distri-
bution of 9-species of trees in the Barro Colorado Island rainforest with
respect to 11-environmental variables.

Keywords: Logistic regression · Multivariate point pattern · Poisson
regression

1 Introduction

Multivariate point patterns data have been increasing recently in applications.
For examples, Baddeley et al. [1] investigated the spatial patterns of several
types of spines on a dendrite network, while Jun et al. [2] analyzed the effect
of atmospheric variable variations on the formation of rain types in the Pacific
ocean by using satellite imagery data. Recently, Hessellund et al. [3] studied the
arrangement of the locations of multi-type crime events such as robbery, theft,
car robbery, and sexual harassment.

The motivation of this paper comes from a study in ecology where more than
350,000 individual trees from around 300 species are recorded in a 50-hectare
region of the tropical forest of Barro Colorado Island (BCI) in central Panama [4].
Regarding the highly multivariate data, typically, the main questions are how
the high number of tree species continue to coexists and how to understand
their habitats by studying their relation to the environment. To answer such
questions, first, the locations of each of the tree species is regarded as a spatial
point pattern data generated from spatial point process. Second, analysis using
a statistical methodology based on spatial point process has been conducted and
c© Springer Nature Singapore Pte Ltd. 2021
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developed [5–9]. For examples, the dependence structure among trees species was
studied by [7,9,10] while the interaction between each species of tree and the
environmental variables were investigated using estimating functions obtained
from the Poisson or logistic likelihoods [11,12] or its regularized versions [8].

When the main concern is to understand the habitats of M number of species
of trees by assessing their relation to environmental variables, the intensity of
multivariate point process should be modeled and studied. While massive studies
for a single species have been conducted [e.g., 5,8,11,13,14], the methodology
for multivariate point patterns data is unclear except by only repeating the
procedure for single species M times [e.g., 15]. Although there might not be
any theoretical issue, computational problems would arise, especially when the
number of species is large.

This paper extends the use of the estimating equation based on Poisson and
logistic likelihoods for inhomogeneous multivariate point process. The intensity
model is restructured to fit multi-species distribution and is described in terms
of a linear combination of covariates in the form of a matrix. By such a strategy,
the estimation procedure is only conducted once (no repetition is required) and,
therefore, could gain computational efficiency.

The remainder of the paper is organized as follows. Section 2 describes the
methodology, while Sect. 3 details the data description. Results are presented in
Sect. 3.2, and conclusion is provided in Sect. 4.

2 Methodology

2.1 Multivariate Point Processes

The multivariate point pattern data is denoted by x “ {x(1), ...,x(M)}, rep-
resenting the collection of locations of events observed in D which could be
identified by its type x(m),m “ 1, · · · ,M . In our study, x represents the set
consisting of all recorded tree locations while x(m) is the set of tree locations of
species m. The underlying process generating such a point pattern is a multi-
variate point process X in R

2. The multivariate point process can be written by
X “ {X(1), ...,X(M)}, where X(m) is a point process of type m [6]. If each type
of point process X(m) is an inhomogeneous Poisson point process (IPP) with
intensity function λβ , then

E[N(X(m) X A] “
∫
A

λβ (u,m)du, (1)

where N(X(m) XA) is the number of points process of type m located at A Ď D.
The intensity of each process has a log-linear form [5,14,16]

λβ (u,m) “ exp(βJ
(m)Z(u)), u P D, (2)

where Z(u) “ (Z1(u), ..., Zp(u))J is a vector of p spatial covariates such as
the environmental variables depicted by Fig. 1, and β(m) “ (βm1, ..., βmp)J is the
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corresponding regression parameters. One way to assess β(m) is to model each
point process separately and repeat it M times. In this study, we introduce the
multivariate intensity function and estimate all the parameters simultaneously.
The process X is an inhomogeneous multivariate Poisson point process (IMPP)
with log-intensity:

log(Λβ (u)) “ β̄Z(u), (3)

where each component of (3) is⎛
⎜⎜⎜⎝

log(λβ (u, 1))
log(λβ (u, 2)

...
log(λβ (u,M)

⎞
⎟⎟⎟⎠ “

⎛
⎜⎜⎜⎝

β11 β12 . . . β1p

β21 β22 . . . β2p

...
...

. . .
...

βM1 βM2 . . . βMp

⎞
⎟⎟⎟⎠

⎛
⎜⎜⎜⎝

Z1(u)
Z2(u)

...
Zp(u)

⎞
⎟⎟⎟⎠ . (4)

By constructing (4), the parameters β̄ “ (βJ
(1), . . . ,β

J
(M)) can be estimated

simultaneously using the estimating equations based on Poisson and logistic
likelihoods detailed in Sects. 2.2 and 2.3.

2.2 Computational Strategy

Poisson Regression. The log-likelihood function for an IMPP in Poisson
regression is given by

�IMPP(β) “
M∑

m“1

∑
uPx(m)

log(λβ (u,m) −
M∑

m“1

∫
D

λβ (u,m)du, (5)

where λβ (u,m) is given by (2). The log-likelihood function involves integral
which requires numerical approach to evaluate. One could consider the “Berman-
Turner” method [17] by approximating the integral term of (5) such that

∫
D

λβ (u,m)du «
nm+dm∑

j“1

λβ (uj ,m)w(m)
j , (6)

where nm and dm is respectively the number of data and dummy points for
the point pattern of type m and where w is a quadrature weight such that∑

j wj “ |D|. The log-likelihood function (5) then becomes:

�IMPP(β) «
M∑

m“1

⎛
⎝nm∑

j“1

log(λβ (uj ,m)) −
nm+dm∑

j“1

λβ (uj ,m)w(m)
j

⎞
⎠ . (7)

Suppose y
(m)
j “ 1

(
(uj ,m) P x

)
/w

(m)
j , where 1

(
(uj ,m) P x

)
represents an indi-

cator function whether or not (uj ,m) are data points, Eq. (5) writes

�IMPP(β) «
M∑

m“1

⎛
⎝nm+dm∑

j“1

w
(m)
j (y(m)

j log(λβ (uj ,m) − λβ (uj ,m))

⎞
⎠ . (8)
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Equation (8) is formally equivalent to the weighted Poisson regression with
“response variable” yj . To estimate β, we construct (8) in the form of a weighted
least square problem using the second-order Taylor expansion. If the current
parameter estimate is β̃, then the quadratic approximation of the log-likelihood
function (8) is given by

�PR(u;β) « 1
2

M∑
m“1

nm+dm∑
j“1

v
(m)
j

(
y
(m)˚
j − βJ

(m)Z(uj)
)2

, (9)

and the working response is

y
(m)˚
j “ log

(
λ

˜β (uj ,m)
)

+
y
(m)
j − λ

˜β (uj ,m)

λ
˜β (uj ,m)

, (10)

where
v
(m)
j “ w

(m)
j λ

˜β (uj ,m). (11)

We consider iteratively reweighted least squares (IRLS) to solve (9). See
Step 4 in Sect. 2.3 for the details.

Logistic Regression. To have a good approximation on the likelihood function,
Berman-Turner device often requires a high number of dummy points [6,8],
leading to computationally expensive, especially when the number of data points
is already large. One strategy to overcome this issue is to draw random dummy
points d generated from point process D with a known intensity δ(u,m). The
dummy point process D could be Poisson, binomial, or stratified binomial point
process [6,12] and is independent from X. Here we assume δ(u,m) “ δm and
the dummy point pattern is denoted by d “ {d(1),d(2), ...,d(M)},m P M.

By such a strategy, the estimating function results in

�IMPP(β) “
∑

(u,m)Px
log

(
λβ (u,m)

λβ (u,m) + δm

)
+

∑
(u,m)Pd

log
(

δm
λβ (u,m) + δm

)
,

«
M∑

m“1

nm+dm∑
j“1

(
y
(m)
j log(λβ (uj ,m)) − log

(
λβ (uj ,m) + δm

))
. (12)

Equation (12) is equivalent to the logistic regression log-likelihood function with
response variable y

(m)
j “ 1

(
(uj ,m) P x

)
, an offset term − log(δm), and success

probability

p
(
uj ,m

) “ Pr{y(m)
j “ 1} “ λβ (uj ,m)

λβ (uj ,m) + δm
.

The procedure for maximizing (12) follows along similar lines to the one for
maximizing (8). The resulting least squares problem is

�LR(β) «
M∑

m“1

nm+dm∑
j“1

(
v
(m)
j

(
y
(m)˚
j − βJ

(m)Z(uj)
)2

)
, (13)
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where y
(m)˚
j , the working response, is defined by

y
(m)˚
j “ β̃J

(m)Z(uj) +
1

v
(m)
j

(
y
(m)
j −

λ
˜β (uj ,m)

λ
˜β (uj ,m) + δm

)
, (14)

and

v
(m)
j “ p̃(uj ,m)(1 − p̃(uj ,m)); p̃(uj ,m) “ λ

˜β (uj ,m)

λ
˜β (uj ,m) + δm

. (15)

Equations (9) and (13) can be maximized using the ppm function of
the spatstat package [6], where method=’mpl’ is applied for (9) and
method=’logi’ for (13).

2.3 Algorithm

The algorithm to obtain the estimates of β̄ “ (βJ
(1), . . . ,β

J
(M))

J is as follows.

The estimators are denoted by β̂.

Step 1: Employ numerical methods to obtain Poisson (8) and logistic (12) like-
lihoods.

Step 2: Construct the design matrices.

1. Build the response variable:
(a) Poisson Regression: The response variables are y

(m)
j “ 1

(
(uj ,m) P

x
)
/w

(m)
j where 1

(
(uj ,m) P x

)
is indicator function: 1 if uj is a data

point of type m and 0 is a dummy point, and w
(m)
j are the quadrature

weights.
(b) Logistic Regression: The response variables are y

(m)
j “ 1

(
(uj ,m) P x

)
.

2. The extracted covariates are

ZJ(u) “

⎛
⎜⎜⎜⎝

Z1(u1) Z2(u1) . . . Zp(u1)
Z1(u2) Z2(u2) . . . Zp(u2)

...
...

. . .
...

Z1(unm+dm
) Z2(unm+dm

) . . . Zp(unm+dm
)

⎞
⎟⎟⎟⎠ . (16)

Step 3: Both (8) and (12) are approximated by the Taylor expansion resulting
in (9) and (13), where the working response are now written by (10) and (14).

Step 4: Parameter estimation used iteratively re-weighted least squares (IRLS)
for Poisson regression and logistic regression.

1. Choose an initial value β̃(0)

2. For q = 0, 1, 2, ...
(a) Compute the working responses y

(m)˚
j and weights v

(m)
j for the Poisson

regression (see (10) and (11)) and the logistic regression (see (14) and
(15)). The extracted covariates are given by (16).
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(b) Obtain β̃(q+1)

(c) Check to see whether β̂ has converged; if yes, then stop

For the model comparison, we perform Akaike information criteria (AIC)
developed for spatial point process [14] defined by

AIC(β̂) “ −2�(β̂) + 2k, (17)

where �(β̂) is the maximum of the Poisson likelihood (8) or logistic regression
likelihood (12) and k is the size of β̂.

3 Application to the BCI Plots Data

3.1 Data Description

BCI data provides 3,000 species consisting of 350,000 trees surveyed in (D “
1, 000m × 500m). We pay attention and analyze the nine species ranging from
3,000–5,500 individual trees previously studied by Waagepetersen et al. [7] and
Choiruddin et al. [9]. Based on the diversity that occurs, it is suspected that there
is an influence from environmental factors [5]. For example, the distribution of
cappfr Fig. 1(a) tends to be similar of topographic wetness index Fig. 1(s). So
it is of importance to investigate the effect of each environmental factor on the
distribution of each of the species (Sect. 3.2) (Table 1).

Table 1. Name and abundance of species.

Code Species Abundance

cappfr Capparis frondosa 3,112

protpa Protium panamense 3,119

protte Protium tenuifolium 3,091

swars1 Swartzia simplexvar. grandiflora 3,189

swars2 Swartzia simplexvar. ochnacea 3185

psycho Psychotria horizontalis 2,639

hirttr Hirtella triandra 4,552

tet2pa Tetragastris panamensis 4,961

gar2in Garcinia intermedia 5,046

Variables of the environment have been previously measured by environmen-
tal data such as soil conditions and the topography of the location presented
in grid form. We will consider eleven environmental variables as covariates. The
available environmental variables are presented in Fig. 1. Standardization, to
reduce the correlation between environmental variables, is carried out for each
available covariate (the value of the environmental variable is reduced by the
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Fig. 1. Species involved and environmental variables in the analysis. (a) Capparis
frondosa, (b) Protium panamense, (c) Protium tenuifolium, (d) Swartzia simplexvar.
grandiflora, (e) Swartzia simplexvar. ochnacea, (f) Psychotria horizontalis, (g) Hirtella
triandra, (h) Tetragastris panamensis, (i) Garcinia intermedia, (j) convergence index
with direction to the center cell, (k) copper content (mg/kg of soil) in the surface
soil, (l) 5 m resolution elevation model, (m) slope of gradient, (n) potassium content
(mg/kg of soli), (o) mineralization needs for nitrogen after a 30-day incubation period,
(p) phosphorus content (mg/kg of soil), (q) pH content, (r) incoming mean annual
solar radiation, (s) topographic wetness index, (t) Al content in the surface soil.



308 A. Husain and A. Choiruddin

measure of concentration and divided by the standard deviation of the environ-
mental variable).

Furthermore, Poisson and logistic regression were used to determine the effect
of environmental variables on the distribution of species. Both methods have the
same scheme in the estimation process, generating dummy points for estimating.
Akaike Information Criteria (AIC), to find out the best method, is used as a
benchmark. Furthermore, the number of dummy points generated from each
method was investigated. It generated will affect the computing time of both
methods. These two considerations become the material for evaluating the two
methods. The series of analyses are carried out using the ppm function in the
spatstat package. The results are explained in Sects. 3.2 and 3.3.

3.2 Model Comparison

Poisson and logistic regressions provide different scenarios of driving the dummy
points for parameter estimations described in Sect. 2. The comparison of the two
methods based on the Akaike Information Criteria (AIC) value, total dummy
points, and computational time is given in Table 2. The computing is conducted
using Asus X409JB Intel(R) Core(TM) i5-1035G1 CPU @ (1.00 GHz 1.19 GHz)
20.0 GB RAM 1 TB HDD.

Table 2. AIC, dummy points, and computing time each method.

Poisson Logistic

AIC 380,249.6 389,343.2

Dummy points 1,495,208 136,900

Computing time (seconds) 204.12 15.61

The Poisson regression performs slightly better since it produces lower AIC
value. However, the logistic regression only requires 16 s for the computation,
which is 13 times faster than that of Poisson regression-based approach. The
main reason is that the logistic regression uses much less number of dummy
points. By that comparison, we in general recommend the logistic-based app-
roach especially when handling a large number of data points.

3.3 Model Interpretation

Figure 2 shows the resulting parameter estimation. The plotted parameters do
not involve intercepts. The Poisson and logistic regression approaches obtain
similar results with estimates ranging between −0.7 and 0.3. We only interpret
the results obtained from the logistic-based technique.

Based on the significance of the effect of environmental variables on the
distribution of species (asterisk), forty one possible environmental variables did
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not significantly affect the distribution of species. According to Fig. 2, we can
find out what environmental variables are dominantly affecting most species.
As an illustration, the environmental variable (j) topographic wetness index
significantly affects seven types of species in the Barro Colorado Islands. So that
variable (j) dominantly affects the distribution of the seven available species.
Another variable that also significantly affects most species is the variable (l)
five meters resolution elevation model. In another comparison, variable (t) Al
content in the surface soil dominantly does not significantly affect most species
scattered in the Barro Colorado Islands.

By assessing the environmental variable effects, several species share some
habitat similarities. For an example, the species Hirtella triandra (g) and Tetra-
gastris panamensis (h) depend on common environmental factors: copper con-
tent in the surface soil (k), 5 m resolution elevation model (l), slope gradient (m),
potassium content (n), mineralization needs for nitrogen after a 30-daya incu-
bation period (o), and incoming mean annual solar radiation (r), which could
mean a deeper insight that they could be competitive.

Fig. 2. Parameter estimation of two methods. Asterisk (*) symbolizes do not significant
effect of environment variable

After finding an appropriate model and interpreting of each species terms of
environmental variable, one can search similarities and dissimilarities in habitat
preferences of species by comparing the relations between environmental vari-
able and parameters of covariates each species [9,15]. Identification using Fig. 2
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could lead to a subjective conclusion and only based on the number of signifi-
cant covariates. Therefore, we applied hierarchical cluster analysis with complete
linkage clustering method to identify similarity habitat preferences.

Fig. 3. Dendogram of species cluster based on similarities in habitat preference

By Fig. 3, all of selected species can be categorized into three habitats
groups: (i) hirttr, tet2pa and gar2in; (ii) protpa, protte and swars2; and
(iii) cappfr, swars1 and psycho. This is related to the ones previously ana-
lyzed by Jalilian [15] and Choiruddin et al., [9] albeit different approaches are
considered.

4 Conclusion

In this paper, we extend the estimating equations based on Poisson and logistic
regression likelihoods for estimating the intensity of a multivariate point process.
The estimation procedure is conducted simultaneously to gain computational
efficiency.

We compare the Poisson and logistic methods to model the distribution
of nine species of trees observed in the BCI rainforest. We find that Poisson
and logistic procedures obtain similar AIC values (Poisson approach produces
a slightly smaller one) but the logistic approach only requires smaller number
of dummy points leading to gain much cheaper computation. By the logistic
approach, the environmental variables such as the topography wetness index
affect the presence of seven tree species in BCI. In addition, species such as
Hirtella triandra (g) and Tetragastris panamensis (h) are known to have the
same environmental dominant influence on both.

To determine the important covariates, we decide by the statistical Z-test
[6]. This would not be applicable if a large number of covariates is involved, for
example, when interaction among environmental variables are considered. The
regularization methods are developed for the univariate case [e.g. 8,18] to address
a similar issue. Extending this methodology for multivariate point process would
be an interesting direction for future study.
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Abstract. Logistic regression is a popular classification method that has dis-
advantages when it is applied to large data. Truncated Regularized Iteratively
Reweighted Least Square (TR-IRLS) is a method that overcomes this problem.
This method is similar to Support Vector Machine (SVM) because both of them
have similar loss functions and parameters that can adjust the bias and variance.
Both methods were designed with the assumption of balanced data, so that they
are not suitable to be applied on imbalanced data. Bothmethods were developed to
overcome problem on imbalanced data. TR-IRLS was developed into Rare Event
Weighted Logistic Regression (RE-WLR) and SVM was developed into Fuzzy
Support Vector Machine (FSVM). Both RE-WLR and FSVM use weights based
on class differences, so that RE-WLR had better performance than TR-IRLS on
imbalanceddatawhereasFSVMwasbetter thanSVM.Then,Entropy-basedFuzzy
Support Vector Machine (EFSVM) was developed by obtaining weighting values
not only based on class differences, but also based on entropy. EFSVM further
enhanced minority class interest in imbalanced data than SVM and even FSVM.
Therefore, Entropy-based Fuzzy Weighted Logistic Regression (EFWLR) is pro-
posed by adopting the success ofEntropy-basedFuzzyMembership (EF) asweight
on SVM. This study applied EF as weight on Weighted Logistic Regression for
binary classification. Experiments on 20 simulation data and 5 benchmark data
with various rarity schemes validated that the EFWLR outperformed TR-IRLS
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1 Introduction

Logistic regression is a popular and powerful classification method and has several
advantages [1], namely: 1) can provide a probability value, 2) can be used in multiclass
classification, 3) does not require the assumption of a predictor variable, and 4) can solve
the optimization problem without constraints.

Logistic regression does not produce a closed form solution. It takes an iteration
method to get the parameter estimator. One of the iteration methods is Iteratively
Reweighted Least Square (IRLS). IRLS is an elaboration of the Newton-Raphson itera-
tion method.We need Gradient vector and Hessian matrix, which are the first and second
derivatives of the logistic regression likelihood function, respectively. The disadvantage
is that when the observations are large, the Hessian matrix will be large too, so that
the computational process will take a long time [2]. Then, Truncated Regularized Iter-
atively Reweighted Least Square (TR-IRLS) was first proposed by Komarek [3]. The
TR-IRLS algorithm combines ridge logistic regression, IRLS, and truncated newtons to
solve computational problems in large datasets [4].

TR-IRLS is similar with Support Vector Machine (SVM) because they have similar
loss functions [5]. In addition, similarity was found in the parameters that can adjust
the bias and variance [5]. However, both methods are designed with the assumption of
balanced data. In fact, the occurrence of imbalanced data is often encountered.

In binary classification, imbalanced data are events where one class has fewer num-
bers than another class, such as state failure [6], tornado [1], breast and colon cancers
[7], forest covertype [1], underdeveloped village [8], and household poverty [9, 10]. It
causes the minority class observation accuracy to be low. Imbalanced data can be han-
dled using two approaches [11], namely the data level approach and the algorithm level
approach. The algorithm level approach has an advantage over the data level approach,
namely that it does not need to change the data distribution [11].

To accommodate the imbalanced data, TR-IRLS and SVM were developed. Rare
Event Weighted Logistic Regression (RE-WLR) was a development of TR-IRLS pro-
posed by Maalouf and Siddiqi [1]. The RE-WLR combines TR-IRLS, weighting, and
bias correction. The weight on RE-WLR refers to King and Zeng [12], which can pro-
duce more consistent parameters. Bias correction was added to reduce bias due to the
addition of ridge regularization [1]. Fuzzy Support Vector Machine (FSVM) was pro-
posed byLin andWang [13] by adding fuzzymembership to the SVMobjective function.
Observations in the minority class were given a higher fuzzy membership value than
the observations in the majority class. It aimed to increase the interest of observation in
the minority class. So, the accuracy of the minority class could increase [13]. RE-WLR
and FSVM have similar value of weight, which is only based on class differences [1,
13]. Then, Entropy-based Fuzzy Support Vector Machine (EFSVM) was proposed by
Fan et al. [14] to patch the weaknesses of FSVM. Fuzzy membership on EFSVM was
not only based on class differences, but also on the class certainty of each observa-
tion. Class certainty was obtained using entropy introduced by Shannon [15]. By adding
fuzzy membership based on entropy, the decision surface becomes more flexible [14].
Entropy-based fuzzy membership (EF) has succeeded in increasing the accuracy of the
minority class [14].
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By adopting the successful of EF to SVM, we propose a classification method that
combines TR-IRLS, EF, and bias correction. Thismethod is namedEntropy-based Fuzzy
Weighted Logistic Regression (EFWLR). EF guarantees the interests of the minority
class and at the same time, guarantees the interests of observations that have high class
certainty [14]. In addition, truncated newton optimization on the TR-IRLS algorithm
makes EFWLR also suitable when it is applied to large data [4]. Bias correction was
applied to reduce the effect of bias due to the addition of ridge regularization [1] and
imbalanced data [12]. To evaluate the performance of the EFWLR, we tested 20 simu-
lation data and 5 benchmark data. EFWLR performance was compared to TR-IRLS and
RE-WLR based on AUC values.

This paper is structured as follows. Section 2 provides an explanation of TR-IRLS.
Section 3 provides an explanation of Entropy-based FuzzyMembership. Section 4 intro-
duces EFWLR algorithm. Section 5 provides a review of the experimental results of
the comparison of binary classification performance between TR-IRLS, RE-WLR, and
EFWLR. Lastly, concluding remarks are presented in Sect. 6.

2 Truncated Regularized Iteratively Reweighted Least Square
(TR-IRLS)

Let yi is response variabel which has categorical value of 0 as majority class or 1 as
minority class. Then, yi has a Bernoulli distribution with a probability function.

P(yi/πi) = π
yi
i (1 − πi)

1−yi (1)

π i is the probability of the i-th occurrence, i = 1, 2, . . . , n. n is the number of
mutually exclusive observation. In logistic regression [16], π i varies according to the
equation.

πi = e �XT
i
�β

1 + e �XT
i
�β

(2)

�Xi is a vector of size p+1 which is the predictor variable and �β is a parameter vector
of size p + 1. p is the number of predictor variables.

Maximum Likelihood (ML) is one of the parameter estimation methods which is
often used [16]. So, the ln-likelihood function is

ln
(
L
(�β

))
=

∑n

i=1
ln

(
π
yi
i (1 − πi)

1−yi
)

(3)

By substituting Eq. (2) into Eq. (3) and adding ridge regularization
(

λ
2
�β2

)
, we get

ln-likelihood function of regularized logistic regression as follows:

Reg.ln
(
L
(�β

))
=

∑n

i=1

⎛
⎝yiln

⎛
⎝ e �XT

i
�β

1 + e �XT
i
�β

⎞
⎠ + (1 − yi)ln

(
1

1 + e �XT
i
�β

)⎞
⎠ − λ

2
�β2

(4)
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where �β2 =
p∑

i=1
β2i and λ is regularization parameter. The objective is to maximize

the likelihood function on Eq. (4) to get
−→̂
β , which is the estimated value of �β. For

binary logistic regression, a statistical measure called Deviance has the same role as
Sum Square Error (SSE) in linear regression [16].Deviance is obtained by the following
formula:

Deviance = −2ln

(
L

(−→̂
β

))
(5)

Maximizing Eq. (4) with respect to �β results in a solution that is not closed form.
Therefore, numerical method is used [1, 2,17]. One of the numeric iteration methods is
Iteratively Reweighted Least Square (IRLS) which uses the Newton-Raphson method
[4,17]. This iteration method requires a Gradient vector and a Hessian matrix which are
the first and second derivatives of the likelihood function on Eq. (4), respectively. The
Gradient vector is:

G
(�β

)
=

dln
(
L
(�β

))

d �β = XT
(�Y − �π

)
− λ�β (6)

While the Hessian matrix is:

H
(�β

)
=

dln
(
L
(�β

))

d2 �β = −XTVX − λI (7)

where vi = πi(1 − πi), V = diag(v1, v2, . . . , vn), i = 1, 2, . . . , n, n is the number
of observation and I is identity matrix size (p + 1)X (p + 1). Then, the updated Newton-
Raphson iteration for �β on (c + 1)-iteration is:

−→̂
β (c+1) =

−→̂
β (c) + (XTVX + λI)−1XT

(�Y − �π
)

− λ
−→̂
β (c) (8)

Since
−→̂
β (c) = (XTVX + λI)(XTVX + λI)−1

−→̂
β (c), then

−→̂
β (c+1) = (XTVX + λI)(XTVX + λI)−1

−→̂
β (c) + (XTVX + λI)−1XT

(�Y − �π
)

− λ
−→̂
β (c)

= (XTVX + λI)−1XTV �Z(c)
(9)

where z(c) = X
−→̂
β (c) + V−1

(�Y − �π
)
is adjusted response.

The large unit of observation causes the Hessian matrix to be formed to be large too.
This requires a long processing time to compute the inverse of the Hessian matrix [2].
Komarek [3] first introducedTruncatedRegularized IterativelyReweightedLeast Square
(TR-IRLS) in logistic regression to handle large datasets using Truncated Newtons with
linear Conjugate Gradient (CG) to obtain estimates of �β. Truncated Newton is a flexible
and powerful method for optimizing large data [4, 17].
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The TR-IRLS method has two iterations, namely: 1) finding the solution of the
Weighted Least Square (WLS) and stopping it when the relative difference of deviance
statistics [16] of two consecutive iterations does not exceed the specified limit (ε1). The
WLS sub problem is:

(XTVX + λI)
−→̂
β (c+1) = XTV �Z(c)

(10)

2) looking for a solution to the Eq. (10) by the CG method [17, 18] and stopping

the iteration when the residual value, �r = XTV �Z(c) − (XTVX + λI)
−→̂
β (c+1), does not

exceed a predetermined limit (ε2).

3 Entropy-Based Fuzzy Membership (EF)

On the imbalanced data, the minority class is more important than the majority class.
For this reason, the observations of the minority class are given a greater weight than
that of the observations of the majority class [14]. Based on Fan et al. [14], we guarantee
the interest of the minority class observation by giving a weight in the form of the
largest fuzzy membership value, namely 1. The majority class observation will be given
a weight in the form of a fuzzy membership value according to the class certainty. The
class certainty is obtained using entropy.

Entropy is an important measure in information theory that can be used to select an
event from several events that have a probability [15]. On two chances of occurrences,
entropy is written by the following equation:

Hi = −p+i ln(p+i) − p−iln(p−i) (11)

p+i and p−i are the probability of the i-th training observation being the minority
class and the majority class, respectively. The smaller the entropy value is, the higher
the importance of the observation will be. Information of p+i and p−i is based on its k
nearest neighbours. Both probablity are calculated using the following equation:

p+i = num+i

k

p−i = num−i

k
(12)

num+i and num−i are numbers of minority and majority observations in k nearest
neighbours, respectively.
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Next step is to fuzzify majority observations using their entropy. Let H− ={
H−1,H−2, . . . ,H−Nmaj

}
., whereNmaj is the number ofmajority observations.Hmin and

Hmax are theminimumandmaximumvalues ofH−, respectively. Then, the entropy of the
majority class is divided into m subsets. Each subset is given the following constraints:

thrUpl = Hmin + l

m
(Hmax − Hmin)

thrLowl = Hmin + l − 1

m
(Hmax − Hmin), l = 1, 2, . . . ,m. (13)

thrUpl and thrLowl are the upper and lower limits of l-th subset [14].
Finaly, fuzzy membership in each subset is computed by means of:

FMl = 1 − ϕ(l − 1) (14)

Where FMl is the fuzzy membership value of observation on l-th subset and ϕ is
fuzzy membership parameter which has a value of 0 < ϕ ≤ 1

m−1 . The observations in
the same subset have the same fuzzy membership values. This indicates that observa-
tions originating in the same subset have the same class certainty [14]. Then, the fuzzy
membership of training observation is as follows:

wi =

⎧⎪⎪⎨
⎪⎪⎩

1, if yi = 1

FMl, if yi = 0 and �Xiεl − thsubset

(15)

4 Entropy-Based Fuzzy Weighted Logistic Regression (EFWLR)

One of the efforts to overcome the imbalanced data on logistic regression is the provision
of weights [12]. The regularized weighted ln-likelihood function [1] becomes:

Reg. ln
(
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(�β
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=
n∑

i=1

⎛
⎝wi

⎛
⎝yiln

⎛
⎝ e �XT

i
�β
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(16)

Where wi is fuzzy membership based on entropy which is described in Sect. 3.
−→̂
β

is obtained by using truncated newton with conjugate gradient [1,17], as in TR-IRLS
algorithm. The Gradient vector from ln-likelihood on Eq. (16) is:

G
(�β

)
=

dln
(
L
(�β

))

d �β = XTW
(�Y − �π

)
− λ�β (17)
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Where W = diag(w1,w2, . . . ,wn) and the Hessian Matrix is:

H
(�β

)
=

dln
(
L
(�β

))

d2 �β = −XTDX − λI (18)

Where D = diag{v1w1, v2w2, . . . , vnwn}. Then, the WLS sub problem is:

(XTDX + λI)
−→̂
β (c+1) = XTD�Z(c)

(19)

ML estimators may be biased when n is small [19], the regularization is added [1],
or the data are imbalanced [12]. Maalouf and Siddiqi [1] developed the bias vector
described by King and Zeng [12] and Mccullagh [19] as follows:

B
(−→̂

β

)
= (XTDX + λI)−1XTD�ξ (20)

Where ξi = 0, 5Qii
(
(1 + w1)πi

∧ − w1
)
and w1 is weight value of minority class,

which in this research equals to 1. So, ξi = 0, 5Qii
(
2πi
∧ − 1

)
. Meanwhile,Qii is the main

diagonal of the matrix Q [1] as follows:

Q = X(XTDX + λI)−1XT (21)

The bias vector is optimized by truncated newton with conjugate gradient [1]. WLS
sub problem for bias vector is:

(
XTDX + λI

)
B

(−→̂
β

)
= XTD�ξ (22)

Then, the bias corrected parameter [19] is described as follows:

−→̃
β =

−→̂
β − B

(−→̂
β

)
(23)

We present the EFWLR algorithm as algorithms 1 to 4. Similar to RE-WLR [1],
ε1 and maxIRLS were set to 0.01 and 30, respectively, on algorithm 1. ε2 and maxCG,
on algorithm 3 and 4, were set to 0.005 and 200, respectively. m and ϕ, on Algorithm
2, were set to 10 and 0.05, respectivelly, following Fan et al. [14]. The number of k
nearest neighbours was selected from {3, 5, 7, 9, 11}. The regularization parameter, λ,
was selected from

{
10−5, 10−4, 10−3, 10−2, 10−1, 0.5, 0.75, 1, 1.5, 2, 2.5, 3, 4, 5, 10

}
.
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5 Experiments and Results

5.1 EFWLR Performance

We compared performance of EFWLR with TR-IRLS and RE-WLR on 20 simulation
data and 5 benchmark data described in Table 1 to validate the robustness of EFWLR to
imbalanced data. We generated simulation data based on Santosa [10]. The simulation
data consisted of 5 schemes for the number of observations, namely: 1) n = 1, 000, 2)
n = 2, 000, 3) n = 4, 000, 4) n = 8, 000, and 5) n = 16, 000. Each scheme consists of 4
types of minority class percentage (rarity), namely 5%, 10%, 20%, and 40%. They have
2 predictor variables, X1 and X2, which were generated from normal distribution with
mean equal to 0 and variants equal to 1. Then, β1 and β2 are set to 2 and 3, respectively.
We give different β0 values to get 4 types of rarity, namely: 1) β0 = −6.75 for 5%, 2)
β0 = −5 for 10%, 3) β0 = −3.45 for 20%, and 4) β0 = −0.85 for 40%.

Table 1. Simulation and benchmark datasets

Dataset Rarity (%) Observation Minority Majority Predictor

Sim_1000_05 4.6 1,000 46 954 2

Sim_1000_10 10.4 1,000 104 896 2

Sim_1000_20 20.4 1,000 204 796 2

Sim_1000_40 40.4 1,000 404 596 2

Sim_2000_05 4.8 2,000 96 1,904 2

Sim_2000_10 10.25 2,000 205 1,795 2

Sim_2000_20 19.1 2,000 382 1,618 2

Sim_2000_40 40.45 2,000 809 1,191 2

Sim_4000_05 4.7 4,000 189 3,811 2

Sim_4000_10 10.48 4,000 419 3,581 2

Sim_4000_20 19.95 4,000 798 3,202 2

Sim_4000_40 39.95 4,000 1,598 2,402 2

Sim_8000_05 4.76 8,000 381 7,619 2

Sim_8000_10 10.38 8,000 830 7,170 2

Sim_8000_20 20.58 8,000 1,646 6,354 2

Sim_8000_40 40.31 8,000 3,225 4,775 2

Sim_16000_05 4.97 16,000 795 15,250 2

Sim_16000_10 10.32 16,000 1,651 14,349 2

Sim_16000_20 20.22 16,000 3,235 12,765 2

Sim_16000_40 40.83 16,000 6,532 9,468 2

(continued)
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Table 1. (continued)

Dataset Rarity (%) Observation Minority Majority Predictor

Ionosphere 35.9 351 126 225 34

Survival 26.47 306 81 225 3

WBCD 37.26 569 212 357 30

Covertype 4.76 10,500 500 10,000 54

Village 2.69 7,721 208 7513 42

The benchmark datasets are ionosphere, survival, Wisconsin Breast Cancer Diag-
nostik (WBCD), covertype, and village. Ionosphere, survival, and WBCD can be found
on the UCImachine learning repository [20]. Covertype which was used byMaalouf and
Siddiqi is used for prediction of forest covertype from cartographic variable [1]. Village
was used by Sulasih et al. [8]. Village data are used for classifiying underdeveloped
villages in East Java, Indonesia.

Performancewas described byAreaUnderROCCurve (AUC).TheAUC is estimated
by the trapezoidal method [21, 22]. The 5-fold cross validation [5] with stratification
was applied to select the optimal tuning parameters. Specifically in applying RE-WLR,
the training data in each fold were divided into several undersampling schemes to get
the weighing value. The undersampling scheme was carried out by randomly selecting
the majority class observations 1 time, 2 times, 3 times, 5 times, and 8 times the number
of minority class observations for simulation data with rarity of 5% and 10%, as well as
village and covertype data. Randomly selecting the majority class observations 1 time,
2 times, and 3 times the number of minority class observations for simulation data was
carried out with a rarity of 20%. And randomly selecting the majority class observations
as many as the minority class observations for simulation data was carried out with 40%
rarity, ionosphere, survival, and WBCD.

The problem of imbalanced data is the small minority class accuracy or sensitivity.
Based on the simulation data, Fig. 1 shows that the smaller the percentage of theminority
class is, the smaller the sensitivity will be, regardless of the number of samples. EFWLR
has the highest sensitivity on any rarity type. However, the sensitivity at 5% rarity shows
a decreasing pattern with increasing sample size.
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Fig. 1. Sensitivity comparison on simulation data

Table 2 summarizes the result for three methods with the AUC. Bold numbers mean
the best AUC among the three methods. EFWLR is dominant when it is applied to
simulation data. The more balanced the data are, the more TR-IRLS can compete with
RE-WLR and EFWLR. TR-IRLS is better than the other two methods on the ionosphere
andWBCD. This is probably due to the fact that the two datasets are relatively balanced.

5.2 Estimator Comparison

We used simulation data with 5% rarity to compare the estimators obtained by the RE-
WLR and EFWLR. Each dataset was divided into training and testing sets. On training
set, the undersampling scheme was applied. Majority class observations were randomly
selected as many as 8 times the number of minority class observations. This was done
100 times of iterations. The estimators were selected from the model with optimal λ.
For EFWLR, the parameters k, ϕ, and m were defined to be equal to 7, 0.05, and 10,
respectively.



Entropy-Based Fuzzy Weighted Logistic Regression 325

Table 2. Comparison of stratified 5-fold cross validation AUC

Dataset TR-IRLS RE-WLR EFWLR

Sim_1000_05 80.30 80.40 81.30

Sim_1000_10 83.50 83.98 85.60

Sim_1000_20 81.04 80.46 83.90

Sim_1000_40 85.02 85.35 86.19

Sim_2000_05 77.05 76.95 81.05

Sim_2000_10 79.59 79.05 83.86

Sim_2000_20 81.77 81.37 83.75

Sim_2000_40 85.68 85.72 86.65

Sim_4000_05 72.57 74.46 76.72

Sim_4000_10 79.70 79.76 82.34

Sim_4000_20 81.74 81.71 84.24

Sim_4000_40 85.77 85.87 86.76

Sim_8000_05 72.97 73.56 74.84

Sim_8000_10 79.26 79.49 82.20

Sim_8000_20 82.16 82.32 83.91

Sim_8000_40 85.41 85.41 86.02

Sim_16000_05 74.05 77.21 78.33

Sim_16000_10 77.83 77.91 81.44

Sim_16000_20 83.13 83.26 85.40

Sim_16000_40 85.42 85.45 85.94

Ionosphere 85.41 82.90 84.85

Survival 57.12 54.58 58.33

WBCD 96.54 95.87 95.93

Covertype 56.28 55.69 56.73

Village 71.85 72.63 76.09

Table 3 describes estimator comparison of RE-WLR and EFWLR. The numbers in
brackets indicate the standard error, while the numbers without brackets indicate the
means. RE-WLR produces a more efficient estimator than EFWLR. In addition, the
estimator obtained by RE-WLR is also less biased than the one obtained by EFWLR.
However, EFWLR performance is better than RE-WLR. The AUC produced by EFWLR
is more efficient than the one produced by RE-WLR, indicated by the standard error’s
AUC of EFWLR that is smaller than that of RE-WLR. Based on this discussion, if we
are oriented to minority class accuracy, it is better to use EFWLR. However, if we are
oriented towards model interpretation, it is better to use RE-WLR.
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Table 3. Estimator and AUC comparison on simulation data with 5% rarity

Data Method β0 β1 β2 AUC

Sim_1000_05 RE-WLR −6.597
(0.349)

1.775
(0.157)

2.967
(0.289)

71.39
(5.769)

EF-WLR −3.623
(1.266)

1.236
(0.419)

1.970
(0.856)

90.74
(2.326)

Sim_2000_05 RE-WLR −6.893
(1.109)

1.989
(0.427)

3.159
(0.604)

77.90
(1.970)

EF-WLR −5.887
(1.288)

1.963
(0.476)

3.339
(0.786)

87.00
(1.709)

Sim_4000_05 RE-WLR −6.068
(0.374)

1.860
(0.139)

2.602
(0.186)

70.31
(0.672)

EF-WLR −4.619
(0.569)

1.815
(0.219)

2.446
(0.315)

86.26
(0.452)

Sim_8000_05 RE-WLR −6.090
(0.199)

1.772
(0.085)

2.590
(0.125)

70.62
(0.558)

EF-WLR −4.782
(0.412)

1.746
(0.148)

2.573
(0.249)

82.73
(0.297)

Sim_16000_05 RE-WLR −6.679
(0.089)

1.904
(0.048)

3.013
(0.061)

73.64
(0.597)

EF-WLR −5.746
(0.324)

2.008
(0.129)

3.161
(0.196)

82.63
(0.382)

6 Conclusion

The method named EFWLR adopts the success of Entropy-based Fuzzy Membership
(EF) which is applied to SVM. By applying EF to the TR-IRLS algorithm, it increases
the interest of the minority class and the interest of the majority class observation which
has a higher certainty class. Although the EFWLRproduces amore biased estimator than
the RE-WLR, this method produces amore efficient and higher AUC. It is recommended
when we make predictions which are oriented to minority class accuracy, not to model
interpretations. If we make model interpretations, RE-WLR is a better method.

More parameters must be tuned on the EFWLR when it is compared to the RE-
WLR. However, the EFWLR does not need to apply a sampling scheme to determine
the weights. The sampling scheme on RE-WLR can allow for “information loss”.
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Abstract. Dengue fever is a global life-threatening vector-borne disease which
is mainly distributed by the vector Aedes Aegypti mosquito. It is known that the
development and survivorship of this vector depends on surrounding climate. The
dengue outbreak in Kelantan, Malaysia is alarming. The aim of the study was to
compare the fixed effects Negative Binomial GLM and Bayesian Poisson GLMM
in prediction of dengue incidence in Kelantan. The data involved daily number
of reported dengue cases (1st January 2013–31st December 2017) in ten districts
of Kelantan which was collected from Ministry of Health Malaysia. The climate
variables, average daily temperature, relative humidity and rainfall (climatic data)
were obtained from NASA’s Global Climate Change website, while the popula-
tion data were fromDepartment of StatisticsMalaysia. Statistical modeling results
revealed that the fixed effectsNegativeBinomialGLMfailed to fit the daily dengue
incidencewhen serious epidemic occurred. The spatio-temporal Bayesian Poisson
GLMM model improved the prediction of dengue incidence. Relative humidity
at lag 7 days and 21 days and average temperature at lag 21 days were found to
be significant contributing factors of dengue incidence in Kelantan. The findings
of the study are significant to respective local authorities in providing vital infor-
mation for early dengue warning systems in a particular area. This is important
for authorities to monitor and reduce dengue incidence in endemic areas and to
safeguard the community from dengue outbreak.

Keywords: Dengue · Generalized Linear Model · Generalized Linear Mixed
Model · Spatio-Temporal Bayesian Poisson Model · Climate

© Springer Nature Singapore Pte Ltd. 2021
A. Mohamed et al. (Eds.): SCDS 2021, CCIS 1489, pp. 328–340, 2021.
https://doi.org/10.1007/978-981-16-7334-4_24

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-7334-4_24&domain=pdf
https://doi.org/10.1007/978-981-16-7334-4_24


Quantifying the Impact of Climatic Factors on Dengue Incidence 329

1 Introduction and Motivation

The incidence of dengue has grown dramatically around the world in recent decades.
According toCentral forDiseaseControl and Prevention (CDC) [1], dengue has emerged
as a worldwide problem since the 1950s. World Health Organization (WHO) [2] esti-
mated that about half of the world’s population is now at risk. It is believed that the
dengue outbreak is increasing every year. There are approximately 2.5% of worldwide
of annual dengue cases are fatal [1, 2]. Transmission of the dengue virus is likely to
happen in tropical and sub-tropical regions where-by the transmission is influenced by
many factors, including climatic and non-climatic factors [3–7]. Climatic factors are
common factors which have always been studied by many researchers in studying the
widespread of dengue transmission [8–10]. Climatic factors are believed to influence
mosquito biology since Aedes Aegypti mosquito is a climate-sensitive vector.

The Poisson and Negative Binomial fixed effects generalized linear model (GLM)
have been extensively used by previous studies either for cross-sectional count data or
time series data structure [11–17]. The disadvantage arising from cross-sectional model
is that it cannot capture the temporal effect of the data, while, time series model is
unable to allow for the spatial effect to be captured in the data. Thus, the spatial and
temporal effects are important to be put into consideration as these elements are able to
capture the heterogeneity which is due to unobserved confounding factors. In statistical
modeling, the panel data models can allow for both spatial and temporal effects to be
captured in different area through random effects [18, 19]. To allow for such latent effects
and correlation structures, the GLM was extended to generalized linear mixed model
(GLMM) by including spatio-temporal structured random effects in the linear predictor
using hierarchical Bayesian model (HBM) with the assumption that spatial structured
random effects to be a conditional autoregressive (CAR) model. The HBM approach can
allow for unobserved confounding factors in the model and temporal correlation within
area and spatial effect between areas. This HBM approach can model the overdispersion
through spatio-temporal random effects model via Bayesian framework using Markov
Chain Monte Carlo (MCMC) to further enhance the prediction of the model.

The aim of the study is to compare the conventional Negative Binomial General-
ized Linear Model (GLM) and the Bayesian Poisson Generalized Linear Mixed Model
(GLMM) inmodeling dengue incidence inKelantan. This study focused on dengue count
issue as it is one of the major public health problems worldwide includingMalaysia. It is
an epidemic infection disease that hasworsenedwith an increase trendof reported dengue
cases in Kelantan. The paper is organized as follows: Sect. 2 provides a brief discussion
on some related work on spatio-temporal models. The methodology is explained Sect. 3.
Results and discussions are reported in Sect. 4. The paper ends with some concluding
remarks and some recommendations for future study in Sect. 5.
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2 Related Work

Bayesian modelling approaches have been used in many areas of studies including
epidemiological study. In recent years, researchers often implement Bayesian tech-
nique approach in epidemiological studies. Recent works by Phanitchat et al. [20]
applied a Poisson GLMM with MCMC framework for monthly dengue in Khon Kaen
province (Thailand). The random effects model was used in this study to capture the
spatio-temporal correlation. They found that the random effect was able to cater for
overdispersion problem which commonly occurs in conventional Poisson fixed effects
GLM.

Lowe [21] reported that the fixed effects Negative Binomial GLM overestimated
the dengue incidence rates in Amazon region. However, the Negative Binomial GLMM
with MCMC framework produced better predictions of the dengue incidence rates in a
particular area. They concluded that GLMmodel could not capture spatial variability in
dengue incidence rates ofmicroregion of Brazil which tends to have temporal correlation
effects within some areas.

Another similar studyby Ibarra andLowe [22] applied theNegativeBinomialGLMM
with Bayesian MCMC approach in investigating the effect of local climatic factors on
dengue incidence in southern Coastal Ecuador ofMexico. They found that the variability
in dengue transmission in El Oro province can be captured by the random effects model.
Lowe et al. [23] which used similar model found the variability in malaria transmission
can be captured after the addition of random effects in the model. Bayesian Poisson
GLMM modelling also has been applied by Lekdee and Ingrisawang [18] where the
spatial random effects is assumed to be conditional autoregressive (CAR) models with
MCMC inference setting for Northern Thailand spatio-temporal dengue data. This spa-
tial random effect helps in capturing spatial dependence among provinces of Northern
Thailand. In another spatial and temporal study of dengue which involved 76 provinces
of Thailand, in order to account for unobserved heterogeneity, Lowe et al. [24] suggested
the random spatial and temporal structures to be considered into the model so that the
unknown confounding factors are able to be captured.

Based on these previous studies, the local climatic factors were reported to signifi-
cantly influence the incidence of dengue in a particular area. Generalized Linear Mixed
Models has proven to further improved the prediction of dengue incidence by including
the spatial random effects and hierarchical Bayesian method for parameter estimation.
GLMM models could capture the temporal correlation effects within some areas and
spatial effects between the areas.
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3 Methodology

3.1 Fixed Effects Negative Binomial Model

Let us assume the observed number of dengue, yit for a given district, i (I = 1, 2, …, N)
and daily time period, t (t = 1, 2, …T), is assumed to follow Negative Binomial family
distribution and the linear predictor is modelled by known covariates. The fixed effects
Negative Binomial formulation of the dengue model is expressed as follows (Hausman
et al. [25]):

yit ∼ NegBinomial(λit)

log λit = log(Pi) + αi + β0 +
∑

k

βkxit + δt′(t) + εit
(1)

i = 1, 2, ...,N ;
t = 1, 2, ...,T

Where λit is the expected number of dengue for district i in day t, population Pi is
an offset, αi is the fixed effects associated with district i such that αi = edi (where di is
district specific dummies), β0 is the overall intercept, βk is the parameter estimates for
k = 1, 2, .., 15 of each climatic variables for district i in day t, xit (Temp, Humid, Rain,
Temp7,Humid7, Rain7, Temp14,Humid14, Rain14, Temp21,Humid21, Rain21, Temp28,
Humid28, Rain28) and δt′(t) specifies the dummyday at t′(t) (Day1) is set as the reference
level. Note that, district i = 1, 2, .., 10 where Bachok serves as the district reference
level for Kelantan. The fixed effects Negative Binomial of GLM model was developed
using the glm.nb function from MASS package of R open software version 4.1.0. The
analysis used the stepwise model selection which were based on Akaike Information
Criterion (AIC), Bayesian Information Criterion (BIC) and ‘pseudo-R2’(R2

D).

3.2 Development of Random Effects Poisson Generalized Linear Mixed Model
(GLMM) with Bayesian Approach

The Poisson GLMM was developed using Bayesian approach under the proposition of
assumption for spatial random effects to be conditional autoregressive structure (CAR).
Let us assume the observed number of dengue, yit for a given district, i (i = 1,2,…, N)
and daily time period, t (t = 1,2,…T), is assumed to follow Poisson family distribution
and the linear predictor is modelled by known covariates and a vector of random effects.
According to Lee et al. [26] and Rushworth et al. [27], the mathematical formulation of
mixed effects model can be written as follows:

yit ∼ Poisson(λit)
ln(λit) = log(Pi) + θit

θit = α + βkxit + φit

ln(λit) = log(Pi) + α + ∑
k

βkxit + φit + εit

(2)

Where λit is the expected number of dengue in district i in day t, Pi is the offset vari-
able which refers to population size, α denotes the intercept, βk is vector of parameters
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to be estimated for the vector of explanatory variables xit and φit denotes the vector of
latent random effects component of spatio-temporal structure. In this Bayesian method,
the vector of random effects follows a multivariate first order autoregressive time series
processwhere spatial autocorrelation ismodelled to be conditional autoregressive (CAR)
prior by Leroux et al. [28].

The Random Effects Poisson GLMM of Bayesian hierarchical models is fitted using
ST.CARar function from CARBayesST package of R open software. The Bayesian
model were run for 2 200 000MCMC samples with 200, 000 as burn-in and then thinned
by 1000 in order to reduce the autocorrelation of theMarkov chain. This generated about
2000 samples for inference. Unlike fixed effects negative binomial GLM, the selection
model from Random Effects Poisson GLMM with MCMC framework were based on
deviance information criterion (DIC), Watanabe-Akaike Information Criterion (WAIC)
and Log Marginal Prediction Likelihood (LMPL).

3.3 The Data and Variables

Kelantan is one out of 14 states of Malaysia which can be found at 5°15′ North latitude
and 102°0′ East latitude. This state is located at the north-eastern of PeninsularMalaysia.
Kota Bharu is the capital city of Kelantan and the royal capital city of Kelantan is Kubang
Kerian. The estimated total land area of Kelantan is 15, 040 km2 and it is populated by
1.89 million of people as of 2019 [29]. Kelantan experiences a tropical climate, with
temperatures ranging from 21 °C to 32 °C and received intermittent rain throughout the
year [30]. The wet season in Kelantan is during east-coast monsoon season which is
happened between November to March every year. During this season, certain districts
of Kelantan receives heavy rainfall which can caused a big flood. Kelantan is divided
into 10 administrative districts namely, Bachok, Gua Musang, Jeli, Kota Bharu, Kuala
Krai, Machang, Pasir Mas, Pasir Puteh, Tanah Merah and Tumpat. In this study, daily
dengue cases were collected fromVector Borne and Infectious Diseases Sector (VBIDS)
at Ministry of Health (MoH) Malaysia for the ten districts of Kelantan. Meanwhile, the
climatic factors such as the daily average of temperature, relative humidity and the
amount of rainfall were obtained from climate data online (https://power.larc.nasa.gov/
data-access-viewer/) (see Table 1). The data period is between 1st January 2013 to 31st
December 2017. Table 2 shows the summary of total dengue incidences and climatic
factors for 10 districts inKelantan. The highest total dengue incidenceswithin the 5 years
was in Kota Bahru. The range of climatic factors suggest an ideal condition for Aedes
mosquitos to breed and disperse which later lead into an outbreak in the community.
There were nomissing values in the data. In epidemiological studies especially in vector-
borne disease study, the outliers are kept because of the importance to analyse in greater
detail the evolution of the disease over time [31].

https://power.larc.nasa.gov/data-access-viewer/
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Table 1. Data description

Variables Measurement Unit Source

Dengue Number of daily cases Vector Borne and Infectious Diseases Sector
(Ministry of Health Malaysia)

Average Temperature °C NASA climate data online (https://power.larc.
nasa.gov/data-access-viewer/)Rainfall mm

Relative Humidity %

Population Millions Department of Statistics Malaysia

Table 2. Summary of dengue incidences and climatic factors

District Total Dengue
(2013–2017)

Range of
Temperature

Range of Relative
Humidity

Range of Rainfall

Bachok 1856 24 °C–30 °C 70%–90% 0 mm–250 mm

Gua Musang 225 21 °C–27 °C 70%–95% 0 mm–250 mm

Jeli 171 21.3 °C–28 °C 70%–95% 0 mm–250 mm

Kota Bharu 18, 459 24 °C–31 °C 70%–95% 0 mm–250 mm

Kuala Krai 451 22 °C–29 °C 75%–95% 0 mm–250 mm

Machang 626 22 °C–29 °C 70%–95% 0 mm–500 mm

Pasir Mas 1162 24 °C–30 °C 70%–90% 0 mm–300 mm

Pasir Puteh 480 23.4 °C–29 °C 65%–95% 0 mm–400 mm

Tanah Merah 1269 22 °C–29 °C 70%–95% 0 mm–300 mm

Tumpat 2514 24 °C–30 °C 70%–90% 1 mm–300 mm

4 Results and Findings

The Fixed Effects Negative Binomial GLM and Random Effects Bayesian Poisson Gen-
eralized Linear Mixed Models (GLMM) models were developed using all covariates,
followed by several different subsets of covariates including the time lag effect for each
climatic factor. Table 3 summarizes the model comparison between fixed effects Nega-
tive Binomial GLM and Random Effects Bayesian Poisson GLMM. The smaller mean
squared error (MSE) for GLMMmodel revealed that Random Effects Bayesian Poisson
GLMM performed better than both fixed effects Negative Binomial GLM in predicting
the dengue incidence rates in Kelantan.

https://power.larc.nasa.gov/data-access-viewer/
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Table 3. Model comparison

Parameter FE NB GLM RE Bayesian Poisson GLMM

Parameter Estimates Posterior Median 2.5% 97.5%

Intercept −16.7809***
(0.9407)

−9.58 −10.96 −8.26

Temp_lag21 – −0.0591 −0.09 −0.03

Temp_lag28 0.0932***
(0.0230)

– – –

Humid_lag7 – −0.0075 −0.01 −0.00

Humid_lag14 – – – –

Humid_lag21 – −0.0155 −0.02 −0.01

Humid_lag28 0.0132**
(0.0044)

– – –

Tau – 0.2322 0.19 0.27

Rho. S (ρS ) – 0.9157 0.90 0.93

Rho.T (ρT ) – 0.7705 0.74 0.80

Deviance 13000.16 –

R2
D 0.3635 –

AIC 38865.58 –

BIC 41802.86 –

DIC – 33624.88

WAIC – 34371.287

LMPL – −17449.166

Loglikelihood – −14564.566

MSE 2.1258 0.3214

Note: Only significant variables included in the model

The posterior median and 95% credible intervals for parameter estimates of Random
Effects Bayesian Poisson GLMM are shown in Table 4. The Random Effects Bayesian
Poisson GLMM revealed that relative humidity of lag 7 days, average temperature of lag
21 days and relative humidity of lag 21 days were found to be statistically significant on
the emergence of dengue outbreak in Kelantan. All the three significant climatic factors
portrayed anegative relationship towards the emergenceof dengue incidence inKelantan.
It was found that the expected risk of dengue incidence in Kelantan would decrease by
0.7%, 1.5% and 5.7% for every 1% increase in the past 7 and 21 days of relative humidity
and for every 1 °C increase in the past 21 days of average temperature, respectively. The
Geweke diagnostic values reported the model converged as the values fell within ±2.0
as suggested by Lee [32]. The model also revealed the presence of spatial and temporal
autocorrelation among microregions (districts) in Kelantan. The spatial and temporal
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dependence estimated parameters were 0.9157 and 0.7705, respectively. This indicates
that high spatial and temporal autocorrelations were present in the data. By looking at
the values of dependence parameters, it is noticeable that the heterogeneity amongst the
districts of these states is present using GLMM. The model convergence was assessed
by inspecting the stationarity of the trace-plots. Figure 1 shows the trace-plot on the left
side and density plot on the right side for Kelantan.

Table 4. Posterior Median and 95% Credible Intervals of Dengue rate ratio. (Random Effects
Bayesian Poisson GLMM)

Parameter Reduced Model

Posterior Median of Rate Ratio

Median 2.50% 97.5% Geweke Value

Humidity lag 7 days 0.93 0.90 0.98 1.5

Temperature lag 21 days 0.94 0.91 0.97 -0.1

Humidity lag 21 days 0.98 0.97 0.99 -0.3

Rho.s (ρS ) 0.9157 0.90 0.93 0.5

Rho.T (ρT ) 0.7705 0.74 0.80 0.6

Fig. 1. Trace Plot and Density Plot

Figure 2 compares the temporal series of the daily dengue incidence rates of (a) fixed
effects Negative Binomial GLM and (b) Bayesian Poisson GLMM for every district
in Kelantan for a daily study period of 1st January 2013 to 31st December 2017. It
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can be seen that the GLMM with Bayesian framework introduced in the study was
able to successfully capture the spatial and temporal variations in the dengue incidence
rates even at a small scale of area. For instance, the incidence rates of Bachok, Kota
Bharu and Tumpat were best captured by the GLMM compared to fixed effects GLM
(underestimation problem) (see Fig. 2). These were also supported by the spatial map of
the dengue incidence rates. Note that, only spatial map for the year 2017 was displayed
in Fig. 3. Each figure of dengue incidence rates was arranged as (a) observed, (b) fixed
effectsNegativeBinomialGLM, (c) RandomEffects Bayesian PoissonGLMM. It can be
seen that the fixed effects Negative Binomial GLMpredicted the dengue incidence lower
than the actual incidences (underestimation problem). Based on the spatial map of every
district, it was clear that the dengue incidence rates computed from GLMM successfully
captured more variations in dengue incidence rates as compared to the dengue incidence
rates computed from fixed effects Negative Binomial GLM. Thus, GLMM was able to
correctly capture districts with low to very low incidence rates as well as the districts
with extremely high incidence rates. With all of these evidences, it can be justified that
Random Effects Bayesian Poisson GLMM was found to be the best panel count model
in predicting the daily dengue incidence rates for all districts in Kelantan.

Fig. 2. Temporal Series of Observed DIR and Fitted DIR using (a) Fixed Effects Negative
Binomial GLM and (b) Random Effects Bayesian Poisson GLMM
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Fig. 2. continued
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Fig. 3. (a) ObservedDIR (b) Fixed Effects Negative Binomial GLM (c) RandomEffects Bayesian
Poisson GLMM for Kelantan. Categories boundaries are defined by 100, 200, 300, 400 and more
than 400 cases per 100 000 population (2017)

5 Conclusion

The spatio-temporal models can capture both spatial and temporal effects. In modeling
dengue incident in Kelantan districts, the fixed effects Negative Binomial GLM poorly
captured the temporal variability in dengue counts across the districts especially when
there are serious outbreaks. The proposed Random Effects Bayesian Poisson GLMM
model enables the variability of the heterogeneity factors to be captured by allowing the
previous dengue counts trend to be derived in the posterior predictions. The covariates
considered are temperature, humidity and rainfall. The results of analysis confirmed
that the dengue incidence in Kelantan were significantly associate with temperature and
humidity. The Random Effects Bayesian Poisson GLMM introduced in the study had
successfully accounted for the unobserved heterogeneity factors and the variations in
dengue incidence between spatial regions present in the data which was not captured
by the conventional fixed effects Negative Binomial GLM. This study confirmed that
the addition of the spatial random effects into the linear predictor improved the over-all
model fit as confirmed by more accurate spatial estimates of the dengue incidence rates
across districts of Kelantan.
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Abstract. Cancer treatments are expected to improve the quality of life of the
patients. Thus the comparison of the quality of life before and after treatment is
important to be present. Several dimensions are used in measuring the quality
of life, i.e., global quality of life, physical functioning, role functioning, emo-
tional functioning, cognitive functioning, and social functioning.We appliedmeta-
analysis to identify the comparison based on the included study material from
Google Scholar. The duration in measuring the quality of life after treatment is at
least two months. The treatments included in this study are chemotherapy, radio-
therapy, and surgery. There are 12 suitable study materials from 1150 available
articles. The models used are a random-effects model since there exists hetero-
geneity between studies for all variables. In general, the quality of life of patients
after treatment has increased, which is indicated by the negative mean difference
estimation for all variables. However, the improvement of the quality of life in
the dimensions of role functioning and cognitive functioning is not significant.
Meanwhile, in the other four dimensions, the improvement was significant. Thus,
cancer treatments are able to improve the patient’s quality of life in the long term.

Keywords: Cancer · Meta-analysis · Quality of life · Treatment

1 Introduction

Cancer is one of the foremost causes of death in the world [1]. Many cancer treatments
have been developed, including drugs, chemotherapy, radiation, and surgery. In the long
term, it is expected that there will be an improvement in the quality of life of cancer
patients after they go through the treatment. The quality of life of cancer patients can be
measured using the EORTC QLQ-C30 questionnaire [2].

The European Organization for Research and Treatment of Cancer (EORTC) cre-
ated amultidimensional parameter of quality of life in cancer patients using 30 questions
(Quality of Life Questionnaire/QLQ-C30). The dimensions of the quality of life used
include global quality of life, physical functioning, role functioning, emotional func-
tioning, cognitive functioning, and social functioning. Quality of life is measured using
a scale of 1–100. The higher the scale of a dimension indicates the better quality of life
for the corresponding dimension [2].

© Springer Nature Singapore Pte Ltd. 2021
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The previous studies relating to the comparison of the quality of life of cancer patients
before and after treatments have been conducted. The different results arise since there
are several studies showing the quality of life has improved [3–5], and some others show
a deterioration of quality of life [6, 7]. In this study, a meta-analysis has been conducted
on the individual research analysis results to integrate a conclusion. The meta-analysis
was conducted to determine the difference in the quality of life of cancer patients before
and after treatment. The models used are fixed-effects and random-effects models. The
selection of the model is completed based on the results of heterogeneity testing and the
characteristics of the study materials. Publication bias has been identified using funnel
plots and meta-bias testing.

2 Materials and Methods

2.1 Journal Criteria

The inclusion criteria used in this study are described as follows:

• The comparison of quality of life before and after treatment are presented
• The treatment is limited to chemotherapy, radiation, radiotherapy, and surgery
• The type of various cancers are allowed
• The duration of measurement after treatment is at least two months
• The quality of life was measured using the EORTC-QLQ C30 questionnaire.

The exclusion criteria are described as follows:

• The treatment in the form of drugs
• Measurement of post-treatment quality of life is completed in less than two months
• Quality of life measurement using a questionnaire other than EORTC-QLQ C30.

The keywords used in searching the study materials were: “quality of life” AND
patient AND “treatment effect” AND cancer AND pre AND post OR before AND after
AND EORTC AND “QLQ-C30” AND chemotherapy OR radiotherapy OR surgery.

2.2 Search Process

The included studies used are obtained through Google Scholar. Based on the search
for study materials, 1150 articles match the keywords. From 1150 articles, there are 378
articles relevant to the purpose of this study, while the other 772 articles are irrelevant
or did not use the EORTC-QLQ C30 questionnaire. From the 378 articles, 313 articles
discuss one condition only, specifically when suffering from cancer or after undergoing
treatment. Furthermore, from 65 articles, some studies present the differences data only
or do not enclose the standard deviation. So there are 33 articles with complete data.
However, in the 21 articles, some quality of life measurements after treatment were not
presented, and some were less than two months. Thus, the remaining 12 articles met the
specified criteria, with three articles discussing more than one treatment. The flowchart
of the study search process is shown in Fig. 1.
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Database: 1150 articles

Irrelevant title/abstract: 772 

378 articles

Only contain one condition:313  

65 articles

Incomplete data: 32 

33 articles

12 articles

Duration less than two months: 21 

Fig. 1. Search process of Included Study

2.3 Effect Size in Meta-analysis

Meta-analysis is an analysis of individual research results to integrate a conclusion.
Effect size is a quantitative index to summarize the results of studies in meta-analysis.
In this study, the effect size used is the mean difference to find out whether there is a
significant difference in the quality of life of cancer patients before treatment and after
treatment. The mean difference can be obtained using the following formula:

Yi = X 1i − X 2i (1)

where X 1 and X 2 are the mean of the two groups. Given S1 and S2 are the standard
deviation of the two groups, n1 and n2 are the sample sizes, the variance for each group
can be obtained using the following formula [8]:

VYi = S21
n1

+ S22
n2

. (2)

2.4 Fixed-Effects and Random-Effects

In the meta-analysis model, each study will be weighted. In this study, the weight used
for the fixed-effects model is the inverse variance, which can be described as follows:

Wi = 1

VYi
. (3)

where VYi is the variance of the i
th study. The mean effect size estimate (summary effect)

and its variance can be obtained using:

M =
∑k

i=1WiYi
∑k

i=1Wi

,VM = 1
∑k

i=1Wi

. (4)
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From Eq. (4), the standard error of the summary effect is SEM = √
VM . The

calculation for the test statistics of the fixed-effects model is

Z = M

SEM
(5)

In the random-effects model, the parameter τ2 is used to measure the variabil-
ity between studies. The estimation of T2 can be calculated using moment methods
(DerSimonian and Laird).

T 2 = Q − df

C
(6)

where,

Q =
k∑

i=i

WiY
2
i −

(∑k
i=1WiYi

)2

∑k
i=1Wi

, df = k − 1,C =
k∑

i=i

Wi −
∑k

i=1W
2
i

∑k
i=1Wi

The variance of the random-effects model can be obtained using the following
formula:

V ∗
Yi = VYi + T 2 (7)

The value of V ∗
Yi
can be used to estimate the weight, mean effect size, variance effect

size, and test statistics using similar formulas with the fixed-effects model [8, 9].

3 Result

3.1 The Characteristics of Included Studies

There are 12 studies included in the meta-analysis. We found the different results of
the previous studies, which can be found in the forest plot in Fig. 2. Many studies
show the improvement of quality of life after treatment, while the others are contrary.
The improvement of the quality of life is indicated by the negative mean difference
estimated. The characteristics of each study can be found in Table 1.

The included studies are varied in the type of treatment and type of cancer, as shown
in Table 1. These conditions lead us to use the random effect model. In the next section,
the heterogeneity test is provided to confirm the suitable model. We used the included
studies with a duration of more than two months in measuring the quality of life before
and after treatment, as we desire the measurement for the quality of life in the long term.

3.2 Effect Size Estimation

We conducted heterogeneity testing to determine the variation between studies. The
heterogeneity test has been carried out using the Cochran Q test, which is shown in
Table 2.
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Table 1. The characteristics of included studies

Study Location Study N
before/after

Treatment Type of Cancer Duration

Perwitasari [10] Indonesia 38/38 Chemotherapy Cervical, Ovarian,
Nasopharynx

2 months

Wang [6] China 41/41 Chemotherapy Breast 2 months

Bang(a) [11] Korea 46/46 Chemotherapy Varied 3 cycles

Bang(b) [11] Korea 49/49 Chemotherapy Varied 3 cycles

Adamsen [12] Denmark 134/137 Chemotherapy Varied 6 months

Shi(a) [3] Taiwan 57/57 Surgery Breast 12 months

Shi(b) [3] Taiwan 83/83 Modified
radical
mastectomy

Breast 12 months

Bach [13] Jerman 185/185 Retropubic
prostatectomy

Prostate 28 months

Grulke [4] Jerman 38/38 Haematopoietic
stem
cell
transplantation

Varied 12 months

Meraner [14] Austria 21/21 Chemotherapy Ovarian 9 months

Cruzado [15] Spanyol 81/54 Chemotherapy Colon 6 months

Schmid [7] Jerman 32/32 Chemotherapy Breast 3 months

Hompes [16] Inggris 92/33 Surgery Rectal Tumour 12 months

Suwendar(a) [5] Indonesia 32/32 Cisplatin
Chemotherapy

Cervical 3 cycles

Suwendar(b) [5] Indonesia 11/11 Carboplatin
Chemotherapy

Cervical 3 cycles

Table 2. Heterogeneity of Included Study

Variable I2 τ2 Q p-value

Global Quality of Life 88,3% 110,0384 119,54 <0,0001

Physical Functioning 96,0% 181,6790 350,93 <0,0001

Role Functioning 95,9% 304,8254 338,62 <0,0001

Emotional Functioning 95,7% 231,3584 328,79 <0,0001

Cognitive functioning 96,3% 224,5379 382,36 <0,0001

Social functioning 85,6% 76,8513 97,41 <0,0001
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Table 2 shows that all variables comprise high heterogeneity between studies, which
is indicated by the I2 value of more than 76%. The p-value for all variables are less than
0.01, with α = 0.05, the null hypothesis is rejected. Thus the study materials used have
significant heterogeneity of effect size for all variables.

In the meta-analysis, a forest plot is used to show the mean difference graphically
and the weights for each study.

Fig. 2. Forest Plot of (a) global quality of life, (b) physical functioning, (c) role functioning, (d)
emotional functioning, (e) cognitive functioning, and (f) social functioning
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Fig. 2. continued

The forest plot in Fig. 2 shows that there is a difference in weight for each study
material. The largest square plot indicates the largest study weight. The largest weights
for the fixed-effects and random-effects models are in the same study. However, in the
random-effects model, the weights of each study are relatively more homogeneous than
the weights in the fixed-effects model. In variable global quality of life, physical func-
tioning, cognitive functioning, and social functioning, the study material with the largest
weight is Bach [13]. For the variables of role functioning and emotional functioning, the
study from Shi [3] and Bach [13] has the largest weight compared to other studies.
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Table 3. Effect Size Estimation

Variable Fixed-Effects Random-Effects

MD SE p-value MD SE p-value

Global Quality of Life −4,24 0,97 <0,0001 −6,08 2,96 0,0399

Physical Functioning −6,44 0,67 <0,0001 −7,48 3,65 0,0405

Role Functioning −12,77 0,88 <0,0001 −7,61 4,75 0,1092

Emotional Functioning −17,61 0,81 <0,0001 −13,70 4,09 0,0008

Cognitive functioning −8,88 0,73 <0,0001 −6,89 3,99 0,0843

Social functioning −5,28 0,90 <0,0001 −7,01 2,55 0,0060

Table 3 shows that all variables show a significant improvement in the quality of
life of cancer patients after treatment in the fixed-effects models. While in the random-
effectsmodel, the significant variables are the global quality of life, physical functioning,
emotional functioning, and social functioning. All models used present an improvement
in quality of life, which is indicated by a negative mean difference estimated. In other
words, the quality of life after treatment was higher compared to the quality of life before
treatment.

3.3 Publication Bias Analysis

We used bias publication analysis to determine the existence of bias in the included
studies. Publication bias exists when only significant research is published. So that all
selected study results will show a significance that may be higher than the actual signif-
icance. We use Begg’s funnel plot or Egger’s plot to display the presence of publication
bias graphically. Statistical tests for publication bias are based on the fact that studies
with small sample sizes are more susceptible to publication bias. When estimates from
all studies are plotted against their variances, a symmetrical funnel is produced when
there is no publication bias. The studywith publication bias will result in a skewed asym-
metric funnel plot. In this study, identification of publication bias has been completed
using funnel plots and meta-bias testing. The funnel plot for all variables can be shown
in Fig. 3.

Figure 3 shows that the funnel plots for the global quality of life, physical functioning,
and social functioningvariables are symmetrical.However, identificationbasedon funnel
plots is subjective. Thus, a meta-bias test is carried out with the null hypothesis that there
is no publication bias in the included studies. Table 4 shows the results of meta-bias
testing for all variables. The null hypothesis failed to be rejected for all variables. Thus,
there is no publication bias on all the variables used in the study material.
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Fig. 3. Funnel plot of Each Variable

Table 4. Testing for Meta Bias

Variabel bias SE bias t-value p-value

Global Quality of Life −2,5994 2,2354 −1,16 0,2658

Physical Functioning −0,9120 2,6374 −0,35 0,7350

Role Functioning 2,6048 2,4147 1,08 0,3003

Emotional Functioning 4,1668 2,9993 1,39 0,1881

Cognitive functioning 2,1934 3,6882 0,59 0,5623

Social functioning −1,6821 1,6813 −1,00 0,3353

4 Discussion and Conclusion

Themodels used for all variables are the random-effects model. This selection was based
on the heterogeneity test results, which showed high heterogeneity in all variables. In
addition, the variation in the type of cancer and treatment also indicates that the random-
effects model is more appropriate to be used. In general, patients’ quality of life after
treatment (more than twomonths) has improved. It is indicated by the negative estimated
mean difference for all variables. However, the improvement in quality of life in role
function and cognitive functionwas not significant.Meanwhile, in the other four aspects,
the improvement was significant. The results of the analysis based on the funnel plots
show that the funnel tends to be symmetrical. Testing the significance of publication bias
also indicates that there is no publication bias in the included study.
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Abstract. The purpose of this study is to propose a new hybrid of space-time
models by combining the time series regression (TSR), multivariate generalized
space-time autoregressive (MGSTAR), and machine learning (ML) to forecast air
pollution data in the city of Surabaya. The TSR model is used to capture linear
patterns of data, especially trends and double seasonal. The MGSTAR model is
employed to capture the relationship between locations, and theMLmodel is used
to capture nonlinear patterns from the data. There are threeMLmodels used in this
study, namely feed-forward neural network (FFNN), deep learning neural network
(DLNN), and long short-termmemory (LSTM). So that there are three hybridmod-
els used in this study, namely TSR-MGSTAR-FFNN, TSR-MGSTAR-DLNN, and
TSR-MGSTAR-LSTM. The hybrid models will be used to forecast air pollution
data consisting of CO, PM10, and NO2 at three locations in Surabaya simulta-
neously. Then, the performance of these three-combined hybrid models will be
compared with the individual model of TSR andMGSTAR, two-combined hybrid
models of MGSTAR-FFNN, MGSTAR-DLNN, MGSTAR-LSTM, and hybrid
TSR-MGSTAR models based on the RMSE and sMAPE values in the out-of-
sample data. Based on the smallest RMSE and sMAPE values, the analysis results
show that the best model for forecasting CO is MGSTAR, forecasting PM10 is
hybrid TSR-MGSTAR, and forecasting NO2 is hybrid TSR-MGSTAR-FFNN. In
general, the hybrid model has better accuracy than the individual models. This
result is in line with the results of the M3 and M4 forecasting competition.

Keywords: Air pollution · Forecast · Hybrid · Machine learning · Space-time

1 Introduction

Air pollution has a destructive impact on human life [1]. In tackling the adverse effects
of air pollution, it is possible to forecast the concentration of air pollution as a preventive
measure. This air pollution data has several air pollutant parameters such as CO, NO2,
andPM10. Eachof these air pollutant variables affects the concentration of other variables
[2]. Moreover, it is also influenced by pollutant variables in other locations in the region

© Springer Nature Singapore Pte Ltd. 2021
A. Mohamed et al. (Eds.): SCDS 2021, CCIS 1489, pp. 351–365, 2021.
https://doi.org/10.1007/978-981-16-7334-4_26

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-7334-4_26&domain=pdf
https://doi.org/10.1007/978-981-16-7334-4_26


352 H. Prabowo et al.

[3]. So, the forecasting that will be carried out needs to consider the influence of other
variables in the same and other locations.

In time-series analysis, forecasting that considers the location is called space-
time data forecasting. Several methods are often used in forecasting space-time data,
i.e., Space-Time Autoregressive (STAR) and Generalized Space-Time Autoregressive
(GSTAR) [4, 5]. These methods have several disadvantages. They cannot be used to
forecast space-time data that has more than one variable in each location. In reality,
it is often found that space-time data has more than one variable in each location that
influences each other, such as air pollution data. Thus, Suhartono et al. developed the
Multivariate Generalized Space-Time Autoregressive (MGSTAR) model [6].

In some cases, the time-series data does not only have linear or nonlinear patterns. It is
often found that data with a combination of linear and nonlinear patterns have a location
effect, so it is necessary to build a model based on a combination of several models to
overcome such issues [7]. Nonlinearmodels that are often used in the formation of hybrid
models for data forecasting are machine learning (ML) models such as feed-forward
neural network (FFNN), deep learning neural network (DLNN), and long short-term
memory (LSTM) [8–10]. This combined model is called the hybrid model. This hybrid
model tends to increase the accuracy of individual models [11].

In this research, a hybrid space-time model is proposed by combining the TSR,
MGSTAR, and ML models. The TSR model captures linear patterns from air pollution
data, especially trend and double seasonal patterns. The MGSTAR is used to capture the
effect of location on air pollution data. The ML model is employed to capture nonlinear
patterns from air pollution data. This air pollution data consists of three variables: CO,
NO2, and PM10 at three SUF stations (locations) in Surabaya.

Several previous studies have conducted space-time data forecasting using a hybrid
model. Suhartono et al. forecast space-time data with exogenous variables using VARX,
GSTARX, and hybrid GSTARX-NN [12]. Pusporani et al. used the hybrid MGSTAR-
ANN model to forecast air pollution data [13]. Then Laily et al. compared the perfor-
mance of the individual MGSTAR model with the hybrid MGSTAR-RNN model [14].
Moreover, another study using a hybrid model for forecasting space-time data has also
been carried out by Prastyo et al. [15] and Suhartono et al. [16]. In general, several pre-
vious studies have shown that hybrid models tend to increase the accuracy of individual
models in forecasting space-time data.

The rest of the paper is organized as follows: Sect. 2 reviews the methodology, i.e.,
TSR, MGSTAR, FFNN, DLNN, LSTM, and hybrid model; Sect. 3 presents the dataset
and methodology; Sect. 4 presents the results and discussion; and Sect. 5 presents the
conclusion from this study.

2 Methods

2.1 Time Series Regression

Time series regression (TSR) is one of the time series models used to predict data with
a linear pattern [17]. In the model of TSR, there are predictor variables that affect the
response variable. The predictor variable can be metric or non-metric, for example the
dummy variables were employed as predictors [18]. Equation (1) is a multiplicative TSR
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model with trend and two seasonal elements, the daily seasonal (for half-hour data) and
weekly seasonal (seven days).

Zt = β0 + β1t + β2H1tM1t + ... + β49H48tM1t + ... + β336H47tM7t + εt, (1)

where εt is an error that satisfies the assumptions of identical, independent, and
normally distributed, t is trend component, Hit is a dummy variable for half-hour data (
i on a day with i = 1,2, … ,48), while Mmt is a dummy variable for the day (m in one
week with m = 1,2, … ,7).

2.2 Multivariate Generalized Space-Time Autoregressive

The multivariate generalized space-time autoregressive (MGSTAR) model is a develop-
ment of the GSTAR and VAR models introduced by Suhartono et al. [6]. This model
can be used for space-time data forecasting involving more than one variable at each
location. For example, the MGSTAR model, involving two variables in three locations
with the time and spatial order of one, is shown by Eq. (2).

Zt = �0Zt−1 + �∗
0Zt−1 + �1WZt−1 + �∗

1WZt−1 + at, (2)

where�0 is a parameter that describes the lag relationship between the same variable
and the same location, �∗

0 is a parameter that describes the lag relationship between dif-
ferent variables at the same location, �1 is a parameter that explains the lag relationship
between the same variable at different locations, �∗

1 is a parameter that describes the
lag relationship between different variables at different locations, and W is the weight
of the spatial location.

There are two types of location weights used in this study, i.e., uniform weights
and inverse distance weights. Uniform weight assumes that the locations used have
homogeneous characteristics and have the same distance between locations indicated by
Eq. (3). The inverse weight of the distance is calculated based on the actual distance for
each observation location, and then the distance obtained is inversely shown by Eq. (4).

W =
⎡
⎣

0 0.5 0.5
0.5 0 0.5
0.5 0.5 0

⎤
⎦. (3)

W =
⎡
⎣

0 0.497 0.503
0.535 0 0.465
0.537 0.463 0

⎤
⎦ (4)

2.3 Neural Network

One of the machine learning models often used in forecasting time-series data with
nonlinear patterns is a neural network (NN). There are many architecture models in NN.
The most widely used architecture is the feed-forward neural network (FFNN). In the
FFNN structure, there are several layers, namely an input layer, a hidden layer, and an
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output layer [19]. There is an activation function in the hidden layer and the output layer
to capture nonlinear patterns [19]. In the FFNN model, an architecture with more than
one hidden layer is often called deep learning neural network (DLNN) [8]. The equation
for the FFNN architecture with p input variables and q neurons in the hidden layer is
shown in Eq. (5).

Ẑ(t) = f o

⎡
⎣

q∑
j=1

[
wo
j f

h
j

( p∑
i=1

wh
jiXi(t) + bhj

)
+ bo

]⎤
⎦, (5)

where wo
j , b

o are the parameters of the FFNN model at the output layer; wh
ji, b

h
j are

the parameter of the FFNN model in the hidden layer; f o is the activation function at
the output layer; and f hj is the activation function in the hidden layer.

2.4 Long-Short Term Memory

Long short-term memory (LSTM) is a development of the recurrent neural network
(RNN) method because there are many weaknesses in the RNN method, i.e., long-term
lags cannot be accessed in architecture [20]. In addition, LSTM can solve the vanishing
gradient problem in RNN [10]. As a result of this vanishing gradient, the information
contained in the previous time interval will be reduced or forgotten because of the smaller
weight on the information. This results in the loss of information in the previous time
interval.

The structure of the LSTM architecture consists of several layers, namely the input
layer, the recurrence hidden layer, and the output layer [21]. The difference with FFNN
or DLNN is that the input used in LSTM is not only predictor variables but also hidden
layer values at the time (t-1). In LSTM, the neurons in the hidden layer are calledmemory
cells. An LSTM cell consists of four gates: the input gate, the input modulation gate, the
forget gate, and the output gate, as shown in Fig. 1 [20].

Fig. 1. LSTM cell structure

Figure 1 is the structure of the LSTM cell from which the formulation can be written
in Eq. (6) to Eq. (11).
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Forget Gate:

Ft = σ(wf ,hht−1 +
p∑

i=1

wf ,xiXi(t) + bf ), (6)

Input Gate and Input Modulation Gate:

Ĉt = tanh(wc,hht−1 +
p∑

i=1

wc,xiXi(t) + bc), (7)

Ut = σ(wu,hht−1 +
p∑

i=1

wu,xiXi(t) + bu), (8)

Ct = FtCt−1 + UtĈt, (9)

Output Gate:

Ot = σ(wo,hht−1 +
p∑

i=1

wo,xiXi(t) + bo), (10)

ht = Ot tanh(Ct), (11)

wherewf ,h,wf ,xi, bf ,wc,h,wc,xi, bc,wu,h,wu,xi, bu,wo,h,wo,xi, bo are the parameters
of the LSTM model; ht is the value of the hidden state; σ(.) is the sigmoid activation
function; tanh(.) is the tanh activation function; and p is the number of input variables.

2.5 Hybrid Model

The hybrid model is a combination of two or more models in one function [7, 22].
This hybrid model can help overcome the complex structure of data by capturing linear
and nonlinear patterns of time series data simultaneously [23] so that the hybrid model
can improve forecast accuracy. The general equation of the hybrid model is shown in
Eq. (12).

Ẑt = L̂t + N̂t, (12)

where Lt is the forecast of the linear component, Nt is the forecast of the nonlinear
component, and Ẑt is the forecast result of the hybrid model.

This research will combine TSR, MGSTAR, and ML models to forecast space-time
data involving more than one variable in each location. The hybrid space-time modeling
is carried out in two stages. In the first stage, the data will be modeled using the TSR
model to capture linear patterns, namely trends and double seasonality in the data.
Furthermore, the residuals from the modeling in the first stage will be modeled using the
ML model. There are three types of ML models used, i.e., FFNN, DLNN, and LSTM.
The input to the ML modeling in the second stage is based on the MGSTAR model. So,
it can capture nonlinear patterns and dependencies between locations in the data. The
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results of the forecasts in the first and second stages will be added together to obtain
the results of the hybrid model predictions. Figure 2, Fig. 3, and Fig. 4 are examples of
the process of forming the TSR-MGSTAR-FFNN, TSR-MGSTAR-DLNN, and TSR-
MGSTAR-LSTM models involving two variables at three locations with the time and
spatial order being one.

Fig. 2. Flowchart of the Hybrid TSR-MGSTAR-FFNN Model

Fig. 3. Flowchart of the Hybrid TSR-MGSTAR-DLNN Model
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Fig. 4. Flowchart of the Hybrid TSR-MGSTAR-LSTM Model

In general, the difference between each hybrid model is the architecture of the ML
model in the second stage. The output of this hybrid model is a vector that produces
forecasts of all variables and locations simultaneously at time t. Based on Fig. 2, 3 and
Fig. 4, the input used in the first stage is a dummy variable while the input at time t in
the second stage is explained as follows:

N1
1,t−1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

N1
1,t−1
0

0

0

0

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

, . . . . ,N2
3,t−1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0

0

0

0

0

N2
3,t−1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

,N1#
1,t−1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0

0

0

N1
1,t−1
0

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

, . . . ,N2#
3,t−1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0

0

N2
3,t−1
0

0

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

F1
1,t−1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

w12N 1
2,t−1 + w13N 1

3,t−1
0
0
0
0
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

, . . . ,F2
3,t−1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0
0
0
0
0

w13N 2
1,t−1 + w23N 2

2,t−1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

,

F1#
1,t−1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0
0
0

w12N 1
2,t−1 + w13N 1

3,t−1
0
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

, . . . ,F2#
3,t−1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0
0

w13N 2
1,t−1 + w23N 2

2,t−1
0
0
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

,

where Nk
i,t is the residual of the TSR model in the

first stage; N1
1,t−1,N

1
2,t−1, . . . ,N

2
3,t−1 show the lag relationship of the same variable
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at the same location, N1#
1,t−1,N

1#
2,t−1, . . . ,N

2#
3,t−1 explain the lag relationship of different

variables at the same location; F1
1,t−1,F

1
2,t−1, . . . ,F

2
3,t−1 show the lag relationship of

the same variable at different locations; and F1#
1,t−1,F

1#
2,t−1, . . . ,F

2#
3,t−1 explain the lag

relationship of different variables at different locations.

3 Dataset and Methodology

The data used in this study is air pollution data at three SUF stations located in three
locations in the city of Surabaya, as shown in Fig. 5. Three air pollution variables are
measured from each location, i.e., CO, NO2, and PM10. So, there are nine observational
time series in the study. Air pollution data is recorded every half hour. There is a missing
value in the air pollution data in this study, as shownby the time series plot in Fig. 6. Then,
imputation is carried out using the median every half hour and every day to overcome the
missing value. The data used starts from January 1, 2018, at 00:30 to March 31, 2018, at
00:00. Data from January 1, 2018, to March 24 becomes in-sample data, and data from
March 25 to 31, 2018 becomes out-of-sample data. In-sample data is used for training
in the modeling, while out-of-sample data is used to validate and select the best model.

Fig. 5. SUF Station Location
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Fig. 6. Time Series Plot of CO at SUF 1 (a), CO at SUF 6 (b), CO at SUF 7 (c), NO2 at SUF 1
(d), NO2 at SUF 6 (e), NO2 at SUF 7 (f), PM10 at SUF 1 (g), PM10 at SUF 6 (h), and PM10 at
SUF 7 (i)

The selection of the best model is based on the error of the forecast results. The
criteria used in this study are Root Mean Square Error (RMSE) and symmetric Mean
Absolute Percentage Error (sMAPE) on out-of-sample data. Equation (13) and Eq. (14)
are the formulas of RMSE and sMAPE, respectively [11, 24].

RMSE =
√√√√1

L

L∑
l=1

(Zn+l − Ẑn(l))2, (13)

sMAPE =
⎛
⎝1

L

L∑
l=1

2
∣∣∣Zn+l − Ẑn(l)

∣∣∣
(|Zn+l | +

∣∣∣Ẑn(l)
∣∣∣)

⎞
⎠ × 100%, (14)

where L is the number of out-of-sample data, Zn+l is out-of-sample actual data, and
Ẑn(l) is out-of-sample forecast data.
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4 Result and Discussion

The results of identifying data patterns based on plot intervals in Fig. 7 show that the
data tends to have a double seasonal pattern. The concentration of air pollution every
day tends to be high at the time of departure, which is around 08:00, and returning from
work at 19:00. Moreover, the concentration of air pollution tends to be low on weekends,
especially on Sundays.

Modeling on air pollution data in this study will use several individual models and
hybrid models. The first individual model used is the TSR model. This TSR modeling
uses predictor variables in the form of trend variables and double seasonal dummy
variables, namely daily and weekly seasonality. Besides being used as an individual
model, the TSR model is also used as a first-stage model in hybrid modeling to capture
the trend and double seasonal patterns.

Another individual model used is the space-time model, namely the MGSTAR
model. The identification results show that there is an effect of lag 1, lag 48, and lag
336. So several alternative models are tried in this study based on the identification
results, i.e., MGSTAR(11), MGSTAR([48]1), MGSTAR([336]1), MGSTAR([1,48]1),
MGSTAR([1,336]1), MGSTAR([48,336]1), and MGSTAR([1,48,336]1). In this study,
two types of spatial weights will be used, i.e., uniform weights and inverse dis-
tance weights. The best model obtained from several alternative MGSTAR models
is the MGSTAR([48,336]1) model with inverse distance weight based on RMSE and
sMAPE values in out-of-sample data. Furthermore, the individual modeling uses the
ML model, i.e., MGSTAR-FFNN, MGSTAR-DLNN, and MGSTAR-LSTM, based on
the MGSTAR model ([48,336]1) so that the input used in the ML model is based on the
MGSTAR([48,336]1) model.

Hybrid space-time modeling is done by modeling the residuals from the TSRmodel.
It is the second stage of hybrid modeling. Then, the forecast results in this second
stage will be added to the TSR model forecast results in the first stage and produce
the hybrid model forecast results. In the hybrid linear TSR-MGSTAR modeling, the
residuals from the TSR model will be modeled using the MGSTAR model. From the
identification results, the bestMGSTARmodel isMGSTAR([48]1) with inverse distance
weight. Then, the hybrid nonlinear TSR-MGSTAR-ML model, i.e., TSR-MGSTAR-
FFNN, TSR-MGSTAR-DLNN, and TSR-MGSTAR-LSTM, was developed based on
the MGSTAR([48]1) model. So, the input used in the MGSTAR-FFNN, MGSTAR-
DLNN, and MGSTAR-LSTM models in modeling the residual TSR model is based on
the MGSTAR([48]1) model.
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Fig. 7. Interval Plot of CO at SUF 1 (a), CO at SUF 6 (b), CO at SUF 7 (c), NO2 at SUF 1 (d),
NO2 at SUF 6 (e), NO2 at SUF 7 (f), PM10 at SUF 1 (g), PM10 at SUF 6 (h), and PM10 at SUF
7 (i)

In theMGSTAR-FFNNmodeling, one hidden layerwas used, and one to five neurons
were tested in the hidden layer. Moreover, two hidden layers are used in the MGSTAR-
DLNN model. The activation function used in the MGSTAR-FFNN and MGSTAR-
DLNN hidden layer models is the tanh. The tanh activation function is used to capture
nonlinear patterns in time series data using the FFNN and DLNN models [25]. Then in
theMGSTAR-LSTMmodel, one recurrent hidden layerwas used, and one to five neurons
were tried. We tried several different numbers of neurons in theMLmodel because there
was no evidence that a particular number of neurons yielded the best forecast accuracy.
The selection of the optimum neuron in each ML model is based on the smallest RMSE
and sMAPE values in the out-of-sample data. Figure 8 (a) shows the best architecture for
the hybrid TSR-MGSTAR-FFNN model with four neurons in the hidden layer. Figure 8
(b) shows the best architecture for the hybrid TSR-MGSTAR-DLNN model with four
neurons in the first hidden layer and five neurons in the second hidden layer. Figure 8
(c) shows the best architecture of the hybrid TSR-MGSTAR-LSTM model with four
neurons in the hidden layer.

The comparison between actual data and forecast results for each air pollution vari-
able in out-of-sample data for each method is shown by sMAPE and RMSE in Table 1.
Based on Table 1 using RMSE and sMAPE on out-of-sample data, it can be seen that
the best model for each parameter of air pollution in the city of Surabaya is different.
In the CO variable, the best model obtained is MGSTAR. Then on the NO2 variable,
the best model obtained is hybrid TSR-MGSTAR, and the best model for the PM10 air
pollution variable is hybrid TSR-MGSTAR-FFNN. The best models obtained for each
of these air pollution variables are different.
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(a) (b)

(c) 

Fig. 8. BestMGSTAR-FFNNArchitecture (a), BestMGSTAR-DLNNArchitecture (b), and Best
MGSTAR-LSTM Architectures (c) in TSR Residual Modeling

Furthermore, the RMSE and sMAPE ratio values to the TSR model as the simplest
model is shown in Table 2. It can be seen that the MGSTAR model is only able to
reduce the RMSE and sMAPE values from the TSR model in the CO variable. Then,
the hybrid TSR-MGSTAR can derive RMSE and sMAPE from the TSR model for
all air pollution variables. Meanwhile, the hybrid TSR-MGSTAR-ML model, namely
TSR-MGSTAR-FFNN,TSR-MGSTAR-DLNN, andTSR-MGSTAR-LSTM, can reduce
RMSE and sMAPE from the TSR model for NO2 and PM10 variables. In general, the
hybrid model can improve the accuracy of individual models. It is in line with one of the
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M3 and M4 competition conclusions., the hybrid model tends to increase the forecast
accuracy of individual models [11, 26]. From the RMSE and sMAPE ratio values, it
can also be seen that the hybrid TSR-MGSTAR model is the best model to forecast air
quality in the city of Surabaya simultaneously.

Table 1. Average Value of RMSE and sMAPE in Out-of-Sample Data

Method RMSE sMAPE

CO NO2 PM10 CO NO2 PM10

TSR 0.796 17.656 37.527 0.618 0.413 0.546

MGSTAR 0.660 18.101 37.607 0.549 0.421 0.555

MGSTAR-FFNN 0.866 19.095 39.019 1.114 0.424 0.565

MGSTAR-DLNN 0.793 18.894 38.223 1.074 0.429 0.558

MGSTAR-LSTM 0.742 19.842 39.090 1.012 0.442 0.576

TSR-MGSTAR 0.787 17.396 37.304 0.604 0.406 0.552

TSR-MGSTAR-FFNN 0.811 17.500 36.857 0.624 0.410 0.535

TSR-MGSTAR-DLNN 0.811 17.517 36.873 0.658 0.410 0.536

TSR-MGSTAR-LSTM 0.876 17.471 36.978 0.672 0.410 0.538

Table 2. RMSE Ratio and sMAPE Ratio Value to TSR Model in Out-of-Sample Data

Method RMSE Ratio sMAPE Ratio

CO NO2 PM10 CO NO2 PM10

MGSTAR 0.829 1.025 1.002 0.887 1.019 1.015

MGSTAR-FFNN 1.087 1.082 1.040 1.802 1.028 1.034

MGSTAR-DLNN 0.996 1.070 1.019 1.737 1.039 1.022

MGSTAR-LSTM 0.932 1.124 1.042 1.637 1.069 1.055

TSR-MGSTAR 0.988 0.985 0.994 0.977 0.983 1.011

TSR-MGSTAR-FFNN 1.019 0.991 0.982 1.010 0.992 0.980

TSR-MGSTAR-DLNN 1.019 0.992 0.983 1.065 0.993 0.981

TSR-MGSTAR-LSTM 1.100 0.990 0.985 1.087 0.992 0.985

5 Conclusion

This study employs three hybrid TSR-MGSTAR-ML models, i.e., TSR-MGSTAR-
FFNN, TSR-MGSTAR-DLNN, and TSR-MGSTAR-LSTM, to forecast air pollution



364 H. Prabowo et al.

data, i.e., CO, NO2, and PM10, at three locations in the city of Surabaya. This three-
combined hybrid model is compared with other models such as individual model (TSR
and MGSTAR) and two-combined hybrid model (MGSTAR-FFNN, MGSTAR-DLNN,
MGSTAR-LSTM, and hybrid TSR-MGSTAR). The identification results show that air
pollution data has a relationship between locations and contains a double seasonal pat-
tern. Then, the analysis results show that theMGSTARmodel is the best model for PM10
forecasting, the hybrid TSR-MGSTAR is the best model for NO2 forecasting, and the
hybrid TSR-MGSTAR-FFNN is the best model for PM10 forecasting. In general, hybrid
models provide better forecast accuracy than individual models. This result is in line
with one of the conclusions of the M3 and M4 competition, namely, the hybrid model
can increase the accuracy of individual models [11, 26]. In further research, a parallel
hybrid space-time model can be developed that can capture linear and nonlinear patterns
from space-time data simultaneously effectively.
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Abstract. This research aims to propose hybrid machine learnings for forecast-
ing and monitoring air pollution in Surabaya. In particular, we introduce two
hybrid machine learnings, i.e. hybrid Time Series Regression – Feedforward Neu-
ral Network (TSR-FFNN) and hybrid Time Series Regression – Long Short-Term
Memory (TSR-LSTM). TSR is used to capture linear patterns from data, whereas
FFNN or LSTM is used to capture non-linear patterns. Fifteen half-hourly series
data, i.e. CO, NO2, O3, PM10, and SO2 in three SUF stations at Surabaya, are used
as the case study. We compare the forecasting accuracy of these hybrid machine
learnings with several individual methods (i.e. TSR, ARIMA, FFNN, and LSTM),
and combined methods (i.e. TSR with AR error and TSR with ARMA error). The
identification step showed that these air pollution data have double seasonal pat-
terns, i.e. daily and weekly seasonality. The comparison results showed that no
superior method that yields the most accurate forecast for all series data. More-
over, the results showed that hybrid methods gave more accurate forecast at 8
series data, whereas the individual methods yielded better results at 7 series data.
It supported that methods that are more complex do not always produce better
forecasts than simple methods, as shown by the first result of the M3 competi-
tion. Additionally, the results of the forecast of air pollution index for monitoring
air pollution in Surabaya show that the air quality is in good and moderate air
pollution levels for duration of 19.30 to 03.00 and 0.30 to 19.30, respectively.

Keywords: Air pollution · Forecasting · Hybrid ·Machine learning ·Monitoring

1 Introduction

Air pollution has become one big issue in Surabaya and other big cities in Indonesia [1].
To evaluate air quality, one considers the Air Pollution Index (API). API is computed
from the concentrations of PM10, CO, SO2, NO2, and O3 recorded every half hour each
day. It is a major importance to provide a good air quality forecasting in Surabaya to
monitor and control air pollution.
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Statistical methodologies based on time series regression (TSR) [e.g. 2, 3] and
machine learning (ML) [4, 5] are commonly used for the analysis of time series data
such as air quality. TSR is useful if the data has linear patterns while machine learning
is advantageous for non-linear time series data. Studies considering the hybrid method,
which is a combination of two distinct methods [6], demonstrate major benefits. Zhou
et al. [7] forecast PM2.5, PM10 andNOx at five cities inTaiwanusing shallowmulti-output
long short-term memory (SM-LSTM) and deep multi-output long short term-memory
(DM-LSTM) and show that DM-LSTM has a better prediction accuracy. Hao et al. [8]
consider hybrid Elman neural network (ENN) to forecast PM2.5, PM10, SO2, NO2, CO
and O3 in Jinan, Shanghai and Harbin (China). Cheng et al. [9] forecast PM2.5 in 5 cities
in China by comparing autoregressive integrated moving average (ARIMA), support
vector machine (SVM), artificial neural network (ANN) and hybrid-GARCH methods
for PM2.5 forecasting in 6 cities in China and find that hybrid-GARCH performs best.
It is worth emphasizing that all the studies mentioned earlier develop hybrid method for
only capturing non-linear patterns. Therefore, it is of interest to propose a new method
involving both linear and non-linear patterns for the analysis of air quality in Surabaya.
In this study, we focus on hybrid TSR-FFNN and hybrid TSR-LSTM to forecast the
concentrations of CO, NO2, O3, PM10, and SO2 to determine API at three SUF stations
in Surabaya. TSR method is used to capture linear patterns from data, particularly the
deterministic trend and seasonal patterns. Whereas, FFNN or LSTM is used to cap-
ture non-linear patterns from data. Moreover, this hybrid method is proposed due to air
pollution data is frequently consisted of linear and non-linear patterns.

The rest of the article is organized as follows. Section 2 reviews time series regression
and machine learning. We detail in Sect. 3 the dataset and methodology. We discuss our
results in Sect. 4 and provide conclusion in Sect. 5.

2 Statistical Methods and Machine Learning

2.1 Statistical Methods

We provide brief review of time series regression and Autoregressive IntegratedMoving
Average (ARIMA) in this section.

Time Series Regression (TSR). TSR is one of the time series models which plays the
same role as the linear regression model [3]. In this study, two types of predictors will
be considered, i.e. 1 dummy variable to capture trend patterns and 336 dummy variables
to capture double seasonal patterns. The TSR model is illustrated in Fig. 1.
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Autoregressive Integrated Moving Average (ARIMA). Some time series data are
stationary and some are not stationary in the mean and variance. To do an analysis
using ARIMA, the data must be stationary in the mean and variance. ARIMA (p, d, q)
is an ARMA model (p, q) that experiences differencing as much as d in order to be sta-
tionary. The ARIMA model can be used for seasonal and non-seasonal data. In general,
ARIMA (p, d, q) for non-seasonal data can be written as follows [10]:

φp(B)(1− B)dYt = θ0 + θq(B)at . (1)

If there are seasonal and non-seasonal patterns in time series, then ARIMA multi-
plicative model, i.e. ARIMA (p, d, q)(P, D, Q)S can be applied. The general form of
ARIMA (p, d, q)(P, D, Q)S is:

φp(B)(1− B)dΦP

(
BS

)
(1− BS)DYt = θq(B)ΦQ

(
BS

)
at, (2)

where p and q are the non-seasonal order of AR and MA, P and Q are the seasonal
order ofARandMA.ARIMAmodeling is doneby implementingBox Jenkins procedure.
This procedure consists of identification, parameters estimation, diagnostic check, and
forecasting steps [11].

Fig. 1. Scheme for TSR model development

Time Series Regression with ARIMA Error. Error in time series regression models
that not fulfill white noise condition can be modeled using AR and ARMA [12] and can
be illustrated at Fig. 2.

In general, TSR models with AR errors and TSR with ARMA errors is similar. The
different is only in the TSR residual model, that is, the TSR with ARMA error involves
the MA component.



Hybrid Machine Learning for Forecasting and Monitoring Air Pollution 369

Fig. 2. Scheme to develop TSR with ARIMA error model

Fig. 3. Architecture of FFNN with 6 neurons in input layer, 5 neurons in hidden layer and 1
neuron in output layer

2.2 Machine Learning

Feed Forward Neural Network. Feed forward neural network (FFNN) is a non-linear
model that can be used to model and predict time series data [13]. In the FFNN structure
consist several layers, namely the input layer, one or more hidden layers and the output
layer which can be seen in Fig. 3. Each neuron will receive information only from
neurons in the previous layer where the input neurons come from the output weights
on the previous layer [14]. In FFNN the process will begin when neurons receive input



370 Suhartono et al.

which is grouped into the input layer then the information is directed past the hidden
layer then sequence until it reaches the output layer [15]. This is the general equations
of FFNN.

Y
∧

(t) = f o
[∑q

j=1

[
wo
j f

h
j

(∑p

i=1
wh
jiXi(t) + bhj

)
+ bo

]]
, (3)

where bo, bhj (j = 1, …, q), wh
ji (j = 1,…,q; i = 1, …, p), wo

j (j = 1, …, q) is the

parameter of the FFNN model, f o is the activation function in output layer, f hj (j = 1,
…, q) is the activation function in hidden layer, p is the number of input variables and q
is the number of neurons in the hidden layer. In this paper, sigmoid is used as activation
function.

Long Short-Term Memory. Long short-term memory is an extension to improve the
recurrent neural network (RNN) method since the RNNmethod cannot access the long-
term lag in the architecture [16, 17]. The structure of LSTM consists of several layers,
namely the input layer, recurrent hidden layer and output layer [18]. The difference
with FFNN is the use of recurrent hidden layers or memory blocks in hidden layers.
This hidden layer of the LSTM network contains a memory cell and a pair of adaptive,
multiplicative gating units that direct input and output to all cells in the block. An LSTM
cell consists of four gates, i.e. input gate, input modulation gate, forget gate and output
gate [16], shown in Fig. 4.

ht-1

Fig. 4. Structure of LSTM cell

Based on Fig. 4, the equation in LSTM is obtained as follows:
Forget gate:

Ft = σ(Wfhht−1 +WfxXt + bf ), (4)

Input gate:

C
∧

t = tanh(Wchht−1 +WcxXt + bc), (5)
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Ut = σ(Wuhht−1 +WuxXt + bu), (6)

Memory cell unit:

Ct = FtCt−1 + UtC
∧

t, (7)

Output gate:

Ot = σ(Wohht−1 +WoxXt + bo), (8)

ht = Ottanh(Ct), (9)

where Wfh, Wfx, bf , Wch, Wcx, bc, Wuh, Wux, bu, Woh, Wox, bo are the parameters
of LSTM model, σ(.) is a sigmoid activation function and tanh(.) is a tanh activation
function.

3 Dataset and Methodology

3.1 Dataset

We consider air quality data (CO, NO2, O3, PM10, and SO2) recorded every half hour
during 2018 at three SUF stations in Surabaya. Figure 5 shows time series plot of PM10.
We highlight that missing data are observed. To handle this issue, we replace the missing
values by the median of PM10 at the same data period (half hour and day). For the other
variables with the same issue (CO, NO2, O3, and SO2), the procedure follows along
similar lines.

Fig. 5. Time series plot of PM10 at the SUF 1 (left), SUF 2 (middle) and SUF 3 (right).

3.2 The Proposed Hybrid Machine Learning

It has been shown [7–9] that hybrid methods are advantageous for forecasting. How-
ever, for the air pollution data, it tends to have both linear and non-linear patterns. To
handle such issue, we propose in this study the two hybrid methods, namely TSR-FFNN
and TSR-LSTM. This combination is expected to overcome complex structures of data
[19]. To build a hybrid model, two-step procedure is required. First, we model the data
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using TSR and obtain the residuals. Second, machine learnings (FFNN and LSTM) are
employed to model the residuals. In general, forecasting of hybrid models can be written
as follows:

Yt = Lt + Nt + εt, (10)

where Lt shows the linear component represented by TSR and Nt shows the non-
linear component represented by the machine learning i.e. FFNN or LSTM. In more
detail, Hybrid modeling starts with air pollution data modeling using TSR at step 1.
Residuals are then obtained by:

at = Yt − L
∧

t . (11)

In the step 2, residuals from the TSR model (see Eq. 11) are modeled using the
machine learnings i.e. FFNN or LSTM. The residual equation of the TSR model is

at = f (at−1, at−2, ..., at−k) + εt, (12)

where f is a nonlinear function obtained from the neural network and at or N
∧

t is the
result of forecasting at time-t. The forecast of hybrid model [6] is

Y
∧

t = L
∧

t + N
∧

t . (13)

Fig. 6. Scheme for building hybrid TSR-FFNN

The scheme for building hybrid machine learning illustrated at Fig. 6 (hybrid TSR-
FFNN) and Fig. 7 (hybrid TSR-LSTM). In general, there is no significant difference
between the hybrid TSR-FFNN and hybrid TSR-LSTM models. It only differs at step
2, where different machine learning method is used.
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Fig. 7. Scheme for building hybrid TSR-LSTM

3.3 Model Evaluation

To evaluate our methods compared to the others, we consider Root Mean Square
Error Prediction (RMSEP) and symmetric Mean Absolute Percentage Error Prediction
(sMAPEP) [10, 20], criteria defined by:

RMSEP =
√√√√1

L

L∑
l=1

(Yn+l − Ŷn(l))2, (14)

sMAPEP =
⎛
⎝1

L

L∑
l=1

2
∣∣∣Yn+l − Ŷn(l)

∣∣∣
(|Yn+l | +

∣∣∣Ŷn(l)
∣∣∣)

⎞
⎠ × 100%, (15)

where Yn+l is the actual value at out-of-sample data, Y
∧

n(l) is the forecast value at
out-of-sample data and L is the size of out-of-sample data.

4 Result

The observations include five indicators, which are concentrations of CO, NO2, O3,
PM10 and SO2, measured at three SUF stations in Surabaya (SUF 1, SUF 2 and SUF 3
as shown in Fig. 8) at the period of January 1 - December 20, 2018. These indicators are
considered as a basis to obtain API value. To do so, we first compute API value by:

I = Ia − Ib
Xa − Xb

(Xx − Xb) + Ib, (16)

where Iis the resulting API value, Ia is the upper limit of API, Ib is the lower limit
of API, Xa is an ambient upper limit, Xb is an ambient lower limit, and Xx is an ambient
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Fig. 8. SUF station map in Surabaya

measurement result. To get Ia, Ib, Xa and Xb, we consider Table 1. Second, we select
one among five indicators at three SUF station with the highest concentration. Third, we
categorize the resulting API value. The procedure to obtain API values is illustrated by
Fig. 9.

Fig. 9. The procedure to obtain API values

To evaluate our methods, we separate the data into in-sample and out-of-sample
data. In-sample data starts from January 1 2018 at 00.30 to December 20, 2018 at 19.00,
while the rest is set as out-of-sample data. In the analysis, we compare our two proposed
methods (i.e. hybrid TSR-FFNN and hybrid TSR-LSTM) with TSR, ARIMA, FFNN,
LSTM, TSR with AR error and TSR with ARMA error. We describe the air quality
in Surabaya in 2018 in Sect. 4.1 and demonstrate the performance of our method in
Sects. 4.2–4.3.
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Table 1. API limit

API PM10 (µg/m3) SO2 (µg/m3) CO (µg/m3) O3 (µg/m3) NO2 (µg/m3)

50 50 80 5 120

100 150 365 10 235

200 350 800 17 400 1130

300 420 1600 34 800 2260

400 500 2100 46 1000 3000

500 600 2620 57.5 1200 3750

4.1 Characteristics of Air Quality Indicators in Surabaya

Figure 10 depicts the interval plot of each of the five air quality indicators at three SUF
stations. Each point of the plot represents the 95% interval value of given indicator given
time and day. For example, in the top-left, the first plot shows the 95% interval of the
concentration of CO at SUF 1 on Monday at 00:00 occurring in all year is between
0.4–0.8. This information is important to catch seasonal pattern. The general message
shows double seasonal patterns, i.e. daily and weekly seasonal.

Let us focus on the first row (concentration of CO). In general, the highest con-
centration is reached at around 08.00 every day except Sunday. The CO concentration
is highly related to the vehicle activities on street, meaning that there are many vehicle
activities onMonday-Saturday at around 08.00, but not on Sunday. The general message
applies similarly for the other indicators but O3. Concentration of O3 reaches the highest
at around 12.00. This is because the high intensity of solar radiation at noon increases
the concentration of O3 in the air. The lowest O3 concentration occurs at early morning.

4.2 Forecasting Air Quality Parameters in Surabaya

In this paper, we compare our hybrid machine learnings i.e. hybrid TSR-FFNN and
hybrid TSR-LSTM with several methods i.e. TSR, ARIMA, FFNN, LSTM, TSR with
AR error and TSR with ARMA error to predict five air quality parameters at three SUF
stations in Surabaya. The identification step shows that the data tend to have small trend
and double seasonal patterns, i.e. daily and weekly seasonality. Therefore, we propose
TSR model with two main predictors, i.e. 1 trend and 336 seasonal dummy variables.
The dummy variables for these double seasonal are dummy for every half hour in a day
and dummy for every day in one week. The model evaluation showed that the residual
of TSR model did not fulfill white noise condition. Hence, other methods can be used
to modelling these residuals.

ARIMA model is applied based on the Box Jenkins procedure. The identification
step is conducted to identify stationarity of data. The data are not stationary in the mean
and variance so that transformation and differencing are applied on the data. Then, the
best ARIMAmodel for each variable is obtained, i.e. double seasonal and subsetARIMA
models. These best ARIMA models satisfy assumption about white noise residuals.
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Machine learning modeling is applied using the ARIMA model, particularly about
the determination of the inputs. The significant AR lags of the ARIMA model are used
as inputs of both FFNN and LSTM. FFNN and LSTMwith one hidden layer and number
of neurons from 1 to 5 are applied to the data. The sigmoid activation function is used
in the hidden layer of FFNN. LSTM uses memory block in hidden layer.

Fig. 10. Interval plot (95%) of each air quality indicators at 3 SUF stations in Surabaya at given
half hour and day. The column indicates the station code (First column: SUF 1, second column:
SUF 2, and third column: SUF 3). The row indicates the five air quality indicators; from top to
bottom: Concentrations of CO, NO2, PM10, O3, and SO2.

The residuals of TSR model are not white noise so other methods can be applied
in residual. This residual is modeled with AR. Some AR models were tried based on
lag 1, 48 and 336. The AR models tried were AR(1), AR(1)48, AR(1)336, AR(1)(1)48,
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AR(1)(1)336 and AR(1)(1)48(1)336. The results of TSR with AR error have residuals that
do not fulfill white noise condition, so the residuals of the TSR model are also modeled
with ARMA model.

Two hybrid machine learning models that be proposed in this research, i.e. hybrid
TSR-FFNNand hybrid TSR-LSTM.Machine learning algorithm (i.e. FFNNandLSTM)
is used to capture non-linear patterns that cannot be captured by TSRmodel. TSRmodel
only capture linear pattern particularly trend and seasonal pattern. The inputs of machine
learning models are based on the AR lags of ARMA model.
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Fig. 11. Comparison of RMSEP (i) and sMAPEP (ii)

The best model will be chosen based on the smallest RMSEP and sMAPEP values
in the out-of-sample data. Comparing all the eight methods (See Fig. 11), the time series
regression (TSR) performs worst. The ARIMA is used to predict O3 SUF 1, O3 SUF 2
and PM10 SUF 1. FFNN is used to predict CO SUF 1. LSTM is used to predict CO SUF
2, NO2 SUF 1 and SO2 SUF 1. TSR with AR error is used to predict NO2 SUF 3. TSR
with ARMA error is used to predict SO2 SUF 3. Hybrid TSR-FFNN is used to predict
NO2 SUF 2, PM10 SUF 2 and PM10 SUF 3. Hybrid TSR-LSTM is used to predict CO
SUF 3, O3 SUF 3 and SO2 SUF 3.

In general we find two findings regarding the comparison between hybrid and indi-
vidual methods. First, when hybrid machine learning produces more accurate forecast
than individual methods, both linear and non-linear methods, it is in line with the third
result of M3 competition and the main result of M4 competition, i.e. hybrid machine
learning methods tend to give more accurate forecast than individual methods [21–25].
Second, when individual method produces more accurate forecast than hybrid machine
learning methods, it is in line with the first result of M3 competition i.e. more complex
methods do not necessary give better forecast than simpler ones. This second result is
not in line with the result from Cheng et al. [9], Wang et al. [26] and Wu et al. [27].

4.3 Monitoring Air Quality Parameters in Surabaya

After forecasting each air quality parameter at three SUF stations in Surabaya, the
calculation of the air pollution index (API) value is then performed. This API is used to
see and monitoring air quality in an area. There are several studies that not only forecast
air quality but also monitor air quality [28–30]. The API is calculated by Eq. (16).
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In determining the API value in an area, the API value of all air quality parameters
at all SUF stations is first calculated, then the highest API value is sought. The highest
API value is the API value determined in the region.
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Fig. 12. API value prediction in Surabaya

Figure 12 shows that the forecast value of the API in Surabaya at 19.30 on 20
December 2018 to 03.00 on 21 December 2018 is still in good condition. This means
that air quality in the city of Surabaya at that time was still healthy. During this period,
the dominant air quality parameters varied, namely PM10 in SUF 1, PM10 in SUF 7, CO
in SUF 6 and SO2 in SUF 1. After 03.00 until 19.00 the value of the API in the City
of Surabaya was in the moderate category, this is because Surabaya citizen have started
activities. This means that air quality in the city of Surabaya in this period worsened but
still in the safe category because the API value was still less than 100. The dominant
air quality parameter was PM10 in SUF 7. The highest API forecast value occurred at
11.30.

5 Conclusion

In this study, hybrid machine learning methods i.e. hybrid TSR-FFNN and hybrid TSR-
LSTM are proposed for forecasting andmonitoring air quality in Surabaya. Based on the
RMSEP and sMAPEP criteria in the out-of-sample data, the best method for forecasting
five air quality parameters for three SUF stations is obtained. There were no dominant
methods of the 8methods used. This shows that a more complexmethod does not always
produce a better forecasting than a simpler method, this is in line with the first results of
the M3 competition i.e. more complex methods did not necessarily yield better forecast
that simpler ones [21]. In addition, this also shows that eachdifferent air quality parameter
in different SUF stations has different data patterns, some linear, non-linear or both linear
and non-linear. The results of monitoring the air quality of the city of Surabaya based on
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API values showed that from 19.30 to 03.00 the air quality in Surabaya was still good.
At 03.00 to 19.30, air quality is moderate. The most dominant air quality parameter is
PM10 at SUF 7. Involving meteorological factors such as rainfall and humidity could
be an interesting future study. In addition, development of new hybrid machine learning
models or considering the multivariate structure [31] could be a direction for further
research, for example, model that incorporates both spatial and temporal dependence
[32, 33].
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Survival Analysis of Diabetes Mellitus Patients
Using Semiparametric Approach
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Abstract. The disease that attacks the human body and often gets special atten-
tion is diabetes. Diabetes mellitus is a non-communicable disease that is most
commonly suffered by the world’s population. Diabetes is a condition that inter-
feres with the body’s ability to process glucose in the blood, otherwise known
as blood sugar. So, most patients have survival of only a few months. Therefore,
research was conducted on the survival of people with diabetes mellitus and fac-
tors that affect it during the event. The method used in this study was the cox
regression model. The results obtained from this study are three variables that
significantly affect the survival of diabetes mellitus patients, namely Genetics,
Age, and Diet. Then the variables Genetic, Age, and Diet became part of Cox
Proportional Hazard (PH) modeling.

Keywords: Cox Proportional Hazard · Diabetes mellitus · Survival

1 Introduction

In 2000, the World Health Organization (WHO) stated that 57 million deaths occur
annually due to non-communicable diseases from the world’s mortality statistics. It is
estimated that about 3.2 million people per year of the world’s population die from
Diabetes mellitus. Furthermore, in 2003 WHO estimated 194 million people, or 5.1%
of the world’s 3.8 billion people aged 20–79 years old, have Diabetes Mellitus, and by
2025 will increase to 333 million people. Who predicts that in Indonesia, there will be
an increase from 8.4 million diabetics in 2000 to around 21.3 million diabetics by 2030.
These will make Indonesia ranked 4th in the world after the United States, China, and
India in the prevalence of diabetes [1].

Previous studies analyzed the survival patterns of diabetes mellitus patients at
NekemteHospital, Ethiopia using the Cox Proportional Hazard Regression. Taking alco-
hol, smoking cigarette, overweight, high blood pressure, and positive family history of
diabetics, have higher death rate [2]. In this study, we analyzed what factors most affect
the survival of inpatient Diabetesmellitus patients at RAASoewondo Pati Hospital using
the Cox Regression method; Thus, information can be obtained about the factors that
have the most significant effect on the survival of Diabetes Mellitus patients at RAA
Soewondo Pati Hospital.
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This research is expected to provide benefits for medical personnel in improving dia-
betes mellitus by seeking early detection in diabetic patients and improving counseling
on diabetes, especially prevention methods. People can have healthy habits, especially
in diet and exercise. People who have diabetes mellitus need to check themselves for
early detection of diabetes mellitus actively.

2 Literature Review

2.1 Survival Analysis

Survival analysis is a statistical method where the variable that is observed is the time
until the occurrence of an event, commonly called survival time [3]. Survival method
should take into account the main problem in the analysis called censorship. Censorship
occurs when some information is available from a person’s survival, but it is unknown
the exact time of their survival. There are threemain reasons why censoringmay happen:
1) The study ends if the study has ended, but the patient has not yet experienced a failure
event; 2) Loss to follow up if a patient does not continue treatment or a hospital move
during the study; and 3) Patient withdraws from the study, that is, if a patient dies of
other causes. There are three censored data types, right censoring (when a patient leaves
the study before an event occurs or an event occurs after end of study), left censoring
(the failure happened before study begin) and interval censoring (almost the same as left
censoring, however, the failure occurred within some given time period).

2.2 Survival Function and Hazard Function

Survival analysis contains two basic quantities that are often used, namely survival
function and hazard function. The survival function, S(t), is defined as an individual’s
chances of survival with a survival time of up to t(t > 0), while the hazard h(t) function
is the speed at which an individual experience an event in time intervals t to t + �t
provided that the individual survives for a set time. The survival function S(t) can be
stated as follows [3–14].

S(t) = P(T ≥ t)

Based on the definition of the cumulative distribution function, the survival function
can also be expressed by,

S(t) = 1 − P(T ≥ t)

= 1 − F(t) (1)

The hazard h(t) function can be stated as follows.

h(t) = lim
�t

P(t ≤ T ≺ t + �t|T ≥ t)

�t
(2)
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If the opportunity distribution function when T is a random variable representing
survival time, then the opportunity density function can be expressed in Eq. (3) and for
the cumulative function expressed in the Eq. (4).

f (t) = lim
�t

P(t ≤ T ≺ t + �t)

�t
(3)

F(t) = P(T ≤ t) =
t∫

0

f (u)du (4)

Kaplan-Meier analysis is used to estimate survival functions [4]. The Kaplan-Meier
method is based on the individual’s survival time. It assumes that the sensor data is
independently based on survival time, i.e., the reason censored observation is not related
to the cause of failure time. Kaplan-Meier analysis is used to interpret survival func-
tions. Kaplan-Meier Survival Curve illustrates the relationship between the estimation
of survival function at t time and survival time. The estimation of survival function is
obtained from the following equation:

Ŝ(t(j)) = Ŝ(t(j−1)) ∗ P̂r[T > t(j)|T ≥ t(j)] (5)

Kaplan-Meier method particularly continued with the Log Rank test. Log-Rank test
is a nonparametric statistical test and suitable for use when the data is not symmetrical,
i.e., data is tilted to the right. In addition, Log-Rank trials are widely used in clinical trials
to see the efficiency of a new treatment compared to the old treatment when measured is
the time until an event occurs. Log-Rank test used to compare Kaplan-Meier in different
groups [3].

The following are the hypotheses used in Log-Rank testing.

H0: There is no difference in the survival curve between different groups.
H1: There are differences in the survival curve between different groups.

Test Statistics

χ2 =
G∑
i=1

(Oi − Ei)
2

Ei
(6)

where,

Oi − Ei =
∑h

0
(mif − eif ) (7)

eif =
(

nif∑G
i=1 nif

)(
G∑
i=1

mif

)
(8)

The null hypothesis is rejected if χ2 > χ2
(α(i−1)).
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2.3 Proportional Hazard Assumption

A condition is said to meet the assumption of proportional hazard if the situation
has a constant hazard ratio value against the time [4]. On finding out if a situation
achieves proportional hazard assumptions or not can be seen through the following two
approaches.

Graphical Approach. Two types of graphs can be used to test proportional haz-
ard assumptions. The most widely used chart approaches in survival analysis are the
ln[−lnS(t)] chart and the observed versus expected survival curve chart that can be
described in Fig. 1.

Fig. 1. Kaplan-Meier curve

Illustrated that there are variables sex, males and females. Furthermore, an analysis
will be conducted on whether sex variables meet proportional hazard assumptions or
not. Based on Fig. 1 (a), it appears that proportional hazard assumptions are met because
the lines representing males data are aligned with the lines representing females data.
Similarly, when viewed from the observed versus expected graph in Fig. 1 (b), sex
variables meet proportional hazard assumptions due to the observed survival curve and
expected to be close to each other [4].

Goodness of Fit. The second approach used in the analysis of proportional hazard
assumptions is the attachment to the goodness of fit (GOF) test. This test is done because
GOF uses a statistical approach and generates a p-value. There are several steps taken
in this GOF test [15, 16].

1. Regress survival time with its predictors to obtain Schoenfeld residual values.
2. Look for correlations betweenSchoenfeld residual variables and survival time (sorted

from small to large).
3. Conducted correlation testing between Schoenfeld’s residual and survival time,

sorted from large to small. The hypotheses used in this correlation test are as follows.

Hypothesis:

H0:ρ = 0
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H1:ρ �= 0

The decision to rejectH0 when the p-value value ismore than a significant level (α) is
used which means there is a correlation between Schoenfeld’s residual and survival time
that has been sorted from large to small. Therefore, proportional hazard assumptions can
be met when the correlation test is insignificant [4].

2.4 Cox Proportional Hazard Models

In the survival analysis, we can see the pattern of survival time with predictor variables
that are considered to affect survival time by using assessment with regressionmodeling.
The regression model in survival analysis that is often used is cox proportional hazard
regressionmodel. Cox regression is known as Cox proportional hazard regression, where
the variable relationship (Y) and (X) in Cox proportional hazard regression have hazard
function in exponential form at any given time. Cox proportional hazard regression aims
to determine the effect of multiple variables on survival data together [3, 17]. Here is a
writable model of Cox proportional hazard.

h(t) = h0(t) exp

⎡
⎣

p∑
y=1

βyxijy

⎤
⎦ (9)

In Cox Proportional Hazard modeling there is an assumption that must be ful-
filled, namely Proportional Hazard assumption. The way to find out the fulfillment of
Proportional Hazard assumptions is to use Goodness of Fit (GOF) testing.

2.5 Cox Proportional Hazard Parameter Estimation

The estimated parameter in Cox Proportional Hazard modeling is by maximizing the
partial likelihood function or commonly called Maximum Partial Likelihood Estimation
(MPLE). Suppose there are n individuals with r individuals experiencing events, so n−r
is the number of individuals who are censored and it is assumed that only one individual
is experiencing the event at a given time. Survival time is sorted from r individuals
experiencing notified event t(1) < t(2) < . . . .. < t(r). The set of individuals experiencing
the event before the t(l) time is notified as R

(
t(l)

)
so that the partial likelihood function

of the Cox Proportional Hazard model can be formulated as follows.

L(β) =
∏r

l=1

exp(β tx(l))∑
f ∈ R(t(l)) exp(β txf )

(10)

x(l) is a vector variable of an individual that fails at the lth time with a time of t(l).
Notation R(t(l)) is all individuals who are at risk of failure at the time of- l. Once the
partial likelihood function is obtained, the next step is to maximize the first derivative of
the lnL(β) function. Due to the implicit estimation of parameters obtained, the numeric
iteration method, the Newton-Raphson method, is used [10].
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If g(β) is a p×1 sized vector that is the first derivative of the lnL(β) function against
the β parameter. H (β) is a p × p hessian matrix containing the second derivative of the
lnL(β) function, then the estimated parameter in iteration to (l + 1) is as follows.

β(l+1) = β l − H−1(β(l))g(β l) (11)

As a prefix β(0) Iteration will stop if, ||β(l + 1) − βl|| ≤ ε where ε is a very small
number.

3 Data Example

This study used secondary data sources related to medical record data of Diabetes Mel-
litus patients at RAA Soewondo Hospital, Pati with data on 65 observations and 7
variables. The response variable used in this study are as follows (Table 1).

Table 1. Research dependent variables

Variabel Variable name Description Scale

Time Survival Time When Diabetes Mellitus patients undergo treatment until
declared dead/moved during the study

Ratio

Status Patient Status 1: Diabetes Mellitus Patient Disease Nominal

0: Diabetes Mellitus patients do not disease

Meanwhile, the predictor variables used are five factors that are suspected to affect
a person’s survival with Diabetes Mellitus as follows (Table 2).

Table 2. Independent variable research

Variables Code

0 1 2

Genetics (X1) No hereditary diabetes There are descendants of diabetes –

Age (X2) ≤49 Years ≥50 Years –

Diet (X3) Yes, regularly Sometimes No diet

Sport (X4) Yes, regularly Sometimes No sports

Weight (X5) Nominal scale (units of kilograms)

4 Analysis and Discussions

4.1 Descriptive Statistics

Identify data characteristics usingdescriptive statistics. Identificationof diabetesmellitus
patients is carried out for each factor on continuous variables and discrete variables.
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Patient Characteristics Based on Continuous Variables. The characteristics of
weight variable data are identified using descriptive statistics shown in the table as
follows.

Table 3. Continuous variables descriptive statistics

Variable Mean Minimum Maximum

Time 6.511 1,7 20

Weight (X5) 62,51 48 75

Based on Table 3, it is known that the average survival time of diabetes mellitus
patients is 6.5 years, where the survival time is the shortest for 1.7 years and the longest
survival time for 20 years. In addition, the average condition of the patient as a whole
has a bodyweight of 62.5 kg.

Patient Characteristics Based on Discrete Variables. The characteristics of genetic,
age, diet, and exercise variable data are identified using descriptive statistics shown in
the table as follows.

Table 4. Discrete variables descriptive statistics

Variables Frequency

Status Deceased: 15

Censored: 50

Genetic (X1) No hereditary diabetes: 30

There are descendants of diabetes: 35

Age (X2) ≤49 Years: 14

≥50 Years: 51

Diet (X3) Yes, regularly: 35

Sometimes: 14

No diet: 16

Sport (X4) Yes, regularly: 9

Sometimes: 19

No sports: 37

According to Table 4, it is known that the frequency of patients who died as many as
15 people with the type of event experienced is dying. Factors that affect patients dying
are categorical data such as genetics, age, diet, and exercise.
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4.2 Kaplan-Meier Curve and Log Rank Test

Kaplan Meier curve is a curve to know the survival characteristics of diabetes mellitus
patients based on the factors that affect it. In this study, the Kaplan-Meier curve focuses
more on categorical data types, namely genetic variables, age, diet, and exercise. The
Log Rank test is used to determine the difference in survival curve between groups of
each factor.

Genetic Factors (X1).

Fig. 2. Kaplan Meier genetic curve

Figure 2 shows that the survival function on genetic no diabetic offspring (black
line) is higher than having diabetic offspring (red line). It means that there is a tendency
of patients with diabetes mellitus who do not have diabetes offspring to have a higher
chance of surviving longer than patients who have diabetes. Then, to support the guess
on the Kaplan Meier curve, a log-rank test will be conducted.

Table 5. Log-rank test based on genetics

Log-rank df P-value

6.1 1 0.01

Table 5 gives the result that in genetic variables obtained p-value (0.01) < α (0.05),
then the decision to reject H0, so it can be concluded that there is a significant difference
in survival time between diabetesmellitus patients who do not have diabetes and diabetes
mellitus patients who have diabetes descent with a significance level of 5%.

Age Factor (X2).
Figure 3 shows that the graph of survival function at the age of ≥50 years (red line)

is higher than the age of ≤49 years (black line). It means there is a tendency of diabetes
mellitus patients who have a ≥50 years old to have a higher chance of surviving longer
than patients who have the age of ≤49 years. Then, to support the allegations on the
Kaplan-Meier curve, a log-rank test will be conducted.

Table 6 gives the result that in the variable age obtained p-value (0.000) < α (0.05),
then the decision is to reject null hypothesis. Hence, it can be concluded that there is a
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Fig. 3. Kaplan Meier age curve

Table 6. Log rank test by age

Log-rank df P-value

21.2 1 0.000

significant difference in survival time between diabetes mellitus patients with the age
of ≥50 years and diabetes mellitus patients with the age of ≤49 years with a level of
significance 5%.

Dietary Factors (X3).

Fig. 4. Kaplan Meier curve diet

Figure 4 shows that the survival function chart has a regular diet (black line) higher
compared to having a diet sometimes (red line) and not having a diet (green line). Hence,
there is a tendency of patients with diabetes mellitus who experience a regular diet to
have a higher chance of surviving longer than patients who experience a diet sometimes
and do not diet. Then, to support the guess on the Kaplan-Meier curve, a log-rank test
will be conducted. Furthermore, a log-rank test is conducted to strengthen the analysis
of the Kaplan Meier curve as follows.

Table 7 gives the result that in the diet variable obtained p-value (0.2) > α (0.05),
then the decision failed to reject H0, so it can be concluded that there is no significant
difference in survival time between patients with diabetes mellitus who experience a
regular diet and diabetes mellitus patients who experience a diet sometimes or do not
diet with a level of significance 5%.
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Table 7. Log-rank test based on diet

Log-rank df P-value

3.3 2 0.2

Fig. 5. Kaplan Meier sport curves

Sports Factors (X4).
Figure 5 shows that the graph of survival function is not sports (green line) higher

compared to having exercise sometimes (red line) and having regular exercise (black
line). So that means there is a tendency of diabetes mellitus patients who experience
no exercise to have a higher chance of surviving longer than patients who experience
occasional exercise and regular exercise. Then, to support the guess on the Kaplan-Meier
curve, a log-rank test will be conducted strengthen the Kaplan Meier curve analysis as
follows.

Table 8. Log-rank test by sport

Log-rank df P-value

3.2 2 0.2

Table 8 shows the result that in the variable exercise obtained p-value (0.2)>α (0.05),
then the decision is failed to reject null hypothesis. Therefore, it can be concluded that
there is no significant difference in survival time between patients with diabetes mellitus
who experience no exercise and patients with diabetes mellitus who experience exercise
sometimes or regular exercise with a degree of significance 5%.

4.3 Cox Proportional Hazard Modeling

Simultaneous Parameter Significance Testing. Simultaneous parameter significance
testing is used to determine whether predictor variables that are suspected to affect the
survival time of diabetes mellitus patients simultaneously have a significant effect on
the survival time of diabetes mellitus patients. The following is the output of testing the
significance of the Cox PH regression model parameters simultaneously using R.
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Table 9. Likelihood ratio

Likelihood ratio df P-value

25.21 5 0,0001

Table 9 shows testing the significance of cox PH regression model parameters simul-
taneously obtained p-value (0.0001) < α (0.05), the decision is reject null hypothesis.
Thus, it can be concluded that there is at least one predictor variable that has a significant
effect on the survival time of diabetes mellitus patients with a significance level of 5%.

Partial Parameter Significance Test. Partial parameter significance testing is used to
determine which predictor variables have a significant effect on the survival time of
diabetes mellitus patients. The following is the output of testing the significance of the
Cox PH regression model parameters partially using R.

Table 10. Significance of Cox PH model parameters

Variables Coefficient P-value

Genetics (X1) 1.61032 0.02342*

Age (X2) −2.62841 0.00113**

Diet (X3) 0.92360 0.01354*

Sports (X4) −0.16102 0.64454

Weight (X5) −0.02860 0.59986

Table 10 obtained the results of testing the significance of the parameters of the
partial cox PH regression model, and it is known that two variables have a p-value of
less than α (0.05) namely genetic variables, age variables, and dietary variables, so that
the decision of Reject H0 so that it can be concluded that the type of diabetes mellitus
and the type of event experienced by patients significantly affect the survival time of
diabetes mellitus patients with a level of significance 5%.

4.4 Cox Proportional Hazard

After testing the parameter significance of all variables and obtained three variables that
meet, then Cox PH modeling can be done. The following are the results of the estimated
parameters of the Cox PH model.

Based on Table 11, the Cox PH model can be formed as follows:

ĥ(t) = ĥ0(t) exp(1.566Genetics − 2.799Age + 0.885Diet)

It is known that diabetes mellitus patients who have diabetes offspring have a higher
risk of death compared to diabetes mellitus patients who do not have diabetes. It is also
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Table 11. Estimated parameters of Cox PH model

Variables Coefficient P-value

Genetics (X1) 1.56586 0.017824*

Age (X2) −2.79935 0.000324*

Diet (X3) 0.88458 0.014730*
*significant at α = 0.05

known that patients with diabetes mellitus aged≤49 years old have a higher risk of death
than diabetes mellitus patients who have ≥50 years of age. As well as diabetes mellitus
patients who have a regular diet have a higher risk of death than diabetesmellitus patients
who have a diet sometimes or not a diet. How influential diabetes mellitus and the type
of factors experienced by patients affect the survival time of diabetes mellitus patients
can be seen from the hazard ratio value as follows (Table 12).

Table 12. Hazard ratio value

Variables Exp(coef)

Genetics (X1) 4.78678

Age (X2) 0.06085

Diet (X3) 2.42197

The hazard ratio value for genetic variables is 4.78678. It means that patients with
decendence of diabetes have a 4.78678 times higher risk of death than patients who have
no hereditary diabetes. The hazard ratio value for the age variable is 0.06085, and this
means that older patients will have higher risk of death than the younger one. The hazard
ratio value for dietary variables is 2.42197. In other world, patients who have a regular
diet have a 2.42197 times higher risk of death than patients who diet sometimes or do
not do diet.

4.5 Proportional Hazard Assumption

After obtaining the cox PH regression model, the PH assumptions were made against
all predictor variables using the Grambsch and Thernau Test. Here is the output of the
Grambsch and Therneau Test using R.

Based on Table 13, it is known that global has a p-value> α (0.05), then the decision
is failed to reject null hypothesis. Then, it can be concluded that the covariate does not
depend on time or can be said that PH assumptions are fulfilled. Next, it can be concluded
that the Cox PH regressionmethod can be used in such cases. In addition to use statistical
tests, PH assumption testing can use residual Schoenfeld. The following is the residual
Schoenfeld output on genetic variables, age variables, and dietary variables using R.
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Table 13. Proportional hazard assumption

Variables Chisq DF P-value

Genetics 0.539267 1 0.46

Age 1.825127 1 0.18

Diet 0.000351 1 0.99

GLOBAL 2.401981 3 0.49

Fig. 6. Genetic PH assumptions

Fig. 7. Assumption of PH AGE

Fig. 8. Dietary PH assumption
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Based on the picture above (Fig. 6, 7 and 8), we can find that residual Schoenfeld
points in genetic, age, and diet variables tend to be around the interval limit, indicating
that disease and event variables have met PH assumptions.

5 Conclusions

Based on the analysis, it can be concluded that the best model Cox Proportional Hazard
can be formed by three variables, namely Genetic, Age, and Diet variables. These three
variables that make up the Cox PH model obtained hazard ratio value for each variable.
Diabetes mellitus patients with diabetes ancestry have a 4.78678 times higher risk of
death than diabetes mellitus patients who do not have diabetes. The older patients tend
to have higher risk of death than the younger patients. Last but not least, patients who
have a regular diet had a 2.42197 times higher risk of death than patients with a diet
sometimes or not dieting.
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Abstract. Machine Learningmodels have been extensively researched in the area
of credit scoring. Banks have put in substantial resources into improving the credit
risk model performance as improvement in accuracy by a fraction could translate
into significant future savings. Given the lack of interpretability in machine learn-
ing models, it is often not used for capital provisioning in banks. This paper uses
the Taiwan Credit Card dataset and illustrates the use of machine learning tech-
niques to improve construction of credit scoring models. In factor transformation
for a credit scorecard, Decision Tree technique showed the ability to produce
quick and predictive transformation rule as compared to traditional approach. The
resulting scorecard also showed high predictive power on Test sample. Given the
ability of machine learning to produce predictive result, banks should explore on
the techniques to improve their overall credit risk management framework. Credit
underwriting scorecard could be built using higher discriminatory power tech-
niques, as more good customers are likely to be better than score cut-off and thus
accepted by banks.

Keywords: Data mining · Credit risk scorecard · Machine classifier · Bank
credit underwriting scorecard · Predictive modeling

1 Introduction

1.1 Background

Credit lending has been one of the main driving forces behind the economies of most
leading industrial countries. According to Thomas (2009), the founding of Bank of
England in 1694 was one of the first signs of the financial revolution which would allow
mass lending. Over the years, bank began lending to the noble, and slowly lending
begun to be offered by manufacturer in the form of hire purchase, where they would sell
machines to client in the form of credit lending. Banks and financial institutions today
offer credit facilities range from Sovereign Bond, Corporate Lending, specific project
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financing, to consumer credit such as mortgages, hire purchase, personal loan, credit
cards, overdrafts and many other financial products.

Today, the world has entered into dawn of the fourth industrial evolution, which
differs in speed, scale, complexity, and transformative power compared to previous rev-
olutions. Xu et al. (2018) examined the opportunities and challenges that are likely to
arise as a result of the revolution. Rapid development of Machine Learning tools in the
recent year have solved challenges in many areas, including the banking and finance
industry. Gan et al. (2020) attempted to predict Asian option prices using deep learning
model, and showed that the speed of the trained deep learning model is extremely fast,
with high accuracy. Other than finance industry, Wang et al. (2020) used machine learn-
ing methods to forecast binary New Product Development (NPD) strategy for Chinese
automotive industry, which is crucial for decision making to ensure the scarce resources
are allocated effectively.

Machine Learning in Banking Risk Management has gained significant amount of
attention from academia and industry. Digitalization of risk processes in bank and finan-
cial institutions have become increasingly important, for example, conduct risk. By
combining machine learning and transaction data, financial institutions are able to auto-
mate conduct monitoring for mortgage underwriting (Oliver Wyman 2017). Leo et al.
(2019) and Abdou and Pointon (2011) had reviewed a number of available literature
and evaluated machine-learning techniques that have been researched in the context of
banking risk management, and identified problems in risk management that have been
inadequately explored and are potential areas for further research.

1.2 Objectives

In this research, application of machine learning technique which could improve tra-
ditional credit scoring framework will be presented. Decision Tree technique will be
applied to improve feature selection and variable transformation process in credit score-
card development. The effectiveness in terms of speed and accuracy will be measured
and compared to traditional approaches. The resulting variables will then be used to
construct a credit scorecard.

2 Literature Review

2.1 Credit Scoring

Increased competition in the financial lending sector have led banks and financial insti-
tutions to search for more effective ways to attract creditworthy customers. Optimizing
scorecard’s approval decision to ensure credible customers are offered with credit facil-
ities while keeping capital charge low has become more challenging to most banks and
financial institutions. Excessive lending to risky customers would result in very high pro-
vision and capital charge, which would affect the profitability of the business. In general,
banks should focus on improving the book quality through better credit underwriting
as well as portfolio review process. Application scorecard refers to the credit scoring
model that rates customer upon the credit facility application. Behavioural scorecard
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refers to the credit scoring model that tracks customer payment, delinquent behaviour
in order to estimate PD as of reporting date. Siddiqi (2005) highlighted that while there
are various mathematical techniques available to build prediction scorecards, the most
appropriate technique to be used can depend on various issues. For example, data quality,
target variable type, sample size, implementation platforms, interpretability of results,
and legal compliance on methodology as usually required to be transparent and explain-
able. Besides, the ability to track and diagnose scorecard performance is also key to
selecting the most suitable technique. Siddiqi (2005) also outlined steps and methodol-
ogy in traditional scorecard development, including exploring data, identifying missing
values and outliers, correlation, initial characteristic analysis, multiple factor analysis,
preliminary scorecard, reject inference, final scorecard production, scorecard scaling,
and scorecard validation. The methodology for traditional scorecard approach presented
in this paper is based on similar methodology, which is greatly practice by many banks
and financial institutions for scorecard development. Sun and Wang (2005) highlighted
that the validity of a rating model should be discriminative, homogeneous, and stable.
They also proposed Kolmogorov-Smirnov Test (K-S test), Gini Coefficient and Receiver
Operating Characteristic (ROC) as possible ways to validate credit rating model.

2.2 Data Mining

Sharma (2009) presented a useful Guide to credit scoring in R that uses the German
Credit dataset to demonstrate traditional credit scoring using logistic regression, and
also cutting edge techniques available in R. Yap et al. (2011) compared traditional credit
scorecard approach (similar to the approach taken in this paper), with Decision Tree
and Logistic Regression approaches. They found that the final selected model is credit
scorecard approach and that Decision Tree approach has shown lower misclassifica-
tion rate in Training Dataset, but higher misclassification rate in Validation Dataset.
Wang et al. (2012) proposed use of ensemble techniques bagging and random sub-
space to improve accuracy rate of Decision Tree model, by reducing the influence of
the noise data and redundant attributes. Barboza et al. (2017) compared machine learn-
ing approaches against the traditional approaches which are Multivariate Discriminate
Analysis (MDA) and Logistic Regression, and found that machine learningmodels show
improved bankruptcy prediction accuracy over traditional models.

Zhao et al. (2014) compared the Average Random Choosing method to Pure Ran-
dom Choosing method when sampling Training, Validation, and Test set. They found
that Average Random Choosing method has positive impact towards performance of the
machine learning model. This algorithm will maintain a similar event rate across train-
ing, validation and test data set. Through the study on the results of other researchers,
machine learning algorithm is worth noting that it can bemore predictive than traditional
scoring method. They also reported under severe class imbalance dataset, for example
99% vs 1% event rate, the Average Random Choosing method does not improve the
performance of model, and approach such as oversampling is more preferred. They also
highlighted MLP neural network computation time increases with the increase number
of neurons, and such scenario is also observed in this research. Khashman (2011) applied
an input normalization technique to transform all input variables into range between 0
and 1, by dividing them against the maximum value of each variable, before training
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neural network models. Kuhn and Johnson (2013) highlighted that to improve the effec-
tiveness of neural networks model, various data transformation methods were evaluated.
They found that the spatial sign transformation method on variable showed significant
improvement on the performance of neural networks model. Öğüt et al. (2012) used
Support Vector Machine and Artificial Neural Network to compare against traditional
approaches (Multiple Discriminant Analysis and Ordered Logistic Regression) in pre-
dicting the financial strength rating of Turkish Banks. They found that both Multiple
Discriminant Analysis and Support Vector Machine achieve the highest accuracy rate
when pre-transformed variables are used as input variables. Whereas Ordered Logistic
Regression performed the best when transformed factors scores are used as input vari-
ables. Desai et al. (1996) compared the performance of neural networks such as multi-
layer perceptron and modular neural networks, as well as some traditional techniques
such as linear discriminant analysis and logistic regression. The finding reported that
neural networks offers good improvement in percentage of bad loans correctly classified
(sensitivity). However, on the measure of accuracy rate, logistic regression models are
comparable to neural networks approach. Oreski et al. (2012) proposed a feature selec-
tion method by using combination of genetic algorithm with neural networks to improve
accuracy rate of neural network classifier. They found that the approach is better than
other techniques such as Forward selection, Information gain, Gain ratio, Gini index,
and Correlation. Between the bank’s internal behavioral scoring model and the external
credit bureau scoring model, Chi and Hsu (2012) found that combining the two models
is more predictive than by looking only at one of the model alone.

Yeh and Lien (2009) examined six major classification methods – Artificial Neural
Networks (ANN),K-nearest neighbor, Logistic regression,DiscriminantAnalysis,Naïve
Bayesian, and Classification trees. From their finding, ANN performs the best among all
the other methods in terms of Accuracy Ratio. They also suggested the use of Accuracy
Ratio to compare the model performance, instead of error rate. This is because in the
credit card dataset used (similar dataset is used in this research), most records are non-
risky, therefore the error rate is insensitive to classification accuracy of models. The
ANN is also compared to the other five classification methods for default probability
produced, and it is reported that ANN performs the best in presenting real probability
of default.

3 Methodology

3.1 Overview

This paper presents machine learning techniques that can be used to improve traditional
scorecard construction, as well as compare machine learning model performance to
traditional scorecard approach.Development of a robust scorecard is amulti-step process
that involves not just statistical analysis but also expert judgement (Fig. 1).

In general, construction of credit risk scorecard or predictive model begins with data
collection, cleansing, and sampling. Next, model design is discussed and agreed among
the modeler and all other stakeholders. Then, each variable is univariately analysed for
potential shortlisting in final model. Transformation is also applied in the process to
align variable in terms of intuition as well as support the subsequent modelling process.
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Fig. 1. Overview of Modelling Process

Multifactor analysis (MFA) is then performed to determine optimal weights for each
factor and the appropriate rules to apply in order to arrive at final models. Calibration
of model estimate is performed to ensure the prediction output matches underlying
economic hypothesis. Finally, model performance is tested on both training and holdout
samples.

3.2 Data and Sampling

This research uses the Default of Credit Card Clients dataset. The dataset contains infor-
mation on default payments, demographic factors, credit data, history of payment, and
bill statements of credit card clients in Taiwan from April 2005 to September 2005. The
dataset source from a public repository, namely UCI Machine Learning Repository. We
have downloaded the dataset fromKaggle website in UCIMachine Learning Repository.
A brief description of the dataset is tabulated below.

Table 1. Description of dataset

No Name Data Type Description

1 ID Numeric ID of each client

2 LIMIT_BAL Numeric Amount of given credit in NT dollars

3 SEX Categorical Gender

4 EDUCATION Categorical Education status

5 MARRIAGE Categorical Marital status

6 AGE Numeric Age in years

7 PAY_0 Numeric Repayment status in September, 2005

8 PAY_2 Numeric Repayment status in August, 2005

9 PAY_3 Numeric Repayment status in July, 2005

10 PAY_4 Numeric Repayment status in June, 2005

(continued)



400 C. Y. Lee et al.

Table 1. (continued)

No Name Data Type Description

11 PAY_5 Numeric Repayment status in May, 2005

12 PAY_6 Numeric Repayment status in April, 2005

13 BILL_AMT1 Numeric Bill statement in September, 2005

14 BILL_AMT2 Numeric Bill statement in August, 2005

15 BILL_AMT3 Numeric Bill statement in July, 2005

16 BILL_AMT4 Numeric Bill statement in June, 2005

17 BILL_AMT5 Numeric Bill statement in May, 2005

18 BILL_AMT6 Numeric Bill statement in April, 2005

19 PAY_AMT1 Numeric Previous payment in September, 2005

20 PAY_AMT2 Numeric Previous payment in August, 2005

21 PAY_AMT3 Numeric Previous payment in July, 2005

22 PAY_AMT4 Numeric Previous payment in June, 2005

23 PAY_AMT5 Numeric Previous payment in May, 2005

24 PAY_AMT6 Numeric Previous payment in April, 2005

25 Default Numeric Default payment in next month

The dataset consists of 30,000 observations and 25 variables. The dataset is examined
for potential issue such as missing values, outliers or any inconsistencies. No missing
values is found in the dataset. Two exclusions were applied (Table 2):

Table 2. Sample Exclusion

No Exclusion Count

Initial Dataset 30,000

1 Repayment status in September, 2005 is delinquent, with PAY_0 > 0, but
however Amount of bill statement in September, 2005 (NT dollar) is ≤ 0. As
the repayment status (delinquent) is not consistent with the amount of bill
statement

1,689

2 Amount of bill statement in September, 2005 (NT dollar) ≤ 0, but however
default payment next month. As the default event is not consistent with the
amount owed

184

Final Modeling Sample 28,127

To ensure the constructed scorecard is predictive and could generalize well on new
sample, a portion of the modelling sample was separated out from model training. This
approach is used to prevent overfitting of models.Modelling data sampling is the process
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of partitioning the modelling sample into training sample and holdout or testing sample.
In this research, Stratified Random Sampling was performed to split modelling data into
Train and Test sample. Strata variable was set to the target variable, to ensure the event
rate across training and test dataset is similar. 80% vs 20% was used to split Train and
Test sample.

3.3 Model Design and Feature Creation

Model design involves setting up scorecard to align with usage in scoring customers
from specific segments. In this research, a single scorecard will be constructed using the
variables transformed with machine learning method.

From the description of dataset in Table 1, the target variable is default payment next
month, which can be modelled by inputs such as payment, usage, utilisation and some
demographic factors. Bad is defined as defaulted within the next month, or performance
period of 1 month. Under Basel Accord, default is commonly defined as delinquent for
more than 90 days. In this research, since performance period is only 1 month, it might
capture some good customers who forget to make payment before due date, and also
“truly” bad customers.

In the process of constructing a robust credit scorecard, a list of factors is typically
created to ensure the designed scorecard will fit well to the business strategy. The list
of factors created can be driven by expert input or statistical analysis of the initial input
field. In this research, a list of 65 factors is created from the original 23 input fields. The
list of factors created is shown in Table 3.

Table 3. Summary of the long list of factors created

No Name Data Type Description

1 UTIL1 Numeric Utilization Current Month (Sep
2005)

2 UTIL2 Numeric Utilization last 1 Month (Aug 2005)

3 UTIL3 Numeric Utilization last 2 Month (July 2005)

… … … …

65 Count_Pmt_GE_BAL_L1M Numeric Number of times Payment ≥ bill
amount in last month

As shown in the table above, the list of factors canbe summarized and categorized into
broad categories such as payment, delinquent, utilisation information of the customers.
The list covers few dimensions below:

1. Payment frequency, recency
2. Delinquent frequency, recency, severity
3. Utilisation frequency, recency
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3.4 Machine Learning in Single Factor Analysis

Single Factor Analysis is a process by which a long list of potential factors is univari-
ately analysed to arrive at a shorter list of candidate factors for inclusion in the credit
scorecard. This process is also termed as Feature Selection process. The outcome of the
process is to identify and remove low discriminatory power, too concentrated or poor dis-
tributed, unstable and redundant variables. During the process, variable transformation,
standardization, variable shortlist decision was made for further analysis on the vari-
ables. Accuracy Ratio (AR), also known as Gini coefficient was used to determine the
discriminatory power of variables and models. Information Value (IV) was also derived
and used as secondary test on the variables. AR is the area ratio under the CAP curve,
which is also known as the Gini curve, Power curve, or Lorenz curve. Gini coefficient
ranges between 0 to 1, when it is equal to 1, it means the model output is fully able
to differentiate non-defaulters and defaulters. When it is equal to 0, the rating model
cannot discriminate between non-defaulters and defaulters. In reality, CAP curve of a
rating model would run between the perfect curve and randommodel curve. Information
Value (IV), or total strength of the characteristic comes from information theory, and is
measured using the formula:

IV =
∑n

i=1
(Distr Goodi − Distr Badi)∗ ln

(
Distr Goodi
Distr Badi

)
(1)

where,

– Distr Goodi is the Distribution of Good observation in group i

Distr Goodi = Count Goodi
Total Count of Good

(2)

– DistrBadi is the Distribution of Bad observation in group i

Distr Badi = Count Badi
Total Count of Bad

(3)

High IV indicates high predictive power, and vice versa. In this research, Gini≥ 10%
was used as shortlisting criteria. 69 variables were shortlisted for multi-factor analysis.

Variable transformation was performed as per common approach in credit scorecard
construction. In this paper, Weight of Evidence (WOE) transformation was applied as
per the methodology outlined in Siddiqi (2005). The transformation involves Binning
or grouping of identical risk subpopulation, and assign the WOE measure as the score
for the subpopulation. WOE is based on the log of odds calculation:

WoE = ln

(
%Distribution of Goods

%Distribution of Bads

)
(4)

where,

– % Distribution of Goods represents percentage of good customers in a particular
group; and
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– % Distribution of Bads represents percentage of bad customers in a particular group.

The WOE measures the strength of each attribute class in discriminating good and
bad accounts. It is a measure of the difference between the proportion of good and bad
accounts in each attribute class. Positive number implies that the particular attribute class
is isolating a higher proportion of good than bad, and vice versa. A higher WOE value
implies lower risk while lower WOE value implies higher risk in that attribute class.
Variable standardization was applied in this stage. All scores were normalized to mean,
μ = 0 and standard deviation, σ = 1. An average customer would receive a WOE score
close to 0, and negative value implies higher than average risk, and vice versa. Binning
involves a combination of statistical analysis and expert input to arrive at final binning.
The common steps for interval and categorical variables is shown below:

For interval variable,

1. Factors are first being fine-classed into 20 bands, where each band consists of
approximately 5% of the total population.

2. To combine groups with similar bad rate.
3. Ensure there is sufficient observation (≥ 5% of population).
4. Fine classed result may not produce monotonic risk trend across bands, thus further

combine bands to produce monotonic (increasing/decreasing) risk trend.

For nominal variables,

1. Start by combining attribute with small sample size into group “Others”.
2. For the remaining attribute, group similar bad rate attribute.
3. Further group until it has met guideline similar to those set upon interval variables.

The approach above has been applied and shows good performance on the trans-
formed variable. However, it requires a lot of time due to the need to combine groups
that may or may not result in monotonic risk trend. Besides, some of the characteristic,
for example delinquent, is by nature do not comprise 5% of total population in each
attribute, but having significantly different risk than no delinquent. Fine classing the fac-
tor into 20 bands with approximately 5% in each band would have left out any group that
carries significant higher bad rate but lower than 5% distribution. As a result, a substan-
tially higher risk group could be diluted into the lower risk group. Adjustment to include
more bands, such as changing 20 bands to 50 bands with 2% in each band could be per-
formed. However, this would introduce more complexity in combining similar bad rate
groups as the potential merging scenarios of group has increased significantly. Besides,
for nominal variable, it might be time consuming if there are too many attributes.
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In this research, the effectiveness of Decision Tree approach in automating the above
process will be explored. Decision Tree is built by repeatedly splitting training data into
smaller and smaller samples. Beginning with the original segment, which is the entire
data set, it is first partitioned into two or more segments by applying a series of simple
rules. Each rule assigns an observation to a segment based on the value of an input
for that observation. In a similar fashion, each resulting segment is further partitioned
into sub-segments (segments within a segment); each sub-segment is further partitioned
into more sub-segments, and so on. This process continues until no more partitioning
is possible. This process of segmenting is called recursive partitioning, and it results
in a hierarchy of segments within segments. Splitting observation using Decision Tree
algorithm could produce binning that is optimal as the predictive power of the factor is
maximized through the training process. Conceptually, the decision tree binning should
provide best predictive power of the factor,while benefit fromall the grouping advantages
highlighted above.

There are factors which exhibit non-linear risk trend, which can also be captured by
DecisionTree algorithm.However, if the non-linearity is counter intuitive andmonotonic
risk trend is necessary, we created a simplified monotonic binning algorithm to ensure
monotonicity. The idea is to automate the process for better efficiency in credit scorecard
construction. Monotonic binning scheme works as follows:

1. Factors are first being fine-classed into n = 20 bands, where each band consists of
approximately 5% of the total population.

2. Examine the monotonicity of the risk across bands, if there is a break, repeat step 1
with n = n – 1.

3. Break if there are only 2 bands left.

4 Results

4.1 Variable Transformation in Factor Analysis

Applying Decision Tree algorithm has resulted in quick and predictive transformed
variables. To compare between the common approach of classing and the proposed
methodology on variable transformation process, we selected the first variable, credit
limit, LIMIT_BAL to illustrate the difference. Firstly, credit limit is fine classed into
20 bands. Figure 2 shows the overview of the relationship between variable and the
dependent variable.

It is observed that the bad rate decreases as the credit limit increases, indicating
that customers who are having bigger limit have lower risk than the average customers.
Combine groupswith similar bad rates involve comparing bad rates in each bandwith the
adjacent bands. In the LIMIT_BALfine classed result, we compared the bad rates of each
band, complexity arise when there is break inmonotonicity of bad rate. It is observed that
band [60000, 80000) (28.5%bad rate) could bemergedwith band [40000, 60000) (27.7%
bad rate) or band [80000, 90000) (22.3% bad rate). As such, 2 bands should be merged
and result in band [40000, 80000). The process will repeat using the resulting bin until
all bands have achieved monotonicity in bad rate. Another complexity arises when the
resulting bin breaks the monotonicity and hence require further grouping or re-perform
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the grouping with another adjacent bin. The process is repeated for all variables. It is
observed that with the decision tree andmonotonic binning algorithm, we could generate
the transformed variable automatically in an efficient way. The process provided much
improvement to efficiency as the binning result also give optimal power on the variable.
The final checking requires modeler to ensure the result matches underlying economic
hypothesis and have intuitive connection with the dependent variable. Illustration of
Decision Tree binning is shown in Fig. 3 below.

The above result implies that customerswho have credit limit≤NTD140,000 should
receive WOE scores that are < 0 since it is higher risk compared to average population.

Figure 4 shows the result of performing monotonic binning strategy on credit limit.
It can be observed that the number of resulting bins is more compared to decision tree
binning and even though the risk remained its monotonicity across bins, however, some
bins appear to have closer bad rate. We also compared the predictive strength of both the
binning strategies, and observed that decision tree binning produced higher Gini result,
i.e. 27.9% vs 27.6% inmonotonic binning result. Hence, the decision tree binningwill be
used as the final classing result for the variable and assignWOE scores to the population.
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4.2 Final Credit Scorecard

The final credit scorecard score assignment is given in Table 4 below.

Table 4. Credit scorecard scores assignment

Variable Attribute WOE Standardized
Score

Coefficient
of
regression

Final
Score

woe_LIMIT_BAL ≤40000 −0.7527 −1.6169 −0.12406 −20

≤70000 −0.3299 −0.7897 −0.12406 −10

≤140000 −0.1086 −0.3567 −0.12406 −4

≤260000 0.3802 0.5996 −0.12406 7

≤380000 0.683 1.1920 −0.12406 15

> 380000 0.9129 1.6418 −0.12406 20

woe_PAY_6 ≤−2 0.5642 0.9345 −0.09586 9

≤−1 0.3478 0.5253 −0.09586 5

≤0 0.1353 0.1234 −0.09586 1

>0 −1.3858 −2.7534 −0.09586 −26

woe_PAY_AMT3 ≤0 −0.4625 −1.4748 −0.05782 −9

≤2901 −0.0788 −0.3298 −0.05782 −2

≤3912 0.1048 0.2181 −0.05782 1

≤15587 0.3566 0.9695 −0.05782 6

>15587 0.8617 2.4768 −0.05782 14

woe_PAY_AMT4 ≤396 −0.2604 −1.0389 −0.07416 −8

≤1668 −0.1809 −0.7454 −0.07416 −6

≤4300 0.0955 0.2748 −0.07416 2

>4300 0.4314 1.5148 −0.07416 11

woe_PAY_AMT5 ≤0 −0.3227 −1.1729 −0.05639 −7

≤2927 −0.0904 −0.3887 −0.05639 −2

≤14100 0.2508 0.7633 −0.05639 4

>14100 0.8606 2.8220 −0.05639 16

(continued)
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Table 4. (continued)

Variable Attribute WOE Standardized
Score

Coefficient
of
regression

Final
Score

woe_PAY_AMT6 ≤910 −0.2452 −0.9305 −0.06904 −6

≤2304 −0.0979 −0.4209 −0.06904 −3

≤9794 0.2221 0.6861 −0.06904 5

>9794 0.6679 2.2284 −0.06904 15

woe_MAX_UTIL_6m ≤0.4711 0.3408 0.9542 −0.06346 6

≤0.6099 −0.0578 −0.2707 −0.06346 −2

≤1.019 −0.2472 −0.8527 −0.06346 −5

>1.019 −0.5861 −1.8942 −0.06346 −12

woe_MAX_BY_AVG_UTIL_3m 01 ≤ 1.1071 −0.343 −0.8067 −0.16056 −13

02 ≤ 1.5385 0.2346 0.3352 −0.16056 5

03 > 1.5385 0.5587 0.976 −0.16056 16

04
Utilisation
≤ 0 in last
3 month

2.7401 5.2886 −0.16056 85

woe_Mths_since_status_GT1 01 ≤ 0 −2.0962 −2.3706 −0.81227 −193

02 ≤ 1 −0.9778 −1.2288 −0.81227 −100

03 ≤ 3 −0.3609 −0.5989 −0.81227 −49

04 > 3 0.1667 −0.0603 −0.81227 −5

05 All status
≤ 1 in last
6 month

0.7862 0.5722 −0.81227 46

woe_Cnt_Mth_With_pmt_L4M ≤3 −0.5643 −1.3228 −0.07905 −10

>3 0.4245 0.7559 −0.07905 6
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From the table above, the split point that was arrived using machine learning method
could be of any continuous value from the variable. For example, the variable maximum
utilisation in the past 6 months, “woe_MAX_UTIL_6m” can take any value from 0%
(no utilisation) to more than 100% (over-limit plus unpaid interest). It is observed that
the technique effectively searches for all possible split points for creating optimal rule.
It can also be observed that the split points resulted from Decision Tree algorithm
show clear differentiation of WoE across different bands. Final Credit Scorecard was
trained using Logistic Regression approach on transformed variables. Multicollinearity
issue was handled through setting pairwise correlation threshold at 50%. The resulting
credit scorecard achieves Gini of 56.37% on Train sample and 57.43% on Test sample.
Compared to traditional approach it is also easier to execute as there is less comparison
of band merging scenario, thus reducing potential human error in merging the wrong
bands.

5 Conclusion

In conclusion, machine learning can be viewed as a tool that allows for more effective
credit scoring model construction. Decision tree splitting technique was very effective in
factor transformation for traditional credit scorecard. The transformation using decision
tree algorithm was quick and resulted in good predictive power variable. Performance
of the traditional credit scorecard model is also improved by the transformation process.
There are other machine learning techniques which could provide significant uplift to
Banks credit underwriting scorecard. A “sharpened” cutoff strategy could be achieved
through the use of better discriminatory power scorecard. Banks should look to explore
on more potential techniques that give improvement to internal credit scoring method-
ology. Although it might come with higher cost on computing resources as well as
implementation of machine learning algorithm, in the long run, the banks should benefit
from accepting more good customers while rejecting the bad customers.
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Abstract. Pandemic has a significant impact on many sectors, especially for the
hotel industry sector in Indonesia. To find out the impact of the pandemic on the
hotel industry sector, we conducted an inferential statistic using a nonparametric
location test to determine the significant differences between variables in 2019 and
2020. Then, we conducted cluster analysis using K-Means and Self-Organizing
Map (SOM) methods. We also create the perceptual mapping by Biplot. Using the
paired-fisher test for multivariate nonparametric location test, we found that the
differences between variables relating to the occupancy rate of hotel rooms in 2019
and 2020 have been significantly decreasing. According to the biplot analysis, in
2019, the characteristics between provinces were quite different. While, in 2020,
almost all provinces have identical characteristics. The result shows that SOM and
K-Means have the same performance. In 2019, there are 4 clusters, and in 2020
there are 3 clusters. There has been a change in cluster members before and during
the COVID-19 pandemic. Bali is the province that most affected by the COVID-19
incident because the tourism sector is the primary regional income. We found that
the small and medium hotel industry is severely affected by COVID-19 outbreaks.

Keywords: Biplot · Clustering · COVID-19 · Hotel · K-Means · SOM

1 Introduction

The COVID-19 pandemic has spread across the world. The number of cases shows an
increasing number [1]. As of 23 June 2021, over 2.03 million COVID-19 cases have
been reported in Indonesia [2]. The latest policies in Indonesia, known as Community
Activities Restrictions Enforcement “PPKM Darurat” is implemented to control the
spread of COVID-19 by restrict the society movement to go to public places such as
malls, cinemas, places of worship, and tourism places [3]. Since the beginning of this
global pandemic, the tourism sector has experienced a loss of potential income of Rp
90 T during January 2020 - April 2020. The reduced number of tourists has an impact
on the occupancy rate of hotel rooms, which at that time averaged only 49.2%. A drastic
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decline has occurred since the first case of the COVID-19 virus entered Indonesia until
now. In 2019, there are 3516 star hotels in Indonesia. Moreover, the government through
theMinistry of Tourism has closed 180 destinations and 232 tourist villages in Indonesia
[4].

Clustering is the task of grouping data points so that they are more similar than data
points from other groups [5]. Several previous studies applied the clustering method,
Xiong et al. [6] explained that the K-Means method is susceptible to the selection of
the initial cluster. Xiong et al. [6] optimizes the initial central cluster with grouping
results that produce an average accuracy of 80%. A study using records of electricity
consumption shows that SOM provides effective customer grouping results through
graphical representations [7]. Meanwhile, previous research has analyzed hotel room
occupancy rates. The LSTMmodel was used to forecast the occupancy rate of star hotel
rooms [8]. The research conducted by Wu, Law, and Jiang [9] shows that swine flu has
negatively affected the tourism and hospitality industries in many countries. Moreover,
an infectious disease influencing factor was identified and can affect hotel occupancy
rates.

Research on clustering the occupancy rate hotel rooms has never been done, espe-
cially during the COVID-19 pandemic. At the same time, the rate of hotel room occu-
pancy is likely influenced by the tourism sector during this pandemic. Hence, the
researchers are interested in analyzing the occupancy rate of star hotel rooms in Indonesia
during the COVID-19 pandemic using K-means clustering and Self-Organizing Maps,
as well as forming perceptual mapping using biplot. K-means clustering is used because
it is relatively fast and straightforward for clustering data, while Self-Organizing Maps
clustering is an effective method for visualizing high-dimensional data. The purpose of
using a biplot is to show the correlation between variables that affect the occupancy rate
and the proximity between provinces that have star hotels.

2 Methodology

2.1 Dataset Description

The data used in this study is secondary data obtained from the Central Bureau of
Statistics Indonesia publication. The data is about occupancy rate of the hotel room in
2019 and 2020, which consist of the number of room nights occupied in star hotels,
occupancy rate of hotel room in star hotels, number of staying guests in star hotels, the
number of foreign guests in star hotels, the number of domestic guests in star hotels,
and bed occupancy rate in star hotels. In biplot analysis, we used the aggregate number
of all levels of star hotels, whereas in other analyses we disaggregated each level of star
for each variable. There are five levels of stars, each variable is calculated for each type
of star hotel, so the total of variables is 30 variables.
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2.2 Multivariate Normality Test

QQ plot correlation coefficient test is performed to test the normality of the data. The
linear relationship between the value of squared mahalanobis distance and its corre-
sponding chi-square quantiles indicates normality in the population. The correlation
coefficient can be calculated as

rQ =
∑n

j=1

(
X(j) − X

)(
q(j) − q

)

√∑n
j=1

(
X(j) − X

)2
√∑n

j=1

(
q(j) − q

)2
(1)

The null hypothesis that the data follow the multivariate normal distribution will be
rejected if the value of coefficient correlation is less than the critical value [10].

2.3 Nonparametric Location Test

In case that the data do not follow the multivariate normal distribution, a nonparametric
location test can be used to test the differences in location parameters. The null hypothesis
used in this test is P(X ≤ Y ) = 1

2 , with the statistic test is described as

Ũm,n =
1
mn

∑m
i=1

∑n
j=1 I

{
Xi ≤ Yj

} − 1
2√

1
m ξ̂x + 1

n ξ̂y

(2)

where ξ̂x = 1
m−1

∑m
i=1

( 1
n (Si − i) − 1

m

∑m
i=1

( 1
n (Si − i)

))2
, and S1 < S2 < . . . < Sm

are the ordered ranks of the X. ξ̂y can be obtained using similar procedures [11]. The
comparison between the observed statistics and the permutation distribution is used to
test the global null hypothesis that contains all variables. This procedure will result in
statistics and p-value for testing the global null hypothesis [12].

2.4 Biplot Analysis

Biplot similarity provides plots of the n observations and the positions of p variables in
two dimensions [13]. The plots are based on the singular value decomposition (SVD).
This state that the (n x p) matrices X consisting of n observations with p variables
measured about their sample means can be written as:

X = ULA′ (3)

where U and A are (n x r) and (p x r) matrices respectively, each with orthonormal
columns, L is an (r x r) diagonal matrix with elements t1/21 ≥ t1/2r ≥ · · · ≥ t1/2r , and r is
the rank of X. To include the information on the variables in this plot, we consider the
pair of eigenvectors from the first two sample principal components.
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2.5 K-Means

The K-Means method is a clustering method that uses distance as a metric so that there
are k predefined clusters [14]. This method works by grouping each object into a cluster
with the closest cluster center [10]. The first step of the K-means algorithm are divide the
data into k clusters. Then, determine the value of the cluster center (centroid). The initial
centroid is determined randomly while in the later stages using the following equation.

xjh =
∑nh

i=1 xij
nh

= x1j + x2j + . . . + xnhj
nh

(4)

where xjh is themean of objects in the h-th cluster for the j-th variable and nh is the number
of objects in the h-th cluster. Calculate the distance of each object to each centroid using
Euclidean distance:

D2
ih =

∑m

j=1

(
xij − xjh

)2 (5)

where D2
ih is the square of the distance between ith object and hth centroid, xij is the

value of the ith objects in the jth variable, and m is the number of variables. Next, group
objects to the nearest cluster center. Objects that have the closest distance to cluster h
are included in cluster h. Return to step of determination the value of the cluster center
until the centroid has not changed, meaning no cluster members have changed.

2.6 Self-organizing Maps

Self-Organizing Maps (SOM) is a type of neural network model. It is named “Self-
Organizing” because it does not require supervise to learn the data and called “Maps”
because SOM tries to map its weights to match the input data given. SOM allows the
visualization and projection of high-dimensional data to lower dimensions, most often
a 2-D plane while maintaining the topology of the data [15]. The steps of SOM are as
follows [16]:

1. Neuron at input layer (input neuron) size of i (x1, x2, x3, … xi) and neuron at output
layer (output neuron) size j x l (y11, y12, y13, …, yjl.). The weight of connection
between input neuron and output neuron notated as Wijl.

2. Initialization the connection weight (Wijl) randomly from 0 to 1.
3. Repeat the step 4 to 7 until convergent (the change of weight is small relatively or

smaller than the tolerance limit) or cycle (the step 4 to 7) has finished the iteration.
4. Choose randomly a vector of x (which is a random number from 0 to 1) that will be

clustered and selected to input neuron.
5. Get the distance of input vector to weight of connection (djl) for each output neuron

using Eq. (5)
6. Find the index b = j, c = l, where djl is minimum, the output neuron bc is called

Best Matching Unit (BMU).
7. For every Wijl, renew the weight connection using the formula:

wijl(t + 1) = wijl(t) + α
(
xi(t) − wijl(t)

)
(6)
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where, wijl(t+1) is the new weight vector of l-th at the component of i-th at input vector
of j-th, wijl(t) is the lastest weight vector of l-th at the component of i-th at input vector
of j-th, α is the learning rate, and xi(t) is the component of i-th.

2.7 Cluster Evaluation (The C-H Pseudo F Statistic)

The C-H pseudo F statistic is the ratio of the mean squares for a given grouping divided
by the mean squares of the residuals [17], which can be written as:

Pseudo − F =
(

R2
k−1

)

(
1−R2
n−k

) (7)

where R2 = SSB
SST = (SST−SSW )

SST , SST is the total sum of squared, SBB is the sum
of squared between groups, and SSW is the sum of squared within the group. The
highest pseudo F indicates that the number of clusters formed has been optimal. The
diversity within the group is very homogeneous, while the diversity between groups
is very heterogeneous [18]. Assessment of the best cluster performance results can be
determined using the internal cluster dispersion rate or commonly known as the ICD
rate, which can be calculated using Eq. (8). The smaller the ICD rate, the better the
grouping results [19].

ICD rate = 1 − SSB

SST
. (8)

3 Results

3.1 Data Exploration

There is no missing value in the data. The boxplot of data aggregation of 1 to 5-star
hotels for each variable related to occupancy rate is shown in Fig. 2. From the boxplot,
it can be obtained that there are outliers in the number of room nights occupied, the
occupancy rate of a hotel room, number of staying guests, number of foreign guests,
and sources of domestic guests. However, in this study, outliers are not handled because
the purpose of the study is to cluster. The cluster results are expected to be genuinely
homogeneous within-group and heterogeneous between groups by ignoring outliers.

Figure 1 shows that there was a significant decrease from 2019 to 2020 of hotel
occupancy rate data in Indonesia. The biggest decrease was in the number of foreign
guests by 80% from the previous year. The number of staying guests decreased by 55%,
the number of room nights occupied decreased by 53%, and the number of domestic
guests decreased by 51%. Meanwhile, the occupancy rate of hotel room decreased by
38%, and the bed occupancy rate decreased by 37%.

From the exploration data, it can be seen that pandemic has greatly impacted the
hospitality sector in Indonesia. All variables are decreasing while the number of star-
hotel in Indonesia are increasing from 2019 to 2020 as shown at Fig. 3. From the
exploration data, it can be seen that the number of star-hotel in Indonesia had been
increased from 2019 to 2020 but the rate of hotel occupancy and the guests had been
decreased because of pandemic situation at the end of 1st quartal in 2019.
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Fig. 1. Barchart of the occupancy rate of the hotel rooms for 2019 and 2020 in Indonesia.

Fig. 2. Boxplot of the occupancy rate of the hotel rooms for 2019 and 2020 in Indonesia.
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3.2 Differences for All Variables

In this section, we provide the differences of all variables in 2019 and 2020 using graph
and hypothesis testing. The comparison for all variables can be plotted in the density of
each variable in each year, as in the Fig. 4, which shows us that variables with a huge
difference in the two years are the Occupancy Rate of Hotel rooms and Bed Occupancy
Rate. The year 2020 (blue line) tends to be more lifted to the left than the year 2019
(black line). This implies that the parameter of the year 2020 is less than the parameter
in the year 2019. In other words, the decreasing values for the 2020 year exist in these
two variables. To make an inference with this conclusion, we provided the hypothesis
testing for location parameters. The multivariate normality test for all variables in 2019
and 2020 results that the data does not follow the multivariate normal distribution. The
result of the QQ plot correlation test for normality is provided in Table 1.

Table 1. Multivariate Normality Test for all variables in 2019 and 2020

Correlation Coefficient Critical Value Result

0.56236 0.96389 The null hypothesis is rejected

In this study, we used the nonparametric location test to determine the significant
differences between variables in 2019 and 2020. The result of the Paired Fisher Sign Test
for multivariate nonparametric location test can be found in Table 2, while the univariate
nonparametric location test for all variables are provided in Table 3.

Table 2. Multivariate Nonparametric Location Test for 2019 and 2020

Statistics p-value Result

5.488 <0.001 The null hypothesis is rejected

Table 3. The p-value of Univariate Nonparametric Location Test for 2019 and 2020

Variables 5 star 4 star 3 star 2 star 1 star

Number of Room Night Occupied 1.000 0.005 <0.001 0.001 <0.001

Occupancy Rate of Room 1.000 0.005 <0.001 0.001 <0.001

Number of Guest Nights 1.000 0.001 <0.001 0.001 <0.001

Number of Foreign Guests 1.000 0.001 <0.001 0.022 0.319

Number of Domestic Guests 1.000 0.001 <0.001 0.001 <0.001

Bed Occupancy Rate 1.000 0.001 <0.001 0.001 <0.001

The multivariate nonparametric location test implied that there is a significant dif-
ference (α = 0.05) between the median of the data in 2019 and 2020. The univariate
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nonparametric location tests provide interesting results. All the variables in 5-star hotels
have the same median for 2019 and 2020 with p-value close to one. At the same time,
most of the remaining types of hotels result in a positive estimate for the median with
p-value less than 0.05. It can be concluded that there are significant decreasing values
for all variables in 2020 compared to the same variables in 2019 in the remaining types
of hotels.

Fig. 4. (a) Number of Room Night Occupied, (b) Occupancy Rate of Hotel Room, (c) Number
of Guest Nights, (d) Number of Foreign Guests, (e) Number of Domestic Guests, and (f) Bed
Occupancy Rate for Each Type of Hotel in 2019 (black line) and 2020 (blue line) (Color figure
online)

3.3 Biplot

Biplot is used to compare variables based on the occupancy rate in 2019 and 2020.
Figure 5(a) shows that the biplot represents 99.79% of the total variance in the data, the
first axis gives 95.08%, and the second axis gives 4.71% for total variance. Furthermore,
Fig. 5(b) shows that the biplot represents 99.81% of the total variance in the data, the first
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axis gives 95.65%, and the second axis gives 4.16% for total variance. Concluded from
the length of the vector that all variables have the similar variance. It can be seen that all
variables have a relatively high and positive correlation, this is because the angle formed
by the two vectors is less than 90°, except for the room occupancy rate variable and the
number of foreign guests facilities, also for the number of foreign guests facilities and
bed usage rate which have a negative correlation because the angle formed by the two
vectors is more than 90°.

Fig. 5. Biplot of Star Hotels in (a) 2019, and (b) 2020

In 2019, the characteristics between provinces were quite different, as indicated by
the points spread. Still, almost all provinces did not excel in all variables, except for
South Sulawesi (X27) and Riau Islands (X10), which excel in occupancy rate of hotel
room (V2) and bed occupancy rate (V6).While DIY (X14) only excels in bed occupancy
rate andWest Java (X12) in the number of domestic guests (V5). In addition, DKI Jakarta
(X11) excels in the number of room night occupied (V1) and the number of guest nights
(V3). Of course, this is a natural thing considering DKI Jakarta is a province that has the
most star hotels. Provinces that are also different because they excel in the number of
foreign guests (V4) are Bali (X17) and East Java (V15), considering that these provinces
have a lot of tourism.

According to the biplot analysis, in 2020, almost all provinces have identical char-
acteristics, as indicated by the close-together points. COVID-19 causes changes in the
characteristics of star hotels to all variables, as shown by only two provinces that con-
sistently excel on the same variables as the previous year, namely West Java and Bali.
Banten (X16) replaces DKI Jakarta, which excels in the number of room nights used
and the number of nights guests stay and South Sulawesi replaces DIY, which excels
in the bed usage rate. Meanwhile, DKI Jakarta, East Java, and DIY now excel in the
number of domestic guests, and Central Java (X13), North Sumatera (X2), follow Bali
excel in the number of foreign guests. This can be caused by the arrival of foreign guests
and domestic guests from abroad who must self-isolate in selected hotels around the
international airport. However, Bali experienced a significant decrease in foreign guests
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considering that COVID-19 is a pandemic, so it can discourage foreign guests who want
to visit Bali.

3.4 Clustering

First, we do a factor analysis technique that was carried out from 30 variables 3 fac-
tors (2019), and 2 factors (2020). Then using latest data from factor analysis, clusters
were carried out using K-Means and SOM methods. Pseudo F-statistics can obtain a
determination of the optimum number of clusters by using Pseudo F-statistics criteria.

Table 4. Evaluating K-Means using Pseudo F-Statistics

Number of Clusters 2019 2020

2 13.73172 22.76414

3 22.47794 73.86342

4 64.85457 71.91994

Table 4 shows that the highest Pseudo F-statistics obtained using K-Means in 2019
indicate that the formation of four clusters is optimal. When using the occupancy rate
of hotel room data in 2020, the highest Pseudo F-statistics is obtained with two opti-
mum clusters. The provinces in Indonesia based on hotel room occupancy rates are also
grouped using SOM. The number of clusters is the multiplication of its grid dimension
as the result of Table 5.

Table 5. Evaluating SOM using Pseudo F-Statistics.

Grid Size 2019 2020 Grid Size 2019 2020

2 × 1 13.732 19.655 4 × 1 64.854 71.517

1 × 2 13.732 22.696 2 × 2 64.854 71.639

3 × 1 21.076 73.863 1 × 4 64.854 71.639

1 × 3 21.076 73.863

Table 5 shows that the highest Pseudo F-statistics obtained using SOM in 2019 data
is 64.854, while in 2020, the highest Pseudo-F is 73.863. These results indicate that the
number of four clusters is optimal in grouping the provinces in Indonesia based on hotel
room occupancy rates in 2019 and three clusters for grouping 34 provinces in 2020.
This study uses the ICD rate to determine the best method in cluster analysis to group
provinces in Indonesia, as shown in Table 6.

The results of the ICD rate both using K-Means and SOM clustering are the same,
so it can be concluded that the two methods have the same performance in grouping 34
provinces in 2019 and 2020 based on hotel room occupancy rates. Hence the member
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Table 6. Method Evaluation using ICD Rate.

Method 2019 2020

Number of
Clusters

ICD Rate Pseudo F Number of
Clusters

ICD Rate Pseudo F

K-Means 4 0.133592 64.854 3 0.173449 73.863

SOM 4 0.133592 64.854 3 0.173449 73.863

of the cluster using K-Means and SOM is equal. Table 7 shows the members formed in
each cluster. The members of cluster 1 are provinces that have several tourist attractions.
Meanwhile, Bali as the cluster 2 member is popular globally as the tourist destination
for both foreign and domestic tourists. DKI Jakarta, West Java, Central Java, and East
Java are business and industrial centers where the country’s economy is centered to
this region. Then, the remaining fifteen provinces are grouped into cluster 4, where the
provinces in this cluster are lack the attractiveness that makes less people visit the related
province. Table 7 also shows the changes of each cluster member in 2020. Provinces in
cluster 4 in 2019 are joined the province in cluster 1 to form a new cluster as cluster 1
in 2020. Clusters 1, 2, and 3 respectively show members of the province with medium,
low, and high room occupancy rates.

Table 7. Clustering Results Using 2019 Data.

Year Cluster Cluster Member Number of Members

2019 1 Aceh, North Sumatera, West Sumatera, Riau, Jambi, South
Sumatera, Riau Islands, DI Yogyakarta, Banten, West Nusa
Tenggara, East Nusa Tenggara, East Kalimantan, North Sulawesi,
South Sulawesi

14

2 Bali 1

3 DKI Jakarta, West Java, Central Java, East Java 4

4 Bengkulu, Lampung, Bangka Belitung Islands, West Kalimantan,
Central Kalimantan, South Kalimantan, North Kalimantan,
Central Sulawesi, Southeast Sulawesi, Gorontalo, West Sulawesi,
Maluku, North Maluku, West Papua, Papua

15

2020 1 Aceh, North Sumatera, West Sumatera, Riau, Jambi, South
Sumatera, Riau Islands, DI Yogyakarta, Banten, West Nusa
Tenggara, East Nusa Tenggara, East Kalimantan, North Sulawesi,
South Sulawesi, Bengkulu, Lampung, Bangka Belitung Islands,
West Kalimantan, Central Kalimantan, South Kalimantan, North
Kalimantan, Central Sulawesi, Southeast Sulawesi, Gorontalo,
West Sulawesi, Maluku, North Maluku, West Papua, Papua

29

(continued)
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Table 7. (continued)

Year Cluster Cluster Member Number of Members

2 Bali 1

3 DKI Jakarta, West Java, Central Java, East Java 4
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Fig. 6. Cluster Characteristics Based on (a) Occupancy Rate of Hotel Room in Star Hotels, (b)
Number of Foreign Guests Staying in Star Hotels, (c) Number of Domestic Guests Staying in Star
Hotels, (d) Bed Occupancy Rate in Star Hotels.

From the boxplot in Fig. 6 we know that the change of all variables in each cluster
from 2019 to 2020 become decreasing. Figure 6 also shows that the Occupancy Rate
of Hotel Room in Star Hotels in Fig. 6(a) and Bed Occupancy Rate in Star Hotels in
Fig. 6(d) have a significant decrease from 2019 to 2021 in all clusters. So it can be
concluded that the Occupancy Rate of Hotel Room in Star Hotels and Bed Occupancy
Rate in Star Hotels experienced the most contraction between 2019 and 2020 in each
cluster. Figure 7(a) shows that the proportion of province which has medium and low
level of hotel room occupancy rates is almost the same. While the Fig. 7(b) explicitly
shows the provinces which has medium and low hotel room occupancy rates in 2019
are joined into one cluster in 2020 which has the medium level of hotel room occupancy
rates.
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Fig. 7. Provincial mapping in (a) 2019 and (b) 2020.

4 Discussion

COVID-19 has a significant impact on hotel industry. One of the impacts is the hotel and
restaurant sector, which has experienced a decline in hotel room occupancy rates. The
analysis of grouping of provinces in Indonesia based on the occupancy rate of hotel rooms
shows that SOM and K-Means have the same performance. There has been a change in
cluster members before and during the COVID-19 pandemic. The clusters 1 and 4 from
2019 are joined into the same cluster in the next year, which means that 29 provinces
have similar characteristics in 2020. Moreover, as a popular tourist destination, Bali
has a higher room occupancy rate than other clusters. However, since the government’s
lockdown policy was implemented, Bali’s hotel room occupancy rate has fallen below
other clusters. This decline was due to the decrease in tourist who visits Bali, causing
some hotels in Bali having difficulty in operating. In addition, several hotels in Bali have
been changed functionally become isolation places for COVID-19 patients. Thus, Bali is
the most affected province by the COVID-19 incident in 2020 since this province relies
on the tourism sector as the primary regional income.

The other provinces in cluster 3, namely DKI Jakarta, West Java, Central Java, and
East Java, have similar characteristics as economic centers in Indonesia with good infras-
tructure. So many businessmen dominated the hotel area in these provinces. However,
during the pandemic, many office activities were carried out online or work from home,
thus making the room occupancy rate in this cluster decreased. Considering that the
highest spread of COVID-19 cases occurred on the island of Java, several hotels in
cluster 3 were converted as places of isolation for COVID-19 patients.
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Several members in cluster 1 were also affected, which can be seen from the decline
occupancy rate of hotel room. Cluster 1 members such as DI Yogyakarta, West Nusa
Tenggara, and East Nusa Tenggara in 2019 had a room occupancy rate that was not so
low because this province has a tourist attraction beach. However, this number decreased
drastically in 2020 due to the COVID-19 outbreak.

The differences between variables relating to the occupancy rate of hotel rooms in
2019 and 2020 have been significantly decreasing. The first Large-Scale Social Restric-
tions in Jakarta was applied in April 2020, followed by many other cities afterward [20].
This policy brought impacts in several fields, including the field of hotel and tourism.
For the comparison, we used the data of hotel usage in 2019 for the data before COVID-
19 arisen, and the data of hotel usage in 2020 for the data after COVID-19 existed. We
already provided statistical inferences that in the 5-star hotels, the decrease of hotel usage
is not significant, while in the other types of the hotel (medium and small), the hotel
usage was significantly decreasing as the effect of COVID-19 outbreaks. These findings
are consistent with the previous research conducted by Lee and Phi [21] explains that
the small and medium hospitality in Vietnam would run out of resources caused by the
pandemic. In Pakistan, small and medium enterprises are the most affected sector of
the COVID-19 outbreaks, including the industrial fields such as restaurants and hotels
[22]. Alonso et al. [23] studied 45 international small hospitality businesses and found
that owners and managers must change and adapt their businesses to create industry
resilience against COVID-19 outbreaks.

5 Conclusion

In this study, we found that there was a decrease in hotel room occupancy rates from
2019 to 2020 in Indonesia. The occupancy Rate of Hotel rooms and BedOccupancy Rate
are the variables that have the most significant difference for two years. The result of
the multivariate nonparametric location test shows a significant decrease in 2020. Based
on a perceptual map using a biplot, the results show that in 2019, the characteristics
between provinces were quite different, whereas in 2020, all provinces had identical
characteristics. The two provincial grouping methods used in this study, namely SOM
andK-Means, provide the same performance. In 2019, there were four optimum clusters:
very high, high, medium, and low; in 2020, there were three: high, medium, and low.
Bali is the province most affected by COVID-19, with lower hotel room occupancy rates
and fewer tourists. There are two clusters from 2019 are joined into the same cluster in
the next year, which means that the more provinces have similar characteristics in 2020.
During the COVID-19 outbreak, the small and medium hotel industry was the most
affected sector. Several hotels in Indonesia are open, but only for COVID-19 victims.
In conclusion, the incident at the beginning of 2020 was indeed very unpredictable due
to the COVID-19 that shook the world because the virus had a significant impact on the
hotel industry. Gradually, the Government makes regulations regarding the reopening
of tourism objects while still paying attention to health protocols. Limiting the number
of visitors who visit tourist attractions in an area by considering the level of spread of
COVID-19 in the area so that it can have an impact on the level of the economy. Further
research in investigating the effect of COVID-19 for each province is necessary to be
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conducted such as analyzing the impact of the opening of tourism objects during the
pandemic.
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Abstract. Advancement of online social networks has seen digital marketing use
platforms like YouTube and Twitch as key levers for video games marketing.
Identifying key influencer factors in these emerging platforms can both deliver
better understanding of user behavior in consumption and engagement towards
marketing on social platforms and deliver great business value towards video
game makers. However, data sparsity and topic maturity has made it difficult to
identify user behavior over a sequence of different marketing videos, with a key
challenge being identifying key features and distinguishing their contribution to
the measure that defines sustained engagement over sequential marketing. This
paper presents amethod to understand sequential behavioral patterns by extracting
features from marketing frameworks and develop a supervised model that takes
all the features into consideration to identify the best contributing features to
predicting engagement that delivers sustained interest for the next video in a series
of marketing videos on YouTube. Experiment results on dataset demonstrate the
proposed model is effective within constraint.

Keywords: Online social marketing · Regression prediction · Video game
trailers · Machine learning · Sequential pattern

1 Introduction

Social media has become a major component of modern digital marketing today as
technology play a front-and-center role in everyday life, driving the success of platforms
like Twitch and YouTube in any successful marketing outreach today, as conventional
marketing paradigms are being democratized with the expansion of technology-driven
marketing such as influencers and memes [1]. Among the industries that are seeing this
rapid adoption of this paradigm shift is the video games industry, which historically share
a strong, symbiotic relationship with technology due to the critical role technology plays
for the medium [2]. Today, marketing for video games is actively exploring the measure
of engagement as a means of success. For example, number of likes for a message on
Facebook is seen as an endorsement of messaging effectiveness for a company’s social
marketing strategies [3].
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However, identifying the key features that drive engagement has been challenging
due to a range of factors, such as the nascent state of marketing analytics for video games
and entrenched marketing fundamentals that are still prevalent in much of video games
marketing [4, 5]. This also contributes to existing work that does not adequately address
this problem.Studyof popularity featuresmeasuring of critical and commercial ratings of
video games are common precursor studies debunked by Zhu and Zhang’s nominal work
identifying that pre-existing brand popularity have a strong correlation for popularity and
commercial impact against conventional assumption that critical ratings play a strong
role in video games engagement [6]. This is further supported byMaeyer’s work, arguing
that in relation to consumer engagement, unobserved factors and time-varying factors
needs to be a key element of any studies exploring engagement [7].

This paper studies the discussed issues and proposes a solution, with two key
contributions.

• We propose relevant engagement features, extracted from the dataset as well as devel-
opment of new features modelled from relevant studies on user engagement and
marketing analytics.

• We propose a supervised machine learning model to offer prediction of proposed
engagement features generated from YouTube dataset of video game trailers.

The rest of the paper is structured as follows. Section 2 reviews related work for fea-
ture identification and machine learning prediction methodologies. Section 3 discusses
the methodology involved including data pre-processing steps as well as feature devel-
opment considerations. Experiments and results are presented and discussed in Sect. 4,
with Sect. 5 concluding the paper.

2 Related Work

Studies of marketing analytics and consumer engagement via digital marketing has an
extensive history of study, primarily centered around development of marketing frame-
works oriented around identifying different stages of a customer conversion stage in
marketing. What researchers have identified is that it has become ever more challenging
to contextualize the new dimensions of measuring engagement for digital marketing, as
the number of touchpoints and interaction avenues available expand [8]. The prevalent
works exploring engagement in digital marketing have tried exploration of Brackett’s
attitude model [9, 10] and hierarchical effect models [11] to orient the engagement
metrics around the multi-stage customer experience journey of product awareness to
intent-of-purchase. This paper goes deeper to analyze the features discussed in these
papers, which are like, dislike, popularity, product, and sentiment.

Duffet [12] proposes the development of a model that estimates a post-awareness
stage of marketing communication, which expands to identify actions that demonstrate
the like or dislike of a product. His work was instrumental in a successful application
of attitudinal stages to hierarchy-of-effect model to identify correlation with positive
second-stage attitudes to marketing content on YouTube. In addition, [12] also notes
that if we’re able to extrapolate proof of a positive response in the dimensions associated
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to a consumer’s condition in the first stage of YouTube content consumption to compel
them to either meet one of these three post-awareness stage, these are significant features
that can be used in consideration for YouTube related metrics, applying multi-stage
engagement level flow of actions in a sequential pattern.

There are also work that explores the dimensions associated with pre-existing popu-
larity, as the component of a product’s brand prowess and unobserved features. Ahmad’s
[13] highlighted that feature reflecting of pre-existing popularity can be observed with
budget, quantity of reviews, views and additionally defined with weighted adjustments
to like and dislike features as per Eq. 1:

weighted
like

dislike
ratio = total

likes

dislikes
∗g (1)

Although many studies are devoted to the exploration of engagement in marketing,
it remains a highly abstract concept, with there being no unified definition or metric
that can take into account the elements of emotional congruence and relevance, which
are unobserved features.[14] As per the works of [6] and [10] the risk of variables or
features that were not considered in the initial study like popularity and bias factor of
sarcasm in body language could misinterpret polarity data substantially. And the same
challenge applies to the non-qualitative assumptions that goes into the data analytics,
which has a wide range of options in modelling which has demonstrated success across
classification and regression modes of prediction in digital media.

This paper synergizes the key learnings of previous work [9–13] and proposes a
prediction framework that leverages previously identified features and develops new
features from the dataset to derive a range of engagement traits that delivers the best
performance across a range of previously effective machine learning algorithm.

3 Methodology

To deliver the best performing model, a comprehensive process that ensures robust
data selection and model testing is required. That process is operationalized into the
Operational Framework Structure. (see Table. 1).

3.1 Data Collection and Pre-processing

This section discusses the data selection consideration and all activities related to clean-
ing the selected data for model readiness. The data collection process was divided into
two stages, representing different datasets considerations. For the first dataset, the core
video games marketing data that is used in this study is obtained from a web-scrap of
YouTube’s public data [15]. Using a criteria-based sampling procedure, the data scrap
was focused on official marketing trailers for video games that was showcased at the
Electronic Entertainment Expo, a premier annual event used to video games market-
ing, generating a dataset consisting of 277 records over a 36-month period. The second
dataset involved a selection of essential product information related to video games
that wasn’t available in the first dataset, obtained from VGChartz [16], a repository of
video game information, serving the role to expand on feature development based on
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Table 1. Operational framework structure.

Process Summary

Preliminary study Understanding of problem background and thorough
research via literature review

Data collection and preprocessing End-to-end data collection, integration, and cleaning
process

Data analysis Understanding of data collected and building of initial
hypothesis regarding features

Model preparation and evaluation Development and evaluation of model trained with
completed dataset

Conclusion Comparison and selection of best model

popularity and product features discussed in [11] and [14]. The data was cleaned and
pre-processed with the primary consideration of establishing a dataset that demonstrated
sequential relationship across three trailers for video game marketing.

3.2 Feature Extraction

This section explores extraction and development features from the dataset. Effective
feature study is critical in work applying machine learning to increase the precision of
the model developed, which requires a thorough review and analysis of all available
data collected and identify the appropriate feature set which demonstrates meaningful
correlation with the target parameter.

Product Features in Context of Content Marketing. Identifying product features
relating to video games can be established with existing lexicons of product termi-
nology, but that is different for the context of “content marketing” on YouTube without
established typology. However, by applying historical knowledge base of marketing
techniques for video games explored in [5] and thematic analysis of shared use cases in
language in [3], it is possible to apply natural language processing to contextualize and
represent trailers into categories of features that provide a meaningful representation for
product in the context of YouTube marketing. Application of Latent Dirichlet Alloca-
tion (LDA) algorithms [17] to the features related to description of YouTube trailers,
alongside keyword analysis allows the product features to be contextualized in view of
familiarity with marketing content. By describing the keyword profiles obtained from
the natural language analysis, qualitative as-assessment can be applied with a small test
group to pose relevant questions relative to meaning of keywords in the context of mar-
keting. When observing words such as gameplay, debut, or teaser – what are the context
of a marketing strategy offered to observed group? Using this combination of language
processing and a sample keyword review with a test group, we can convert the keywords
identified in the dataset into product differentiation features (see Table.2).

Popularity Feature within YouTube. Despite the prevalence of popularity as a feature
in marketing analytics, popularity’s definition as a feature varies as different research
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Table 2. Keyword profile and associated product feature in YouTube trailers

Keywords Product features

‘teaser’, ‘trailer 1’, ‘reveal’, ‘CGi’, ‘first look’, Teaser trailer

‘reveal’, in-game reveal’, trailer 1/2’, >5m’ Reveal trailer

‘reveal’, ‘with gameplay’, ‘trailer 1’, Reveal demo

‘gameplay’, ‘not reveal’, ‘trailer 2/3’, ‘trailer’ Gameplay trailer

‘demo’, ‘ > 8m’, ‘deep-dive’, ‘gameplay’ ‘trailer 2/3’ Gameplay demo

‘trailer’, ‘cutscene’, ‘trailer 2/3’, ‘no gameplay’ Regular trailer

‘launch’, ‘trailer 3’, ‘launch trailer’ Launch trailer

explores popularity with different models, and suited algorithms. [19] For YouTube,
prior work shows that a traditional logarithmic model and online media can be applied
to predict con-tent popularity within videos. [2, 3, 18] An application of that model
to this study would be represented as the following equation, reflected in a developed
feature of popularity score as per Eq. 2:

comments

views
∗ (likes − 1.5 ∗ dislikes) (2)

Applying the fundamentals of Eq. 1 developed from the findings of [13], the
popularity features can also be expanded to consider the following:

weighted
views

likes
∗(100%) (3)

weighted
views

comments
∗(100%) (4)

Sequential Features for Marketing Engagement Continuity. The key objective of
the study is the prediction of marketing engagement status with the assumption of a
time-series relationship between trailers, based off existing data to extrapolate the infor-
mation in a way where t = trailer sequential order, to find out the continued engage-
ment of t + 1. Marketing research and analytics apply data manipulation and customer
segmentation or labeling approach with the goal of dividing information into subsets to
distinguish different groups. [20] Adopting that approach, the dataset is divided, labeled,
and reintegrated divide the trailer data into two subsets of sequential relationship, which
are trail-er one-to-trailer-two and trailer two-to-trailer three, where t + 1 is reflected in
the relation between two sequential trailers The labeling for trailer sequence is taken
through application of distinguishing the sequence with the timestamp or trailer date to
reflect time-series information, with the earliest trailer in the sequence labeled one, two
and three in chronological order, with all records that do not have a sequence of three
trailers removed. Table 3 shows the shape of the dataset applying the sequential features
of the products.

With the assignment of a sequence-based labeling to the dataset, it develops a predic-
tion opportunity for the data, where model performance is considered across two distinct
segments of t1 + 1 or t2 + 1 as well.
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Table 3. Sequencing of trailer by timestamp

Product genre God of war Call of duty

Timestamp Trailer sequence Timestamp Trailer sequence

201702 Trailer one 201902 Trailer three

201802 Trailer two 201802 Trailer two

201809 Trailer three 201609 Trailer one

4 Experiment and Results

One of the key objectives of this paper is the inference of contributing elements to mar-
keting engagement through analysis of patterns in the relationship between features. The
experiments for this paper are oriented around application of regression-based analysis
to detect the casual correlation between features that are identified as engagement factor
and build a model that maximizes the capability in prediction of said engagement factor
in relation to the effects of the features.

As elaborated in Sect. 3.2, the experiment design involves development and extrac-
tion of several key features, such as: product trait for both game and marketing such
as genre of game and type of trailer, popularity score, numerical YouTube metrics like
views, likes anddeveloped features suchweighted engagement features. The engagement
features are tested for their correlation coefficient contributor to both t + 1 factors with
Pearson’s coefficient to identify best performing features, suitable for machine learning
modeling. [21] The features are converted, where necessary to support regression-based
analysis. Applying the best performing supervised learning algorithms from the prior
work in [2, 3, 6, 7, 10–13], Random Forest Regressor, Linear Regression and Support
Vector Machine Regression are used in the experiments. The experiments are conducted
in Python with their default learning parameters, with a 5-fold cross validation method,
with 80:20 split in training and testing for the dataset. Normality testing was also con-
ducted for the dataset to test for suitability of correlation analysis methodology with the
quantile-quantile plot approach.

4.1 Feature Analysis

For this paper, given the external extrapolation and development of features onto the
dataset, feature analysis is a critical part of the experiments. We adopt the use of the
Pearson product-moment correlation coefficient onto the dataset to study what are con-
sumer behavior elements that demonstrate statistically relevant relationship between
product, popularity or sequential features extrapolated from the research methodology.
[21] The outcome of that correlation analysis shown in Table 4.

From Table 4, we observe that product features related to the video games, that
being ‘franchise’ and ‘game genre’ themselves do not contribute meaningful correlation
coefficient from the regression analysis, but product features related tomarketing indicate
that the type of trailer debuting in trailer one is positively related to the likelihood that
trailer two will retain a degree of engagement across views, likes and comments, though
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Table 4. Top performing features with highest r2 value based on sequential traits for t + 1

R2 score for trailer one-to-trailer
two correlation

R2 score for trailer two-to-trailer
three correlation

Features Views Likes Comments Views Likes Comments

Franchise 0.089 0.170 0.280 0.110 0.230 0.220

Game genre 0.016 0.056 0.017 0.045 0.077 0.100

Trailer type 0.570 0.590 0.420 0.120 0.120 0.190

Trailer views 0.530 0.470 0.460 0.480 0.440 0.350

Trailer likes 0.560 0.590 0.480 0.610 0.660 0.570

Trailer dislikes 0.160 0.250 0.140 0.480 0.150 0.120

Trailer comments 0.660 0.540 0.470 0.480 0.670 0.590

Trailer popularity 0.540 0.510 0.410 0.380 0.670 0.590

it performs best with likes at 0.59 coefficient score. We also note that for both trailer one
and trailer two, numerical metrics related to views, likes, and comments do contribute to
sustained engagement on their own. Trailer one-to-two demonstrates the broader range
of engagement continuity, with trailer type, views, likes, comments, and popularity
score showing a positive correlation coefficient with engagement compared to trailer
two-to-three.

4.2 Experiment Results

Through Sect. 4.1, we have developed a better understanding for the potential in the
predictive power of the identified features. Applying the findings of that analysis, we
propose a regression-based prediction model to derive the prediction for ‘number of
likes’ generated by trailer two, by applying trailer one assumptions of trailer product
feature ‘trailer type’ and three assumptions of trailer metrics in ‘number of views, likes
and comments’ generated by trailer one, applying Random Forest Regressor, Linear
Regression and Support VectorMachine Regression. [2, 3, 6, 7, 10, 12, 13] The accuracy
evaluation metrics for the model is measured by the r2 score of the model, which is
correlation coefficient between the input and output features selected and mean absolute
error, which measures the average magnitude of errors comparing the predicted and
actual data. The result of the experiment is summarized in Table 5.

Based off Table 5, we observe that among the models tested, only Linear Regression
and Random Forest prove to be sufficient in delivering higher than 50% r2 score, with
Random Forest Regressor demonstrating the strongest performance with the correlation
coefficient at approximately 77% strong positive relationship correlation between the
selected features, as well as the best error score, with the lowest mean absolute error of
the tested models at 26,154.

To better understand the actual scenario application of the model as well as any
limitations of themodel in its ability to predict likes, the best performingmodel, Random
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Table 5. Performance comparison between algorithms for predicting like for trailer two

Category R2 score Mean absolute error

Linear regression 0.544 39,803

Random forest regressor 0.774 26,154

Support vector machine –0.139 53,637

Forest Regressor is applied the full original dataset for a performance prediction across
a scatter plot in Fig. 1 and box plot in Fig. 2.

Fig. 1. Comparison on predicted likes in original dataset and prediction with scatter plot graph

From Fig. 1, we can see that model outperformed the metrics from the evaluation,
with an r2 value of 0.795 and a range of 21,809, shown in the table in the formula of y =
mx + b. This demonstrates the model’s overall capability in predicting the value in line
of the actual likes value. However, the scatter plot does also highlight several situations
where the prediction is demonstrably higher or lower than the trend, demonstrated by
the b-value of 21,809 which is still substantial given that the average likes for the dataset
range in the 60,000 likes range, which places the error range of the like prediction at close
to 30%. That is supported by Fig. 2’s illustration of the boxplot, where the maximum
for deviation from the quartile value is close to 50,000 higher than the actual, which
increases the deviation value.

These results show that even though the model is capable of a prediction analysis
that is broadly capable of predicting the likes with a reasonable level of accuracy across
a large set of data, the model bears risk of a relatively high deviation value that would
skew the interpretation of the data.
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Fig. 2. Comparison on predicted likes in original dataset and prediction with box plot graph

5 Conclusion and Future Work

This paper proposes a novel approach towards regression-based prediction of marketing
engagement for video game trailers on YouTube through analysis and development of
sequential features and models from the dataset. Utilizing a wide breadth of perspectives
that has in prior work demonstrated sustained interest, characteristics like popularity,
number of likes, views, comments are investigated and repurposedusingnatural language
processing, text mining and statistical formulations to generate a wide range of features,
in which the features are tested and experimented to validate the value of features in the
prediction of sequential engagement for video game trailers on YouTube.

The experiment results show that there are four core features contributing to the
prediction of engagement, and they are reflected in number of views, likes, and comments
for the first trailer to the second in its ability in predicting the number of likes for the
second trailer, with the marketing product feature of trailer type being the sole product
feature contributor when modeling prediction of said engagement. The best performing
regressionmodel in the predictionwould be theRandomForestRegressor,which delivers
a 77 to 79% prediction accuracy.

The paper has several limitations for consideration of future works. The error range
of the prediction is not sufficiently controlled, limiting the scope and flexibility for the
model’s predictive ability. Secondly, though the paper can demonstrate the sequential
correlation for a small number of features, despite many features tested. Future work can
expand the depth and complexity of the product-related features across a wider range
of models, including other approaches like classification-based prediction to further
identify features that contribute to sustained engagement on YouTube [9]. Thirdly, due
to the sequential feature development of the study, the dataset for the final modeling was
not substantial in size. The quality of model could be further expanded if scaled to a
larger dataset, though time-factor still needs to be considered due to organic growth of
active userbase on YouTube over multiple years [12].
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Despite limitations discussed, given that much of content-based marketing in video
games are still approached traditionallywith limited utilization of big data, [5]we believe
the findings of the paper would serve to benefit marketing and content development
analytics for video game developers in retrofitting existing popularity metrics relative
to the type of marketing that they plan to debut with to predict the effectiveness of any
marketing plan in terms of sustained engagement for subsequent trailers.
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