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Preface

This proceeding book is composed with some of the revised good papers of “3rd
International Conference on Energy Systems, Drives and Automations”, ESDA2020,
held during 30th and 31st of December 2020 as Online mode and managed from
Kolkata, West Bengal, India. Most of the papers are from Electrical, Mechanical,
Electronics and Instrumentations research and applications.

Some senior Professors, Scientists and Research Scholars who have contributed
different chapters for this book are—Prof. Jerzy Szymanski (Kazmierz Pulaski Uni-
versity of Technology and Humanities, Radom, Poland), Prof. Chandan Kumar
Chanda (IIEST, Howrah, India), Prof. Pradip Kumar Sadhu (IIT-ISM, Dhanbad,
India), Prof. Kamrul Alam Khan (Jagannath University, Dhaka, Bangladesh), Prof.
Madan Mohan Tripathi (Delhi Technological University, India), Pranab K Mandal
(IIT, Guwahati, Assam, India.), Prof. Koushik Guha ( NIT, Silchar, Assam), Prof.
Aminul Islam (BIT, Mesra, Jharkhand), Prof. Dip Prakash Samajdar (IIIT, Jabalpur,
M.P.), Dr. Afzal Sikander (NIT, Jalandhar, Punjab), Dr. Neelu Nagpal (MAIT, Delhi)
and many more.

About this edition, total 26 chapters are included as research papers, tutorials,
survey papers and report of science-engineering projects. There are three sections in
this book as (i) Sustainable Energy, Environment and Applications (ii) Embedded
Control Systems and Sensors and (iii) Engineering Computing. Most of the topics
covered in all three sections are—renewable energy, green bio energy, solar cells and
its applications, charging of batteries, electrical appliances, household electronics,
electrical drives, automation and control system using Artificial Intelligence, power
transmission through grids, network design for load balancing, operational amplifier
design, etc. are the main theme of maximum papers. Another group of papers having
details of computing aspects of energy in wireless, traffic flow and algorithms in
control system are included in section (iii).

Most of the papers are outcome of the study and research work of Ph. D
students and their supervisors. Papers are composed within limited size of 8-12
pages having abstract, introduction, survey of existing works, mathematical model,
methodology, machine setup, experiments and results. There are some tutorial papers
having no results but would be worthy enough to the academicians. There are many



vi Preface

papers on low-powered circuits and devices as memresistor, sensors, silicon gate,
FET, MOSFET, high electron mobility-based transistors, etc. Rather than energy
and control systems, many papers are under microelectronics, nanotechnology,
nanomaterials and its characteristics at different compositions.

All editors have written chapters for this book or have given their valuable feed-
back and comments to improve the quality of this book. Editors are thankful to all
authors and especially to research scholars like Mr. Suman Kr. Ghosh, Mr. Dipanjan
Bose, Ms. Silpee Talukdar, Mr. Suneet Kr. Agnihotri and many more who have given
much effort to write and edit papers for this book. We offer thanks to all editors,
authors, experts, reviewers of this edition of this book.

Many professors like Prof. Pierluigi Siano from Italy and Prof. Dr. Vanja Ambrozic
from Slovenia as Keynote Speakers; Prof. Celia Shahnaz from Bangladesh, Prof.
Kamrul Alam Khan from Bangladesh, Dr. Jerzy Szymanski from Poland, Dr.
Olga Jaksic from Serbia Europe as Invited Speakers contributed in this conference
ESDA2020 and advised to compose this book; we offer congratulations and grati-
tude to them. Lastly, we offer our thanks to all co-authors, HODs, management
people of all institutes and Universities who allowed to present and publish papers
in these proceedings.

Shibpur, India Chandan Kumar Chanda
Radom, Poland Jerzy R. Szymanski
Jalandhar, India Afzal Sikander
Guwahati, India Pranab Kumar Mondal

Kolkata, India Dulal Acharjee
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Industrial Scenario of Renewable )
Energy-Based Electromobility i

Jerzy Szymanski and Marta Zurek-Mortka

1 Introduction

Electromobility is a key factor in the development of sustainable industrial devel-
opment, due to its high growth potential, which may also positively affect other
sectors of the economy. Moreover, electromobility has a positive effect on air quality
and reduces smog in many cities. Cars and light commercial vehicles are respon-
sible, respectively, for around 12 and 2.5% of the total emissions of carbon dioxide
(CO») [1]. Pursuant to Regulation (EU) 2019/631 of the European Parliament and the
Council has an intermediate target of a 55% net reduction in greenhouse gas emis-
sions by 2030 [1]. It is estimated that by 2050, exhaust emissions will be reduced by
90% and, thus, drastically reduce the emission of carbon dioxide into the atmosphere
[2]. Figure 1 shows the extent to which the carbon footprint of the electric vehicle
will be reduced compared to the internal combustion car (petrol and diesel engine) at
the operational stage. For some models of electric vehicles, with an annual average
mileage of 15,000 km, charging with energy from renewable sources reduces CO,
emissions by over 3.5 tons. Data were obtained from [3]. Figure 1 shows that in vehi-
cles the low efficiency of internal combustion engines (for spark-ignition engines; 1
= 0.3-0.36 injection engines; | = 0.4-0.45) results in over two times higher CO,
emissions than in vehicles with electric engines (cage engines; n = 0.89-0.95 or
permanent magnets engines; PMSM, BLDCM; 1 = 0.95-0.98). It also indicates the
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Annual CO, emissions [t CO,/year]
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Fig. 1 Scenario of CO; transport emissions in comparison of EV, petrol, and diesel vehicles average
mileage per year [3]

share of CO in the production of electricity (EV powered from RES and EV powered
from the traditional power grid).

Considering the environmental effects of the development of electromobility in
this context, there are doubts as to whether the change of the method of supplying
vehicle propulsion from fossil fuels to electricity, produced, e.g., in Poland mainly
thanks to coal combustion, will reduce CO, and other harmful substances emissions.
In addition, the way of electricity is changing. Renewable energy sources have an
increasing share, including distributed energy, the development of which brings many
benefits to both investors and the energy transmission system. Therefore, with the
use of ever cleaner electricity, the development of electromobility on a global scale
brings evident environmental benefits [4].

This paper is organized as follows: the first part presents the perspectives for the
development of electromobility in industrial companies. The next part is about the
studies on fast charging stations for a company’s EVs. In the final part of this paper,
a novel type of DC/AC/DC converter was presented as an EV battery charger, in
which the drive voltage frequency converter with an inbuilt output rectifier unit was
used.
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2 Perspectives for the Development of Electromobility
in the Industry

The functionality of electric vehicles is often assessed by potential buyers in terms of
range and speed of refueling compared to vehicles with internal combustion engines.
Does the range and speed of charging of modern electric cars make them a practical
and fully competitive means of transport in comparison to vehicles with internal
combustion engines? The answer is affirmative assuming that the user of such a
vehicle is provided with suitable fast charging infrastructure so that the driving time
and charging time are similar to those of an internal combustion vehicle [5]. The
existing and extensive infrastructure for internal combustion vehicles is taken as
obvious and it is often forgotten that it was built successively with the development
of the automotive industry. A car’s driving range of 400-500 km is now considered the
standard for a passenger car with an internal combustion engine, and some car models
have a driving range of more than 700 km [6]. While the offer of electric passenger
cars with a range of 400 km is constantly expanding, fast charging is a problem
due to the lack of a properly developed network of high-power charging stations,
and not all electric cars can be charged with high power. However, this situation is
changing rapidly. Currently, usually manufacturers of lithium-ion batteries provide
the possibility of charging the battery with an hourly current of 1C or 3C, which
significantly reduces the battery charging time to about 20 min [7].

The use of electric energy to power vehicles has developed to such an extent that
it is justified to raise the question about electric vehicles in the industry.

The industry uses many specialized vehicles, ranging from transporting people to
heavy-duty vehicles for off-road and underground work. A good example of working
machines with electric drives is surface mining machines, where cage induction
motors have been used for many years and powered by drive frequency converters,
e.g., lignite coal excavators, stackers, or conveyors with adjustable belt speed [8, 9].
Here, the next step in the development of electromobility is only to provide elec-
tricity from renewable energy sources. The distance covered by the mining machines
is limited to the mine area; therefore, they supply MV cable lines installed on an ad
hoc basis using cable cars. A cable car is a caterpillar machine with an electric drive
system, which transports a MV cable with a length of approx. 3 km. These vehicles
are so unique that they are usually custom-made and generate high purchase or modi-
fication costs. With hybrid and electric work vehicles attracting more attention, power
train configurations, energy management strategies, and energy storage devices have
also been increasingly reported in the literature [10—12]. The electric vehicle market
has not been interested in this industry so far due to the lack of available technology
and the high production costs of a small number of these vehicles.

In addition, the undoubted advantage of the usage of electric machines in the
mines is that there is no need for expensive exhaust gas discharge and fuel transport.
For the service sectors using electric vehicles, e.g., Border Guard, State Forests, or
National Parks, the environmental pollution and noise in protected areas are reduced.
Examples of wheel electric machines are presented in Fig. 2. An EV material haulage
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a)

Fig. 2 Electric wheel industrial vehicles: a electrified road freight traffic developed by Siemens
Mobility [13], b electric machine in underground mines [14]

unit like a boom truck needs to be able to carry up cargo across rough road beds. So
the question of how long it will last underground work is always going to be one of the
first asked by mining companies evaluating the total cost of ownership for EV fleets.
In the world of transport (especially in EU), electric drives of vehicles are to be an
alternative to cars equipped with internal combustion engines. This is undoubtedly a
good direction, but it must be well thought out in terms of infrastructure, including
charging networks and vehicle production, which should be at least as burdensome
for the natural environment as possible. The situation is more complicated in the
case of heavy transport. Although electric vehicles are beginning to appear on the
market, their capabilities (mainly ranges) are still low, between 200 and 300 km.

At the present, it is unlikely that trucks with large and heavy batteries will become
a common solution for heavy-duty transport. Moreover, the issue of power require-
ments for these prototype solutions is so problematic that so far no country in the
world has been able to meet these requirements if they are widely implemented. It
seems that it is more realistic to use fuel cells in trucks and solutions with “external”
power, e.g., from a pantograph (as presented in Fig. 2b) or other solutions that are
being researched.

Figure 3 shows caterpillar surface mining machines powered by electric motors,
to which electricity is supplied by cables laid on the ground. As the drive motors
of the caterpillar drive control system are supplied from drive voltage frequency
converters (VFCs), it is possible here to support the power supply of electric motors
from renewable energy sources (Fig. 4).

Therefore, it can be said that infrastructure is the main brake to electromobility
in the heavy transport sector. Electric buses, due to their popularity, have forced the
development and implementation of chargers adapted to them [15]. In the case of
heavy transport, the places where chargers should be built are also a problem. It
would be logical to create large parking lots with an adequate number of chargers
that could supply two vehicles simultaneously. Multi-station charging stations will
reduce the costs of their implementation and operating costs. It is worth noting
that, for example, high-power city chargers reduce the need for large batteries in
the e-bus. From an economic point of view,if the higher is the charging power, the
lower is the price of the charging station per 1 kW, but the higher is the price of
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Fig. 3 Example of caterpillar electric drive in open pit mining excavators or spreaders: a caterpillar
electric drive system, where drive motors are supplied here with AC MV from dedicated the ground
placed cables, b induction motor powered from drive frequency converter in caterpillar drive system

[9]
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Fig. 4 The model of hybrid EV fast charging station with DC microgrid

connection to the power grid. Charging can be performed with the use of a low-
voltage network, a medium-voltage network with an LV/MV transformer, or from an
overhead line, e.g., a tram line. In UE, currently, smart transformer stations are being
implemented into the power system, which are powered by RES and are equipped
with energy storage and high-power charging points for EV, e.g., 300 kW [16, 17].
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The common occurrence of such smart transformer stations can significantly enrich
the EV charging infrastructure.

For the purposes of fast charging of working machine batteries, it is necessary
to take into account, in addition to the preparation of high-power charging stations,
also ensuring the availability of these stations near the place of production tasks by
these electric machines. Basic surface mining machines (excavators, stackers), in
which electric caterpillar drives are equipped with voltage drive inverters, are due
to their dimensions adapted to the use of local DC microgrid (Fig. 4). The use of
energy storage located in machines and suppling from renewable energy sources will
significantly increase their efficiency and improve energy quality indicators in the
industrial AC network of the mining plant.

3 Fast Charging Stations for Enterprise’s Electric Vehicles

Due to the lack of a uniform concept of the energy market model for EV charging,
there are both free charging stations (e.g., the business model used by Tesla) and
points selling the charging service. The diversity of standards has resulted in the
creation of stations dedicated to specific vehicles as well as stations managed by
operators enabling the charging of any vehicle.

The concepts of multi-station EV charging stations, creating an intelligent micro-
grid with renewable energy sources (RES), are investigated [18, 19]. A microgrid is
an autonomous energy microsystem covering a limited area of the building, housing
estate, commune, and enterprise, in which there are sources of energy production
(electricity and heat), energy storage devices, controllers as well as controllable and
non-controllable energy receivers connected by means of a grid. These structures can
work synchronously with the rest of the power system or create independent islands.

The unique concept of a fast charging station for a company’s EVs is presented
in [20]. Usually, a low-voltage AC grid is used to charge the EV batteries. The paper
analyzes the possibility of using a low-voltage DC microgrid, as it can be connected
directly to the power supply of intermediate circuits of frequency converters, e.g., as
adjustable frequency drives of electric motors, which are commonly used in industry.
The DC line is used to exchange energy between the drive frequency converter,
which eliminates the need to use power resistors to discharge excess energy in the
intermediate circuits of the drive frequency converters during the motor operation as
generators. These motors transmit energy to the DC grid. The use of a drive PWM
(Pulse Width Modulation) inverter for charging EV battery in the configuration as
shown in Fig. 4 is a new innovative solution.

The EV charging microgrid can include the following elements:

— RES units: e.g., PV modules and wind turbines,

— power connection with security (connection to the power system, ensuring intel-
ligent measurement of energy and its flow as well as supervision of electricity
quality parameters),
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— energy storage (ES) (e.g., Li-ion batteries, supercapacitors) reduce the impact
of non-controllable loads on the power system and create the possibility of
connecting microgrids to the power system through a lower power connection
(without the need to modernize the network),

— charging terminals with an interface that allows the user to connect and settle
costs,

— AC/DC and DC/AC converters,

— harmonics filters,

— management module (control, diagnostics, etc.).

To integrate the EV charging station with the power system in the enterprise,
there should be provided a suitable selection of the topology of the local system,
supplying infrastructure of the station and taking into account its stages of expansion
to ensure the charging of EV batteries with renewable energy. The annual balance
sheet demand for renewable energy may be used here. The topology includes a local
DC voltage renewable energy plant, e.g., PV power plant, and energy storage as a
Li-ion battery. This type of battery is often used and characterized by the ability to
fast deliver high-power energy to the local DC microgrid. Low-voltage drive VFC
equipped with 6-pulse diode rectifier unit is used as a charging converter. Depending
on the production specificity of the industrial plant, drive VFCs may have power
up to approximately 2 MW. Their usage to charge EV batteries does not require
the expansion of the company’s power supply network and does not increase the
maximum power demand of enterprises.

The equipment of hybrid EV fast charging station power supply system can be
developed in steps as presented in Fig. 4:

1. Adaptation of the drive voltage frequency converter to the battery charging
function through the use of a rectifier unit (1).

2. Construction of a solar power plant with the annual production capacity of
renewable energy for charging EV batteries (2).

3. Equipping the charging station power supply system with energy storage for
supporting the supply of industrial drives during short interruptions in energy
supply from the industrial power system (3). If the local grid is able to fully
use RES energy for the production processes, then in balance terms it is natural
energy storage for EVs.

4. The use of an Active Front End (AFE) recuperative inverter for transmitting
renewable energy from the DC line to the AC voltage side to introduce it to the
power system (4), when there is a need to improve the energy quality indicators
of AC line in the peak load hours.

Figure 5 shows the conceptual model of a grid-connected RES and ES system.
This combination can produce a daily amount of dispatchable energy Epy.gs, e.g.,
for the needs of charging stations of battery machines in the enterprise.

In a 24-h day cycle, the PV unit is generating an Epy amount of energy. A portion
of this energy is delivered to the grid. The redundant energy of the PV unit is used to
charge the ES unit E]%I, rather than curtailing it when the PV output is high during
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Fig. 5 Renewable energy (e.g., PV) demand coverage of the EV charging station

the day. This stored energy is then discharged to the grid ESSH, when the PV output
is small or zero during the night. The PV and ES units are placed in the same location
to avoid grid energy losses when charging the ES unit. Generalizing, the total output
power balance equation of the main components can be described as a power model.
This expression presents RES capacity in a period, e.g., 1 year.

T n T T
/ pev(ndi =Y / s+ / pes(ods ()
i=1

where

T =1 year,

I—number of battery charging points for EVs,
ppy (t)—power of PV plant,

pii(t)—power of EV charging station, and
pEs(t)y—power of energy storage.

Figure 6 shows the quarterly energy production of a rooftop PV plant with power
6kW,, on sunny days in middle Europe, where the maximum insolation in summer
is about 1 kW/m? with 16 h per day and 0.1 kW/m? with 8 sunny hours per day
taking into account storing energy and delivering it to loads connected to the DC
microgrid or to the AC grid. The annual energy production of a PV power plant is
about 6MWh. Thanks to this small PV plant, over the indicated period (since the
2018 year), it was possible to reduce over 17,7 tons of carbon dioxide, which is
also reflected in the planting of approx. 210 trees. Assuming that, for example, a
small enterprise has 1 electric car, which consumes max. 20kWh/100 km (e.g., Ford
E-Transit), and has the annual mileage max. 30,000 km, the solar power plant is able
to meet the energy demand for charging this vehicle. Similar assumptions can be
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adopted and scaled depending on the fleet of electric vehicles in the enterprise, the
electricity consumption profile, or the type of enterprise activity (service, production,
etc.).

The minimum energy Eninpy, should be provided by RES during the year for
charging EV batteries and it should be not less than the energy required for EV
charging stations E; , which is shown in the following expression (2):

Enminpv, > Ej, )

EVs are an integral part of such a microgrid, in which they can act as both receivers
and energy sources. The operation of the system is controlled by a management
system that performs the functions of monitoring, diagnostics, and controlling the
operation of the microgrid. The function of the target may be to minimize costs, and
thanks to the possibility of storage, it is possible to optimize in the long term. With
forecasting, the microgrid operator can manage electricity flow, maximizing profits.

4 Research of Using Low-Voltage Drive Frequency
Converters in EV Charging Stations

The widespread occurrence of drive VFCs prompted the authors to modify them
for the needs of fast and ultra-fast charging stations for EV batteries. To check the
possibility of using the components of the drive VFC to create a DC/AC/DC converter
supplying an EV battery by DC voltage, the model of the integrated circuit with a
rectifier unit was built. This experiment is described in [20].
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DC microgrid

When a PWM inverter is supplied to a 600 V DC microgrid, a DC voltage source
with adjustable value was obtained in such a way that a constant current of battery
charging was ensured. The use of rectifier and inverter implemented in one power
integrated circuit eliminates the negative side effects of the inverter common-mode
voltage.

When the drive frequency converter is powered from the AC network, it is neces-
sary to use an additional fast diode rectifier module and connect it to the VFC
inverter. Then the motor is disconnected because the inverter voltage needs to be
shaped according to the needs of ensuring a constant charging current of the battery
connected to the rectifier [20].

Figure 7 shows the percentage share of costs in a drive system with a voltage
frequency converter. The cost of the rectifier is small, so it is justified to build a
battery charging point from low-voltage and low-cost modules.

The mathematical model of the PWM inverter of the drive VFC, which is
connected to a 6-pulse diode rectifier, was built using ANSYS Simplorer and it
is shown in Fig. 8. The bipolar PWM voltage inverter is supplied by a 600 V DC
microgrid and its control is shown as state graphs above the model. The modulating
sinusoidal frequency wave of 300 Hz is used for rectifying process (to mitigate
AC components of rectifier DC output voltage). Figure 9 presents the simulation
results of this model. Figure 9a shows the near linear dependence of the battery DC
voltage value on the modulation factor M. The voltage value at the rectifier output
is controlled by setting the appropriate value of the modulation factor M from O to
1, where M is defined as follows (3):

M — amplitude of sine modulating voltage (SINE1)
- amplitude of carrier wave (TRIANG1)

3)

Figure 9b shows that regardless of the current value, the output voltage of the
battery is constant. Only the voltage value is variable depending on the modulation
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Fig. 9 Simulation results: a battery DC voltage as a function of the modulation factor M, b constant
battery charging current for the set rectifier constant voltage value (for a given M factor value)

factor M, but in this case, it can be treated as different types of batteries. The obtained
results of the simulation tests of the presented model confirm that it is possible to
control the DC voltage and current value of the diode rectifier charging the EV

battery.

5 Conclusion

In industrial enterprises, the rapid development of the infrastructure for EV charging
with high power with minimal financial outlays is possible by adapting the existing
on-site power grid to use renewable energy both for production purposes and for
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charging EV batteries. The possibility of adapting drive VFCs for the needs of EV
battery charging has been demonstrated. The existing power supply network of drive
VECs is used to power the proposed EV battery charging system. The structure
of power electronic modules is similar in the inverters and bidirectional DC/DC
converters. The simulation tests confirm the assumed hypothesis of using drive VFCs
as unidirectional EV battery chargers. It is to be expected that soon there will be
multifaceted converters on the market that use the PWM inverter of the drive VFC
as a unidirectional or bidirectional DC/DC converter, which allows charging the
EV battery or drawing energy from the battery to the DC line. Additionally, only
favorable legal and economic regulations are needed for the rapid development of
enterprise electric transport and local delivery of goods in urban areas.
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COVID-19: Impact Analysis on Power )
Sector (A Comprehensive Review ek
on Demand Change)

Chandan Kumar Chanda, Emily Vanlalnunsangi, Soumya Adabala,
and Dipanjan Bose

1 Introduction

The first case of Coronavirus was detected in December 2019. The virus is found to be
highly infectious and easily spread through contact. To date, a whopping 120 million
individuals have been recorded to be infected by this virus leaving us with a new
normal to ensure social distancing. The pandemic affects the economy, educational
institutions, hospitals, and any other professions and industries. Among this, the
electricity sector seems to be the most affected and the one industry which is at
the most risk [1-4]. Most of the electrical consumers like factories are made to run
at a lower operating level [5]. Social distancing and work from home policy have
increased the residential load at hours which before the pandemic were considered a
non-peak hour, which led to the shift in the Residential Load composition throughout
the week confusing the operator [6]. The lockdown that has to be imposed due
to the Pandemic has brought about a lot of daily lifestyle changes which in turn
interrupts the supply chain and thus disrupts the maintenance of the assets. The
reduction in electricity price and emissions from power electricity generation was
immediately observed after the lockdown imposition, which was because of the
decrease in electricity demand and the increased use of renewable generation [7, 8].
The biggest worry of most of the electrical sector has been the infection of the workers
leaving the utility industry with a few to no individual operators which could lead
to blackouts or shortage of power supply. In such conditions, the most affected are
Hospitals that need uninterrupted power supply for ventilators, electrocardiograms,
etc.

This paper will try to provide a detailed review and close insights into the different
load compositions of the three big power consumers, India, Italy, and the USA, further
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detailing us how the pandemic has changed the power demand and how this change
has posed a threat to the Utility industry, thus increasing the probability of blackout
and Cyber attacks as well [9, 10]. A detailed graph is also provided to help us analyze
and compare them better.

2 Change in Global Energy Demand

The world since its existence has undergone worldwide unrest caused by deadly
diseases like the bubonic plague, influenza, etc. which occur approximately thrice
every century. The wave of events that hit the world may be in the form of a highly
infectious disease (such as COVID-19 and Spanish flu) or a war of unrest such as
World War II or even the stock market crash which led to the Great Depression.
History has taught us that those mentioned have shifted the Energy Demand in one
way or the other (Fig. 1).

The graph explains how such different events have impacted the power demand.
Spanish Flu (1918) was reported to be contracted by 50 million leaving almost 20
million dead; the Great Depression (1930) has been the peak of Unemployment and
a series of economic breakdowns which had the second sharpest decline in energy
demand; World War II (1939-1945) was fought between 30 countries leaving almost
70 million dead; the two Oil Shocks (1973—1974, 1979) caused the price of oil to
skyrocket.

Change in Global Energy (1901-2020)
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1966
1971
1976
1986
1995
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2006
2012

% change in Global Energy Demand

Years

Fig. 1 Global energy change graph [7]
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3 Pandemic and Utility Sector

Direct impact implies changes that occur in the grid owing to the pandemic. The
changes could include various implications like Power Demand Variations. Let’s
study in detail the load variation in countries whose utility industry is known to
be affected the most by the Lockdown imposed due to the Pandemic and certain
restrictions because of which the Industry and business have slowed down their
work and the global stock market stocks reduced by over 25% in March 2020 [1].
The strict lockdown imposed all over the country has halted the industrial operation.
However, on the other hand, the above-mentioned inactivity in all the sector reduces
the emission of carbon dioxide and nitrogen dioxide levels in the lower atmosphere.
A detailed analysis of Power Demand change, challenges, and threats faced and
measures taken to overcome such challenges for countries like India, Italy, and the
USA has been given below.

3.1 India

India’s power sector is most diversified and complex, with an installed capacity
of 373,548 GW as of October 31, 2020 [2]. It is the third-largest producer and
consumer of electricity. The COVID-19 pandemic adversely affected the socio-
economic growth of the country. Because of the high infection rate of the virus,
Government of India imposed a nationwide lockdown from 25 March which resulted
in a stagnation of vital industrial and commercial operations. The variations in the
load pattern caused an economic strain on the power sector. According to Power
System Operation Corporation Limited (POSOCO), the country’s power demand
decreased by 28% up to the end of March 2020. To meet the new energy demand,
POSOCO needed to change the generation pattern [3].

It minimized coal, diesel, and natural gas-based generation plants but maintained
the power generation from renewable energy sources (RES) and nuclear genera-
tion units. It is also observed that COVID-19 has impacted the duck curve pattern
within the power network of the accessibility of huge penetration of solar rooftop in
urban areas. Due to this type of situation, the utilities during the lockdown became
prosumers and utilized maximum power at households as “stay at home” policies
were imposed all over the region. So, therefore, the selling capacity to the grid is
lower which shifted the duck curve a little bit upward. Utilities must cope with the
new shape of the curve and schedule the generators accordingly for the economic
dispatch program.

Electricity demand and solar production don’t always align throughout the day
and the phenomenon of power generation can be plotted as a curve which is called
Duck Curve. When the sun is out, PV installations capture this sunlight and send it
to the energy grid. However, this energy influx drops off after sunset right as home
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electricity begins to peak. As a result, utilities must rapidly ramp up other sources of
electricity, which is very inefficient [4] (Fig. 2).

When viewed at a 24-h snapshot, the empty space between the two lines plotting
the difference between supply and demand on a graph resembles a duck, providing
the name for this phenomenon. The duck curve typically occurs only during Spring
when it’s sunny but not yet too hot. But in the COVID-19 situation due to the above-
said reasons, it resulted in a noticeable change in the duck curve pattern and raised
the Under Frequency-based Load Shedding (UFLS) problem [4] (Fig. 3).

To tackle this, POSOCO adapted df/dt and UFLS and relay schemes and main-
tained the stability of the grid [4]. Government of India lifted the lockdown in a
phased manner. This supported the gradual restoration of feeders to the normal oper-
ating condition. Lockdown crippled the financial status of a large section of people,
and they could not pay their electricity bills in time. This directly affected the revenue
of the power sector [5]. [llness among the workforce, insufficient stock of necessary
equipment, and unavailability of proper transportation made the restoration process
challenging.
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3.2 USA

We will be analyzing the COVID-19 impact on the US electricity market due to
two major reasons. First, the accurate data for change in the load profile of the US
electricity market is available readily and is easily accessible. Second, the US has one
of the eight hardest hit Electricity sectors globally. Primarily, we can categorize the
influence factors of COVID-19 on the electricity sector into three—1. The number
of recorded COVID-19 patients and overall public health. 2. The number of people
under Lockdown. 3. Rate of Shutdown of commercial and industrial activities [6]
(Fig. 4).
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Fig. 4 Load profile for residential load from February 3—April 30, 2020, for Illinois [6]



22 C. K. Chanda et al.

Non - Residential Load profile

_5000.00
£ 4500.00
s

4000.00

=¢=03-Feb

g 1000.00 == 30-Mar

> 500.00

< 000 30-Apr
1 357 911131517192123

Time of Day

Fig. 5 Load profile for non-residential load from February 3—April 30, 2020, for Illinois [6]

All these factors directly determine how the load profile for Residential and
Non-Residential Loads has changed since the imposition of the stay-at-home policy
(Fig. 5).

Moreover, all the factors listed above appear to be having an interconnected
relationship between them as well. According to Energy Information Adminis-
tration (EIA), the residential load has increased by 12% and the non-residential
load decreased by 16% during April 2020 compared to April 2019. Residential and
non-residential load demand has been seen differently [7]. The non-residential load
remains to be consistent throughout the pandemic although the residential load has
seen a dramatic change in its shape. It has higher working hour (9 am-5 pm) peaks
than usual and lower demand toward the end of the day. The load profile for Energy
Consumption of the USA for the 2019 and 2020 comparison has been made for
the first 6 months of the year which shows the daily consumption for combined
residential and non-residential loads [1]. The change in demand for residential and
non-residential load for Illinois has been shown from March 3—April 30, 2020 [8]
(Fig. 6).

3.3 Italy

The COVID-19 pandemic had an unpredictable global impact on the energy sector.
Italy is one of the most adversely affected countries in the world. The country’s
demand for electricity supply fell by 7.4% between January and April 2020 relative to
its 2019 demand for electricity. Government of Italy enforced lockdown sequentially.
The first phase started on March 6, 2020, by closing all the schools, training centers,
and universities.

The second phase started on March 12, 2020, where companies and public build-
ings, and non-essential factories were closed (partial shutdown), and in the ultimate
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Fig. 6 Daily electricity consumption of the USA [6]

phase, airports and seaports were closed to passenger traffic (shutdown) [9]. The
lockdown led to a variation of the typical daily consumption curve pattern. Elec-
tricity usage went more steadily during the morning hours and peaks in the evening
remained persisted (Fig. 7).

The study of the electricity mix fed into the national grid from January—April 2020
reveals that non-renewable energy generation meets 51% of national energy needs,
with a decrease of —15.7% relative to 2019. Electricity generation from renewable
energy exceeded a quota equal to 36% of energy needs, with arise of 3% in the first 4
months of 2020 relative to the previous year [10]. Renewables were the only energy
sources that saw a positive rise during the pandemic. Still, the consequences of the
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Fig. 7 Load profile variations during the COVID-19 lockdown period in 2020 compared to the
same in 2019 of Italy [5]
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pandemic have also affected the clean energy market. As the lockdown prevailed, the
cessation of manufacturing operations and technical disruptions in the supply chain
drastically slowed down the development and start-up of new renewable energy
projects. The lockdown has led to an intensive decrease in the development and
start of new power plants, resulting in the cessation of manufacturing operations and
logistical disruptions in the supply chain.

The Italian government included multiple incentive initiatives, mostly related
to taxation, intended to promote and support energy conservation in buildings and
electric cars to contain a decline in energy productions, in the latest Emergency
Decree No. 34 dated May 19, 2020 (Decreto Rilancio). The decree law deducts 110%
of expenditures for particular measures on energy-efficient structures, on the removal
of seismic threats, and for relevant activities on the construction of photovoltaic
systems and pillars to charge electric vehicles between July 1, 2020, and December
31,2021 [11].

4 Impacts of COVID-19 on the Power Sector

The pandemic or COVID-19 has no direct effect on the Utility Industry. However, the
changing of the lifestyle of the people during this pandemic changed the dynamics of
the power generation-demand scenario. It has caused a huge shift in load demand and
peak load hours. The reliability of the power system increased up to a certain extent,
but the resiliency of the system is reduced in this situation. As various generating
stations are put the generation of power is on hold, but the demand of the customer
is increased throughout a very large region.

4.1 Voltage Regulation Issues

In India, transmission lines are maintained at a varied range of voltage from 11 to
1200 kV. During this pandemic, the loads associated with large industrial sectors are
declined significantly, whereas the loads associated with households has increased,
which put the power grids at risk. Some of these are indirect or direct effects on any
operation relating to the Power commercial and industrial operations have come to
a halt and power demand has decreased significantly. To tackle this, many power
transformers and transmission lines are made to run under loading conditions. This,
however, has a direct consequence, especially for high-voltage lines. Regional Load
Dispatch Center (RLDC) has issued certain measures to overcome this challenge:
incorporating reactors while disconnecting the capacitor bank to prevent overvoltage
at a consumer level, using STATCOM and Static VAR Compensator in Voltage mode.
Additionally, Thermal generators were used to absorb extra reactive power during
high voltage. Due to the precautionary measures taken, Voltage Deviation Index of
major substations in India has shown a reduced operating level [12].
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4.2 Frequency Profile

Due to the dynamic shift in the Power Demand, maintaining grid frequency within an
acceptable band is a challenge. The huge difference in the load demand and supply has
caused frequency instability and the grid frequency to deviate from standard 50 Hz.
This phenomenon could cause generators to be out of synchronism and eventually the
power system to collapse and black out [12]. In India, to tackle the frequency deviation
issue, all the Region grids (Northern, Southern, Eastern, Western, and North-Eastern)
ensured that their under frequency and df/dt load shedding are functional to prevent
the cascading tripping of the power system due to any contingency [13]. Regular
Inspection of the Under Frequency Relay (UFR) is done as well [14].

4.3 Reduction in Electricity Price

As a result of the reduced electricity demand and the decreasing prices of natural
gas, oil, and coal, most electricity markets have observed a dramatic decline in the
electricity bill, which lead to the Revenue disaster of the distribution companies [15].
The European and US electricity markets are seen to experience the most severe price
drop in the world, with monthly average prices falling to their lowest.

4.4 Rise in Renewable Energy Uses

Power demand decrease has urged the Plant Operators to look for a cheaper and
cleaner Power Source (Fig. 8).

Thus, in less than 10 weeks, the USA increased its renewable energy consump-
tion by about 40% and India by 45%, Italy and other European countries by about
15%, and China by about 22% as given in the graph above [14]. The intermittent
Renewables (Solar, Wind) posed a challenge in balancing the demand and supply;
the non-intermittent Renewables (hydro, biomass, and geothermal) are much easier
to deal with [16].

4.5 Cyber Security

The Covid-19 enforced worldwide lockdown. At that time, the operators of several
organizations are working from their own places. This puts the utility industry vulner-
able to cyber-attack. The attackers could hack the system from their remote places
and may cause huge damage to the utility sector. To ensure safety from cyber attacks,
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Utility Industry should possess a Defense Mechanism by changing its cyber security
architecture [4].

4.6 Financial and Economic Losses

Since the beginning of the lockdown to date, the stay-at-home policy has impacted
the load profile immensely. The Domestic load has increased from 23.53 to 36.15%
while the Industrial load has declined from 42.1% to 32.34%. Despite the increase
in residential load, the Utility and Power Companies make their major profit from
Industrial and Commercial load [4]. In India, this has caused the Revenue Loss of
most Distribution Companies of almost INR 25,000-INR 30,000 crores.

5 Conclusion

The power system is the backbone of the industrial as well as financial sectors of
any country. During the Covid-19 pandemic, the power sector witnessed an anarchy
situation worldwide. This reason directly affects the GDP of all the countries in this
situation. We expect the resilient power system to survive with low probability, and
high-risk extreme cases including unusual natural disasters and man-made attacks.
The COVID-19 pandemic sparked significant global market erosion, leading to a
drastic drop in oil prices due to the lack of lockout demand. The pandemic sped
up the demise of coal and other non-renewable resources and proved clearly that
Renewable energy is robust in this market. A combination of past policies, legislation,
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and technologies rooted in the power sectors of various forward-thinking countries
handles the steady rise of renewable energy in the Grid.

This study is about how the outbreak of the novel Coronavirus affected the utility
sector. It provides an insight into the demand variations and their impact on the
stability of the power grid. Worldwide the power sectors have faced huge finan-
cial losses throughout the pandemic situation. Although the pandemic is incidental
and unforeseen, the current result for the power sector isn’t. A faster significant
change for the power sector is triggered by the inter-related technology growth,
regulations, and market conditions during COVID-19. The continuous expansion in
sustainable power into the grid results from a combination of past policies, guide-
lines innovations, motivating forces, incentives, and developments embedded in the
power sector of a much forward-thinking nation. By definition, the future is unpre-
dictable, but there is a certain need for resilience.
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Electricity Price Forecasting Using )
LSTM Network and K-Means Clustering | @i
by Considering the Effect of Wind Power
Generation

Jyothi Varanasi and M. M. Tripathi

1 Introduction

Global warming is a major concern to the world as power generation from conven-
tional sources causes 30% environmental pollution [1]. Thus, renewable energy (RE)
generation is gaining attention in the power sector, which is transforming the existing
electricity market to an RE-enabled electricity market. The development of smart
grids all over the world encourages large penetrations of wind and solar power gener-
ations [2]. In 2019, the total cumulative installed electricity generation capacity from
wind power and solar power amounted to 600 GW and 300 GW, respectively [3].
Deregulation of the electricity market across the globe has enabled competition in
generation, transmission and distribution due to which electricity market price suffers
from high volatility [4]. This makes both suppliers and consumers more interested
in devising future electricity price strategies as electricity price forecasting assists
the suppliers in trading and bidding of electricity and consumers can systematically
manage their utilization of electricity [5].

Electricity price is strongly related to physical characteristics of a power system
such as loads, meteorological conditions, fuel price, unit operating characteristics,
emission allowances and transmission capacity, and power generation. Electricity
price is highly volatile, and the electricity market experiences price dynamics due to
its unique features such as non-storability and the need for power system stability. The
major causes of the volatility of the modern electricity market include load uncer-
tainty, fuel prices and its availability, intermittent nature of wind power and solar
power generations, irregularity in hydro-electric production, unplanned outages,
transmission constraints, etc. [6]. Further, the price forecasting in today’s electricity
market, amid wind and solar power penetrations, is a highly challenging one [7-10].

Many methods are used for short-term price forecasting by implementing various
statistical, learning and hybrid models. Wavelet neural network with data filtering is
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proposed for price forecasting in the deregulated electricity market. Wavelet decom-
position is used to partition loads at different frequencies. For decomposed loads at
different frequencies, separate neural networks are applied and results are combined
finally to get the complete error [11]. A hybrid approach of relevance vector machine
and extreme gradient boost is proposed and proved to be the best one among various
models like multilayer perceptron (MLP), recurrent neural network (RNN), relevance
vector machine (RVM), random forest, support vector machine (SVM) and LASSO
with the computation of confidence interval [12]. The extreme learning machine-
bootstrap method is employed for probabilistic forecasting of electricity price. Reli-
ability and sharpness are considered in the evaluation of the hybrid approach. The
forecasting uncertainty is evaluated with model uncertainty and the data noise [13].
The input—output hidden Markov model (IOHMM) is proposed to forecast electricity
prices with good accuracy and to provide dynamic information of the market [14]. A
rigorous analysis on electricity price forecasting is carried out with the RNN-Elman
network and various models like ARIMA, wavelet ARIMA, fuzzy neural network,
radial basis function neural network, adaptive wavelet neural network and hybrid
intelligent system [15].

This paper proposes a hybrid approach using the LSTM network and k-means
clustering for short-term electricity price forecasting to investigate the effect of
wind power penetration on electricity price forecasting. The historical electricity
price, load, wind power generation and solar wind power generation data of the year
2016 of the Austrian electricity market has been used in this work. The accuracy
of the proposed model is compared with FNN-PSO and SVR models. The simu-
lation results show that the proposed model is superior to the other two models in
forecasting the price, and the accuracy improves further with consideration of wind
power generation.

The rest of the paper is organized into five sections. Section 2 describes the
techniques used in price forecasting. Section 3 presents the methodology of the
proposed model. Section 4 presents simulation and results, and Sect. 5 concludes the

paper.
2 Techniques Used in Price Forecasting

The various techniques such as k-means clustering, recurrent neural network and
LSTM network used in this paper are described below.

2.1 K-Means Clustering

The aim of any clustering technique is to achieve the intrinsic grouping of a set of
data with large variations. K-means is one of the simplest unsupervised learning
algorithms. This algorithm resolves clustering problems. Being a method of vector
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quantization, it gained wide popularity for cluster analysis in data mining [16]. The
crucial steps involved in the algorithm are as follows:

I.  Partition of the data into K number of non-empty subsets.
II.  Identifying the cluster centroids (mean points) of the current partition.
III.  Allotting each individual to a specific cluster.
IV.  Computing the distance from each individual to its own cluster mean and
other clusters.
V. Allotting the individuals to a cluster based on minimum distance from the
centroid.
VI.  After re-allotting the individuals, find the centroid of new clusters framed.
VII. Repeat steps 4, 5 and 6 until no more relocations occur.

The algorithm can be presented mathematically as follows.
Consider D is a set of n vectors

i.e. D = {X1, X2, X3, .ccn.. Xi... Xn) (1)

X ={Xi1, Xi2, Xi3, cvvnnn Xim} 2)
C; = cluster(X;) = arg; min”Xi — U ”2

‘arg min’ indicates the argument of the minimum and p indicates the mean point of
a specific cluster.

Distortion =y (X; — C;)? (3)

i=l1

The distortion is minimized by partially differentiating Distortion with respect to
each cluster center and is equated to zero.

In this work, to handle the high volatility of electricity prices and to forecast them
with higher accuracy, clustering has been performed in two ways. Conventionally,
the electricity price is much dependent on the load demand of the region. Considering
the RE-enabled electricity market, wind power generation is one more feature chosen
for clustering. Firstly, the days of the year are clustered into three groups based on
similar wind power pattern. To achieve this, a data set of maximum wind power,
minimum wind power and average (mean) wind power of the day for all days of
the year is prepared as per Eq. 4 and then k-means is applied to partition the data.
Secondly, the days of the year are clustered into three groups based on similar load
patterns. In order to partition the data into three groups, a data set of maximum load,
minimum load and average (mean) load of the day is prepared as per Eq. 5, for which,
k-means is applied to finally split the whole year data into three groups [17, 18].
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Dl = [WPmaXs WPminv WPmean] (4)

DZ = [Lmax» Lmin» Lmean] (5)

where W Ppax, W Puin, W Pean Tepresent the day’s maximum, minimum and average
values of wind power generation, respectively. Similarly, Lax, Limin, Lmean r€present
maximum, minimum and average values of the load for the day.

2.2 Recurrent Neural Networks

Conventional neural networks presume all the inputs and outputs are independent
of each other. However, RNNs take the advantage of sequential information. RNNs
retain the information in each state and are used for the next state. As shown in Fig. 1,
RNN has a unique structure with a chain of repeating modules [13, 15].

A rolled RNN and an unrolled RNN are shown in Fig. 1 [19]. Accordingly,

L u, v and w represent weights of input, output and neuron connections,
respectively, in the neural network.

1L At time step t,x; is the input.

III.  Also at time step t, s; indicates the hidden state. It replicates the memory of
the network. Considering the current step input and previous hidden state, s,
is calculated as s, = f(ux, + wsy—1))

IV.  In general, the function f represents a non-linear function Ex. tan h.

V. The first hidden state is computed from s_; which is initialized to all zeroes.

VI. o, is the output at step t: o, = soft max(vs;), where softmax is the activation
function.

VII.  Here, s, captures information from all previous time steps.
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Fig. 1 An unrolled RNN
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VIII. The output is computed as per the memory at time t.
IX.  An RNN implements the same u, v and w for all steps, hence reducing the
number of network parameters.
X.  The important feature of an RNN is its hidden state that retains the
information of a sequence.

Due to some limitations of RNNs in handling long-term dependencies, LSTMs
grab the attention to address the issue.

2.3 LSTM Networks

LSTM networks are considered to be special ones among RNNs, which can learn
long-term dependencies. The networks have the capability to remember information
for a long time. LSTMs have a similar structure to RNN with the difference in the
internal structure of repeating modules as shown in Fig. 2. The repeating module has
four layers unlike standard RNNs, which have a single layer.

As shown in Fig. 2, the internal module performs four important tasks.

Task 1: It decides on retaining the old information. The output is obtained as per
Eq. 6 for each number in the cell state and varies from O to 1.

fi=oWwgs.lha—r), x:] +by) (6)

where o represents the sigmoid function.
Task 2: It stores new information in the cell state.
It has two parts.

c. C,
S S
\f N
fz z t \ix\> o,
o o
¢ ahn T
h(t—l) - a /)

Fig. 2 Internal structure of LSTM network
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I. A sigmoid layer decides the values to be updated. The output i, is presented in
Eq. 7.

ir =oWilhg—1, X1+ b;) @)
II. The layer computes a vector of new values, i.e. 5, as per Eq. 8.
C; = tanh(we.[A—1), X1 + b.) ®)

Task 3: It combines i;and C;.
Task 4: New cell state C; is computed by updating the old cell state C(,_y) as per
Eq. 9.

Crzft*c(t—l)‘l'it*cz 9
Finally, the output is obtained as per Eqs. 10 and 11.

Oy = U(WU'[h(t—l)vxt] + b,) (10)

h; = o; x tanh(C;) (11)

3 Methodology

3.1 The Proposed Model

The proposed model is presented in Fig. 3 through a flow chart. The data of the
Austrian electricity market is collected and normalized after pre-processing it. The
data consists of hourly data of historical electricity price, load, wind power generation
and solar wind power generation of the year 2016. A data set of the days of similar
load patterns is clustered into three groups by using the k-means clustering technique.
This clustering is performed by considering three parameters such as maximum load,
minimum load and average (mean) load of the day. A data set of 30 similar days
to forecasted days are fed to the LSTM network where it is used for training the
network. Various parameters of the LSTM network such as the number of neurons
of the network layers and epochs as mentioned in Table 1 and are optimized with
the grid search method. After the training is complete, a separate data set is used for
testing and forecasting electricity prices. In this paper, electricity price a day ahead
is forecasted.
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Fig.3 A proposed hybrid approach

Table 1 Parameters of LSTM model

Parameters Values

Layers of LSTM 2

Number of neurons in layer 1 10

Number of neurons in layer 2 50

Optimizer Adam

Loss function Mean squared error
Epochs 180

3.2 SVR and FNN-PSO Models

To emphasize the performance of the proposed model in short-term price forecasting,
SVR and FNN-PSO models are compared to the proposed model. The SVR and
FNN-PSO models are designed by tuning their various parameters [20]-[26]. The
optimized values of the parameters are depicted in Tables 2 and 3. The parameters
listed in Table 2 are optimized by applying the grid search method.

Table 2 Parameters of SVR model

Parameters Values
Kernel Rbf
Regularization parameter © 1
Gamma 0.1
Tolerance 0.00001
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Table 3 Parameters of Parameters Values
FNN-PSO model
Network layers 3
Hidden layer neurons 5
Population in PSO 10
Number of iterations 1000
Tolerance 10713

4 Simulations and Results

The historical data of the Austrian electricity market for the year 2016 is used in the
work carried. The data is pre-processed for the set of data that contains hourly data
of load, wind power generation, solar power generation and electricity price. As the
data consists of different features of different ranges, hence, it is normalized to values
less than or equal to 1. With the computation of correlation factors, it is analyzed
that wind power is a highly correlated parameter to price than solar power after the
load demand. The contribution of solar power generation to the grid is also very
marginal. Thus, this work only focuses on the impact of wind power on electricity
prices. Then similar days of the year are clustered as per wind power generation
into three clusters. Later, similar days of the year as per load demand are clustered
into three clusters. Then 30 days of clustered data based on wind power similar to
forecasted day is considered for proper training of the LSTM network to forecast a
day-ahead electricity price of September 6, 2016. The clustered data based on load
is also used for training to compare the accuracy of forecasting. Without applying
clustering also, the same day’s price is forecasted by training LSTM with previous
30 days data. Similarly, using the SVR model and the FNN-PSO model, the same
day price is forecasted after training the models with previous 30 days’ data. To
analyze the impact of wind power generation on electricity price forecasting, by
only considering load as input, the model is trained and tested for the prediction of
electricity price of the same day, and the forecasting accuracy is compared to the
accuracy of price forecasting, when both load and wind power are considered as
input.

To evaluate the performance of forecasting models, three important evaluation
factors are used. They are mean absolute percentage error (MAPE), mean absolute
error (MAE) and root mean squared error (RMSE).

N
1
MAE = — A — F; 12
N;} | (12)
N
1 A —F
MAPE = — - 13
T (13)

i=1



Electricity Price Forecasting Using LSTM Network and K-Means Clustering ... 37

Table 4 MAPE, MAE and RMSE values of a day-ahead price forecasting

Approach Input parameters MAPE MAE RMSE
LSTM-K-means (based on load) Load and wind power 8.29 2.90 4.01
LSTM-K-means (based on load) Load 10.37 3.63 4.72

LSTM-K-means (based on wind Load and wind power 12.16 4.26 5.67
power)

LSTM-K-means (based on wind Load 12.51 4.38 6.07
power)

LSTM model Load and wind power 12.71 4.46 6.05
SVR Load and wind power 13.75 4.82 6.61
FNN-PSO Load and wind power 16.18 5.67 7.65
FNN-PSO Load 18.17 6.37 7.63

1 N
2
RMSE = ﬁ;(A,» —F) (14)

In Egs. 12, 13 and 14, A; and F; represent actual and forecasted values, and N
indicates the total number of samples of the forecasting period. As per Eq. 13,
MAPE is widely used to evaluate the performance of any forecasting method. In
price forecasting, the same may not work properly sometimes as the actual value is
zero; MAPE would be infinity. Even large actual values also make improper MAPE
computation. Thus, as per the modified equation in Eq. 15, MAPE is computed in
the present work. The results are depicted in Table 4.

1 N
MAPE:NZ

i=I

(15)

A

Ai_Fi'

where A; and F; are the actual and forecasted values and A represents the average
value of N number of actual values.

The plotin Fig. 4 compares actual prices to predicted prices of the proposed model
and the LSTM network on the day of prediction. Itis clearly evident that the predicted
price curve of the proposed model is closer to the actual price curve. The second plot
in Fig. 5 compares the predicted price curve of the proposed model (LSTM and
k-means) to the predicted price curve of other models such as the SVR model and
the FNN-PSO model and depicts the best accuracy by the proposed model. The best
performance of the proposed model is also depicted by errors computed and presented
in Table 4. In this work, clustering of data is performed in two cases using the k-
means clustering technique. Based on wind power variations also, the whole data is
clustered and based on load variations also the data is clustered into three groups.
The implementation of clustered data based on load has reported better forecasting
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Fig.5 Predicted price versus actual price on September 6, 2016

performance with higher accuracy as presented in Table 4. There is a significant
error reduction in terms of MAPE, MAE and RMSE in price forecasting using the
proposed model when the model performs clustering according to load variations.
The errors are lowest for the proposed model among all the models with minimum
MARPE, i.e. 8.29%. The proficiency of the proposed model is further illustrated with
the computation RMSE, which is the lowest among all models. The proficiency of the
SVR model is superior to the FNN-PSO model and inferior to the proposed model.
The plots in Figs. 6 and 7 clearly indicate the improvement in forecasting accuracy
with the consideration of wind power as input, which is a right indication of the
impact of wind power generation on electricity price forecasting for the renewable
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energy-enabled electricity market. The improvement in forecasting accuracy also
depends on the contribution of wind power generation to the power grid on the
respective day of price forecasting.

5 Conclusion

Electricity price is a special commodity unlike any other commodity in the market.
Its storage is not an easy task. It is influenced by many factors like load demand,
power generations, time factor, industrial requirements, weather conditions, fuel
prices, transmission constraints, etc. Thus, the electricity market experiences a lot
of fluctuations making prices highly volatile. One of the recent concerns for the
volatility is power generation from renewable energy sources. The work carried in
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this paper has suggested a suitable hybrid approach using k-means clustering and the
LSTM network for short-term electricity price forecasting showing its proficiency in
accurate price forecasting amid wind power penetration. The impact of wind power
generation on price forecasting has been analyzed and results depicted that the impact
of wind power generation on the accuracy of price forecasting is significant with the
considerable reduction in errors. However, it is also noticed that the contribution of
wind power generation to the grid also matters in the forecasting period. Further, the
scope is left for implementing any other clustering technique other than k-means for
future research and to analyze the impact of solar power generation also on price
forecasting.
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Solid Waste Management Challenges m
in India i

Shraddha Sharma

1 Introduction

In India, the problem of solid waste management is getting bigger and bigger espe-
cially in urban areas. India’s economic growth has led to the establishment of new
industries, and urbanization is increasing at a very rapid pace. This has significantly
changed the lifestyle of Indian citizens. In comparison to the developed nation, the
per capita solid waste generation in India is quite low but inefficiency in dealing with
the collection, transportation and disposal has posed a high risk to the environment
as well as the health of the people. The waste generation rate is rising at a horrible
speed. Total waste generated by 2050 is expected to become 3.4 billion tonnes per
year as compared to the current generation of nearly 2 billion tonnes per year [1].
Due to rapid growth in population and industrialization, yearly waste generation will
increase by 70% as compared to 2016. Kuwait produces the maximum solid waste in
the world amounting to 5.72 kg per day per capita but due to the policies of Kuwait,
this value is expected to reduce to 4 kg per day per capita. In India, the amount of
solid waste generated every year is about 960 million tonnes [2]. In India, the largest
MSW producing city is Delhi while the least MSW producing city is Agra. It is
observed that in general, the quantity of MSW produced depends on the population
of the city but the population of Delhi is less as compared to that of Mumbai. Hence,
there are some other factors that contribute towards solid waste generation. In this
article, Sect. 2 is about the literature review while in Sect. 3, various methods of
solid waste management used in India have been explained. In Sect. 4, the collec-
tion and transportation strategies have been discussed. Section 5 presents a detailed
comparison among various countries about the disposal methods and waste manage-
ment techniques. Section 6 discusses about the future of solid waste management in

S. Sharma ()

Department of Civil Engineering, IILM-College of Engineering and Technology,
Greater Noida, India

e-mail: shraddha.sharma@iilm.edu

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022 43
C. K. Chanda et al. (eds.), Advanced Energy and Control Systems, Lecture Notes
in Electrical Engineering 820, https://doi.org/10.1007/978-981-16-7274-3_4


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-7274-3_4&domain=pdf
mailto:shraddha.sharma@iilm.edu
https://doi.org/10.1007/978-981-16-7274-3_4

44 S. Sharma

India and its progress towards efficient solid waste management. Suggestions and
conclusions are presented in Sect. 6.

2 Literature Review

According to Nandan et al. [3], India cannot bear ineffective SWM because it is one
of the fastest growing economies in the world. Although many effective policies are
available for waste treatment but only on paper due to political and executive will. This
is creating an alarming situation. The authors suggest the adequate implementation of
the provisions mentioned in MSW Rules 2000. Inefficient waste management must
be replaced by scientific methodologies. The role of public awareness is equally
important in the maintenance of cleanliness in the city and solid waste management
because public awareness helps a lot in maintaining rules and regulations about the
SWM. Public awareness is also helpful in improving environmental conditions and
human health. Although solid waste management methods are improving, their speed
needs to be accelerated. New technologies can be highly supportive in improving the
quality of SWM.

Pamnani and Sriniwasrao [2] provided an overview of MSW management in
big cities, medium and small towns. Collection of solid waste is done by door-to-
door collection while waste collection from slums and commercial complexes is
done separately as per the MSW Management Rules 2000. The collection is done
keeping in mind the minimization of the cost of transportation while maintaining
the environmental constraints. Management of solid waste in metro cities poses one
of the most challenging tasks because such cities are facing grave problems related
to pollution due to a large amount of solid waste generation. In most of the cities,
MSW from households is deposited at the local bins from where it is transferred
to the community bins and then sent to the landfill sites. In India, rag pickers are a
significant component of the Municipal Solid Waste Management system as they pick
reusable and recyclable waste from the heap. Despite declared rules and regulations
of depositing and collecting the waste in most of the parts, the waste is dumped on
the roads due to inadequate solid waste storage capacity. According to the census
of 2011, nearly 71% of the population resides in villages. In villages, most of the
waste generated is biodegradable, and hence, disposable solid waste is quite less as
compared to the small towns. Hence, for better management, the interface can be
established between small towns and nearby villages.

According to the Waste Management Handbook [4], Municipal Solid Waste Rules
2000 made it mandatory for municipal authorities to establish facilities for disposal,
processing and identification of sites for sanitary landfill and improvement in current
dumpsites of solid waste. The Environment Protection Act 1986 deals with environ-
ment protection and helped in preparing a framework for managing hazardous solid
waste. Biomedical waste management rules were formed in 1989 and then amended
in 2000 and later in 2003. E-waste management was formed in 2011 to deal with
electronic waste.
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ICRIER in April 2018 [5] analysed the sustainability of SWM under financial and
environmental aspects. The paper presented the assessment about the rapidly growing
amount of MSW, its change in composition and the practice of mingling dry waste
with biodegradable waste. The paper also described the emission of greenhouse gases
from solid waste. SWM rules of 2016 provide an efficient framework for dealing with
the MSWM in India. It is suggested that local authorities should be empowered to
encourage citizens’ participation to minimize the challenges of global warming and
public health. In 2014-15, the annual MSW generation was 52 Million Tonnes while
in 2017, it became 72 Million Tonnes. Only construction and demolition contribute
to about 30% of the total waste. Among the six largest metropolitan cities in 2016,
Delhi generates 9260 tonnes per day while Hyderabad generates 4000 tonnes per
day, and together both the cities produce 21% MSW of all the cities in India while
they contribute only 16% of the total population. Biodegradable waste is one of
the major components of MSW and it is decomposed by using suitable bacteria.
Aerobic decomposition is vital in breaking organic waste into water, carbon dioxide
and compost as produced in this process which enhances the fertility of the soil.

Agrawal et al. [6] suggested that a number of private companies are providing bril-
liant solutions to manage MSW. Subhash Project and Marketing Limited (SPML) is
involved in collecting, transporting and disposing of Hazardous as well as Municipal
waste. This company is also involved in recycling and segregation of MSW as well
as sanitary landfill management and construction. A US-based company is involved
in sewer rehabilitation. HCL is working on the recycling of electronic waste. For this
purpose, HCL has created an online registration form where individuals or corpo-
rations can make a request for the same, irrespective of their purchase place. Nokia
India has launched an attractive take back scheme where people can drop their old
electronic goods for recycling or scientific disposal and win gifts on behalf of the
company. The main problem in dealing with various types of waste is segregation
and collection at source, little awareness among people, etc. Developing countries,
apart from the above problems, have to face a financial crisis because they cannot
apply expensive technologies suggested by the developed nations.

3 Methods of Solid Waste Management in India

Although all types of wastes are harmful to humans as well as the environment,
municipal solid waste can be managed suitably without creating any pollution or
harm to the environment, animals or humans. A number of methods are used to deal
with solid waste in making energy or compost.
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3.1 Sorting

After the waste is generated through various sources, sorting is required to separate
the materials which can be recycled and hazardous materials can be dealt with sepa-
rately [7]. The sorting reduces the waste to be filled in landfills, and the separation
of reusable materials prevents them to recombine with the waste stream [8]. Sorting
can be done at our houses, bins placed by the municipal corporations, central sorting
facility, at processing sites or at landfill sites. The sorting in India is usually carried
out by either recycling middlemen (Kabadiwala), rag pickers, wholesale dealers or
recycling factories. Sorting can be done manually or by semi or fully automatic
machines.

3.2 Storage

Almost every commercial or non-commercial establishment produces waste and its
safe storage is essential before collection. If a proper storage facility is not available,
the waste will litter on the roads which will pose a problem for public health and
pollute the environment. In lack of proper storage facility, in most parts of India, the
waste is thrown on the roads or in municipal sewers or drains which blocks the flow
of water. This causes extra cost in maintaining the cleanliness. In order to avoid such
a situation, people must be educated to store the waste at the source according to
the size and types of waste. They should learn the directions provided by the local
municipal bodies for the disposal of various types of solid wastes. People should
participate in clean drive activities not only on special occasions but on weekly basis
to learn techniques and help educate other people. Local authorities can explain about
how to separate recyclable, non-recyclable and biodegradable waste [9].

3.3 Collection of Waste

In India, waste is collected mostly daily in many parts from door to door. Biodegrad-
able waste should be collected on a daily basis due to climatic conditions in India
but recyclable waste may be collected at longer time intervals because they do not
usually decay. Sometimes hazardous waste is also produced in households but in
very less amount as compared to the industries; hence, they may also be collected at
longer time intervals. But once collected, such wastes can be put in the central bins
provided by the municipal corporation for the assigned purpose.
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3.4 Recycling

Recycling is an important method to avoid waste production because a product causes
95% of the environmental impact before discarding [7, 10]. If the waste is not sepa-
rated at the source level, it becomes very difficult to recycle with added cost and
effort. Mixed waste is neither useful for recycling nor in the generation of energy,
such waste is usually burnt instead of dumping into landfills. Hence, the separation
of waste at the source level will play a significant role in solid waste management
which will not only save cost but will also save time and will be fruitful in reuse and
recycle.

3.5 Compost Formation by Aerobic Digestion

Aerobic digestion is a process in which organic materials are decomposed in presence
of oxygen and suitable living organisms. In this process, compost is obtained which
can be used as fertilizer for agricultural land. The main problem in this process is
that sometimes the compost obtained by this process consists of heavy metals which
are harmful to the environment, and hence, it has restricted use in agriculture [11].

3.6 Energy Generation

Energy generation is a process of producing chemical energy in MSW. Chemical
energy stored in wastes is a fraction of input energy expanded in making those
materials. There are a number of methods to convert MSW into electricity but the
most common method is mass burning of solid waste in big incinerators. These are
connected to the boilers which generate steam. The steam rotates turbine blades to
produce electricity. Sometimes, the solid waste is converted to fuel pallets to be used
in small-scale power plants. Electricity generation by the burning of solid waste
includes steps which include (1) Dumping of MSW from garbage trucks into large
pits, (2) This waste is dumped into the combustion chamber using a crane with
giant claw, (3) The burning waste releases heat, (4) The heat produced turns boiler
water into high-pressure steam, (5) The steam rotates turbine blades to produce
electricity, (6) Pollutants are removed from the combustion gas before releasing
through the chimney and (7) Ash produced in the boiler is removed before reloading
it. The advantage of this process includes a reduction in the volume of the waste
and fly as produced is used in the construction of roads and cement production
[12]. Another waste-to-energy method is gasification which reduces the volume of
waste by 95% and produces less emission as compared to the incineration process
[13]. In addition to incineration and gasification technologies, microbial fuel cells



48 S. Sharma

and microbial electrolysis cells can convert MSW into electricity and hydrogen gas
(Figs. 1 and 2).

Organic as well as inorganic material is found in municipal solid waste. Organic
material contains latent energy which can be extracted by suitable technologies
for waste treatment. Energy can be extracted from the biodegradable as well as a
non-biodegradable organic matter either by thermo-chemical conversion or by bio-
chemical conversion. In thermo-chemical process, the organic compound is decom-
posed to release heat energy, oil or gas while in bio-chemical process, decomposition
takes place with the help of microbes, and methane and alcohol are produced. Param-
eters that affect the recovery of energy from MSW are its quantity and the chemical

Solid Waste

Heat Generation =, Gas Cleaning

Fig. 1 Schematic of the incineration process

Metal Glass  Plastic

Construction Material 4.

Fig. 2 Schematic diagram of electricity generation by gasification
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and physical characteristics of the MSW. The important physical parameters which
are considered in the extraction of energy are constituent size, density and mois-
ture content. The small size helps in faster decomposition while high-density waste
provides a large amount of biodegradable organic material and low-density waste
includes combustible materials like paper and plastic.

According to Pandyaswargo et al. [14], the maximum energy is recovered from
the waste incineration of plastic (0.96 kWh/kg) while no energy is recovered from
the glass by this process (Fig. 3).

Energy recovery potential assessment of biodegradable as well as non-
biodegradable matter can be performed as follows:

Let the total waste quantity = W tonnes.

The net calorific value of the waste as calculated by the experiments = NCV
kcal/kg

Energy recovered from the waste (kWh) = NCV x W x 1000/860
= 1.16 x NCV x W.

Power generated by the waste (kW) = 1.16 x NCV x W /24 = 0.48 x NCV x W.

If the conversion efficiency of the system is 1%, then actual power generation
potential = 0.0048 x NCV x W x 1.

In bio-chemical conversion, the main contribution to the energy output is only by
biodegradable organic matter. Let the total waste be W tonnes with the total volatile
solid (VS) nearly 50%; experimentally, the organic biodegradable fraction is found
to be 66% of VS, that is, 0.33 W. Typical efficiency of digestion is 60%.

Biogas yield (B) = 0.80m3/kg of VS
= 0.80 x 0.60 x 0.33 x W x 1000
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= 1584 x W.

Calorific value of biogas = 5000 kcal/m3.

Energy recovered (kWh) = B x 5000/860 = 921 x W.
Power generated (kW) = 921 x W/24 =38.4 x W.
Bio-chemical conversion efficiency = 30%.

Hence, net power generated (kW) = 11.5 x W.

3.7 Land Filling

According to Kumar et al. [15], in the past decade, the generation of waste in India
has increased tremendously to 62 Million Tonnes every year. Out of this waste, only
42 Million Tonnes is collected per annum and only 28% of waste is treated while the
remaining is transferred to the landfills. 1240 hectares of land is required annually
as a sanitary landfill. According to an estimate by 2030, the annual waste generation
will reach 165 Million Tonnes. The largest landfill area in India is in Bengaluru
followed by Mumbai and Hyderabad. The problem of landfills can be minimized by
considering the waste as a resource for energy extraction. Recyclable and reusable
materials can also be extracted from the waste for judicious uses.

4 Comparison with Other Countries

Comparison of waste management in India and developed countries can be studied
on various points like regulatory framework, waste composition and quantity and
MSWM practices. In India, the despite control and command type regulations
regarding waste management have not proved to be very fruitful in improving the
waste situation, while in Japan, the regulations are harmonious and due to community
participation proved to be very successful [16]. From British India to Post Indepen-
dence, anumber of regulations were passed for waste management but the concern for
sanitation remained only on paper. Some of the rules notified by the Indian govern-
ment for solid waste management include Hazardous waste and chemical rules,
1989, Municipal solid waste management rule 2000, Electronic waste rule 2011, etc.
But these rules cannot be implemented successfully due to non-cooperation from
households, lack of public awareness and paucity of equipment for the collection of
segregated waste. While Japan was once considered to be one of the most polluted
countries in the 1960s but in 1970, law related to waste disposal and cleansing was
enacted. Subsequent amendments and public involvement changed the picture of
Japan.
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In India, more than 90% of municipal solid waste is dumped on land in an unsat-
isfactory manner which not only affects public health and the environment but also
engages a lot of useful land. The three landfill sites in Delhi are located at Okhla,
Ghazipur and Bhalsawa. In India, some of the municipal corporations have used the
composting method for waste treatment but it lies between 10-12% [17]. The first
large-scale composting plant was set up in 1992 in Mumbai. Later on, a number
of composting sites were established in many metro cities but municipal corpora-
tions are reluctant for such cheaper and environment-friendly projects. For example,
BMC rejected window composting-based project worth US $1.1 million, instead the
project was given to United Phosphorous Limited for US $8.8 million.

The Bhabha Atomic Research Center (BARC) installed Nisarguna a biogas plant
for disposal of Kitchen waste in an eco-friendly manner. By the end of 2014, around
146 locations biogas plants have been set up and 100 entrepreneurs are contributing
to this technology. Bangalore Corporation has already planned to set up 12 Nisarguna
plants to convert the biodegradable waste into methane and organic manure across
the city. The Chennai Corporation and BMC have also started the discussion with
BARC. As the mixed waste contains a lot of non-organic material, hence, in the
Indian scenario, the success of these processes is difficult. When mixed waste is
composted, the end product is of poor quality.

InJapan, organic waste is recycled according to Food Recycling Law. The law was
amended in 2007 so as to promote the purchase of farm products that are grown using
animal feed or food waste-derived compost. Kyoto and Hita like cities are using this
biomass technology for producing bio-diesel fuel. Although Composting has limited
potential, methods like the Bokashi and Takakura methods which are home-based
composting are useful. Point-wise discussion can be presented as follows [18]:

(i)  Source reduction: In India, it is rarely incorporated in an organized manner
while in Japan, organized programs have been incorporated.

(i)  Collection: In India, the collection rate lies between 40-80% while in Japan,
it is more than 90%.

(iii) Recycling: Informal sectors in India are not well regulated while in Japan,
they are well regulated and technically advanced.

(iv) Composting: Large composting biogas plants are not common due to poor
marketing while in Japan, some initiatives are being taken.

(v) Incineration: This process generally failed in India but in Japan, it is very
common.

(vi) Landfilling: In India, it is done in an uncontrolled manner at open sites while
in Japan, there are limited landfill sites.

5 Future of Solid Waste Management in India

The first priority is the political will and the governments will have to think about the
future problems that may arise due to mismanagement of municipal waste. Instead of
thinking about the political gains, only leaders must have a positive approach for strict
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and effective implementation of the regulations regarding solid waste management.
Although the government is working in the direction of improving waste collection
and storage, a sense of cooperation is being developed among communities, and in
near future, 100% collection and transportation will take place. The government is
also working in the direction of applying modern technologies used in the devel-
oped countries with enhanced funding in dealing with various types of solid wastes.
Research is being promoted for energy generation using MSW and recycling and
reuse processes. Sewage water treatment plants are being developed so as to clean
the sewage water primarily for irrigation purposes. Wastes like plastics and papers
are separated from the storage as these can be recycled for judicious use. Techniques
for segregation at source are being improved by intensive studies about the devel-
oped nations. New machines should be implemented to avoid manual rag picking to
prevent health issues of the workers.

Currently, the Indian government has stressed on reduce, reuse and recycling of
the MSW in an effective way [3]. Reducing is the most important aspect of solid
waste management which includes the reduction in amount as well as the toxicity
of the waste. Some of the wastes can be reused for the same types of application,
for example, a plastic bag, tin container or cardboard boxes can be used in multiple
ways in daily life applications. Some products can be disassembled and restored like
new. The third important factor is recycling, in this process, waste can be used as
raw materials for the manufacturing of other products [22]. The recyclable materials
include paper, plastic, glass, aluminium heavy metals and construction debris.

The government is also paying attention towards the judicial use of MSW in
electricity generation. It has been reported that by the use of municipal solid waste,
95m? of methane/tonne is produced with a calorific value of 19.43 MJ/m?. According
to Kumar et al. [19], electricity of 12.98 x 10° kWh/Year can be produced if the
generator efficiency is 80% and the conversion efficiency is 25%.

6 Conclusion

In conclusion, it can be said that a number of ways are available in India for improving
solid waste management. The government has started the “Swachh Bharat Mission”
to initiate awareness among people about cleanliness and its advantages. Proper
management of solid waste can save a lot of money spent on human health and
contribute towards the development of India. There are a few discrepancies but
they can be removed or minimized by political will and community contribution.
Government should increase financial support to the municipal corporation so as to
strengthen them to effectively implement the rules and regulations to save the society
from the hazards of waste.
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Electrochemical Conversion of CO )
into Useful Chemicals and PKL oo
Electricity

K. A. Khan, M. A. Mamun, Md. Israrul Adal, Sharif Mia, and M. Hazrat Ali

1 Introduction

The main theme should be the addressing global challenges in the new era through
research, innovations, and strengthening connections (Hasan and Khan 2017, 2019,
2020). PKL electricity is produced mainly using Zn/Cu-based electrodes and PKL
extract. The performances are gradually decreased within a few months (Hazrat Ali
etal. 2019; Khan et al. 2016a, 2017). To remain sustain of this PKL electricity, several
techniques have been developed like the use of nanoparticles, dynamic method, use of
secondary salt, etc. The use of CO; is a new technique for PKL electrochemical cells
(Khan et al. 2016b, c, 2018a, b). To keep it in mind, the electrochemical conversion
of CO, into useful chemicals and PKL electricity has been designed and developed
(Khan et al. 2019a, b). The PKL electricity is a new, renewable energy and innovative
technique across the globe (Khan et al. 2019¢). So that R&D work should be done
regularly on PKL electricity. This research work will also be an excellent avenue for
collaborative work for more innovative research for the uplifting of the community
and industrial development. The nominal voltage of a galvanic cell is fixed by the
electrochemical characteristics of the active chemicals used in the cell (Khan et al.
2020). The actual voltage generated at the cell terminals at a particular time depends
on the load current and the internal impedance of the cell, and this also varies with the
temperature, the state of charge, and with the age of the cell. A comparative study of
the voltage of the normal voltaic/galvanic cell, traditional PKL electrochemical cell,
and CO,-based PKL electrochemical cell has also been conducted (Ruhane et al.
2017a). The PKL electrochemical cell depends on some parameters (Ruhane et al.
2017b) which have been discussed here. The production and the use of CO, is an
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innovative technology for an electrochemical cell or battery. The different parameters
of the PKL electrochemical cells both with and without CO, have been studied.

2 Methodology

In this section, the methodology of CO, production has been discussed. The method-
ology of the preparation of PKL electrochemical cell has also been studied. Finally,
the use of CO, for PKL Electricity has been designed and fabricated.

2.1 Experimental Procedure

The experimental setup of the CO, production device for practical utilization is
shown (Fig. 1). The chemical reaction was NaHCO3; + HCI = NaCl + H,0 + CO,.
The produced CO, goes out through a tube. Figure 1 also shows the collection of

Fig. 1 Experimental setup
of CO; production device

Fig. 2 Experimental setup
with a balloon for
electrochemical conversion
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CO; by a balloon. Figure 2 shows the utilization of CO, in a PKL electrochemical
cell for getting more electricity for a long time duration.

2.2 Application of CO; Gas into the PKL Electrochemical
Cell: Preparation of CO; Gas

About 2.0 g of powdered NaHCO3 and 250 mL 0.1 M HCI solution were taken in a
500 mL conical flask. Then the mixture was heated very slowly, releasing CO, gas
which was dried by passing through silica gel.

The methods of CO, gas preparation in the laboratory are shown in Fig. 3. Here,
Fig. 3a shows the Schematic diagram of CO, gas preparation and Fig. 3b shows the
Experimental setup of CO, gas preparation.

Instrumentation and Apparatus

Model CHI 660E electrochemical workstation, Graphite pencil electrode (GPE) as
working electrode (Livo), GCE, modified GCE, carbon-based paper electrode and
activated GPE electrode as working electrode, Pt wire auxiliary electrode, Ag/AgCl
reference electrode, pH meter (Hanna), Digital Multimeter, Zn, Cu, Al, Ag, Fe
electrodes, and Magnetic Stirrer.

Chemicals and Reagents.

Carbon dioxide (CO,), Sodium bicarbonate solution (NaHCO3), Hydrochloric acid
(HCl1), PBS solutions for various pH, Deionized water or double-distilled water,
Graphite powder, Activated charcoal (Sigma Aldese), Nujol, Alumina powder, Silica
gel, and Highly pure N, gas (Linde BD Ltd.).

(a): Schematic diagram of CO2 gas (b):Experimental set up of CO2
preparation gas preparation

Fig. 3 Methods of CO; gas preparation
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2.3 Zn and Cu Electrodes Preparation

To prepare a PKL (Pathor Kuchi Leaf) electrochemical cell, a cathode and an anode
are needed. In our research article, it is shown that Zn (Zinc) plate is used as a
cathode and the Cu (Copper) plate is used as an anode. The Zn and Cu plates are
available in the local market. The price of the Zn plate is of low cost compared to
the Cu plate. On the other hand, the longevity of the Cu plate is much more than the
Zn plate. Moreover, the Zn plate is called a sacrificial element rather than the other
metal plates. That is why the performance Zn/Cu-based PKL electrochemical cell
is better than the other metals. The preparation technique of the Zn/Cu-based PKL
electrochemical cell for practical utilization is shown in Fig. 4.

Figure 4a shows the Zn and Cu for a cell (Zn:Cu = 1:1). Figure 4b shows the
keeping of Zn plate first (Zn:Cu = 2:2). Figure 4c shows the keeping of Cu plate

Gyl

(a): Zn and Cu for a cell(1:1) (b):Keeping Zn plate first (2:2)
S I * = = i
(c): Keeping Cu plate first(2:2) (d): Keeping the Zinc plate first(3:2)

(e) Keeping the Zinc plate first(3:2)

(f): Design and fabrication of IKW (g): Practical application of IKW PKL
PKL Power Power

Fig. 4 Design and fabrication of Zn/Cu-based 1 KW PKL power for practical utilization
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first (Zn:Cu = 2:2). Figure 4d shows the keeping of the Zinc plate first (Zn:Cu =
3:2). Figure 4e shows the keeping of the Zinc plate first (Zn:Cu = 3:23:2). Figure 4f

shows the design and fabrication of 1 KW PKL Power and, finally, Fig. 4 g shows
the Practical application of 1 KW PKL Power.

2.4 Chemical Reactions

Since Zn is a sacrificial element, we have

Zn =7Zn*" + 2e” (1)

2¢” + Cu’t = Cu )
Adding (1) + (2), Zn + 2e~ 4+ Cu>* = Zn’* +2e~ + Cu

Or Zn + Cu’* =Zn*" + Cu (3)

where Cu?* = Reactant Ions and Zn** = Product Ions.

Again we have Zn = Zn>* 4 2e” “)

2¢"+H"=H = H, 5)
Adding (4) + (5),Zn + 2e~ + H" =Zn*" +2¢~ + H,

Or Zn+ H' =Zn** +H, (6)

where H* = Reactant Ions and Zn** = Product Ions.
NaHCO;3; + HCIl = NaCl + H,O + CO,

Here, NaCl and H,O are the useful chemicals and CO, is the conver-
sion/production product of electricity.

From Eq. (7), it is shown that the produced CO; can be used in the dead PKL
electrochemical cell. The pH of the dead PKL electrochemical cell decreased than
that of starting pH of the PKL electrochemical cell. When the produced CO, is
applied to the dead PKL electrochemical cell, then the following chemical equation
has occurred:

H' + CO, = H,CO; (8)
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The HCO3 will be produced in the dead PKL electrochemical cell. It is shown
that the pH of the dead PKL electrochemical cell has been increased and then the
dead PKL electrochemical cell has become reactive to generate electricity. In this
case, H; gas will be produced as a byproduct.

2.5 Advantages of Electrochemical Reduction of CO;

It is an easy process and the rate of electrochemical reduction of CO; is so much
higher than the chemical reduction of CO;. The advantages are as follows: (1) In pres-
ence of CO,, it can easily convert into HCOOH (formic acid), CO (carbon monoxide),
CH;30H (methanol), (COOH), (oxalic acid), C,Hy (ethylene), CH4 (methane), etc.
(which are useful products). (2) During the electrochemical conversion of CO,
without aqueous catholyte (electrolyte), other’s reagent is not necessary as the chem-
ical conversion of CO, into the same product. (3) Higher temperature and pressure
is not necessary as the chemical conversion of CO;:

(a) COz*—> COztht+ = HCOO

CO + OH l—
e HCO\E“*"—”'> CH:OH ——>

(b) CO* 5 COy + COz +e —> CO + COs3 zhe v 2o CHa
H+ + a- CO + OH- AH+ + nr._CH) + H20

L _Hr+re o HCOO CH; CzHa

(4) In this process very low current (micro amp level) is needed to get the product.
Because in this process, an electron is necessary (which is available here and obtained
easily) for reduction. So this process is not expensive. (5) In this process, the reaction
is carried out in the solution phase. Generally, the solution phase reaction is more
easy than gas phase reaction.

2.6 Application of CO; Gas into the PKL Electrochemical
Cell

During the preparation of the PKL electrochemical cell, the PKL extract was mixed
with H,O. In this case, O, was dissolved in water. So that O, should be neutralized
before being applied to CO, gas into the PKL electrochemical cell.
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3 Results and Discussion

3.1 Comparative Studies on Performance of Traditional
Electrolytic Cells/Batteries

The variation of the voltages for five different typical electrolytic cells/batteries has
been studied. It is also shown the comparison of the variation of the voltages with
the variation of percentage of capacity discharged among the five different typical
electrolytic cells/battery like Zn/MnO,, Ni-Cd, Ni—Zn, Lead Acid, and Lithium-Ion
battery.

Figure 5 shows that the variation of the voltages with the variation of percentage
of capacity discharged for Zn/MnO; electrolytic cells/battery. The change of voltage
was (1.50-1.10 V) 0.40 V up to 100% of Capacity Discharged. Figure 6 shows that
the voltages vary with the percentage of capacity discharged for Ni—Cd electrolytic
cells/batteries. The change of voltage was (1.48—1.15 V) 0.33 V up to 100% of
capacity discharged.

Figure 7 shows that the voltages vary with the variation of percentage of capacity
discharged for Ni—Zn electrolytic cells/batteries. The change of voltage was (1.60—
1.55 V) 0.05 V up to 100% of Capacity Discharged. Figure 7 shows that the volt-
ages vary with the percentage of capacity discharged for lead acid electrolytic
cells/batteries. The change of voltage was (2.01-1.73 V) 0.24 V up to 100% of
Capacity Discharged (Figs. 8 and 9).

Figure 7 shows that the voltages vary with the percentage of capacity discharged
for lithium-ion electrolytic cells/batteries. The change of voltage was (4.10-3.80 V)
0.30 V up to 100% of Capacity Discharged.

Fig. 5 Cell voltage (V) for 2
Zn/MnQO; with percentage & s
capacity of discharged = g ’
HE 1
£
$50s5
3
o 0 : : )
0 50 100 150
Percent of capacity discharged
Fig. 6 Cell voltage for 2

Ni—Cd with percentage
capacity of discharged

LSL
1

0.5

Cell voltage (V)for Ni-
Cd
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Fig. 7 Cell voltage (V) for 1.75
Ni—Zn with percentage 5 17
capacity of discharged = ’

Z _ 165 -

BN

S 16

S

= 155

S

1.5 T T 1
0 50 100 150

Fig. 8 Cell voltage for Lead 2.1
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Figure 10 shows that the Cell voltages (V) vary with the percentage capacity of
discharged for Lithium-Ion, Lead Acid, Ni-Zn, Ni—Cd, and Zn/MnO, electrolytic
cells together.

3.2 Discharge Characteristics with Load for PKL
Electrochemical Cell

The discharge characteristics of PKL cell/module has been measured carefully. The
fabricated PKL module was 6 V, which was used as a load for practical utilizations.
A Light Emitting Diode (LED) lamp was used as a load of 6 V. For simplicity, it has
been shown that the PKL module system is as shown in Fig. 11.

The observed values of load voltage, load current, and load power are tabulated.
Taking the load tests for 120 h has been continued. It may be pointed out here that
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Fig. 10 Cell voltage for Zn/MnO2, Ni-Cd, Ni-Zn, Lead Acid, and Lithium-Ion with percentage
capacity of discharged

Fig. 11 Experimental setup mfv
of discharge characteristics
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Solution of PKL

initially when we connected the load, a substantial voltage drop occurs and this drop
is 0.48 V which is around 8% of system voltage.

Voltage, Current, and power of PKL module under load conditions have been
studied. The data was taken up to 120 h. The data has been tabulated very carefully.
The discharge characteristics of a PKL electrochemical cell with the load are also
shown. The Voltage, Current, and power without CO,-based PKL. module under load
condition. It is shown that the change of load voltage for 120 h is 0.34 V, that the
change of load current for 120 h is 0.32 A, and that the change of load power for
120 his 1.9 W (Fig. 12).
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Fig. 12 PKL electricity
without CO;-based module

Figure 13 shows that the load voltage varies with the time duration. As per this
graph, it is shown that the load voltage is reducing gradually as time duration. If we
compare it with other cells, we find this change is relatively rapid. Figure 14 shows
the variation of load current with the variation of time duration. As per this graph, it
is seen that the load current is reducing gradually as time passes. If we compare it
with other traditional cells, we find this change is relatively rapid.

Figure 15 shows the load power graph for the same system. According to the
definition of load power, we have Power, P = V x I Watts, where V = Voltage (in

Fig. 13 Load voltage versus 5.55
time duration plot 55
5.45
5.4
5.35
53
5.25
52
5.15

Load Voltage(V)

0 50 100 150

Time duration(hr)

Fig. 14 Load current versus 0.8
time duration curve

Load Current(A)
o
-

0 50 100 150

Time duration (hr)
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Fig. 15 Load power (W) versus time duration (h) plot
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Fig. 16 Load voltage (V), load current (A), and load power (W) versus time duration (h) plot

volts) and I = Current (in Amp). Since voltage and current are reducing with time
duration, therefore, as per this graph, it is seen that the load power is also reducing
gradually as time passes.

Figure 16 shows the observed results which have been plotted for three charac-
teristics of PKL cells together. The variations of load voltage, load current, and load
power with time duration have been discussed.

3.3 Discharge Characteristics with CO;-Based PKL
Electrochemical Cell for Load

Figure 17 shows the methods of CO, Production for the PKL module. Figure 18
shows the method of CO,-based PKL module for electricity production. Figure 19
shows the Measurement technique of pH of the PKL extract of a CO,-based PKL
unit cell. Figure 20 shows the appliance of CO,-based PKL electricity with the load.

The Voltage, Current, and power of CO,-based PKL (Bryophillum pinnatum Leaf)
module under load conditions have been studied. It is shown that the change of load
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Fig. 17 Production of COy
for PKL module

Fig. 18 CO;-based PKL
extract of a CO,-based PKL
unit cell

Fig. 19 Measurement of pH
of PKL module for
electricity production

Fig. 20 CO;-based PKL
electricity with load

K. A. Khan et al.
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Fig. 21 Load voltage for - 5.54
CO,-based PKL cell (V) S S 55
versus time duration (h) 85 =
b5 55
S5 548
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Time duration(hr)

voltage for 120 h is 0.04 V, that the change of load current for 120 h is 0.02 A, and
that the change of load power for 120 h is 0.14 W.

Figure 21 shows that the Load voltage (V) for CO,-based PKL cell varies with
the time duration (h). It is shown that the load voltage was constant up to 15 h and
then it decreased up to 0.01 V up to 45 h and then after it decreased 0.01 Vup to 65 h
and then it decreased 0.01 V up to 100 h, and finally, it decreased 0.01 V up to 120 h.
Figure 22 shows that the Load current (A) for CO,-based PKL electrochemical cell
varies with the time duration (h). It shows that the load current was constant up to
35 h and then it decreased up to 0.01 A up to 100 h and finally, it decreased 0.01 A
up to 120 h.

Figure 23 shows that the Load power (W) for CO,-based PKL electrochemical
cell varies with the time duration (h). It shows that the load power was constant up
to 15 h and then it decreased up to 0.06 W up to 35 h and then after it decreased

Fig. 22 Load current for 0.77
CO;,-based PKL cell (A)
versus Time duration (h)
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Fig. 23 Load power for CO;-based PKL cell (W) versus time duration (h)
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Fig. 24 Load voltage (V), current (A), and power for CO,-based PKL cell (W) versus time duration
(h)

0.01 W up to 65 h and then it decreased 0.06 W up to 100 h, and finally, it decreased
0.01 W up to 120 h.

Figure 24 shows the variation of the voltage, current, and power of CO,-based
PKL module under load conditions. It is shown that the change of load voltage is
0.04 'V, that the change of load current for 120 h is 0.02 A, and that the change of
load power for 120 h is 0.14 W for 120 h.

3.4 Self-discharge Characteristics of a CO»-Based PKL
Electrochemical Cell

Self-discharge characteristics of a CO,-based PKL electrochemical cell are found.
Using the Self-discharge characteristics, some data for open-circuit voltage (V,.),
Short circuit current (Iy.), maximum power (Pp.x), and internal resistance (rj,) has
been collected and then tabulated carefully.

Figure 25 shows that the open-circuit voltage V. (V) varies with and without
CO;-based PKL electrochemical cell with the time duration (h). It is found that the
open-circuit voltage (Voc) is better with CO,-based PKL electrochemical cell than
without CO,-based PKL electrochemical cell. Furthermore, the open-circuit voltage
is more steady with CO,-based PKL electrochemical cell than without CO,-based
PKL electrochemical cell. So that it can be said that the longevity has been increased
for use in CO, with the PKL extract.

Figure 26 shows that the short circuit current I, (A) with and without CO;-based
PKL electrochemical cell varies with the time duration (h). It is found that the short
circuit current (Iy.) is better with CO,-based PKL electrochemical cell than without
CO;,-based PKL electrochemical cell. Furthermore, the short circuit current (Ig.)
is more with CO,-based PKL electrochemical cell than without CO,-based PKL
electrochemical cell. So that it can be said that the performance has been increased
for use in CO, with the PKL extract.
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Figure 27 shows that the maximum power Pp,,x (W) with and without CO,-based
PKL electrochemical cell varies with the time duration (h). It is found that the
maximum power P, (W) is better with CO,-based PKL electrochemical cell than
without CO,-based PKL electrochemical cell. Furthermore, the maximum power
Pmax (W) is more with CO,-based PKL electrochemical cell than without CO,-
based PKL electrochemical cell. So that it can be said that the performance has been
increased for use in CO, with the PKL extract.

Figure 28 shows that the internal resistance, rj, (ohm) with and without CO,-
based PKL electrochemical cell varies with the time duration (h). It is found that the
internal resistance, r;, (ohm) is better with CO,-based PKL electrochemical cell than
without CO,-based PKL electrochemical cell. Furthermore, the internal resistance,
rin (ohm) is less with CO,-based PKL electrochemical cell than without CO,-based
PKL electrochemical cell. So that it can be said that the performance has been
increased for using CO, gas with the PKL extract .
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4 Conclusions

There are a lot of research papers on the electrochemical conversion of CO; into
useful chemicals. But there was no use of CO, for electricity generation. This time
the produced CO, has been used for electricity production. It is found that the perfor-
mance of PKL electrochemical cell during electricity generation has been increased
for using the produced CO,. The variation of the voltage, current, and power of CO,-
based PKL module under load conditions has been studied. It is shown that the change
of load voltage is 0.04 V, that the change of load current for 120 h is 0.02 A, and that
the change of load power for 120 h is 0.14 W for 120 h. The Voltage, Current, and
power without CO,-based PKL module under load condition were found. It is shown
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that the change of load voltage for 120 h is 0.34 V, that the change of load current
for 120 his 0.32 A, and that the change of load power for 120 h is 1.9 W. Finally, it
is also found that the performances have been increased after adding CO, with the
PKL extract. The life cycle of the PKL electrochemical cell has been increased. For a
bigger size of the PKL electric plant, a CO; gas cylinder is needed. By using this CO,
gas technology, the dead PKL electrochemical cell will get life for the generation of
electricity. In this research work, the produced H, gas was a byproduct. Mallic acid
increases during night time, Performances are better for night time collected PKL
than the day time collected leaf. Reactant ion (H + ) increases in the night time.
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Graphical Approach to Recognize m
Optimal Distribution Network er
Reconfiguration

Pushpanjalee Konwar, Dipu Sarkar, and Chandan Kumar Chanda

1 Introduction

Reconfiguration of distribution networks is one of the core functions of the distribu-
tion monitoring framework. Reconfiguration of networks is assessed by activating
and shutting switches [1]. The beauty of the methodology lies in its ability to locate
the processing. In situations where the distribution network must experience indi-
vidual geometrical changes, such as network reconfiguration, bus voltage magnitude
appraisal can be calculated in much shorter numerical modules [2]. The problem of
deciding which connections should indeed be enabled is alluded to here as network
reconfiguration. The minimal loss or load management restructuring dilemma for
the open-loop system radial distribution network is conceived as a hybrid config-
uration conundrum and is complicated to fix [3]. The suggested approach incor-
porates the minimum spanning tree (MST) algorithm with enhanced probabilistic
principles. The local objective function, presented by the MST algorithm, offers a
desirable initial condition for corresponding computation techniques. In addition to
the strengthened genetic algorithm, the number of selected switching devices can
be drastically decreased [4]. The radial load flow problem needs special attention,
especially when resolving adaptive power system challenges, where the network
topology influences the position of the link switching (multi-objective optimization
issue). The proposed approach would assist in arranging line statistics for any vari-
ation of tie switch locations, checking the system’s radiality, and ensuring that all
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nodes are associated with the source node [5]. The framework is particularly produc-
tive because it employs visualization strategies that provide semi-saving transfor-
mations from the current susceptibility matrix. The technology can be implemented
to large networks and outperforms traditional network reconfiguration algorithms in
terms of ensuring an optimal solution [6]. The Distribution Network Reconfiguration
problem has arisen as a result of mixed-integer and complex nonlinear features. Two
core components of meta-heuristic algorithms are explored in order to speed up the
solution process: depiction of a solution and a strength and fitness evaluation [7].
Out of a large number of potential alternate configurations of lines and switches, an
effort was made to identify the best possible radial. As a result of this combination,
the network’s overall voltage stability is maximized [8]. The switches’ configura-
tion was tweaked for optimal performance, and the best solution was chosen from
a list of combinations with lower line losses. Optimal Power Flow (OPF) prob-
lems are concerned with achieving optimal efficiency while minimizing power loss,
relying on other constraints to reduce the value that can fulfill the requirement [9].
Utilizing the assumption of parallel restructuring, the optimal route provided by
the processor implementation was achieved. The Dijkstra algorithm was suggested
as a means for finding an efficient link. The final position was reached by going
across the in-between locations, which are assessed by filtering [10]. This study
looks into the possibility of using assured synchronization particle swarm optimiza-
tion in combination with graph theory to improve voltage stability and reduce power
loss in distribution networks [11]. This research proposes a novel method for effi-
ciently reconfiguring radial distribution networks. As part of the distribution system
design, a graph theory-based load flow algorithm is implemented. By traversing the
directed system graph to discover the depth-first query discovery sequence, the iter-
ator approaches improvements in the system structure [12]. A technique for selecting
the appropriate location and size of the DG must be established while at the same
view ensuring appropriate combination. A lot of algorithm and synthetic processing
approaches, reconfiguration of the optimal distribution network, size of DGs, and
location have been suggested in the research. Integrating DG into the distributed
generation at an inaccurate destination might well lead to higher power failures and
voltage perturbations [13]. This study proposes a reconfiguration of the electrical
power delivery network based on a mutualistic entity random search. The purpose
here would be to achieve optimum reorganization of the power distribution network,
which mitigates the real power losses due to a better power flow [14]. The conven-
tional and colony optimization is modified by graph theory to constantly define
viable radial architectures over the entire time. It’s a newly discovered phenomenon.
This eliminates time-consuming network searches, lowering operating costs [15].
This research presents a new Big Bang-Big Crunch (HBB-BC) hybrid simulation
approach for efficiently reconfiguring imbalanced loss reduction delivery systems.
Throughout the reconfiguration, restrictions such as being radial, avoiding load insu-
lation, and voltage/current restrictions must be determined [16]. The purpose of the
radial operational mechanism reconfiguration is to define a distribution network
with a radial functional framework. This mitigates the reduction of the power of the
delivery system under standard conditions. While they are arranged in a radial tree
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structure during operation, delivery systems are normally expected to be intertwined
meshed systems [17]. To meet the rising demand for power while minimizing power
loss, a well-designed and effective distribution system needs the best mathematical
layout This paper describes how a genetic algorithm based on graph theory was used
to resolve the issue of power distribution network reconfiguration [18]. Reconfigura-
tion is achieved by direct connections/estrangement of components and exchange of
limits of autonomy. This journal proposes a new methodology for self-configuration
scheduling for autonomous devices centered on domain signature and graph edit-
distance [19]. This paper introduces a novel approach to the optimization process.
Distribution system rearrangement uses the variation of Cycle Break optimization
and optimization programming. The use of a combination cycle-break method and
an evolutionary algorithm eliminates these problems and makes a real-size system
execution [20]. This study proposes a new approach to increasing the dependability
of the distribution system by reconfiguring it. In this context, an overall cost compo-
nent is defined to comprise the cost of network active device malfunction as well
as the cost of customer disruption at the same time [21]. In this study, the distribu-
tion system reconfiguration issue was subsequently studied compared to the graph
theory and the functionality of the ant colony algorithm. It is recommended to use
a fragmented circle approach to quickly have a network topology [22]. This study
introduces a unique strategy toward solving the dynamic distribution network recon-
figuration dilemma. A quick network topology identification methodology is built
based on graph theory and efficient mathematical complexity recognition technology
to resolve the device radiality limitation [23]. In this paper, a meta-heuristic approach
based on Antlion’s hybridization protocols and graph theory is anticipated to find
the best DN distribution network combination by adjusting the switch position. The
primary goal of network reconfiguration will be to find a network topology with the
fewest possible disturbances within the constraints [24].

2 Description of the Issue

Structures in graph theory depict a relationship between entities in sequence. G (V,
E) is a set of structures traced by a pair of vertices around the boundaries (E). If the
vertices are intertwined around the ground, they have been shown to be neighbors. A
tree T composed of all the vertices of graph G is defined as the spanning tree of the
connected undirected graph G = (V, E). Each linked element in Graph G will provide a
spanning tree if it is disconnected. There may be a number of spanning trees in a graph.
The spanning trees can have different weights if each edge of the graph is assigned a
weight. In a variety of scientific and technical areas, the minimum weighted spanning
tree has a variety of implementations. In essence, modern approaches to resolving
the minimum problem of the tree period are typically aggressive. The majority of
traditional algorithms develop the MST edge-by-edge, including the necessary tiny
edges while ignoring the larger ones.
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2.1 Implementation of the Methodology

The feeder line with the lowest cost shall be brought into account with the preliminary
evaluation of the vertex. The price specified shall be the load ability of the tracks.
Restructuring does not manifest in a drastic shift in active power loss or reactive loss
of power, but chooses another direction where another load-carrying potential has
indeed been reduced. The stability index (L-INDEX) should be much closer to 0 if
the system is to be stable. There is a significant chance of an illuminated voltage
collapse if L-INDEX approaches 1 [25].

The suggested technique is centered on the Node Adaptive Cycle Identification
System. Numerous sophisticated cycle detection techniques including almost stan-
dardized fashion can indeed be commonly obtained. The highest extent of the set of
unidentified vertices (V-S), where S is the collection of known nodes, was chosen as
vertex u. The selected endpoint which is a part of the loop is verified. If this is the
case, we can define the much more problematic edge (i.e. the edge with the highest
weighted graph) and eliminate it from the loop and also from the set of edges. If
there is a tie, we choose the edge with the highest amounts of terminating edges. We
proceed with this procedure with the chosen highest point u till the highest point is
free of all the cycles associated. Because when a node is independent of all the related
loops, we attach it to the collection of identified vertices S. Another endpoint will
be selected and will expedite the method. The procedure ends when the quantity of
edges remains equivalent to IVI-1, because a tree containing nodes comprises |VI-1
edges. The suggested methodology selects the highest degree vertex at each step.
The reason behind such a concept is that the possibility that a vertex is part of a
loop rises including its degree. The higher the vertex’s degree, the more likely it is
to be associated with a specific loop. When removing an edge, the additional tie is
determined by the degree of the edge’s marginal vertices. The greedy nature of the
technique is reflected in the presumption that the maximum degree vertex is chosen
at each point to check the parallelism of the loop.

Control logic steps of the proposed algorithm:

Step 1: Consider a weighted undirected graph G = (V, E).

Step 2: Initialize spanning tree S as a null set and tree (T) = graph (G).
Step 3: While edge > (vertex-1), choose a vertex whose degree is optimum.

Step 4: If step 3 is true and there exists a cycle, then remove the edge with the
maximum weight.

Step 5: While performing step 4, if a tie occurs, select the edge with the maximum
degree.

Step 6: Edge = Edge-(maximum edge).

Step 7: Minimum spanning tree is obtained.
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This segment demonstrates the implementation of the procedure implemented
on the reference graph depicted in Fig. 1. The implementation selects node C for
the first time since it has the maximum degree. It then determines that vertex b is
correlated with the C-A-D-C loop. Next, the relatively costly edge is selected and
it is discovered that there is indeed a match, namely AD and CD. That said, the
terminating nodes of CD have a maximum degree and thus BE is removed by dashed
red lines as demonstrated in Fig. 2.

Now the methodology identifies that C is also a representative of the C-E-F-C loop
and reduces the far more pricey CE edge (Fig. 3). Then another loop C-A-B-E-F-C
is identified and BE is removed (Fig. 4). Since node C is currently free of all cycles,
vertex C is attached to the list of identified nodes S. ‘A’ is the next node selected for
experimentation. Vertex A is correlated with the loop A-B-D-A, and therefore the
more costly side of the DB is erased as shown in Fig. 5. Next, A is assigned to the
list of labeled nodes.

The number of sides represents one less than the set of nodes in this iterative
procedure, so the method ends by restoring the corresponding minimum spanning
tree, as shown in Fig. 6.

Fig.1 Graph

Fig. 2 CD removed

Fig. 3 CE removed
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Fig. 4 BE removed

Fig. 5 CD removed

Fig. 6 Minimal spanning
tree

2.2 Analysis and Results of the Anticipated Optimization

The suggested methodology selects the highest degree node at each step and the
implementation of the proposed methodology is explained in the 5-node system as
depicted in Fig. 7. The explanation for this is that as a node’s degree increases, the
likelihood of it being a member of a loop increases. The higher the vertex’s degree,
the more likely it is to be associated with a specific loop. The degree of terminal
nodes on the sides is used to determine the additional tie when removing the edge.
The greedy existence of this algorithm is embodied in the presumption that at each
stage, the highest degree node possible is selected to verify the loop’s parallelism.
The optimal configuration for the 5-node network is obtained after implementing the
cycle vertex algorithm, as shown in Fig. 8.

The suggested methodology was successfully implemented to rearrange the 14-
node delivery network, as demonstrated in Fig. 9 simultaneously, the computed
optimal graph is shown in Fig. 10. In the IEEE 14 bus system, the meshed network
following the implementation of the cycle vertex method is depicted in Fig. 11.



Graphical Approach to Recognize Optimal Distribution ...

Fig. 7 Cycle vertex
algorithm on 5-node system
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I
12

Fig. 9 IEEE 14-bus system

Fig. 10 Cycle vertex optimal configuration

3 Validation Mechanism on 14-Bus System

Figure 9 shows the test system, which consists of a 14-node mesh network. Each
feeder in the network has one series sectionalized turn and is labeled S1 through
S20. As shown in the literature [8], the total requirement for a real and reactive



Graphical Approach to Recognize Optimal Distribution ... 81

a8
25298/ /\ \
25088/ |\ |\
.y O? 4
| 11.0744
mi
//" / { \I
i ! 'i 5 0%465
[ | |
|
7543 AN
|1.05740534 0.75% N ANNY
' 020927/ | \ \\

\o. 695313 X
anw- IOO‘QSB

0075084
oorsim | | .

[Nocla 14] INodo 12 o =

Node 10 },"

Node 11
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power network is 362.6 MW and 113.96 MVAR until all the switches have been
turned off by the Newton-Raphson load flow. To evaluate the cost matrix for the
test unit, a load flow study is conducted. To evaluate the importance of the desired
method’s sides (feeder), a distribution load flow measurement is done. Since this
is a 14-vertex network, the scale of the cost matrix will be 14 x 14. The proposed
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cost-matrix algorithm parameters used for network simulation are the loadability
maximum parameters extracted from the Newton-Raphson methodology. The price
variables of the system sides are used to obtain the highest guided spanning tree that
is the optimized radial system. The graph built in the next step is optimized using the
Cycle Vertex algorithm defined in Sect. 2.1. The Ideal Graph is shown in Fig. 12.
To demonstrate the efficacy of the suggested implementation, the Kruskal Span-
ning Tree algorithm in the literature [8] and Edmonds’ maximal spanning tree in
the literature [25] were correlated with the outcome of cycle vertex methodology.

Fig. 12 Cycle vertex
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Fig. 13 Edmonds’ graphical optimal configuration

The optimal configuration obtained through the implementation of Edmonds’ and
Kruskal’s Optimization techniques is depicted in Fig. 13 and Fig. 14, respectively.
Some couple of observations of the voltage stability measurement and the data on
active and reactive power loss referring to the various radial network switch config-
urations have been provided in Table 2. The optimum radial arrangement was found
in an efficient manner using the recommended methodology showing the relative
values acquired using a variety of methods: Cycle Vertex, Edmonds’ algorithm, and
Kruskal’s 14-knot algorithm. The first parameter refers to the network configura-
tion using the Cycle Vertex algorithm, the second configuration is achieved using
Edmonds’ algorithm [25], while the third example is the specification observed using
the Kruskal Maximal Spanning Tree algorithm employed in [8]. The network graph
is created after the computation is implemented leveraging the Cycle Vertex algo-
rithm depicted in Fig. 12 obtained from meshed configuration as portrayed in Fig. 11.
Sectionalized connections are detached as per the vertices not associated in the graph
below as shown in Fig. 10. The voltage stability index is computed for the newly
declassified sectionalized toggle layout. The results are clearly visible in the fact
that the current algorithm, i.e. the Cycle Vertex algorithm, is much better than the



84 P. Konwar et al.

[Node3 | | Noded | [ Node 6 |

1 1 1 1
1 1 1

[Node7] [Node11| [Node12] [Node13]

i 1
1
7 L 1

[Noded] |~;dgg| [ode 10]

1|
1)

Nc;de:?d

Fig. 14 Kruskal’s graphical optimal configuration

algorithms used in the literature [8, 25] since it has identified much better (effi-
cient) switching configurations, as shown by the maximum voltage stable network
conditions; the smallest the active and reactive power losses, the shortest the compu-
tation time for all the implementations evaluated as depicted in Table 2. The optimum
framework for the 14 bus system is restructured and configured based on the evolving
switch configurations as shown in Table 1.

4 Conclusion

To achieve a better operating environment, the paper attempted to change the topology
of the Power Distribution Network by sectionalizing switches. Since the figure of
alternate configurations is habitually large and the standard search takes an unac-
ceptable amount of time, an efficient evaluation algorithm is critical. The paper
introduces Cycle Vertex Spanning Tree methodology to provide a quick and efficient
quest for optimized system configuration. The results are largely due to the fact that
the current implementation is much superior to the algorithms used in the literature
[8, 25] because it has identified even better (Optimal) switching configurations, as
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Table 1 Statistics for the 14-bus system’s switch position

85

End bus Start bus Button End bus Start bus Button
2 1 S1 11 6 S11
5 1 S2 12 6 S12
3 2 S3 13 6 S13
4 2 S4 7 S14
5 2 S5 7 S15
4 3 S6 10 9 S16
5 4 S7 14 9 S17
7 4 S8 11 10 S18
9 4 S9 13 12 S19
6 5 S10 14 13 S20

Table 2 For a 14-bus structure, a correlation of various radial configurations acquired by
Cycle Vertex (configuration 1), Edmonds’ algorithm (configuration 2), and Kruskal’s algorithm

(configuration 3)

Radial Switches that | Active Reactive Voltage | Computational
configuration no | are turned on | power loss | power loss | stability | time (sec)
(p-w) (p-w) index
1 (Cycle index) S1, S3, 54, S7, |5.82 40.23 0.144 1.3823
S15, S11, S13
2 (Elmonds’) S5, 57, S9, S6, | 8.6812 55.211 0.4610 1.928
S18, S19, S20
3 (Kruskal’s) S4, S5, S6, S9, | 7.2342 57.3341 0.6320 2.1538
S16, S19, S20

evidenced by the lowest active and reactive power losses, as well as the most voltage
stable network conditions of all the configurations tested. The optimal scheme is
calculated based on the changing configurations of the Cycle Vertex.
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PKL Backup LED Bulb—An Alternative | m)
Source of Electricity During Load L
Shading

K. A. Khan, Shahinul Islam, Salman Rahman Rasel, M. A. Saime,
Syful Islam, and M. Hazrat Ali

1 Introduction

Energy sources are divided into two parts: Renewable energy sources and Non-
renewable energy sources [1, 2]. Oil, gas and coal are the non-renewable energy
sources [3, 4]. It is not an unlimited source. It will be finished within 2100. Then after
that, what will happen, actually nobody knows. That is why it is very much necessary
to conduct research on renewable energy sources [5, 6]. A renewable energy source
is a type of source which is not limited. It can be used again and again and will never
run out. Examples of renewable energy sources are solar energy, wind energy, biogas
energy, biomass energy, geothermal energy, water energy, tidal energy, wave energy
and OTEC [7, 8]. Now, we should increase the use of renewable energy resources for
practical utilizations. To keep it in mind, research has been conducted on biomass
energy [9]. The PKL power is part of biomass energy. We have conducted research
on PKL electricity for many years through an extract base. But this research work is
different from that process. In this research paper, living and fresh PKL backup LED
bulb has been used. research has been conducted for power production from PKL
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leaf directly in 3 different forms like PKL extract, living PKL and fresh PKL [10].
During load shading, this PKL backup LED bulb can help people both in urban and
rural areas. Some similar research works have been done entitled “Development of
cells for generation of potential difference from Aloe Vera” by Wajire and Gandole
[11]. Similar works have also been done by the Massachusetts Institute of Technology
(MIT) and University of Washington (UW), USA. They have found that it is possible
to generate 250 mV when the electrodes are placed between two points in a tree.
They have also found that if one electrode is placed in a living plant and other is
placed into the soil, then electricity is produced [12]. Furthermore, previously we
got 1.1 V for Zn/Cu single pair electrodes using PKL extract, whereas we got 1.00 V
for Zn/Cu single pair electrodes using living PKL and 0.9 V for Zn/Cu single pair
electrodes using fresh PKL. These are alternative sources of energy. Scientists are
assuming that global climate change will not be controlled artificially. It needs to
stop burning natural different renewable energy sources like biomass energy. If we
start electricity generation from living trees or plants, then everyone wants to be plant
in one’s surroundings. Our Governments are motivated to the people such a process
of plantation of trees and plants. As a result, a number of different trees are increasing
in our countries [13]. This type of plantation will help to save our planet indirectly
from the dangerous issue of global warming. This plant and tree energy is improbable
to replace the power sources for most applications. Furthermore, After R&D, this
type of energy could be of low cost, environmentally friendly, pollution-free and a
natural option of the electricity or power source [14]. These research outputs may be
the guid line for different practical utilizations in near future.

2 Materials and Method

2.1 Working Principle of PKL Backup LED Bulb

(i) Electroluminescence:

When electricity passes through the diode, the diode emits photons and finally creates
light through the principle of electroluminescence. The mechanism of electrolumi-
nescence is the recombination of electron-hole pairs due to the flow of Electricity
through the diode. The emission of light (in the form of photons) is the Output of
the release of energy due to excited electrons. There is an adaptor in the Electronic
circuit, and it converts alternating current (AC) to direct current (DC). The Diode
gets DC by a bridge rectifier from the grid or from the PKL electricity produced
by PKL extract-based source and emits photons and finally light is produced. In
the unelectrified areas, an inverter is needed (DC to AC converter for proving AC
Electricity to the PKL backup LED bulb). But during load shading, PKL backup
LED bulb did not get grid electricity. Then the PKL extract-based electricity with
an Inverter can be the alternative for grid electricity. At that moment to face the load
shading, fresh PKL and living PKL can back up the LED bulb instantly.
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(ii) Chemiluminescence:

As achemical reaction, emission of light which is called Chemiluminescence occurs.
Some emission of heat in a limited manner also occurs.

Principle of Chemiluminescence:

Due to a chemical reaction, electromagnetic radiation is generated as light by the
release of energy. The light can be emitted into 3 parts: ultraviolet, infrared and
visible light. Among them, visible light is most common. Let us consider the two
reactants A and B, with an excited intermediate ¢, then the chemical reaction of the
Chemiluminescence is [A] + [B] — [¢] — [Products] + light.

(iii) Principle of Bioluminescence:

The production and emission of light by a living organism is called bioluminescence
(Fig. 1). It is nothing but one of the forms of chemiluminescence. It occurs through
a chemical reaction that produces light energy within an organism’s body. For any
reaction to happen, a species must contain a molecule named luciferin, which reacts
with oxygen and produces light. Many organisms also produce luciferase which
works as a catalyst to speed up the reaction.

|Electricity
from leaves

[Electricity
from roots

Fig.1 Methods of production and emission of light by a living organism
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2.2 Types of Luminescence and Their Energy Sources

Luminescence is nothing but the emission of light by electromagnetic waves of a
substance which does not arise from heating. Luminescence is divided into 7 parts:

(1) Photoluminescence (absorption of photons) — Fluorescence and Phosphores-
cence.

(2) Cathodoluminescence (bombardment by electrons).

(3) Chemiluminescence (initiated by chemical reactions) — Bioluminescence,
Electroluminescence, Candoluminescence and Lyoluminescence.

(4) Electroluminescence (applied by electric field).

(5) Mechanoluminescence (through mechanical action) — Tryboluminescence,
Fractoluminescence, Plazoluminescence and Sonoluminescence.

(6) Radioluminescence (bombardment by ionizing radiation).

(7) Thermoluminescence (activated by heating).

2.3 Materials for PKL Backup LED Bulb

The required materials are (i) Fresh PKL, (ii) Living PKL, (iii) PKL extract, (iv)
An electronic circuit inside the LED bulb, (v) A small storage battery inside the
LED bulb, (vi) A small charge controller inside the LED bulb, (vii) A small Printed
Circuit Board (PCB) inside the LED bulb, (viii) Inverter, (ix) Bridge rectifier, (x)
Transformer and (xi) Lux meter.

Ist Step: An electronic circuit is designed and fabricated inside the LED bulb
where there is a small storage battery, a small charge controller, and a small Printed
Circuit Board (PCB).

2nd Step: A PKL battery and an inverter are taken to light a 20 W LED bulb. Then
the LED bulb is used for 1 h.

3rd Step: Then the LED bulb is set up under short-circuit condition by a fresh and
living PKL. The time duration is collected by a stopwatch.

It is shown from Fig. 2 that the LED bulb lights up with short-circuit condition by
a single fresh Pathor Kuchi Leaf (PKL). The LED bulb is connected with one single
fresh leaf only. The intensity is measured by a lux meter.

It is shown from Fig. 3 that the LED bulb lights up with short-circuit condition
by a single garden living Pathor Kuchi Leaf (PKL). The LED bulb is attached with

Fig. 2 Experimental setup
for 20 W PKL backup LED
bulb with a single fresh
Pathor Kuchi Leaf
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(a)

Fig. 3 PKL backup LED bulb lights with short-circuit condition by a garden living Pathor Kuchi
Leaf (PKL)

Pin type Iron Cap (B22)

Fig. 4 LED bulb lights with self-short-circuit condition

only one single living leaf from a living PKL tree. The intensity was measured by a
Lux meter.

It is shown from Fig. 4 that the battery LED bulb lights up with a self-short-circuit
condition without any fresh or living Pathor Kuchi Leaf (PKL). The intensity was
measured by a Lux meter.

The data of the intensity of light was collected by a Lux meter (shown in Fig. 11)
with time duration. With the help of this data a curve for the variation of Intensity
has been drawn with time duration without the 20 W PKL backup LED bulb.

Ag Nanoparticles (NPs) have been synthesized and characterized for monitoring
of power production. Figure 5 shows that firstly the voltage was collected from living
PKL using Zn/Cu electrodes without Ag NPs and secondly the voltage was collected
from living PKL using Zn/Cu electrodes with Ag NPs. The Ag NPs were in liquid
form.

Figure 12 shows the data for voltage collection using the living PKL tree and the
effect of Ag NPs. The voltages were measured by a calibrated multimeter. The time
duration for data collection was 100 min.

2.4 Block Diagram for Charging and Discharging
of the Experimental Setup of the PKL Backup LED Bulb

The block diagram for charging and discharging is given below.
Figure 6 shows that the PKL electricity which is generated from the leaf extract
is DC and is converted to AC by an inverter. By using AC, the LED bulb has to be
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Fig. 5 Experimental setup for voltage measurement with and without NPs

Storage battery

/[\

Source of PKL Battery = Charge Controller > Inverter [—>{ LED bulb

v
LED bulb is full g LED bulb is PKL Full  charged
discharged discharged LED bulb

Fig. 6 Block diagram of the experimental setup of the PKL backup LED bulb during charging and
discharging

fully charged with the help of an adaptor. A living or fresh PKL has been set up with
the two ends of a designed and fabricated lead bulb. The time duration (measured
by stopwatch) and intensity (measured by Lux meter) of the LED bulb have been
recorded.

2.5 Circuit Diagram of the Experimental Setup of the PKL
Backup LED Bulb

Figure 7 shows the experimental circuit diagram of the PKL backup LED bulb. There
is a digital Printed Circuit Board (PCB). There are total 47 diodes (36 AC diodes and
11 DC diodes), 2 Integrated Circuits (ICs) and 1PWM (Pulse Width Modulation)
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IC which controls drop voltage and drop current and then power. Finally, the PWM
IC-1 acts as a power control IC and IC-2 works for battery charging and discharging.
The 5 resistors, Resistors Ry acts as a shunt resistor which converts drop voltage
to current, Diode (D) is the Silicon Carbide Diode which is the series of ES1]J or,
ES2J high speed switch (kHz to MHz range), 1 Socket which is a SSD (Solid State
Device). Here, Power IC controls the power of the circuit. There is a Bridge rectifier
which converts from 220 AC to 310 DC and this is also called high-speed diode. The
surface mounted device (SMD) LED converts electrical energy into optical energy.
The socket is used to control the different connections. The 5 resistors is used for
current sensing. Here, N indicates negative and L indicates positive terminals. The
resistors R3 is used for feedback voltage but PWM IC converts current. There is a
charge controller on the PCB also. There is a small transformer on the PCB. There is a
small rechargeable battery under the PCB. It can be charged by the alternating current
(AC) with the connection of a transformer, rectifier, charge controller, storage battery,
inverter and then LED light. The LED light and the storage battery are connected
with the charge controller. The block diagram can be summarized by the following.

AC/DC > Power Control IC > LED
L MW Je—V

A DC-to-DC buck converter needs high voltage into low voltage. A DC-to-DC
boost converter needs low voltage into high voltage. AcBuck-Boost Converter can
also be used. The Iron cap can be pass type (E,7) and Pin type (B,,). The Pin type (B;,)
has been used in our research work. The array mismatch factor has been considered
here.

Charging/Discharging IC Bridge Rectifier

SMD LED PWM/Control IC

High Speed Switch
Power Control IC

Socket Shunt resistor

Fig. 7 Experimental setup of different electronic components of the experimental setup of the PKL
backup LED bulb
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(a) (®) (© @ (e ® (®

Fig. 8 Different steps of the Experimental setup of the PKL backup LED bulb

2.6 Experimental Setup of the PKL Backup LED Bulb

Figure 8a shows the circuit with PCB for LED bulb; Fig. 8b shows that covered by a
back cover where there is a small storage mobile phone battery. Figure 8c shows the
outer cover of the bulb and Fig. 8d shows the LED bulb and outer cover side by side
together. Figure 8e shows the LED bulb and outer front cover made of plastic face
to face together. Figure 8f shows the LED bulb and outer cover face to face moving
along each other for finish product and Fig. 8g shows the final and fresh product of
the LED bulb.

2.7 Peukert’s Law for PKL Backup LED Bulb

In 1897, the German scientist W. Peukert expressed the capacity of alead—acid battery
with respect to the rate of discharging the battery. As the rate increases, the battery’s
available capacity decreases. Peukert’s law can be written as

t = H(C/IH)* (D

where H = the rated discharge time (h), C = the rated capacity at that discharge rate
(Ah), I =the actual discharge current (A) and k = Peukert’s constant (dimensionless).
The value of k lies between 1.1 and 1.3 and t = the actual time to discharge the battery
or cell ( h) through the fresh or living PKL or self-discharge.

3 Results and Discussion

Figure 9 shows the variation of Intensity with time duration for 20 W PKL backup
LED bulb with a single fresh Pathor Kuchi Leaf. The total time duration was
1200 min. The 20 W PKL backup LED bulb was charged by a PKL module with
the help of an inverter. Then, it was discharged with the help of a single fresh Pathor
Kuchi Leaf (PKL). It is shown that the intensity decreases slowly up to 185 min.
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Fig. 9 Variation of Intensity __ 25000
with time duration for 20 W g 20000
PKL backup LED bulb with g
a single fresh Pathor Kuchi B 15000 -
Leaf (PKL) £ 10000 |

=

g 5000

g 0

5000 0 500 1000 1500

Time duration{minutes)

Then it decreases rapidly up to 1200 min. It is concluded that the discharge through
the fresh PKL follows Peukert’s law, t = H(C/TH)X.

Figure 10 shows the variation of Intensity with time duration for 20 W PKL
backup LED bulb with a single living Pathor Kuchi Leaf. The total time duration
was 1200 min. Firstly, the 20 W PKL backup LED bulb was charged by a PKL module
with the help of an inverter. Then, it was discharged with the help of a single Pathor
Kuchi Leaf (PKL). It is shown that the intensity decreases slowly up to 185 min.
Then it decreases rapidly up to 1200 min. It is concluded that the discharge through
the fresh PKL follws Peukert’s law, t = H(C/IH)X.

Figure 11 shows the variation of Intensity with time duration without 20 W PKL
backup LED bulb. The total time duration was 1200 min. Firstly, the 20 W PKL
backup LED bulb was charged by a PKL module with the help of an inverter. Then,
it was discharged without the help of a single living or fresh Pathor Kuchi Leaf (PKL).
It is shown that the intensity decreases rapidly up to 185 min. Then it decreases very

Fig. 10 Variation of 25000
Intensity with time duration 3 20000
for 20 W PKL backup LED £
. . . 215000
bulb with a single living @
Pathor Kuchi Leaf (PKL) b 10000
Z 5000
£ ]
0 500 1000 1500
Time duration{minutes)
Fig. 11 Variation of 15000
Intensity with time duration =
for a LED bulb with = 10000
short-circuit condition )
Z 5000 -
o
z
§ 0
= 0 500 1000 1500
-5000

Time duration (minutes)
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Fig. 12 Variation of voltage 12
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rapidly up to 1200 min. It is concluded that the discharge through the fresh PKL
follows Peukert’s law, t = H(C/TH)X.

Figure 12 shows the variation of voltage with the variation of time duration with
and without Ag NPs. Firstly, the voltage was collected without Ag NPs. The collected
voltage was 0.8 V. It is also shown that the voltage was constant for 100 min. Zinc
and Copper plates were used between two sides of a single living PKL leaf. Then the
liquid Ag NPs were used between the Zinc and single living PKL & Copper and
single living PKL. It is also shown that the collected voltage for using Ag NPs was
1.00 V. This voltage was also totally constant for 100 min.

4 Conclusions

This type of research work has not been done yet. The output of this research work can
be used both in rural and urban areas during load shading. For R&D, work should
be continued to get better performance. Double or triple living and fresh leaves
should be used instead of single living or fresh leaf. The effect of different NPs
should be used to get better performance. Ultra-low-cost electrodes should be used
for further works to get better performance. Using single or double PKL, anybody
can face the load shading problem both in urban and rural areas. If the researchers
start conducting research on living trees and fresh leaves, then our dependence on
conventional sources (oil, gas and coal) may be reduced to a great extent. If we start
to use the living PKL trees and PKL fresh leaves surrounded by us for lighting our
PKL backup LED bulb, then our imagination can cross the boundaries.
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A Study of Nanomaterials Application m
for Future Energy Storage Devices L

Silpee Talukdar and Rudra Sankar Dhar

1 Introduction

Energy resources and storage are the future of industrial growth and developments.
Seeing the ongoing energy crisis, scientists have started focusing their research activ-
ities on energy-related novel materials. Energy storage devices compete in upgrada-
tion of the electronic gadget industry. Besides, high capacity and high power rated
systems are favorable for static appliances like load-leveler in power plants and
mobile appliances like electric vehicles [1, 2].

The search for a longer life cycle, capacity and secured energy storage system
is quickly advancing. With the growing interest toward environment-friendly tech-
nology owing to population and global economy, renewable and clean energy has
become a genuine concern for today’s society [3]. Since electricity is one of the most
convenient energy forms among all the energy for it is easily convertible to other
energy forms, long-lasting research and industrial fervor catch an eye for electrical
energy storage system, specially rechargeable battery and supercapacitor which are
mostly used in stationary and mobile application [4, 5]. In 1991, Sony as a company
has succeeded in the marketing of lithium-ion batteries (LIB). Since then, LIBs has
been used in cell phones, laptops, hybrid and electric vehicle market. Nanotechnology
has been attracted toward future energy improvement technology to offer environ-
ment compatible, large consumer distribution, higher security and lesser manufac-
turing cost. Nanomaterials are used as electrode material and thin film membrane in
energy storage devices to make them superior and highly compatible. Nanostructures
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show some unique and fascinating properties due to which they are used in upcoming
technology for energy storage systems [6—8].

1.1 Unique Properties of Nanomaterial

i.  Nanomaterials exhibit remarkable optical, electronic, mechanical and magnetic
characteristics for quantum effect.

ii. Reactive responses of Nanomaterials are significantly distinctive to their
macroscopic geometry.

iii.  Surface area per unit mass is vastly increased for Nanoscale materials.

iv.  Novel structured geometry can be obtained, e.g., fullerenes, CNT, TiO,, ZnO
and other composites.

2 Application

Some of the nanostructures that are extensively used in various energy storage has
briefed below.

2.1 CNT Application in Energy Storage

Carbon nanotubes (CNT) are auspicious materials for electrodes in energy storage.
CNTs are of two types, single-wall nanotube (SWNT) and multi-wall nanotube
(MWNT). The carbon atoms are arranged in a hexagonal pattern in CNT [9-11].
CNTs show notable features of excellent conductivity, high ion transfer capacity,
more surface domain, more mesoporosity and superior electrolytic accessibility, for
which they are desirable materials for lithium-ion batteries [12, 13]. Currently, CNTs
are considered for conductive additive and host nanostructure. The higher capability
of CNT can be obtained by fissuring or fragmenting the CNTs. On charging and
discharging, carbon-based materials experienced irreversible capability [14, 15].

2.2 Silicon Nanoparticles Application in Energy Storage

Since Si exhibits high theoretical capacity, it is considered as an excellent anode
material for energy storage systems. Upon lithiation, Si changes to large volume
which is headed to Si pounding and capacity loss [16, 17]. One-dimensional Si
nanostructures show higher capacity and durability for three reasons: (i) more volume
vs surface ratio, (ii) more specific surface area and (iii) nanosized radial dimension.
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Si nanotubes are in current research for their hollow structure which offers large
volume change accommodation. The mesoporous Si nanorod improves Columbic
efficiency and cycling performance by magnetiothermic reduction process [18, 19].

2.3 Metal Nanoparticles and Composites Application
in Energy Storage

Due to the low Free State energy and specific capacity of the metal oxides, they
are undoubtedly promising materials for energy storage systems. The energy density
of LIBs could be almost doubled within 10 years using metal compounds (such as
the compounds LiNi,CoyAl,O,; NCA) as cathode material. Using metal phosphates
nanocomposites (e.g., LiXPO4 where X represents Ni, Fe, Mn and Co), consider-
ably LiMnPOy, LiCoPOy or LiFePOy, the energy density of Li-ion battery can also
be enhanced [20, 21]. In lithium sulfur battery or sodium sulfur battery, Nanoma-
terials like compounds of silicon and tin are used to increase cycling performance.
Recent technology of printed battery shows that use of Nanomaterials like silver,
copper, aluminum and nickel and metallic compounds, generally ZnO can make
it translucent and steady in ion intercalation state. In nanocapacitors, during the
implementation of extremely organized porous Al,O3 nano-film fabricated with TiN
conductive nanoshape, the potentiality of nanocapacitors can be increased [22, 23].
Research is going on hydrogen storage cells in nanolevel for confining abundant
hydrogen in a lesser area. Depository materials like BHgN as well as CNT, metallic
compounds or Ti, Fe or Ni alloys are employed with chemical and physical reversible
bond of hydrogen, and for that, the chance of outbursting can be restrained [24].
Nanocubes of metal-organic composites which are crisscrossed in the intensified
network of nanosized pores are essentially used for the abundant surface domain
in accessible storage. Metal Nanomaterials are also used in smart windows to make
them transparent to translucent (and vice versa). Metal oxides or composites of metals
of titanium, vanadium, chromium, manganese, iron, cobalt, nickel, molybdenum,
tantalum, tungsten, rhodium and iridium are used as electrodes in electrochromic
devices. Besides some metal nanoparticles like silver (Ag), iron (Fe) compounds are
used as suspended nanoparticles on thin film for enhancing the efficiency of smart
electrochromic devices [25].

2.4 Polymer Application in Energy Storage

Conducting polymers are used in energy conversion and storage materials for their
desirable physical property, large surface areas and diminished path length. CNT
and Polyaniline nanofibers exhibit high capacity (147mAh/g) and more lifespan
(over 10,000 cycles) [26, 27]. MnO, and PEDOT are treated as the cathode in LIBs
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for their high capability and capacity retention. Poly (3, 4-ethylenedioxythiophene)
(PEDOT) nanotubes processed in an electrochemical template approach used in
supercapacitors exhibit high power performance [27, 28].

3 Discussion

The capacity of energy storage device from charge—discharge can be obtained by
using the following formula:

1. For linear charge—discharge curve,
C=1IAs/u(My — M) (1)

where C is the capacity, I is current intensity, As is discharge time, u is the electrode
mass and (M — M,) is the functional potential frame.

2. For non-linear charge—discharge curve,
C= 21dex/u(Mf — M) )

where [ Kdx is area under charge—discharge curve.
The transmittance of the device can be formulated as follows:

p =1/l 3)

where p is the transmittance, I is light intensity running through the sample and
I is initial intensity.
The optical density (OD) can be formulated as follows:

I,
OD = l0g107 4)

Some of the Nanomaterial used in batteries and supercapacitors are given below with
their morphology, synthesis strategy and capacity in Table 1 [9].

Kartick et al. [23] presented the charge—discharge patterns of WS,;, MWCNT
and WS,-MWCNT (1:1) compound when the current density is 50 mAg~'. The
observations from the graph are as follows:

e MWCNT revealed an initial ion transportation capacity of 500 (discharge) and
261 mAhg~! (charge), respectively.

e WS, are found to be 579 (discharge) and 424 mAhg~! (charge). The first discharge
graph in WS, conveys the presence of two plateau domains at ~1.5 V and 0.54 V.
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Table 1 Some . Nanomaterial Structured | Methods | Capacity in mAh/g

nanostructures used in energy

storage (swnt = single-wall C MWNT T 400

nanotube, mwnt = multi-wall ¢ SWNT CE 700

rlanotube, nw =_ nanowire, nr N-doped C NW E 632

= nanorod, nt = nanotube, ce

= chemical etching, e = Silicon NR T 2411

electrospinning, t = template Sn-doped TiO, |NT L 252

assisted, | = liquid state, cd =

chemical deposition) Co304 a Fez03 | NW L 980
MnO,/ PEDOT | NW T 300
NiCo204 NT E 1756
ZnO/Mn304 NT T 4412
PANI NwW CD 950
C/NiO NT CD 1657
PANI/C Hybrid L 448

e The profile of WS,-MWCNT (1:1) hybrid manifests as like WS, this indicates
appreciably elevated initial discharge capacity (925 mAhg~') and charge capacity
(483 mAhg‘l).

Itis observed that in the presence of MWCNT with metal compounds, the capacity
as well as ion storage within the device improves due to the morphology of MWCNT
and metal compound composites and enhances electron transportation in charge—
discharge process, i.e., cathode to anode and anode to cathode [23]. Because of the
presence of MWCNT, storage of Li* gets enhanced and this improves the capacity of
the energy system. The charge—discharge profile of WS,;, MWCNT and composition
of WS,-MWCNT is represented in Fig. 1. At 100 mAg~!, cyclic reversibility of
WS,, MWCNT and WS,-MWCNT had been observed which is stated as follows:

e MWCNT possessed reversible cyclic performance at a specific capacity of ~260
mAg~! after 20 cycles.

e WS, held 350 mAh/g capacity in the first cycle and gradually degraded with the
cycle at a rate of 10.4 mAh/g.

e WS,-MWCNT was detected with 430 mAh/g in the first cycle and after 20 cycles,
the specific capacity was at 346 mAh/g.

Chen et al. [9] noticed retained capacity over cycle time of Si NT without oxide,
Si NW and DWSi NT. The findings are stated as follows:

e After 6000 cycles, DWSINT shows 88% capacity retention at a 10C rate. In
spite of the Coulombic efficiency of DWSINT at first cycle is 76%, the average
Coulombic efficiency is 99.938% from 2nd to 6000 cycles.

e The observations clearly show that double-walled silicon nanotube (DWSiINT)
has more capacity than Si Nanowires and Si nanotube without oxide. DWSINT
has 88% capacity retention after 6000 cycles at a 10C rate, which indicates the
device will be capable of storing more charge, and thereby energy storage for
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. 1 Charge—discharge profile of WS,, MWCNT and WS,-MWCNT

further usage may be a better alternative in comparison to Si nanotubes without
oxide.

e DWSINT holds stable electrochemical effect on charge—discharge profile.
e The nanorange and steady SEI DWSINT allows swift Li* ion transportation

through SEI making the energy device highly capacitive. The average Coulombic
efficiency of DWSINT specifies that the material is a highly desirable option for
future energy storage devices.

Gillaspie et al. [29] worked on the transmittance of LixNi;_yO at different

annealing temperatures. The studies of LixNi;_xO transmittance are as follows:

e As the film of LixNi;_,O crystallites is annealed, the film bleaches strongly.
e Because the amount of lithium in the film presumably does not change drastically

at this temperature and time scale, there is a reduction of the film due to oxygen
loss at the grain boundaries. The opposite effect is seen in nickel oxide films
exposed to ozone.

As the oxidation reaction goes on the film, transmittance slashes making the device
translucent.

Yan et al. [30] forwarded the V-T curve of PSLC devices in under 1 kHz square

wave AC operation. The revelations are as follows:

The peak transmittance of all PSLC devices is found to be 95%.

It is seen that the optical transmittance in both positive and negative conditions
reduced with Ag NW doping of 0.01 wt% and when Ag NW concentration
increases to 0.1 wt%, the transmittance also improved. It happened due to the rich
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concentration where Ag NW was randomly distributed in LC and agglomerate
together, showing inter-connection between the Ag NW.

When voltage continuously grows, aggregation of silver nanowires will form a
local short-circuit, which affects device efficiency and increases the transmittance.
At specific voltage, the current of PSLC device doped with 0.01wt% and 0.02wt%
Ag nanowires decreases as Ag nanowire concentration enriches.

When the Ag nanowire doping concentration is 0.02 wt%, the current is the lowest
due to impurity in PSLC compounds surrounded by Ag NW.

At lower LC conductivity, the liquid crystal molecules experience powerful
electric force resulting in minimal threshold voltage and rapid response.

The consequences of minimal doping of Ag NW help to drop impurity and elec-
trical response rises excellently, developing a device having superior electro-
optical response.

Zhou et al. [31] represented the plots of charge density at 630 nm and 1100 nm

and CE of the as-synthesized WO3/Ag NW (89 Q/sq.) and WOs3 /ITO. It is stated as
follows:

e The CEs of WO3/Ag NW are 50 and 86.9 cm?/c at 630 nm and 1100 nm.
¢ A high CE of 86.9 cm?/c is obtained at the NIR region of 1100 nm for EC WO3

materials.

e WO3/ITO film CE are 57.5 and 43.7 cm?® C~! at 1100 and 630 nm, respectively.
e The Electrochromic Device (ECD) comprising of glass/Ag NW/LiClO4 + PC

+ PMMA/ WO3/Ag NW/glass bleaching transmittance was found to ~47% in
visible and ~58% in the NIR domain.

Another ECD consisting of ITO deposited glass/ WO3/LiClO4 + PC +
PMMA/ITO deposited glass was investigated for transmittance results at ~78%
over visible and ~65% over NIR spectra.

Wang et al. [32] disclosed the FTIR characteristics of P (TMC-DLLA) for in-vivo

application for 4 weeks. The findings are as follows:

Stretching bands at 3514/cm from OH groups enhanced while compared with
existing analysis.

e P (TMC-DLLA) hydrolytically degraded and regenerated numbers of OH groups.
o After 2 weeks mass loss was 2.6%, 4 weeks 5.6% and 8 weeks mass loss

approached 12.6%.

Li et al. [33] forwarded the transmittance plot of mono-, bi- and tri-structured
graphene. The observations are stated as follows:

Transmittance of mono-, bi- and tri-layer graphene are 97.5%, 94.9% and 92.4%,
respectively. The representation is plotted in Fig. 2.

Due to suspended graphene, a minor deviation is observed at 1000 nm. The
deviation is due to chemical residue for ion transfer.

e At 600—1200 nm, transmission is constant, outside of which it begins to deviate.
e More than 300 nm, spectra show consistency in both Visible light and UV light.
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Fig. 2 Difference of transmittance in mono-, bi- and tri-layer Graphene

Kuhaili et al. [34] investigated the transmittance spectra of Cr,Os thin film
on unheated (RS) and heated (HS) substrates fitted for the optical constants. The
estimations are as follows:

o From transmittance maximum and minimum, the thickness value was estimated
and refined by fitting procedure.

e The transmittance spectra of Cr,O3 thin film were fitted over the wavelength
region with error less than 4%.

e The transmittance on RS substrate was found at 76% in visible and 93% in the
infrared region.

e HS deposited Cr,O3 film transmittance appeared at ~78% and ~95% in visible
and infrared regions, respectively.

® The refractive index of Cr,O; thin film on unheated (RS) and heated (HS)
substrates was established at 2.08 and 2.37, respectively.

All the values of each and every material are calculated by using Egs. (1), (2), (3)
and (4). From Kartick et al. [23], the statements are of WS,-MWCNT (1:1) hybrid
which appears to possess remarkably higher initial discharge and charge capacity
than the other profiles. This is due to enriched ion intercalation in charge—discharged
process. Chen et al. [9] explored about DWSINT which has 88% capacity retention
after 6000 cycles whereas Si Nanowires and Si nanotube without oxide are not highly
desirable options for energy storage. LixNi; xO film annealed at 438 °C transmittance
is found to be ~95% which implies as the temperature rises, the film optical properties
also increase as stated by Gillaspie et al. [29]. The doping of Ag NW in the WO;
film effect is described by Yan et al. [30]. The analysis of CEs WO3/Ag NW is
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measured as 50 and 86.9 cm?/c at 630 nm and 1100 nm studied by Zhou et al. [31].
Likewise, the transmittance spectra of P (TMC-DLLA) (Wang et al. [32]), mono-,
bi- and tri-layer graphene (Li et al. [33]) and Cr,O3 thin film (Kuhaili et al. [34])
lighten up the possible reinforcement of Nanotechnology in future Energy Storage
Devices. All the nanomaterials can be accomplished to get soaring performance and
stability in Nanotechnology-based advanced Energy Storage Systems.

4 Conclusion

This paper discusses the nanomaterials that have attracted growing research interestin
energy storage applications due to their electrical, mechanical, chemical, morpholog-
ical and topographic properties. Research has been going on to obtain more capability,
rapid charging and discharging accomplishment and life stability of energy storage
devices. Nanostructures with a broader surface area such as multi-walled carbon
nanotubes exhibit extraordinary charge storage performance boosting up the capacity
of accommodating volume change which is associated with the electrochemical
reaction.
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Performance Analysis of Latency )
on Wide Area Monitoring and Control L
for a Smart Power Grid

Suman Ghosh, J. K. Das, and Chandan Kr. Chanda

1 Introduction

Wide Area Monitoring System (WAMS) became one of the most recent technolo-
gies for upgrading the traditional electric grid. The basic components of WAMS are
PMUs, PDCs, and communication networks. The first basic component of WAMS
that is the Phasor Measurement Unit (PMU) is used in the Indian smart grid for the
collection of the real-time synchronized phasor data over a time span from different
parts of any power grid and delivers the snapshots of the power system. If the time
span reduces, then it will be more helpful for better monitoring, control, and protec-
tion over the system. There are several projects conducted worldwide for better
and efficient utilization of synchrophasor data received from PMUs. In WAMS,
the quality of control actions and the stability of the system can decrease due to
latency or time delays in the communication network. Hence, the impact of latency
in the PMU measurements and the communication between grids is an important
factor for power system stability. All the measurements from PMUs are synchro-
nized and time stamped, and from this, we can easily obtain the snapshot of the
power system (Synchronized Phasor, Frequency, and Rate of Change of Frequency
(ROCOF) estimates from the voltage and/or current signals and a time synchro-
nizing). This is important for the aforementioned WAMS like Wide Area Moni-
toring System (WAMS), Wide Area Protection System (WAPS), and Wide Area
Control Systems (WACS) and combined methodologies like Wide Area Monitoring
and Control Systems (WAMCS).

S. Ghosh (X)) - J. K. Das
Department of Electrical Engineering, GNIT, Panihati, Kolkata, India
e-mail: suman.ghosh@gnit.ac.in

C. Kr. Chanda
Department of Electrical Engineering, IIEST, Shibpur, Kolkata, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022 113
C. K. Chanda et al. (eds.), Advanced Energy and Control Systems, Lecture Notes
in Electrical Engineering 820, https://doi.org/10.1007/978-981-16-7274-3_9


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-16-7274-3_9&domain=pdf
mailto:suman.ghosh@gnit.ac.in
https://doi.org/10.1007/978-981-16-7274-3_9

114 S. Ghosh et al.

Latency or time delay associated with the communication system is one of the
major challenges in the wide area technology. It impacts the Wide Area Monitoring
System (WAMS), Wide Area Control System (WACS), and Wide Area Protection
System (WAPS). Depending on the length of the network, medium of communica-
tion, and bandwidth of the channel, a typical communication time could span over
from 10-100 ms.

2 Latency or Time Delay in a Wide Area System

Latency or time delay mainly occurred in a PMU-based Wide Area Monitoring
System which includes time delays associated with voltage and/or current transducers
and actuators, communication delay, and processing delay. The total delay associated
with the transducer and actuator is nearly about 10 ms and the communication delay
and processing delay together comes nearly about 500 ms. There are four types
of communication delay like serial delays, between packets serial delays, routing
delays, and propagation delays.

e Serial delays occurred in between each of the one bit sent. Basically, time span
over which bit of one communication data packet is coordinated at a specified
transmission speed is called serial delay.

e Between packets serial delays occur between two consecutive packets sent.

e Routing delay is the time delay over which the data are sent or resent through the
router which also includes the waiting time and service time at any node. Under
light network traffic, routing delay can be ignored.

e Propagation delays are the time delays over which data are transmitted over a
communication medium. This type of delay mainly depends on the distance of
communication and type of communication medium. While it is independent of
network bandwidth.

Delays associated with Wide Area System are shown in Fig. 1.

3 Major Researches on Time Delay or Latency Analysis
and Its Impact on Wide Area Technology System

N. R. Chaudhuri et al. proposed a compensation technique using a phasor Power
Oscillation Damping (POD) controller for continuously variable latency in a wide
area system. In this compensation technique, the concept of rotating coordinates was
utilized [1]. V. P. Singh et al. proposed a linear matrix inequality-based quadratic
regulator and a decentralized controller to reduce the mean square error of the power
system state variable estimation under topological changes. In this paper, the service
quality of the communication infrastructure is also described for the application
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Fig. 1 Delays associated with wide area system

of load frequency control in a smart grid environment [2]. Lu et al. proposed a
methodology for frequency restoration which is based on the secondary control level
under a communication network with a single time delay. In this paper, the author
presented a mathematical model incorporating the effects of stochastic time delay
for analysis of wide area control system [3]. E. A. A. Coelho et al. studied and
validated that the impact of time delay was under the hardware-in-the-loop schemes
and software-in-the-loop schemes. The author also described the time delay and
its variation due to communication in an islanded microgrid system [4]. S. Musleh
et al. described the impact of latency on the stability of a smart grid in a Wide
Area Monitoring and Control Systems (WAMCS) [5]. B. Chaudhuri et al. presented
a technique and control strategy for latency compensation by using USP (Unified
Smith Predictor), which can be used for designing a synchrophasor assisted wide
area damping controller with a static VAR compensator [6]. J. W. Stahlhut et al.
presented a case study and show that latency due to control signals may significantly
reduce the efficiency and performance of wide area control system [7].

S. Wang proposed a methodology to calculate latency by comparing the time
stamped feedback signals and the GPS receiver clock. Then the latency data are used
to anticipate the trajectories of the particular power system so that the impact of
latency can be compensated [8]. M. Mokhtari et al. proposed a Wide Area Damping
Controller (FLWADC) based on Fuzzy Logic to damp inter-area oscillations and for
continuous latency compensation. With the help of the proposed controller, one case
study was performed and validated for its robustness against input signal variations
[9]. B. P. Padhy et al. employed the Modified Extended Kalman Filter (MEKF)
for compensation of the communication latency in a synchrophasor-based WAMCS
[10]. W. Shaobu et al. proposed a controller with wide area information and linear
matrix inequality concepts as a feedback signal that can undergo various delays,
communication disorders, and dropouts of data packets in the wide area measurement
systems to improve the power system efficiency and performance [11]. B. P. Padhy
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etal. proposed a wide area centralized damping controller considering packet dropout
under variable latency in the communication network to improve the power system
stability [12].

W. Yao et al. employed a time delay-dependent criterion and model reduction
technique based on the Lyapunov theory. Stability analysis of a power system based
on time delay and with a Wide Area Damping Controller (WADC) is described in
this paper. Delay margin is defined as the maximum delay within which the closed-
loop power system can retain stability. Based on Linear Matrix Inequality (LMI)
technique and reduced order model, calculation of the delay margin of a power
system was presented in this paper [13]. B. Naduvathuparambil et al. provide the
data regarding various delays in the communication network associated with the
wide area technologies. The authors also presented various alternatives and latency
profiles for communication systems for application in WAMS [14].

4 Impact of Latency on Wide Area Control (WAC) System

The main focus of a Wide Area Control (WAC) system is on the slow nature dynamics
of the power system. Here, the normal transient system dynamics is not considered
which s assumed as instantaneous, so the control scheme used here is not a systematic
one. This is because the Wide Area Control (WAC) system has a higher step time
compared to the local area controller. That’s why power flow equations considering
steady-state behavior are used in the WAC. In large-scale power grids, decoupled
power flow systems are considered to improve computing efficiency by reducing the
requirements of storage. In the decoupled power flow analysis, the relation between
voltage and reactive power magnitude can be represented as follows:

AQ, By -+ B AV,
2 SR EERE | M
AQn Bnl Bnn AVn

where Q; represents the reactive power of the ith bus, |Vj] is the voltage magnitude

of the ith bus, and B is the susceptance of the lines. The main aim of considering the

decoupled power flow equation is to develop an estimated mathematical modeling

of a power grid that can relate the variation of the reactive power with the voltage

magnitude at every bus in the grid as well as elsewhere in the grid. In other words,

if the voltage varies at one bus, then how it affects the other busses of the system.
Now voltage deviation (AIVI) can be expressed as follows:

AV = Vs Vpmu 2)
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where [Vgelis the set-point of the voltage magnitude considered as 1PU and [Vpypylis
the voltage magnitude measured by the PMUs. The decoupled power flow equation
no. 1 can be expressed by separating the controlled and uncontrolled busses:

<AQC(t)> _ _(Bcc Bcu)<Avc(t)> (3)
AQ,1 ) \BuBuw/\AV,(®)

where ‘t’ is the wide area protection time instant, ‘u’ for voltage-uncontrolled busses,
and ‘¢’ for voltage-controlled buses (with the help of FACTS). At the upcoming time-
step, the voltage of the uncontrolled bus can be expressed from the above equation
as follows:

(AVy(t+ 1)) = =Buu) "V (Buc(AVe(t + 1)) + (AQ, (1)) )

From the above expression, we can conclude that the upcoming time-step mainly
depends on the input at the present time-step denoted by (AQ,(t)) (reactive power
perturbation at the voltage-uncontrolled busses’). Hence, employing the present
disturbance, the forthcoming control action is designed (A|V.(t + 1)|) (voltage set-
point at the voltage-controlled busses) for minimizing the deviation in the power
system denoted as (A|V,(t)|) (voltage deviation at the voltage-uncontrolled busses).
For every time-step, the calculation of present voltage deviation is done to design
the set-points of the voltage-controlled busses for the coming time-step. (A|V,(t)])
is calculated from the PMU measurements. (A|V.(t)|) is the voltage at the voltage-
controlled busses which are collected from the respective local controller. For the
stable system, the uncontrolled bus voltage deviation (A |V (t)|) should be minimum.
This can be obtained by optimizing the function.

Min | — Bu) "V (Buc(AVe(t+ D) + (AQ, (1))

subjected to

{IVL““‘(t+ D] < [V(t+ D] < [V (e + 1)
QMin(t+ 1) < Qc(t+1) < Q™ (t+ 1)

The optimization function represented in the above equation needs to be solved
with minimum time to maintain the system stability. Different optimization tech-
niques and algorithms are there to achieve this goal. Interior Point Algorithm (IPA)
is one of the most important and unique optimization techniques. IPA provides a
much better solution to the convex programming problems than the simplex method.
By traversing the interior of the feasible region through iterations, IPA reaches the
optimal solution which is in contradiction to the simplex method. There is another
approach that received the attention of many researchers which is the Genetic Algo-
rithm (GA). In this approach, a set of possible solutions are developed in the form of
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random chromosomes and then evaluated. Then with the help of the crossover and
mutation process, we can find the best solutions among the different generations.
In presence of latency or time delay tqy, the optimization problem discussed above
(Eq. 4) is represented by

(AVy(t+ 1) = =Bu) (B A Ve(t + 1)) + (AQy(t — ta)) (&)
Now the optimizing function will be

Min | — Buy) (B (AIVe(t+ D)) + (AQu(t — ta)))]

subjected to

{ [VIR(E+ D] < [Ve(t+ D] < [VI(t+ 1)
QUin(t+ 1) < Qu(t+ 1) < QU(t+ 1)

From the above expression, we can observe the impact of time delay on voltage
estimation and voltage control. Thus, the latency should be as minimum as possible
to maintain the system stability of a power grid.

5 Optimized Routing Estimation

In the time delay analysis, identifying the shortest route between the PMU and the
control center is one of the major challenges. Combining data propagation delays and
router processing delays, we can achieve optimized routing estimation. An optimized
channeling period from each of the PMU to the control center is obtained by using
Dijkstra’s Algorithm. In the year 1959, E. W. Dijkstra developed an algorithm to
estimate the optimum distance of traveling between two nodes of a grid [13]. For the
optimized routing estimation problem, this length can be replaced by the time delay
between two nodes in a communication network.

The data sending time span between the sensor device and the control center is
defined as the sending time delay (Tsenq). This time span is basically the combination
of the individual router processing delay and the propagation delay between the
routers. The new propagation delay can be represented as follows:

: Ti, fori=1
T = . J
B | T + Trouters fori=2,3, ..., Ny

where T{j new 18 the combined new propagation time of the ith link in I;. I is the link of
the shortest communication time between PMU and PDC. The total number of links

is represented by Nj, and data processing time in a router is Trouer. Thus, the total
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data sending time between the sensor device and the control center can be expressed
as follows:

Nll NIZ N,

max i i i
Teend = > T, Y Thews -2 DT
11, 127 o ln el ~— lynew> — Inew? ’ ~ Iynew
i= i= i=

In Fig. 2, a flowchart for Dijkstra’s algorithm for finding the shortest communi-
cation link is shown.

6 Performance Analysis of Latency in a Wide Area
Network

S. Musleh et al. focused on the impact of latency in a WAMCS on the power system
stability analysis under different contingencies. Wide area control is achieved with
the help of FACTS by controlling through the wide area controller. One case study
was performed on a developed testbed in an RTDS system with the help of SIL
(Software in Loop). Based on the voltage settling time and voltage profile index, we
can assess the performance of a wide area controller. It was shown in the paper that
with a delay of 0.2 s, an error of 0.078% occurred to the overall power grid voltage
profile index. The error was increased to 0.23% when the time delay increased to
0.5 s [5].

J. J. Q. Yu et al. analyzed the impact of communication delay on power system
state estimation. The author proposed a delay-aware synchrophasor recovery and
prediction framework to minimize the problem. This framework mainly depends on
the iteration using existing incomplete synchrophasor data [15].

I. Al-Anbagi et al. proposed Adaptive Quality of Service (AQoS) scheme, by
which average end-to-end time delay can be reduced nearly 50% [16].

N. R. Chaudhuri analyzed the impact of latency in large power grids on wide area
damping controllers employed for preventing the small signal oscillations. The case
studies conducted on the power system model depict that with a communication
latency of 1 s, the oscillating response of the power system stabilized the peak
overshoot of about 75% [17].

C. Sharma et al. proposed a robust type-2 Fuzzy controller to reduce the impact
of latency in a WACS. The author also mentioned the impact of latency on a power
damping controller. When damping controllers are operated under latency, oscilla-
tions occur in the tie-line of the power system. To reduce the oscillations, the author
proposed the position of the rotating vector method for phasor extraction [18].

A comparative study of recent trends on the performance of latencies is given in
Table 1.
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Fig. 2 Flowchart for Dijkstra’s Algorithm to find the shortest communication link

7 Conclusion

This paper investigates the various types of latency and their impact on Wide Area
Monitoring and Control System (WAMCS). For effective wide area monitoring under
contingencies, analysis of latency is very essential. Due to the presence of latency in
the system, the quality of control actions and the stability of the power grid can be
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Table 1 Recent trends on performance of latency in wide area system
Controller used in Latency/time delay | Performance analysis Proposed methodology
wide area system considered overcome latency issue
FACTS [5] 0.2-0.5s Under contingencies,
performance of FACTS
to maintain the voltage
stability
Wide area PMUs 0.05-0.1's Real-time state Synchrophasor
[15] estimation recovery and prediction
framework
Wireless sensor [16] |0.42's Delay critical Adaptive QoS scheme
application (AQoS) and Adaptive
Guaranteed Time Slot
(AGTS) allocation
Phasor power ls Damping of power Continuous
oscillation damping through TCSC compensation for
controller [17] time-varying delay
Damping controller | 1s Dynamics of tie-line Fuzzy Type-2
[18] power flow Controller
Damping controller | 0.1s Frequency and voltage | Time-delayed Control
[20] angle deviation (TDC)
Damping controller |0.2s Variable loop gain Excessive Regeneration
[22] controller to ensure Detector (ERD)
stability
Power system Is Damping factor,
stabilizers [19] frequency deviation
Wide area PMUs 30-60 ms Voltage magnitude and | Shortest path routing
[21] angle measurements

reduced. Thus latency or time delay is the key factor for choosing the communication
channel for data communication through PMU in WAMS.
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Analysis of Voltage Stability in Smart m
Grid System Due to Demand Load Gzt
Variation

Shouvik Kumar Samanta and Chandan Kumar Chanda

1 Introduction

The distinct nonlinear and linear properties of power system engineering have
consisted of various components in a composite system network which could be
a radially distribution network of non-uniform systems. In electrical grid systems,
many aspects of design gained advances of dynamic demand methodologies which
are normally recognized as the development of stability response. In advance
research, Smart Grid lags behind the conventional area of research despite demand-
side management are dependent on load variation and load shifting of real-time
scenarios. The identity of voltage stability [1] may be described as instability of the
power system to utilize the non-uniform reactive power or system’s own reactive
power absorption. For power planning and security of voltage stability concerns, the
contingency analyses are leading to the establishment of the assessment of voltage
stability situation for developing countries. It is solely recorded at a complex system
of a power network that the non-uniform load growth at demand-side management
and the reactive power [2] interval management side also affect the region of stability.
Due to the high R/X ratio at various branches, convergence problems create a critical
stage of solving the traditional Newton—Raphson technique of a low voltage power
distribution system.

From load flow studies, determination of current, voltage, active power and reac-
tive power, etc. are carried out at various buses in power systems operating under
normal steady-state or static conditions. It is used to plan the best operation and
control of an existing system and for future expansion, to keep pace with load growth.
Due to this information system, losses are minimized, and also check is provided on
system stability. Traditionally, the load flow method [3, 4] is performed to examine the
stability studies of the electric grid, and different numerical techniques were applied
on various system phenomenons to solve the critical loading liabilities. Numerical
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methods and geometrical data are needed for approximations of grid circuit param-
eters. Method of the successive displacement or the Liebmann method is known
as Gauss—Seidel method [5, 6] and numerical technique, i.e. the Newton—Raphson
method [7-13] depended on an iterative process that is verifying the complex system
analysis to satisfy the stability concept. Bialek suggested in his paper [8] a modern
technology to trace the active and reactive power flow measurement from the gener-
ator to a particular load established in 1996. “Proportional Principle” is applied here
for bringing together generator units individually and obtaining individual loads
contribution. The Principle concept primarily depends on comparative incoming and
outgoing power flow study distributed among all parameters, and initials guessing
are considered for all dimensions power flow concern.

According to research, exchanging load level or proposed load level is obtained on
the IEEE 14 bus model for forecasting the load variation on dynamic demand due to
distribution of reactive and active power flow under the steady-state method of load
flow and transient stability analysis [14] to examine the actual circumstances with
particular time band in the grid. At the arising point of stability, the load flow solu-
tion is the presented solution earlier than determined steady-state grid stability from
smartly network control demand. The Transmission Systems have various levels
of voltage generally, e.g. 11, 33 and 66 kV, and also higher range voltages are
complementary forecasting to the utility networks in transmission lines. Suppose
a transmission network [15] might be interconnected with other power generating
stations drawing imported power for meeting the requirement of local load and utility
power. Smart monitoring and control of the timely operational decisions in the power
system are to bring down losses and outages. Energy interchange points are recorded
for planning loss minimization and outgoing, and incoming feeders meter readings
have been noted for pricing electricity of demand-side consumer.

2 Voltage Stability Indices and Smart Grid

The smart grid allows distributed generation for using all voltage levels [16] and
smart meters, pricing at real-time and domestic customers might be able to install
the distributed generator own. Domestic distributed generators such as photovoltaic
cells or wind turbines reduce their energy bills to help out our customers and also
trade extra power to the grid for minimizing electricity demand. The fluctuation of
voltage is normally a dynamic circumstance with rather than slow dynamics and
ranging a time domain from a few seconds to a few minutes or more. After all the
smart grid will entirely upgrade consumer transactions as less time consuming from
the conventional grid and permit also undertaking better of consumers to save their
pricing of electrical energy.
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2.1 Smart L-Type Voltage Stability Index

The stability margin of voltage could be determined from the index of voltage stability
[19] and voltage stability index for the smart grid of the entire system has been formed.
Let us consider n as the total number of buses in a system. Now system generator
buses are 1,2,....,g with PV buses are g + 1, g + 2,.....,g + [ and the remaining g
+Il4+1, , n are PQ buses. The simplified representation of the L index with
the jth load bus is expressed as follows (the real part of Y-line matrix influence is
neglected).

= Vi
L= I—ZF]lV—j (1)
i=1

Within ¥ the RHS of the above equation complex quantities are in all the terms
fromj=g+14+1,......... , to n. From [Y] bus matrix, Fji elements are calculated
as follows for the network below:

[F1=—[K"1"'[KLc] 2)

where [K”] is the imaginary part of the matrix [Yr,] and [Kig] is the imaginary
part of the matrix [Yrg]. The proximity voltage collapse indicator of a power system
is L;. Now at bus j, L; = 1 indicates the condition of voltage collapse. Hence, in a
complete system, L described as the global indicator of stability is given by

L = for all jth buses the load Lj maximum 3)

For this Smart L-type index of stability is modified and proposed Smart L-type
index of voltage stability equation is described below:

v

i=g
at
1= Figy;

i=l ot

Ljli = r=1to24 4)

For L = 1, a limit of stability will be attained.
Also, LQF and FVSI values must be kept <1.0 to maintain the system is stable.
During daily demand, load respond scale of 24 h L-type index value will hourly
alter. In order to stabilize the system, the L index value will have reduced by
controlling generating power through demand respond [17] management (DRM).
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2.2 Stability Index

If any unbounded voltage at the nodal point is composed, it is led to as voltage
instability [18], i.e. the system capacity is comparatively exceeded with respecting
load and created mismatching power in the system. The % index [19] that is
elucidated by the two reactive powers must be equal to each other at equilibrium that
means the source and load sides both.

Degree of weakness implies in terms of 2= at the ith bus. If 2%~ became low,

Vil 0l
% being too high, that minimum change of |V;| indicates the reactive power (Q)
level is varied at the particular bus. So :I—% is being higher, at ith bus, degree of

weakness becomes lesser.

3 Demand Load and Peak Load Availability of Smart Grid

In most cases, demand load response is indicated at peak demand to reduce the
disturbances of the potential risk-avoiding additional cost of capital requirements
for other operating networks [20]. If power generation source utilized greater cost
of generation capacity, customers will be paid for greater prices of electricity.

Any serious imbalance brings about grid failures and could cause severe voltage
fluctuations or grid instability. Therefore, the capacity of total generation is inspected
corresponding for contingencies [21] and allowance to some error margin (such
as during peak demand periods, plants are off-line) with total peak load demand.
Operators want to use commonly the least expensive power generating plant at certain
period of time (considered as marginal cost) and in the time of demand expansion,
additional capacity is managed from overpriced plants.

The daily basis about 24 h scale demand responds characteristics is illustrated in
Fig. 1:

Some references of data are taken, respectively, on daily demand load from
southern and northern region data of India. At last our aim is to determine the voltage

Power VS Time{hourly)
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s
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L
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R '
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EAM Mid day aPMm Mid night

Fig. 1 A figure of daily basis about 24 h demands response illustration
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Fig. 2 A figure of Peak demand against peak availability

stability in respect of demand load variation in West Bengal with smartly control the
grid and adequately investigates the economic load power factor.

North—East Region of India:
See Fig. 2.

Southern Region of India:

See Fig. 3.

Digital technologies will approach the smart grid due to the incorporation of
real-time information enabling from distributed energy resources (DER), generating
stations and demand resources for coordination with stakeholder as well as consumers
and operators. Distributed generation allows the smart grid for using all voltage levels
and smart meters (Table 1).

From the analytical perspective contour of the power model, IEEE 14 bus smart
system is described in Fig. 4. The stability process is to analyze on upper band
variation of large load that depended on dynamic demand load variation subject to
the percentage of loading located in different load buses. The objective is to determine
stability analysis of smart model through different voltage stability indexing for every
response of demand load variation in West Bengal.
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Peak: Demand vs Availability

Fig. 3 A figure of Peak demand against peak availability

Table 1 Data analysis of demand-side load variation in West Bengal during the year 201415

Sl.no. | Months Time period | Availability | Loading Location of | Voltage
shortfall percentage | bus loading | stability
MW) (%) MW) factor
1 March Summer 50.8 80 Bus 3 0.2617
2 April 60 Bus 12 0.1244
3 May 40 Bus 14 0.3265
4 June 20 Bus 6 0.1132
5 July 10 Bus 3 0.2246
6 August Autumn 32.54 50 Bus 5 0.3244
7 September 30 Bus 6 0.4458
8 October 10 Bus 12 0.3256
9 November | Winter 24 60 Bus 14 0.4538
10 December 40 Bus 3 0.2677
11 January 30 Bus 6 0.2282
12 February 20 Bus 7 0.1248

4 Case Study and Analysis of System Model

In most cases, demand load response [22] is indicated at peak demand to reduce the
disturbances of potential risk. In these model analyses, yearly peak load demands
are divided into three groups alternately. Summer, autumn and winter are indicated
groups in this analysis. Primarily, it was analyzed here as input data taking the load
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Fig. 4 A figure of IEEE 14 bus smart model

variation of different kinds of seasons that examine on IEEE 14 bus smart system with
the peak to peak load demand. If the generator produced energy in the fixed mode
in this study case, we surveyed different average sample data for the calculation of
load flow analysis. If any system suddenly goes through the collapse point, analysis
of transient stability is needed to examine the generator frequency and rotor angle
response status. Due to demand shifting or demand variation, how to respond to
change in the generator for variation of different seasons was also affecting the grid
network.

4.1 Direct Load Forecasting

According to classical load modeling [23], direct load control (DLC) is that different
kinds of loads are operated fully controlling the mode of the controller, i.e. they
what to do, they are told as to do. An intelligent smart grid controls the load ideally.
Employing the GPS incentive charge is saved at emergency through an automatic
intelligent server which provides the prompt message of demand variation to the
Server.

4.2 Demand Shifting

When load modeling is applied, demand shifted to another desire point [24]. Moving
of load in a critical point causes various possibilities of system instability. If tomorrow



130 S. K. Samanta and C. K. Chanda

Table2 Voltage stability Various indexes Time frame
indexes analysis
Summer Autumn Winter
LQF;; 0.39284 0.34333 0.31736
FVSI; 0.298602 0.28548 0.27658
Smart L-type 0.99784 0.98534 0.97682

by weather and other forecasts grid emergency is created, an intelligent system can
plan their action of safety.

4.3 Smart L-type Voltage Stability Index

If the smart L-type voltage stability index is determined by some process of the above
described proposed technique, it will show more efficiency improvement practically
than other indexes of voltage stability. By the numerical technique, the Newton—
Raphson process is applied on the grid network through simulating mode to solve
the nonlinear equations and analyzes the load flow process. Assume base active
power (Ppase) = 100 MW and base reactive power (Qpase) = 100 MVAR as system
base parameters. All these solutions are calculated in p.u. data. For this smart L-type
index, we should also compare between the LQF' and FVSI' to analyze the voltage
stability at a particular band of the time. In every case, one sampled data is verified
(Table 2).

4.4 Voltage Stability Index

Itisinvestigated from the dV;/01Q;1 values in Table 3 that are illustrated on the weakest
bus. Now connecting bus no. 5-8 of IEEE 14 bus system model is the weakest
bus of the system in Table 3. In the test system, theoretical outcomes indicated
that the collapse point of generator 1 is most severely approaching the system. The
practical results from the simulation of the test system pointed that point of collapse
of generator 1 was most dangerous hence proving among all results.

S System Results and Report Analysis with Discussion

The operation of dynamic demand load is subject to alter at interchanging point
and load shifting in critical point is subject to risk being analysis of stability that
system operated at the variety of large load. Three models are taken into reference as
summer, autumn and winter in West Bengal during the year 2014—15. In illustrating
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I’I;E]lae 13 4 E:zt;i}{istt}égdex for Sl. no Connecting bus ID j—;‘;

1 1-2 —j4.16 %1073
2 1-7 —j2.16 #1074
3 2-3 —j1.35 %1073
4 2-6 —j1.68 * 1076
5 2-7 —i3.18 ¥ 1076
6 3-6 —j1.2047 * 1077
7 4-11 —j1.75 %1078
8 4-12 —j2.58 #1076
9 4-13 —j5.16 #1073
10 5-8 —j0.01123

11 6-7 —j2.44 % 1073
12 8-9 —j7.75 % 1077
13 9-10 —jl1.63 *10°8
14 9-14 —j1.32% 1078
15 10-11 —i8.69 * 1074
16 12-13 —j6.69 * 1073
17 13-14 —j5.76 * 1073

pursuance on every kind of distributed generator, effects have been investigated into
smart grid [25]. Steady-state as well as transient stability technique performs analysis
of stability. Validating voltage pattern, the Newton—Raphson Method is employed for
estimating load flow study to analyze the steady-state profiles, and overloading as well
as convergence points are mapped. When G V, G IV, GIII and GI are co-ordinated
into the smart grid, transient stability analysis, i.e. short-circuited condition, has
been investigated notably. The parameters, i.e. power angle, frequency and voltage
are being determined. Different kinds of model are considered as below.

The transient stability assessment was particularly executed when perturbation or
fault occurs in the transmission grid network. The response of load flow is indicated
in Fig. 5.

Fault created on a system at bus 7 with initial step time 0.000010. In complex
process, variation of load demand at West Bengal has simulated the system model
to clarify the season of summer to winter profiles. Hence, the set value indicates
precisely the solution of load flow with the small step value. All the cases step time
for a solution is 0.0000100000 and the simulation process runs up to five seconds
during faults. If in a system any disturbance occurs, to decide how much to vary for
demand variation or demand shifting, therefore, it is needed to analyze the transient
stability. The various characteristics like rotor angle and frequency of generator
variation are recorded down. The Electrical Transient Analyzer program may help
to resolve the programed solution (Fig. 6).
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Fig. 5 A figure of load flow solution on IEEE 14 bus illustration
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Fig. 6 A figure of generator frequency variation in summer

From Fig. 7 Gen 2, 3 and 4 suffer rapidly with massive fluctuation in the angle of
rotor and negative swing mode broadly. Hence, generators 5 and 1 are oscillating in
high magnitude and zero-crossing abruptly in summer load.

As = sin-t] (25} | Ve (5)
39X )| AP,
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Fig. 7 A figure of the angle of generator rotor variation in summer

W is the weather forecasting time function and A4 is the rotor swing angle.

In Fig. 8, for generators 5 and 1, the angle of the rotor widely swings in oscillatory
at autumn whereas for the other generators, negative swings almost occurred in
nature.

InFig. 9, frequency of generator 1 reflection is maximum taking place with respect
to other generators’ load response in winter.

In Fig. 10, Generator 1 is fluctuating and other generators except 5 persist no
change in nature, and the rotor angle of generator 5 has drooping characteristics in
winter load demand.

Generator rotor angle vs Time
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Fig. 8 A figure of the angle of generator rotor variation in autumn
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Fig. 9 A figure of generator frequency variation in winter
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Fig. 10 A figure of the angle of generator rotor variation in winter

6 Conclusion

The outcome of visional figures of temperature, pressure and other parameters is
improved for an approximation of solution technique which is low cost, fast forward
and advanced too. Minimizing the losses, interruption level of energy interchange
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points is convenient to collect meter readings in incoming or outgoing feeders and
smart decisions are taken for corrective action of voltage stability.

Finally, weighted consideration network analysis of the real data in simulation
mode that indicates various existing complex networks (communication and trans-
port) validated the idea of efficiency diffusion both locally and globally which
explained the voltage indices in power networks as the essential need of the balanced
system. If the original network frequency changes to adjust the demand load input
variation, synchronic balance in the power network is also faulty, and within the
specified time limit, corrective actions are taken in generating station. Otherwise,
voltage instability occurs due to power mismatch and the point of converging area
does not meet for actual system match.

In the whole year, voltage index changes with the demand variation of peak
load as well as reactive and active power changes in each bus in due time drawn the
significance of stability profile all along with security and reliability. The line quality
factor of summer is found to be maximum as regards variation of winter load factor
at the different combination of buses. These stability factors will implement to be
acknowledged in the future through a better way of many objectives consideration
and constraint criteria concurrently are considering the dynamic model.
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3R Economy of a PKL Electrochemical )
Cell iy

K. A. Khan, Shahinul Islam, Md. Delowar Hossain Munna, S. M. Zian Reza,
M. Hazrat Ali, and Farhana Yesmin

1 Introduction

The traditional sources of energy are very limited in the world which will soon
run out in the near future [1-6]. Therefore, it needs alternative renewable energy
sources that are environmental friendly. As a continuation of such investigation, an
abandoned PKL (Pathor Kuchi Leaf) module was chosen where the basic principle
of the module is a simple galvanic cell system consisting of Zinc (Zn) and Copper
(Cu) electrodes, and the PKL extract is used as an electrolyte [7-12]. The age of the
electrolyte was almost 8 years. It is noted that the production of electricity from PKL
was invented in 2008 by Dr. Md. Kamrul Alam Khan, Ex-Dean (Faculty of science,
Jagannath University), Ex-Chairman, Department of Physics, Jagannath University,
Dhaka, Bangladesh [12—15]. The 3R economy is very popular nowadays [16-18].
The term 3R means reduction, recycle and reuse. To develop the economy of the
country, the 3R economy is very necessary for any country. To keep it in mind, an
old-aged PKL electrochemical cell has been designed and developed by the authors.
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2 Methodology

2.1 Methods for Performances of Electricity Generation
Using 50% PKL Extract in the Battery Box Made by Glass

The PKL module was filled with PKL extract 50% of the box volume. When the box
was filled with PKL extract, the open circuit voltage was 5.9 V and the short circuit
current was almost 1A. Then with the help of this module, four types of 12 V fans and
a 12 V LED lamp had been run. Here, the 12 V LED lamps were used as the load of
the experimental setup (Figs. 1 and 2). After running these fans and LED lamps, the
open circuit voltage of the module became 5.67 V. The experimental observations
have been given in Table 1.

Portable plates

Parallel con-
nection system

Series connec-

0@
tion system

Fig.1 An abandoned portable plate PKL module

Fig.2 LED lamp is
switching on by the
abandoned portable
electrode PKL module
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Table 1 Experimental results of a PKL module for using 50% PKL extract of the box

No. of Local | Time Open circuit | Load Short circuit | Load

observations | time duration | voltage, Vo | voltage, Vi, | current, Iy | Current, I,
(PM) | (min) V) (V) (A) (mA)

1 6:54 00 5.67 5.35 0.95 60

2 7:04 10 5.65 5.33 0.90 60

3 7:14 20 5.65 5.33 0.90 60

4 7:24 30 5.64 5.33 0.85 60

5 7:34 40 5.64 5.33 0.90 50

6 7:44 50 5.65 5.33 0.90 50

7 7:54 60 5.67 5.33 0.90 50

8 8:04 70 5.68 5.33 0.85 50

9 8:14 80 5.70 5.32 0.90 50

10 8:24 90 5.71 5.32 0.85 50

11 8:34 100 5.71 5.32 0.90 50

12 8:44 110 5.70 5.32 0.90 50

13 8:54 120 5.70 5.31 0.90 50

2.2 Methods for Performances of Electricity Generation
Using 100% PKL Extract in the Battery Box Made
by Glass

After the experiment ITA, the Zn-plates were withdrawn but the Cu-plates were
remaining in the module. After 46 h later, the Zn-plates were dipped again into the
module. But this time, PKL extract was taken 100% of the box volume and similar
readings were taken as like experiment ITA. The experimental observations have
been given in Table 2.

2.3 Electricity Generation Performance Using a Load (LED
Lamp) for 21 h

After the end of the experiment IIB, the whole experimental setup was unchanged
for 21 h that means the LED lamp was switched on for 21 h. After 21 h later, similar
readings were taken as like experiment ITA. The experimental observations have
been given in Table 3.
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Table 2 Experimental results of a PKL module for using 100% PKL extract of the box

No. of Local | Time Open circuit | Load Short circuit | Load

observations | time duration | voltage, V. | voltage, Vi, | current, Iyc | current, I,
(PM) | (min) V) V) (A) (mA)

1 6:50 2756 5.69 5.31 0.90 45

2 7:00 2766 5.71 5.31 0.90 40

3 7:10 2776 5.71 5.31 0.95 40

4 7:20 2786 5.71 5.31 0.90 40

5 7:30 2796 5.70 5.31 0.95 40

6 7:40 2806 5.69 5.31 0.95 40

7 7:50 2816 5.68 5.31 0.90 40

8 8:00 2826 5.67 5.30 0.90 40

9 8:10 2836 5.67 5.30 0.90 40

10 8:20 2846 5.66 5.30 0.85 40

11 8:30 2856 5.66 5.30 0.85 40

12 8:40 2866 5.67 5.30 0.90 35

13 8:50 2876 5.66 5.30 0.85 35

Table 3 Experimental results of a PKL module for switching on the load for 21 h

No. of Local | Time Open circuit | Load Short circuit | Load

observations | time duration | voltage, V. | voltage, VI, | current, I | current, I,
(PM) | (min) V) V) (A) (mA)

1 5:50 4136 5.48 5.17 0.60 17

2 6:00 4146 5.48 5.17 0.60 17

3 6:10 4156 5.48 5.17 0.60 17

4 6:20 4166 5.49 5.17 0.60 15

5 6:30 4176 5.49 5.17 0.62 15

6 6:40 4186 5.49 5.17 0.60 17

7 6:50 4196 5.48 5.17 0.60 17

8 7:00 4206 5.47 5.17 0.60 17

9 7:10 4216 5.49 5.17 0.60 17

10 7:20 4226 5.49 517 0.60 17

11 7:30 4236 5.49 5.17 0.60 17

12 7:40 4246 5.49 5.17 0.63 17

13 7:50 4256 5.48 5.17 0.63 17
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Table 4 Experimental results of a PKL module for withdrawing the load for 22 h

No. of Local | Time Open circuit | Load Short circuit | Load

observations | time Duration | voltage, V. | voltage, Vi, | current, Ic | current, Iy,
(PM) | (min) V) V) (A) (mA)

1 5:50 5576 5.46 5.17 0.55 15

2 6:00 5586 545 5.17 0.60 14

3 6:10 5596 5.44 5.17 0.55 14

4 6:20 5606 5.44 5.17 0.60 15

5 6:30 5616 5.44 5.16 0.55 15

6 6:40 5626 5.44 5.16 0.50 14

7 6:50 5636 5.44 5.16 0.50 15

8 7:00 5646 5.44 5.16 0.50 15

9 7:10 5656 5.44 5.16 0.55 14

10 7:20 5666 5.44 5.16 0.55 14

11 7:30 5676 5.45 5.16 0.55 14

12 7:40 5686 5.44 5.16 0.55 14

13 7:50 5696 5.44 5.16 0.55 14

2.4 Electricity Performance Withdrawing the Load (LED
Lamp) for 22 h

After the end of the experiment IIC, the whole experimental setup was unchanged
except for the load. The load (LED lamp) was withdrawn and 21 h later, the load (LED
lamp) was switched on again and similar readings were taken as like experiment ITA.
The experimental observations have been given in Table 4.

3 Results and Discussion

Figure 3 shows the variation of open circuit voltage, V. (V), with the variation of time
duration (min) for four types of experiments. It was found that for the experiment 2A
(PKL extract 50% of the box volume), V,. was changing very slightly (5.67-5.71 V)
with the increase of time duration. The change of V,. was almost periodic. But it
was interesting that for the experiment IIB (PKL extract 100% of the box volume),
the change of V. was almost like experiment 2A. That means the change of V. is
independent of the amount of PKL extract. Although V. is more flat (stable) for
experiment IIB.

It was also found that after switching on the LED lamp for 21 h (experiment 2C),
the open circuit voltage, V., was dropped for about 0.2 V. But in this case, V. was
almost constant with the increase of time duration. V. was changed from 5.47 to
5.49 V. It was interesting that for the experiment 2D (Withdrawing the load for 22 h),
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Ve was almost constant too with the increase of time duration. In this case, V. was
changed from 5.44 to 5.46 V.

Figure 4 shows the variation of load voltage, Vi (V), with the variation of time
duration (min) for four types of experiments. It was found that for the experiment
ITIA (PKL extract 50% of the box volume), the initial value of Vi, was 5.35 V. But
with the increase of time duration, Vi, was changing very slightly and the minimum
value of Vi was 5.31 V. But in the experiment IIB (PKL extract 100% of the box
volume), Vi was almost constant and it was confined between 5.30 and 5.31 V.

It was also found that after switching on the LED lamp for 21 h (experiment 2C),
the load voltage, Vi, was dropped by about 0.16 V. But in this case, Vi was just
constant with the increase of time duration. This constant voltage was 5.17 V.
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Fig. 4 Variation of load voltage, VL, (V), with the variation of time duration (min)
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It was interesting that for the experiment 2D (Withdrawing the load for 22 h), Vi,
was almost constant too with the increase of time duration. But sometimes it deviated
from 5.16 to 5.17 V.

Figure 5 shows that the variation of short circuit current with the variation of
time duration for four different conditions. It is shown that the short circuit current
decreases for different conditions of the different tables. It is also shown that the
short circuit current was almost constant for Table 3.

Figure 6 shows the variation of load current with the variation of time duration
for four different conditions. It is shown that the load current decreases for different
conditions of the different tables. It is also shown that the load currents were almost
constant for Tables 3 and 4.
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4 Conclusions

From this research work, it can be concluded that the 3R economy is feasible and
viable for PKL electrochemical cells. In this research work, it is shown that both the
Zn/Cu-based electrodes and PKL electrolyte can be used as a 3R economy.
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Multilevel Inverters Operating m
with Improved Harmonic Performance e
Using SVPWM

Mohammed Asim, Mohd Suhail Khan, Raj Kumar Yadav, H. S. Mewara,
and Nivedita Sethy

1 Introduction

As we all know that cascaded H-bridge inverter consists of a large number of switches,
and due to these large numbers of switches, the question arises of how we switch
them to obtain the desired output waveform. In a cascaded H-bridge inverter, there
are cells in the leg, and in one leg, there will be three legs, i.e. phase 1, phase 2 and
phase 3, and in each cell, there are four switches. So due to this complex construction
model, we have to switch from converter for which we have to use to techniques,
that is phase shift PWM (PSPWM) and level shift PWM (LSPWM). PSPWM and
LSPWM have more similar characteristics, the harmonics performances of LSPWM
are slightly better, however, this matters for any level like more than five levels [1-4].
There are substantially different disadvantages of using these two techniques if we
talk about the LSPWM, the distribution of loss will be uneven, and there are many
other techniques to solve this uneven distribution of loss. Another method is to use
modified space vector PWM in which we have to ensure that in three nearest vectors,
a multilevel space vector diagram will be switched. By understanding PSPWM and
LSPWM, we find more possible ways to implement these techniques in a space
vector diagram by a simple modification in PSPWM and LSPWM to make changes
we center the zero vector for any n-level space vector diagram. Let us first see what
is the general approach for PWM by taking a very simple example. So, when we
talk about phase shift PWM or when we talk about level shift PWM, let us see what
the main or basic idea is. The phase shift PWM does that very easily by asking each
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of these H-bridges to produce 1 by n times the amplitude of the sine wave. So, for
example, if this sine wave has an amplitude between 1 and minus 1 per unit then
in phase shift PWM what do we do? We ask each of these H-bridges to produce an
identical sine wave like the one we want to produce here all of them are identical,
but each has 1 by n times the amplitude of the big sine wave that means, where
n is the number of H-bridges. So, that means, each H-bridge is as if taking up the
responsibility of producing 1 by n so that we have the output of the first H-bridge as
this one, the second one is identical to it, the third one is identical to it and the fourth
one is identical to it like that so that we at the end get a big sine wave which is this
waveform here. So, each H-bridge is like producing one by n times the amplitude of
the required waveform at the output. This will do this by comparing this sine wave
with a high-frequency triangle.

2 Multilevel Converter Topologies

Multilevel converters are the family members of power electronics converter the
output waveform produced by these converter consist of three or more discrete level
voltage. Voltage steps of multilevel are smaller as we compare it with two-level
waveform with the same fundamental component, due to smaller voltage steps, there
should be less stress on the switching device and at lower rating devices, they allow
to produce higher voltage waveform [5-9]. The harmonic distortion in multilevel is
less as compared with two-level. By increasing the level of the converter, the output
waveform increases, further reducing the voltage steps more closely the sinusoidal
waveform can be obtained. The improved waveform quality can be obtained at the
expense of increasing the complexity in designing and modeling the converter and
with the increase in the level of converter, the controlling of the converter becomes
more difficult in which the converter requires more switching devices and energy
storage components. Cascaded H-bridge converter topology has been considered in
this paper, the converter is made up of a single-phase, and the full-bridge inverter is
connected in series with it. The modular structure decreases the commissioning cost,
maintenance and it increases the tolerance of fault if the converter is controlled. A
cascaded H-bridge 5 level inverter includes two cells per phase in which each cell
contains an isolated voltage source, and the output voltage across the cell each of
which can be —E, 0 and E, the output voltage of a phase leg can be shown as:

N-—1
Vo = EZSn (1)

where N shows the number of converter cells, the result is that the N cell produced
2 N—11evel. In a Cascaded H-Bridge converter, there is a redundancy of the switching
state of a single-phase leg like any other converter. For medium voltage, speed drives
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and STATCOM. For drive application, the DC link is supplied by the rectifier for sepa-
rate winding of the complex input transformer. For such applications, the complexity
and expense of the transformer limit the number of cells. The topology that has
been most suited for the STATCOM application is the cascaded H-Bridge because it
contains only a DC link without the need to deliver real power.

There are several ways of modulation techniques, some of which are presented
here in this paper. The switching frequencies are subdivided into fundamental and
high switching frequency [10—13]. In the case of fundamental switching frequency,
switch commutation is produced at the output of fundamental frequency to target
this frequency, which is used to cancel some particular low-frequency harmonics.
In other divisions, there are selective harmonics and space vector control, which are
also presented, In case of SHE, the output is in the form of a staircase wave, the dura-
tion of steps can be optimized to cancel some specified harmonics, the harmonics
that are being eliminated are proportional to levels of the converter. Whereas, in
SVC, the complex plane is divided into numerous hexagonal zones, which define
the proximity of the reference to the closest applied vector. High switching frequen-
cies” modulation of about 10-20 kHz is the adaptation of standard PWM to multi-
level Modulation (SCSM), and Carrier-Based Space Vector Modulation (CBSVM)
is reviewed for CMI. In general, for high power applications, most low-frequency
methods are preferable because of the reduction in the switching losses, while at a
higher dynamic range of applications, the better output quality and higher bandwidth
of high switching frequency are more suitable [14—18].

3 Phase Shift Modulation Techniques for Three-Phase
Cascaded H-Bridge Converter

Assume the number of cells in each phase is equal to 5 and then a total number of
levels which is possible from this converter is 11 thatis 2n + 1, where n is the number
of level cells. So, for this case, as I had earlier told that all the cells will require their
carriers, but each carrier is shifted, phase-shifted from each other will require L—1
that is 10 carriers. Here, where the phase shift between the carriers is 360° divided
by L—1, which is equal to 36°. So, this is the phase shift that is required between
the carriers, it is equal to 360° divided by L minus 1, which is equal to 36°. Now,
this angle of 360° is with respect to the carrier or the triangle frequency. If there is
one cell then, these are the carriers for the two legs of one cell left leg and right leg,
and they are 180° phase shifted. The left leg alone for all the 5 cells have these five
carrier waveforms. It can be seen that these carriers are slightly phase-shifted from
each other, this phase shift is 36° and 360° is the duration. We have taken 5 cell CHB
with each cell having 1000 V DC bus and so, the output of cell one. So, each of these
cells is given the same modulating waveform. Remember, each of these cells is given
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the same modulating waveform, they are all having the same modulating waveform,
but their carriers are slightly phase-shifted.

A. Simulation and Modeling of Phase Shift Multicarrier PWM

In phase-shifted PWM (PSPWM), carrier waves are phase-shifted from each other
by a certain angle. The angle by which the phase is shifted is given by 180/n where n
s number of H bridge cell in the given circuit. In the given case n = 3 so the required
angle is 60°. The block diagram, simulation diagram and output waveforms of the
three-phase CHB multilevel converter is shown in Figs. 1, 2 and 3. The simulation
parameter for the output voltage level produced by CHB is 2n 4 1, where 7 is the
number of H-Bridge.

B. Simulation and output results

The triangular pulse is compared with the sinusoidal wave, and the output is sent to
the switch.
The equation of output voltage for each phase is V ,, Vi Vin.

Van _ (2 X Vao - Vbo - Vco)

2

3

Fig. 1 General block diagram of the proposed technique
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Fig. 2 Simulink model of three-phase CHB multilevel converter
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where,
V.o = Individual phase voltage for R phase
Vo = Individual phase voltage for Y phase

V.o = Individual phase voltage for B phase.
The equation of load current of each phase is
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C. Result and Discussion
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In phase-shifted PWM, carrier waves are phase-shifted from each other by a certain
angle that is given as 180/n, where n is the number of H bridge cells in the circuit. In
this case, n is 3 so the phase shift angle is 60°. The simulation results of three-phase

CHB multilevel converter are shown in Fig. 3.
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4 Level Shift Pulse Width Modulation for Multilevel
Cascaded H-Bridge Converter

In level shift PWM, the carriers for each cell are identical, they are all vertically
phase-shifted or vertically shifted from one another. So we have only one carrier here,
second carrier, third carrier, fourth carrier and so on, and that is why the term level
shift comes, and hence it is a level shift PWM. The carriers in which the modulating
waveform is shown spanning between minus 0.5 to plus 0.5 and the carriers are
also vertically shifted from one another, the fundamental voltage from each cell gets
added up because it’s a series connection of H bridges. So, the fundamental voltages
by its connection itself will get added up. Now, let us take the example of the five
levels of CHB and for a five-level CHB, we will need four carriers, L. minus 1, four
carriers, and these are shown here with the different-colored carriers in this diagram.
The total height of the modulating on the reference wave is 1, then the height of each
carrier is 1 by 4 or 1 by the total number of carriers used. So, 1 by 4 is equal to 0.25,
which means that if this is the modulating waveform its total height is 1. The idea
is that the carrier should span the entire waveform, ultimately we need to produce
the sine wave and if we do not have the pulse width modulation, we cannot produce
the variable voltage which is part of the sine wave. The sine wave is continuously
varying and we need the pulse width modulation to mimic or to produce this varying
sine wave. So, wherever the modulating wave is present, the carrier should also be
present so, that we can replicate the varying nature of the sine wave and therefore,
the carriers should span the entire height of the modulating waveform.

A. Result and Discussion

In level-shifted PWM, carrier waves are level shifted from each other. These are
Phase Disposition (PD), Phase Opposite Disposition (POD) and Alternate Phase
Opposition Disposition (APOD). In this simulation, the PD pulse width modulation
technique is used. The simulation results of three-phase CHB multilevel converter is
shown in Fig. 4.

5 Conclusion

In this work, a three-phase CHB multilevel converter is simulated and analyzed
by using multicarrier pulse width modulation techniques. These multicarrier-based
pulse width modulation techniques are level-shifted and phase-shifted pulse width
modulation. CHB multilevel converter is one of the widely used multilevel converters
in industries because it is easy to scalable and because of its fault-tolerant operation
properties. The results obtained in this study show that these multicarrier-based pulse
width modulation techniques provide greater control over the output of the CHB. The
phase voltage produces five levels of output voltage, hence, it is named as five-level
CHB. Simulation work is carried out by using MATLAB software. In this study,
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it is found that the THD of the output phase voltage is 18.29% in case of phase-
shifted pulse width modulation, and THD is 12.81% in the case of level-shifted
pulse width modulation. For a three-phase system, triplen harmonics get eliminated
in the line voltage. The other advantage of level-shifted pulse width modulation is
that it provides greater control in terms of lower order harmonic reduction from the
output voltage waveform for different modulation values. This work can be extended
in the future for CHB with more number of cells producing more levels at the output
voltage. For further reducing the lower order harmonics, the same model can be
used with selective harmonic elimination where the harmonic performance of the
converter output can be improved.
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1 Introduction

Eyesight is one of the most key aspect of human life. Blindness is a state where any
person lacks visual perception due to physiological/neurological or any other factors.
About 90% of the world’s dim-sighted people live in the developing countries. India
is now home to 12 million blind people, and India needs approximately 40,000
ophthalmologists, where as it has only 8,000.

House, factory, office, and school are the few closed premise areas where a visually
impaired person needs to travel, just like a sighted one. Currently available solutions
like sonic path finder, sonic torch etc. are not appropriate to use inside a closed
site. The person has to take help from someone or use some equipment to reach
at the destination. Generally, the white canes are noted as the best companion of
dim-sighted people. But often this is not helpful. In an unknown surrounding, the
person might get demented. So, this limits their mobility, making them depending
on others. This paper comes up with a proposal to design and develop a mobile
unit (stick) for them to easily navigate around in public places. The blind stick is
equipped with a servo motor which can rotate up to 180°, also light sensing and water
sensing system without any sensor. This paper first uses ultrasonic sensors to detect
obstacles. Sensor passes the data of obstacle detection to the microcontroller. The
proximity of the obstacle is calculated internally by the microcontroller using this
data. If the obstacle is within the threshold, the microcontroller fires the buzzer. If
water is detected, then it alerts the user with a different buzzer. Thus, the approach
empowers detection of obstacles comprehensively.
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2 Literature Review

With the intuition of developing smart cities, it is required for the people to be more
advanced and this can be done by using better technologies. Today there are over 39
million people in the world [1], where over 12 million people are visually impaired
in India. Out of the 12 million people, 3 million people have inevitable blindness.
So, there is a serious need for the development of smart technologies to help these
dim-sighted people.

Many research papers indicate that many scientists all around the globe are trying
to develop new algorithms and models to provide efficient smart sticks for blind
people [2]. One of the papers has also designed a smart blind stick with ultrasonic
sensors, and PIC Microcontroller 16F877A for object detection around the blind
person to help them to walk with more safe navigation. But there is a deficiency
that this type is least modified. Another paper came up with the scheme of obstacle
avoidance by creating the blind stick with smart equipment. For potholes within
a 20 cm detection radius of the stick one ultrasonic sensor was used, another one
for detection below-knee obstacles, and one for detecting the knee above obstacles.
These all are connected with either buzzer or with the vibration motor. The RF module
has been used for finding the stick in case if it is lost. Although this model is more
modified, it makes the stick heavy while carrying on all the equipment [3]. These
problems can be reduced by the setup of the same smart stick with ultrasonic sensors
and microcontroller whereas the 3D CAD application and Up-Mini 3D printer were
used for designing and printing the sensor holder and were mounted on the walking
stick for safer navigation [4].

The Global Positioning System (GPS) based navigation aid is one of the latest
ones which has been developed for giving a better and safer life. Therefore, MSP430
Microcontroller, GSM Module for location detection, water sensor, Ultrasonic sensor
for object detection, and RF module have been used in case of losing the blind stick
[5]. Sometimes making the buzzer sound by detecting the obstacles is not enough
for a blind person to understand the circumstances. So, it is more convenient if the
smart accessories can make a voice alert by either loudspeaker or earphone and this
is exactly what is proposed in [6]. Another paper proposed a convenient and easy
navigation aid for dim-sighted people by using infrared sensors along with an ultra-
sonic range finder for obstacle detection and GPS navigation along with Bluetooth
connectivity and an Android application, which will provide voice assistance to de-
sired location and in panic situations, will notify registered mobile numbers using
SMS [7]. In another paper, an automated smart stick which consists of an IR sensor,
ultra-sonic sensors, GPS module and GSM module has been used for object detection
and position monitoring of a blind person if the person loses his/her location [8].

The research proposed in [9] gives the blind cane a modified form rather than the
traditional usage. They have used XBee Pro S2C, USR-BLE10, and NRF24L01 for
better communication and location detection. Maybe the XBee Pro S2C module is
expensive, but it gives a high communication performance in the development of a
blind person’s life [9]. Another research has proposed a solution using Low Latency



Smart Blind Stick 159

Communication where the ATMEGA-16 microcontroller has been used along with
buzzer, vibration motor, Ultrasonic sensors, GPS, and smartphone application with
the nearest base station. The ultrasonic sensors help to detect the objects, GPS for
real-time monitoring location, and the smartphone application connected with the
nearest base station in case of emergency [10]. Now for the improvement of blind
person’s lifestyles, the paper [11] developed a speed Gablind app connected with a
smart glass that has the max sonar sensor to identify the hurdles. Initially, the said
sensor can detect the obstacles 1-6 m ahead within a capture range of 45° to 145°.
The users should have the Gablind App installed on their smartphones. The device
worked effectively at speeds 21-66.8 cm/s and was able to detect obstacles with a
distance of 123—63 cm. Instead of the traditional stick and smart blind stick designed
a new element named “The Assistor” uses ultrasonic sensors and image sensors to
detect obstacles and identifying them by echo sound waves and image processing
respectively [12].

A Smartphone application is used to guide the user’s predefined trajectory using
GPS (Global Positioning System) and maps. The main drawbacks are that the users
must carry a smartphone for navigation and GPS monitoring. Another research has
proposed a solution to identify any obstacle using a mobile real-time dangling objects
sensing (RDOS) prototype, which is located on the cap [13]. In the research paper
of [14], the advancement of mobility aid devices without including various items
has made the blind stick by including an SOS navigation system. They have used
the Raspberry Pi with a portable camera which helps the blind person in the way
that if the individual notices any kind of pain then he can press an e-SOS distress
call button on the stick to give a video call to user’s family member. The video is
streamed in an Android mobile via an Android application. The Android application
also shows the location of the blind person to user’s family member [14]. It is true
that as the technology increases and ideas develop the bulkiness of the smart stick
increases (Fig. 1).

3 Architecture Diagram

The following components have been used.

3.1 Chlorinated Polyvinyl Chloride (CPVC) Pipe

Chlorinated polyvinyl chloride (CPVC) is a thermoplastic, which is more pliable and
can resist higher temperatures compared to standard PVC. The inside and outside
diameter of the CPVC Pipe used are 0.622 and 0.84 inches respectively. Weight of
the CPVC Pipe is 17 1b/100 ft.
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Fig. 1 Architecture diagram of the system

3.2 NodeMCU

The latest version of the NodeMCU board (V1.0) has been used. The specification of
the board is as follows: Flash- 4 MB, SRAM is up to 50 KB, Clock Speed is between
24 and 52 MHz, GPIO pins are 17 in number, and ADC is 1.

3.3 Ultrasonic Sensor

The sensor used is an Ultrasonic sensor that calculates the gap to an entity using
ultrasonic sound waves. It uses a transducer to emit ultrasonic pulses and convert
the reflected pulse into electrical quantity to detect object’s proximity. It requires a
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supply voltage of 5 V. The present consumption is 15 mA. The utmost range varies
from 3 to 400 cm. The dimension is 43*20*15 mm.

3.4 Servo Motor

The Ultrasonic sensor is made rotational with the help of a servo motor which is an
electrical device which is placed beneath the servo motor so as to make it rotational.
The servo motor is made of simple motor which run through servo mechanism with
great precision. The model used is SG90 which weighs 9 gm. It operates within 3 to
7.2. The stall torque is 1.2 kg-cm.

3.5 Light Dependent Resistor (LDR)

Itis used to detect darkness/lightness of a particular surrounding where the person is.
LDR is a passive component that drops resistance with respect to luminosity strikes
on the component’s light sensitive surface. Typically, > 1 MQ when dark and < 1k
in high light levels. It has a response time of 2—50 ms.

3.6 GPS Module

A Neo-6 m V2 GPS module has been used to locate the stick, which has an operating
temperature ranging from —40 to 85 °C. A rechargeable battery for back-up and a
separate 18*18 mm GPS antenna are also present. A supply voltage of 3.3 V has
to be applied. Baud rate ranges from 4800 to 115,200 (default 9600). Indoor GPS
tracking sensitivity is 162 dBm.

3.7 RF Transmitter and Receiver

A RF Transmitter and Receiver (TSOP 1738) is used to detect where the stick has
been kept. The person can find the stick by a remote, which works as a transmitter.
It requires a consumption of 0.4—1.0 mA of current. It requires a supply voltage of
5 V. The dimension of the case in mm is 12.5%10*5.8. The temperature ranges from
—25 to 85° C (Fig. 2).
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Fig. 2 Block diagram of the system

4 Working Principle

This paper proposes an ingenious design of an advanced stick that allows dim-sighted
people to navigate easily. The blind stick is equipped with an ultrasonic sensor along
with a servomotor which allows the ultrasonic sensor to rotate up to 180°. At first,
the ultrasonic sensors detect the obstacles around using ultrasonic waves. As soon
as obstacles are sensed, the sensor passes the acquired data to the Node MCU. The
microcontroller then processes this data and calculates if the obstacle’s distance is
within the threshold limit or not. If it is not, then the circuit remains silent otherwise,
the microcontroller triggers a signal to sound a buzzer. It also triggers a separate
buzzer if the water is within the threshold range of the stick to alert the blind person.
The user also gets alerted regarding the darkness inside a room using an LDR circuit
system. A wireless radio frequency-based remote was used to find the stick nearby.

5 Results and Discussion

The Ultrasonic Sensor and Buzzer were connected with NodeMCU (as per the block
diagram) and shown in Fig. 3. An artificial obstacle was placed in front of the sensor
and then the actual distance of the obstacle was compared with the measured distance.
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Fig. 3 Connection of
ultrasonic sensor and buzzer
with nodeMCU

The same process was repeated several times by changing the distance of the obstacle
which has been plotted in Table 1 and hence percentage error was found out. The
following formula was used to calculate distance of the object from the ultrasonic
Sensor:

Distance = (Time x Speed of Sound) /2 (1)

where

Speed of Sound = 340 m/second (approx.).

Time = The time required to travel ultrasonic waves from the sensor to the obstacle
and then return to it after bouncing back from the obstacle in seconds.

The GPS module was connected with NodeMCU (as per the block diagram) and
is shown in Fig. 4, and the location coordinates were logged on the serial monitor of
Arduino IDE as displayed in Fig. 5.

The same location coordinates were marked on the map and displayed on the
Blink app as shown in Fig. 6.

Table 1 Distance error calculation

SI. No Input (Barrier distance) mm Sensor output (Barrier distance) mm Error (%)
1 10 12 20

2 15 17 26.66
3 20 21 5

4 25 23 16

5 30 31 333




164

Fig. 4 Connection of GPS
module with NodeMCU

Fig. 5 Serial monitor output
of location coordinates

6 Conclusion
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The main idea of this paper is not only to provide the unsighted or sight challenged
people for safer movement through obstacles but also overcoming the hurdles that
they have to face in their daily life. Independent mobility of the blind becomes much
easier. It has been observed from the experimental results that the proposed system
is precise in obstacle detection besides alerting the user to identify and bypass every
obstacle and reach the destination. This prototype is ingenious and helps in energy
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Fig. 6 Location of the GPS
Module
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conservation. The cost-effectiveness and flexibility of the system make it handier
and can be carried easily. A voice detection system can be implemented in place of
the RF Transmitter—Receiver to relocate the smart stick in the future in case the user
forgets the smart stick’s last position. Similarly, a single button pressing mechanism
(SOS) can be put into the stick to send an alert message to the user’s family/friends
in case the user falls into any crisis. Later, image processing can be used to detect
objects more clearly and hence allow the person to know what is actually in front as
a barrier.
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1 Introduction

Home automation results in ease of work, increased efficiency, and security bene-
fits aiding in improved personal satisfaction. The prevalence of system empowered
home automation is continuously growing in safer and wider applications and is a lot
more affordable nowadays. In addition, with rapid development of internet-enabled
applications, the capability of remote control and network-enabled appliances are
enhancing leaps and bounds. The use of a home automation system for control-
ling a wide range of devices from distant locations can be made possible through a
number of communication options such as LAN, cellular network, satellite commu-
nication, and internet technologies. The main virtue of home automation can be in
the security features where one gets notified and be alarmed if there is any threat to
someone’s privacy. Smart home systems tend to show its wonders when it comes to
the accommodation of new devices and appliances along with newer technologies.
Newer devices are being made each day and with it, and the older ones are being
replaced. Home automation frameworks can associate motion detectors, surveillance
cameras, automated entryway locks, and other important safety measures in house
so that one may enact those from a cellular device. It will provide security alert on
various gadgets depending upon the time of day and accordingly the alarm system
operates. The paper is categorized as below: next section describes related work,
Sect. 3 describe the system description, followed by the methodology in Sects. 4 and
5 elaborates the Haar Cascade algorithm, Sect. 6 shows the results, and this paper
ends with a conclusion.
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2 Literature Survey

2.1 Early Developments

The rectangular features are used here and are reminiscent of Haar [1, 2] based func-
tions. The suggested face recognition system detects the faces with low false positive
rate. At the beginning, the face detection was done with 10 and 12 stage detector but
due to poor detection accuracy and high false positive rate, it was discarded. The 14-
stage detector gives good accuracy in face detection and very low false positive rates.
The system works well on RaspberryPi with a SMP camera and detects the face of
captured image with the lowest resolution of 640 x 480 pixels and the highest reso-
Iution of 2560 x 1920 pixels with acceptable detection speed [3]. Patoliya and Desai
developed ATM security system using embedded Linux platform, which is based
on face detection system. RaspberryPi is used for implementation with extended
capabilities of Computer Vision (OpenCV) software, which is used for processing
images. One time password (OTP) technique is used which increases the security
of this system. In an unauthorized condition, ATM door is locked and it opens only
when security guard [4] enters the OTP. Pi Camera Module is added with Rasp-
berryPi, which acts as a visual interface in case of face detection or recognition.
This makes use of an interface, which is specially designed for associating with the
cameras [5]. An algorithm known as Haar Cascade classifier is used for detection of
the object, which is trained from the source [6]. In early 1990s, the consumer elec-
tronic devices were evolving into digital format, and so the need persists to interlink
these home appliances through digital links. Other than that, main characteristics of
the proposed network connection was digital access system because of which the
home automation network could interact with the world outside [7].

2.2 Recent Developments

In recent years, Internet of Things (IOT) has enabled innovation to make daily lives
easier and comfortable. When home automation devices are remotely controlled
through internet, it becomes an important virtue of IoT. High-end security system is
the main feature of the present homes. Current patterns in home automation includes
remotely controlled appliances, computerized gadgets, and remote video observa-
tion sensors, to name a few. In case of Java based home automation system, the
World Wide Web is used to monitor and control [8]. Integrated residential gateway
controller is used for home energy management system to obtain high performance
from compact OS, and it lowers the memory space than traditional three-step plug
and player arrangement [9]. It is used for saving power in the phone based remote
control and office automation [10]. According to Ramlee, home automation using
Bluetooth is the new development of automated technology, which is acting as a
motivation for disabled persons and enable them to carry out their daily activity,
safely and comfortably [11].
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Fig. 1 Block diagram of the system

3 Block Diagram and Flow Chart

3.1 Block Diagram

In Fig. 1, the Pi camera is attached to the camera slot and the DC motor and Relay
is attached to the GPIO pins of the RaspberryPi. As it is a two-channel relay, so it
is connected to LED and DC motor that helps in driving them. Here, the DC motor
drives a miniature door that is used as a door locking system for surveillance purpose.
The door only opens after a successful recognition process, if the face is previously
stored in the database and that image has the access to open the door. Otherwise, the
system will not work, and the door will not be opened.

3.2 Hardware

The hardware components that are required to develop the system are as follow:

RaspberryPi: A low priced, miniature computer that is connected into a computer
monitor and uses normal peripheral devices like keyboard and mouse. It is a very
powerful device, which allows people from all age groups to learn the basics of
computing. It does everything a desktop computer is able to do, including browsing
through internet. The RaspberryPi was first launched in the year 2012, and there
have been some changes and variations performed from that time forward. The
first model of Pi integrated a CPU of single core of frequency700MHz and 256MB
RAM, and the most recent one has a quad core CPU of frequency 1.4GHz accom-
panied with 1GB RAM. Throughout the world, it is widely used for home automa-
tion as well as for running modern appliances. The RaspberryPi works in an open
source environment: it runs on Linux and the most common working system called
Raspbian is an open source application. It is having 40 GPIO (General Purpose
Input Output) pins, used for wide range of purposes. There are two 5V and two
3.3V pins.
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RaspberryPi Camera: The Pi camera comes with a flex cable. The flex cable is
put into the connector positioned between the Ethernet and the HDMI port such
that the silver connectors face the HDMI port. The flex cable gives input inside
the connector firmly.

Two Channel Relay: This is a low-level 5V device, comprising of two-channels
and having a driver current of 2mA. It is used to control any equipment involving
high magnitude current. It can work under both DC and AC connection. The
specifications include AC 250V and 10A for AC and DC 30V and 10A for DC.
Relay is used here as a driver circuit for opening the miniature door.

INPUT: The two inputs are shown below.

IN1: This is the first signal triggering terminal of the relay module. It is connected
to the GPIO 18 pin of RaspberryPi.

IN2: This is the second signal triggering terminal of the relay module. It is
connected to the GPIO 17 pin of RaspberryPi.

VCC: 1t is connected to positive supply voltage terminal.

GND: 1t is connected to ground terminals.

OUTPUT: Each sub-module of the relay is having a Normal-close (NC), Normal-
open (NO), and Common (COM) terminals each, so there are two-NC, two-NO,
and two-COM.

DC Motor: A DC motor is a type of rotary electrical instrument that is used
to transform DC electrical energy into mechanical energy. The most common
types are based on the forces produced by magnetic fields. Almost all types of
DC motors contain some internal mechanisms, either electro-mechanical or elec-
tronic, which periodically changes the direction of current flow in different parts of
the motor. A coil of wire having current through it generates an electro-magnetic
field positioned with the center of the coil. In this proposed scheme, the DC motor
is connected to the relay and drives the miniature door after successful recognition
process (Fig. 2).

LEDs: The LED is included for indicating that the face has been recognized
successfully or not. The green LED shall denote the successful recognition, while
the red LED shall denote wrong recognition of face.

Raspberry Pi 3

Fig. 2 Setup of the system
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(a)

Fig. 3 Miniature door a Front view, b Side view

Miniature door: The miniature door shall open only when the face recognition
is successful. The miniature door arrangement is a small-scale representation of
the actual door as shown in Fig. 3.

3.3 Flow Chart

In Fig. 4, the flow chart for the entire system is shown. The face data is collected and
is stored. The Pi camera captures the real time image and is matched with the stored
face images in the database. The decision box is shown for that purpose. If the answer
is yes, the face is recognized successfully and the green LED glows. Whereas, if the
face is not recognized, the red LED glows up.

Collect image e
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l LED Blinks N -
Staring data I YLS
in data sheet
. __.-"'--’ Poes the new oS - NO — N SR
Pi Camera ) Image matches The red LED
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Fig. 4 Flow Chart for the entire system
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4 Methodology

The system is developed using the following methodology.

4.1 Installation of Raspbian on the RaspberryPi

Raspbian is to be downloaded, the disc image is to be written to a micro SD card, and
RaspberryPi is to boot from the micro SD card. For this, one needs a micro SD card
(with no less than 8 GB), a PC with a space for it, a RaspberryPi, and fundamental
peripherals like a screen, a mouse, a console, and a power source.

Stepl:  Downloading the Raspbian: The PC is turned on and the Raspbian disc
image is downloaded. It will take some time, particularly in the event when
one intends to utilize the conventional download alternative as opposed to
other download sources.

Step2:  Unzipping the file: As the Raspbian disc image is compressed, it should
be unzipped. The file make use of the ZIP64 format, so on the basis of how
present built-in utilities are, one needs to make use of certain programs to
unzip it.

Step3:  To write the disc image onto the micro SD card: One has to insert the
micro SD card into computer and write the disc image on to it. We have to
select each of these programs to select the destination and the disc image.

Step 4:  Putting the micro SD card in the Pi and booting up: When the disc image
is kept in touch with the micro SD card, it is prepared to run. We must put
that micro SD into the RaspberryPi. The present release to Raspbian will
boot straightaway to the desktop. The credentials will be the username as
pi, and the password is raspberry by default here.

4.2 Installation of OpenCV

Step 1: The first thing to do is to expand our file system to cover all the space available
on the micro SD card.

Command—sudo raspi-config

Step 2 (install dependencies): Updating and upgrading any existing package is
the next step.

Command—sudo apt-get update && sudo apt-get upgrade

Step 3 Download the OpenCYV source code: We will now take the OpenCV
archive version 3.3.0 from the OpenCV official repository after having the depen-
dencies installed.

Command—cd ~wget -O opencv.zip



Home Security System Using RaspberryPi 173

Step 4 Python 2.7 package manager: One needs to install a python package
manager before the start of compiling OpenCV on our RaspberryPi 3.

Command—wget

Step 5 Creation of Python virtual environment: Python virtual environment
is created with Python 2.7 that is put into use for development of computer vision
based application.

Command—mkvirtualenv cv—p python2

Step 6 Check ‘CV’ virtual environment: When RaspberryPi is booted, we first
get logged out and then get logged back in; or open up another terminal if anyone
needs to utilize the ‘work on’ in order to get to the virtual environment of ‘CV”’.

Command—source ~/.profile work on cv.

Step 7 Installation of the NumPy on Raspberry Pi: NumPy is a Python package
used for numerical data processing. Command—pip install numpy

Step 8 Compiling and installing OpenCV: OpenCV needs to be compiled and
installed. First, one should check whether one is in virtual environment or not, then
the execution of command ‘work on’ is to be done.

Command—work on cv.

Step 9 Test the OpenCV 3.3.0: A new terminal is opened, then the source is
executed and ‘work n’ command, and Python 4+ OpenCV binding is imported. The
face recognition is done as the primary step for home security. The fact that authorized
users shall be granted access is used here and based on this, a person shall be allowed
to enter. The user shall train the Face Recognition algorithm using machine-learning
techniques and based on the trained data, the user shall be allowed. The use of Haar
Cascade Algorithm is used for face detection. The face once recognized shall sent a
signal to the relay and that shall enable the DC motor to open the door.

Command—Is-1/usr/local/lib/python2.7/site-packages/ total 1852 rw-r--r-- 1 root
staff 1895772 Mar 20 20:00 cv2.so

S HAAR CASCADE Algorithm

The algorithm needs a number of positive pictures and negative pictures to prepare
the Haar cascade classifier. Positive pictures are images having clear faces, whereas
negative pictures are those with no countenances. It gives each feature as the single
value, which is obtained as the difference between the sum of pixels in black region
and the sum of pixels in white region. All the possible size and location of classifiers
are used to calculate many features. With the increase in the number of classifiers,
the computational time increases. The concept of integral image is put to use. We
have used AdaBoost machine learning algorithm to avoid the complex calculations,
which is inbuilt with OpenCYV library. Any classifier, with a probability of 50% or
more in detection, is taken as a weak classifier. By taking the sum of all the weak
classifier, we get a strong classifier, which makes correct decision about detection.
Classification takes place in stages, we have rejected if it fails in the first stage. The
region, which passes all the stages, that is a strong classifier is considered for face
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detection. Next, the detected faces are sent for face recognition. Local Binary Patterns
Histogram algorithm (LBPH) is used for face recognition purpose. It is a lucid and
very effective texture operator, which stores the pixels of an image by comparing
with the adjacent pixels. There are four types of features in Haar Cascade classifier
algorithm as indicated in Fig. 5.

6 Results and Discussion

The main objective of this work is to create a system where it will be easy to operate
home appliances and equipment by making a user-friendly system. For the libraries
of our work, we have used the Haar classifier and the LBPH face recognizer. Face
recognition is ought to be successful if the matching index after recognition is more
than 45%. Firstly, the pictures are captured and stored in the database. During the
recognition process, the outcome shows the name of the person if it is stored in the
database and it shows the matching index. In Fig. 6a one can see that the face is
recognized as it is stored in the database and another face is not properly recognized

Fig. 6 Real-time face recognition a successful detection and b unknown detection
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and is shown in Fig. 6b. Here “UNKNOWN” means the data is not stored in the
system, so the machine fails to recognize the face. If the matching index is 45% or
more then only it is successful. The matching index in our model is nearly equal
to 45% (the desired matching index) so we can say here that it is approximately a
successful model.

In this proposed scheme, it was decided to introduce a smart door security system
where a miniature door is to be used. The door will be driven by a relay and DC
motor. The Pi Camera is connected to the camera slot and DC motor, and relay is
connected to the GPIO pins of RaspberryPi. As it is a two-channel relay, so it is
connected to LED and DC motor, which helps in driving them. Here the DC motor
drives a miniature door. Firstly, the pictures are taken and stored in a database; then
during the recognition process, the outcome shows name of the person if it is stored
in the database and it shows the matching index. If it is 45% or more then, it is
successfully detected otherwise not. When the face is detected successfully, then the
door will open up. If the matching index is less than or equal to 29%, then face will
not be detected, and in that case the door will not open and it will remain closed.

In Table 1, the relation between the recognition percentage, the outcome, and the
LED status is shown. When the recognition percentage is less than 45%, the face
cannot be detected and the message as “UNKNOWN?” is shown. Therefore, the red
LED is turned on and the door mechanism remains in off state. When the recognition
percentage is greater than or equal to 45%, the face is recognized correctly and the
name of the recognized person is displayed as stored in the database. Likewise, the
green LED shall be turned on, so the door mechanism can be used and the door gets
opened.

7 Conclusion

Home automation is presently the most trending technology and has almost brought
a revolutionary change in handling or operating home appliances remotely. The
designed system helps to perform face recognition with much accuracy by the help
of a RaspberryPi camera that is used to take pictures of the faces and storing them in
the database. Face recognition is done on OpenCYV that is a library function in Python
language. As for the libraries, we have used the Haar classifier, and the LBPH face
recognizer. Face recognition is ought to be successful if the matching index after
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recognition is more than 45%. The face detection and recognition can be put to use
in the home security purpose. This would definitely modernize the lifestyle along
with the added benefits of security. In different phases of life, the face detection plays
a vital role in strengthening our security issues and has become an important field
of research and development. The huge prospect of face recognition added with the
ease of implementation has attracted many researchers around the globe to contribute
in this field and make our lives smarter and comfortable.
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FDTD Analysis of Nanowire Based )
InP/Ge Tandem Solar Cell for Enhanced Gedida

Power Conversion Efficiency

Suneet Kumar Agnihotri, D. V. Prashant, and Dip Prakash Samajdar

1 Introduction

The photovoltaic (PV) modules with superior PCE and lower fabrication cost are
required for harvesting the maximum of the available solar irradiance. There is an
extensive research on thin film solar cells (SCs) due to its attractive qualities such as
less stringent material quality, less material consumption, high light trapping possi-
bilities over conventional PV, and possibility to manufacture SCs with a wide variety
of materials using plasma enhanced chemical vapor deposition (PECVD) [1-3].
However, the thin film SCs need substantial improvement in terms of PCE which
is 6-10% less than the conventional one [1]. In comparison to planar thin films,
vertically aligned cylindrical NW arrays have emerged as potential candidates for
PV applications because of its twin properties of better absorption and low reflec-
tion coupled with superior carrier collection efficiency along the radial direction of
NWs owing to short carrier diffusion lengths, which increases the PCE of the SCs
appreciably [4, 5]. Moreover, to increase the efficiency of SC, stack of two different
materials with different band gap is chosen, which absorbs a wider band of the solar
spectrum [6]. This type of SC is called a multi-junction or tandem SC. In this method,
thermalization loss can be reduced due to high energy photons absorbed by a small
band gap material and the loss of low energy photons which are transmitted by a high
band gap material [6-8]. This principle is more easily applied to III-V compound
semiconductor material SC because III-V materials possess superior carrier mobili-
ties and more options to select lattice matched substrates through variation of mole
fractions in case of ternary and quaternary materials [9]. In a double-junction tandem
SC, top cell is a high band gap material and bottom cell is a low band gap material.
Higher energy (low wavelength) photons are absorbed by the top cell (high band
gap material), while the lower energy (high wavelength) photons transmitted by the
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top cell are absorbed by the bottom cell (low band gap material), which helps to
improve the absorption efficiency of the designed SC. The effective series combina-
tion of the two cells results in a higher V¢ than either of the sub cells, which in turn
increases the power conversion efficiency. Therefore, in this paper we have analyzed
the performance of high band gap material in the form of InP nanowire, grown on
low band gap Ge substrate in terms of J., generation rate, absorption power and
electric field.

2 Device Structure and Simulation Methodology

The schematic of InP NWs over Ge bottom substrate, which is subjected to solar
radiation for optical simulation, is shown in Fig. 1. Note that we used only a single
NW for simulation. The thickness of Ge substrate is 2 mm, and InP NW length is
taken as 2 um; whereas D of NW is optimized at 110 nm and P (period) at 360 nm for
simulation purpose. 3D Finite Difference Time Domain (FDTD) method within the
commercial software package of Lumerical Inc. is used for optical simulation [10] of
the NW systems to have a deep understanding of the physics within the nanostructured
tandem solar cell on illumination with AM 1.5G spectrum (Power Intensity, 100
mW/cm? and plane wave with wavelength spanning the regime 300—1600 nm). The
ideal short circuit-current density (J,.) is calculated as follows:

PML bounda condition

Plane wave source

Simulation Regilon 1

e Perviodic boundary condition

Simulation Reglon 2

Cov substrate

s——Transmission monitor

PML boundary condition

Fig. 1 2-D cross sectional diagram of InP NW/Ge tandem SC with the material specifications
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For optical simulation, we have taken different simulation regions for top and
bottom cell and placed reflection and transmission monitors accordingly. Periodic
boundary condition is assumed along the x and y directions in order to obtain the
response of the entire system by simulating only one unit cell and PML (Perfectly
Matched Layer) condition is considered along z direction for impedance matching of
the simulation region with the surrounding regions to minimize the reflection losses
[10]. Absorption (A (X)) can be computed from fundamental relation: A(\) = 1-R(\)-
T()\) by using the data of the frequency domain power monitors for reflectance (R ()\))
and transmittance (T(\)). The parameters obtained from the optical simulations are
ideal short circuit current density, photogeneration rate, and electric field distribution
and absorption power.

3 Results and Discussions

Tandem SCs consist of stacks of multiple materials and the maximum efficiency of
tandem SCs can be obtained by considering the perfect match of short circuit current
densities between the top cell and the bottom cell. Therefore, in order to match the
short circuit current density of the high band gap top cell with InP NWs and low band
gap (LBG) bottom cell comprising of Ge substrate, optimization of the structure is
done and from the analysis, it is found that Ji. of the top cell and bottom cell is
matched when diameter of the 2 pm long InP NW is 110 nm, and the length of the
Ge substrate is 1 pm for a period of 360 nm. The matched J;. obtained from the
simulation is ~24 mA/cm?. The absorption plot for different simulation region over
the wide wavelength regime (300-1600 nm) is depicted in Fig. 2. From the absorption
plot, it has been observed that the top cell (InP NW) has higher absorption of incident
photons in lower wavelength region of 300-800 nm. Whereas, the bottom cell (Ge
substrate) which is a low band gap material has the higher absorption for higher
wavelength range of 900-1600 nm. Therefore the total absorption of the tandem
InP NW/Ge SC is the sum of the absorption spectra of top cell and bottom cell.
The total generation rate of the InP NW and Ge substrate simulated separately and
collectively are depicted in Fig. 3a, b and c, respectively. From the figures, it can
be seen that the generation rate in top cell (InP NW) alone is 6 x 10% m=3 s~!
(28.8 in log scale) and for the bottom cell, it is 6 x 10>’ m~3 s~ (27.2 in log scale).
The significant difference in generation rate of top cell and bottom cell is because
the photons transmitted by the top cell is absorbed by the bottom cell, and these
transmitted photons help in the generation of electron hole pairs in the bottom cell.
It can be verified from Fig. 2 that the absorption rate in the top cell is greater than
the bottom cell, which contributes to the higher absorption rate in the top cell.



180 S. K. Agnihotri et al.

1.0 Ef\/ —
0.8 -
=
2 0.6
20
(-
S InP NW only
2 0.4 - == (Ge¢ substrate only
InP/Ge combined
0.2 -
0.0 -\

400 600 800 1000 1200 1400 1600
Wavelength (nm)

Fig. 2 The absorption plots over the wavelength for InP NW alone, Ge substrate alone, and
combined InP NW/Ge tandem SC
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Fig. 3 Normalized generation rate profiles in log scale of a InP NW alone, b Ge substrate alone,
and ¢ combined InP NW/Ge tandem SC
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For better understanding of the absorption and generation in the top cell, bottom
cell, and the combined cell, we have simulated the absorption power (Pgs) for indi-
vidual and combined cells for different range of wavelengths. The normalized absorp-
tion power in log scale for top cell, bottom cell, and the tandem SC are depicted in
Fig. 4a—g, h—n, and m—u, respectively. From the plots, it can be stated that for lower
range of wavelengths of 300-800 nm, the absorption power in top cell (InP NW)
is higher (nearly maximum), and for higher wavelength range of 900-1600 nm, it
shows minimum values. However, the results are opposite in case of the bottom cell
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Fig. 4 Normalized Power absorption plots in log scale for a—g InP NW only, h-n Ge substrate
only, and o—u InP NW/Ge tandem SC

(Ge substrate). The combined effect of absorption power in InP NW/Ge tandem SC
also depict the same results. The normalized electric-field distribution in InP NW, Ge
substrate, and InP NW/Ge tandem SC is depicted in Fig. 5a-g, h-n, and m—u, respec-
tively. It is evident that in InP NW, for lower wavelength region ranging from 400 to
600 nm, the electric field is concentrated mostly at the upper part of the NW, which
shows the higher absorption in this range. However, from 800 to 1600 nm, the magni-
tude of the electric field along the length of the NW degrades, which results in less
absorption and this is also evident from the absorption plots of the top InP NW SC.
On the contrary, the electric field plot of Ge substrate shows reverse trend, exhibiting
less absorption at lower wavelength regime and higher absorption for higher wave-
lengths. In case of the InP NW/Ge tandem SC, the electric field is concentrated
along the length of the NW for lower wavelengths, and there is minimum electric
field in the Ge substrate. However, for higher wavelengths, the electric gets evenly
distributed between the NW and the Ge substrate, thereby maximizing the absorption
throughout the entire wavelength regime.

4 Conclusions

In summary, we have proposed a tandem solar cell in which a top cell of high band
gap material (InP NW) grown on the bottom substrate of low band gap material (Ge)
to enhance the absorption over the entire wavelength regime under consideration. In
this tandem solar cell structure, top cell absorbs the lower wavelength photons and
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Fig. 5 Normalized electric field plots in same scale for a—g InP NW only, h—n Ge substrate only,
and o—u InP NW/Ge tandem SC

the higher wavelength photons transmitted by the top cell are absorbed by the bottom
cell with low band gap. Optimization of the structure is performed such that the short
circuit current densities could be matched in tandem SC. To verify the improved
performance of the tandem SC, we have analyzed the absorption spectra and electric
fields for individual cells as well as the combined one.
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An Enhanced Tuning of PID Controller )
via Hybrid Stochastic Fractal Search oo
Algorithm for Control of DC Motor

Rita Saini, Girish Parmar, Rajeev Gupta, and Afzal Sikander

1 Introduction

Nowadays, the celerity and position control of motors have become an active topic
of research worldwide as it shows superb flexibility and versatility in terms of better
speed control. It is a practical application used by many researchers as a test bud and
is broadly used in areas like Automation Systems, Robotics, and many more [1].

PID controllers are commonly used for industrial processes because of ease of
implementation, excellent performance, etc., and are generally used in industrial
and robotic applications to improve the dynamic characteristics of a plant [2]. PID
controllers attempt to correct the error between a measured process variable and a
desired set point, first by calculating the error and then by outputting a corrective
action. Among all kinds of controllers, PID controller is the most popular type of
controller.

2 Literature Review

The improvement in the performance of PID controller has been carried out by tuning
techniques. In general, optimum tuning of controller’s parameters is a complex task
and it indicates the tuning of its different parameters (KP, KI, and KD) to attain an
optimized value of the well-desired response. The PID controller offers various time
and frequency domain approaches for tuning which can be characterized in terms
of Rule-based, classical, and artificial intelligence-based techniques [3]. Popular
technique for tuning the parameters of PID in existing literature is Ziegler—Nichols
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approach [4], in any case, this approach is most appropriate for online computations
and is utilized as fundamental rules for tuning of PID parameters; however, it includes
experimentation technique which makes the process as time consuming. In this way,
the different optimizing algorithms based on artificial techniques are used as an
option of Zeigler—Nichols technique and have come into the picture to diminish
the time and endeavors, for example, Grey Wolf Optimization [5], Particle Swarm
Optimization and Invasive Weed Optimization [6], and Stochastic Fractal Search [7],
etc. The necessity of an intelligent PID controller for celerity control of DC motor
has been found in [5-8] which controls the optimum speed of aforesaid motor and
provides enhanced performance.

In the proposed work, HSFS has been applied to optimize the parameters of
PID controller in aforesaid DC motor. The optimization of PID controllers utilizing
HSFS has been denoted as HSFS—PID approach throughout the proposed work. The
proposed technique shows excellent results when compared with recently published
popular approaches in the existing literature.

3 Background Concept

3.1 DC Motor

The main mechanism behind DC motor is rotational motion, accomplished through
attraction and repulsion of poles of the electromagnet and permanent magnet. Elec-
trical energy is changed over into mechanical energy by methods for passing the
DC current across the coil windings, creating electromagnetic poles. These poles
interact through permanent magnet poles causing the motor to rotate and henceforth
producing mechanical energy. Current speed is the primary factor in achieving the
ideal/desired output, which can be accomplished either physically by methods for
voltage deviation, armature resistance, and field flux or by methods of automation
using controllers that direct the current speed for accomplishing desired outputs. The
specifications of DC motor used in the present work have been depicted in Table 1.
[7,8].

Table 1 Specification of DC

Specifications value Value
motor

Resistance of armature; Ra 0.40 @

Inductance of armature winding; La 2,70 H

Moment of inertia of DC motor; J 0.00040 kg m?
Equivalent friction coefficient of DC | 0.00220 N.m.sec/rad
motor; B

DC Motor torque constant; Kt 15 e-3 kg m/A

DC Motor Back EMF constant; Kb 0.050 V.s
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PID controller

u()
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Fig. 1 Structure of PID

3.2 PID Controller

PID controller is very popular because of the following reasons: Simple controller
structure, Easy to Implement, Robust performance over extensive range of operating
conditions, and Clear physical significance of control parameter.

PID controller improves the time-domain characteristics, i.e., the transient and
steady-state behaviors of a plant [2]. The main objective of the optimum tuning is to
attain the output speed near to the set point. The transfer function of PID controller is

Ky
Ge =K+~ + Kps. 1)

The weighted sum of these three proportional, integral, and derivative actions is
used to adjust the process behaviors of a plant. Figure 1 shows the structure of PID
controller.

4 Proposed Hybrid Stochastic Fractal Search

SES has been proposed by Salimi et al. [9] and it utilizes diffusion property present
inside random fractals to find out search space. In the SFS algorithm, there are four
processes which are Initialization, Computation of fitness function, Diffusion, and
Update. The Gaussian walk is widely used in SFS to change the iteration process
for random fractals. The fitness of each individual particle has been estimated by
this process and best particle has been selected and all other particles are discarded.
More description of these processes for modeling of SFS can be found in [7-10].
The simulation parameters utilized in the implementation of SFS algorithm are



188 R. Saini et al.

Table 2 The simulation Parameters Value
parameters used for SFS
algorithm Number of population(particles) 30
Maximal iterations 30
S. diffusion 3
S. walk 1
Lower bounds (Kp, Kp, K) [000]
Upper bounds (Kp, Kp, K}) [20 10 10]
Table 3 The simulation Parameter Value
parameters used for PS
algorithm MS (mesh size) 1
MEF (mesh expansion factor) 2
MCF (mesh contraction factor) 0.5
MFE (maximum no. of function estimation) 10
Imax (maximum no. of iteration) 10

shown in Table 2. This approach has been combined with Pattern Search (PS)
optimization which is derivative free good evolutionary algorithm for solving the
complex problems which could not have been solved with in the range of the standard
optimization techniques. It utilizes balanced and adaptable operator to optimize local
search excellently by enhancing global search [11-14]. The main benefits of PS are:

e Computationally efficient.
e Easy to Implement.
e Simple concept.

The parameters utilized in the implementation of PS algorithm are shown in
Table 3. Here, the HSFS approach is combination of SFS and PS algorithmic applied
to the DC Motor for celerity control consisting of PID controller by considering
fitness/objective function ITAE. The HSFS approach is explained in the flow chart
as depicted in Fig. 2 [15].

5 HSFS-PID Approach for Celerity Control of DC Motor

The program code that is needed for HSFS algorithm for designing of consid-
ered motor and simulations of its time response have been performed by utilizing
MATLAB SIMULINK environment in a Dell laptop with Intel(R) Core(TM) 13-
8145U CPU @ 2.10 GHz processor with 4 GB RAM and utilizing software version
MATLAB (R2019b) with toolboxes. For designing a controller for considered motor,
two main aims have been pondered. The first is the preference of a controller and
the second is proposing the algorithm. The controller is a PID controller that is very
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Fig. 2 Flow chart of HSFS algorithm

success?

popular and effective and the proposed algorithm, i.e., HSFS has excellent perfor-
mance than other algorithms in the existing literature in terms of better intensification
and diversification capabilities. The comprehensive Simulink model of DC Motor
incorporating PID controller with ITAE fitness/objective function has been depicted
in Fig. 3. The open-loop transfer function for celerity control of DC motor [7] is

given by
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Fig. 3 SIMULINK model of DC motor incorporating PID controller with fitness/objective function
ITAE

15
"~ 1.0852 4+ 6.15 + 1.63°

Gu 2
The parameters of PID controller for celerity control of DC motor have been

obtained using HSFS algorithm with ITAE as fitness/objective function. The obtained
parameters of PID controller are

Kp = 6.6315: K; = 0.212; Kp = 0.5993 3)
0.212
G, = 6.6315 + —== 1 0.5993s 4)
S
G(s)
Gep = ——~2 5
T Y Ge)H(s) ©®)
G(S) = GM X GC (6)

G _8.995% +99.47s +3.18 -
PIDOL = 70853 + 6.152 + 1.63s

G 8995499475 +3.18 ®
PIDCL — 1,0853 + 1509s2 + 101.1s + 3.18

The optimum parameters of PID controller by HSFS for the considered motor
have been given in Table 4, which the optimum parameters achieved by other popular
approaches are also compared for validation.

The speed time response curves for comparison with existing different approaches
in the literature have been given in Fig. 4. As described in simulation results, the
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Table 4 Comparison of . Algorithm controller Kp K Kp
unknown parameters obtained
by different approaches HSFS-PID (Proposed) 6.6315 0.212 0.5993
IWO-PID [6] 1.5782 0.4372 0.0481
PSO-PID [6] 1.5234 1.3801 0.0159
SFS-PID [7] 1.6315 0.2798 0.2395
Step Response for Case 1
1.4 - . . . :
121
1

Amplitude
[ =]
[+ ]

0.6 sP
HSFS-PID({Proposed)
IWO-PID (8]

0.4} PSO-PID [6]
SFS-PID [7]

0.2 /

Xf
0 " L " L " " " " "
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

Time (sec)

Fig. 4 Step Response Comparison for Different Approaches for Case No. 1 (R = 0.040, Kt =
0.0150)

proposed controller HSFS—PID for celerity control of considered motor has no over-
shoot and improved rise and settling times compared to other approaches that are
tuned with popular algorithms.

In Table 6, comparative analysis of HSFS-PID approach with IWO-PID [6],
PSO-PID [6], SFS-PID [7] is depicted in terms of dynamic response performance
measures.

6 Robust Analysis

In the robustness analysis, the step responses of the PID using HSFS and other
algorithm for considered system has been studied with parametric variation of DC
motor, i.e., variation in torque constant (kt) and the electrical resistance (R). There
are two cases of parametric variations given in Table 5 for which the step responses
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Table 5 Different cases for Case No Ra Kt
parameters of DC motor
1 0.40 0.0150
2 0.20 0.0120

have been evaluated and shown in Figs. 4 and 5. The transient response parameters
obtained for both the cases are given in Tables 6 and 7. These results justify the
robustness of the HSFS-based PID controller for investigated system.

Case No. 1: R = 0.40 and Kt = 0.0150 9
Gy = 15 (10)
M= 10852 + 6.1s + 1.63
G B 8.995> +99.47s +3.18 an
CLUISES=PID) = 1083 + 15.09s2 + 101.1s + 3.18
G 072155 +23.673s + 6.558 12)
CLUWO=PID) = 70853 1+ 6.821552 + 25.303s + 6.55
G _0.238552+22.851s +20.7015 .
CLPSO=PID) = 170853 1 6.338552 + 24.481s + 20.701
. Step Response for Case 2
m
1
0.8
Q
o
= 06
E
< sP
HSFS-PID(Proposed)
0.4 IWO-PID[6]
PSO-PID [6]
SFS-PID [7]
0.2
00 0.2 U‘.4 0.6 U‘B 1 1.‘2 14 14.6 1.8 2
Time (sec)

Fig. 5 Step response comparison for different approaches for case no. 2 (R = 0.20, Kt = 0.0120)
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Table 6 Transient response
parameters obtained by

Algorithm Overshoot (%) | Settling time | Rise time (s)

different approaches for case controller ©)
no.l; R=040,Kt= HSFS-PID |1.64 1.345 0.27
0.0150) (Proposed)
IWO-PID |7.16 1.95 0.493
(6]
PSO-PID 25.5 2.38 0.409
(6]
SFS-PID 0 1.06 0.638

(7]

Table 7 Transient response
parameters obtained by

Algorithm Overshoot (%) | Settling time | Rise time (s)

different approaches for case controller ©)
no.2; (R =020,Kt= HSFS-PID |1.84 1.045 0.37
0.0120) (Proposed)
IWO-PID |7.16 1.95 0.493
(6]
PSO-PID 25.5 2.38 0.409
(6]
SFS-PID 0 1.06 0.638

(7]

3.592552 + 24.4725s + 24.197
1.08s3 + 9.692552 + 26.1025s + 4.19

GceL(sFs—PID) =

Case No. 2: R = 0.20 and Kt = 0.0120

B 12
T 1.0852 4 6.25 + 1.04

Gu

7.1925% 4+ 79.58s + 2.544
1.08s3 + 13.3952 4 80.62s + 2.544

GCL(HSFS—PID) =

0.5772s% + 18.9384s + 5.2464
1.08s3 + 6.597252 + 19.9784s + 5.2464

Gcerawo-pip) =

0.1908s2 + 18.2808s + 16.5612
1.085% +6.210852 + 19.3208s + 16.5612

GcerLpso—PIip) =

2.874s% + 19.578s + 3.3576
1.08s3 + 8.89452 + 20.618s + 3.3576

GeLSFS—PID) =

(14)

5)

(16)

A7)

(18)

19)

(20)
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7 Conclusions

In present work, artificial intelligence technique based on natural growth phenomena
such as HSFS algorithm have been utilized to develop more effective tuning of the
controller so that enhanced optimized condition for the tuning can be derived. The
obtained results display better-optimized values for the tuned controller and hence-
forth the performance of celerity control of DC motor is improved and comparable
in terms of rise time, overshoots, and settling times, etc.
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Analysis and Fabrication of a Compact m
CPW-Fed Planar Printed UWB Antenna greckie
Using Isola Tera MT (R) Substrate

for Medical Applications

Soufian Lakrit, Sudipta Das, Apurba Chowdhury, Moussal.abbadi,
and B. T. P. Madhav

1 Introduction

Breast cancer is among the major widespread threatening diseases in the world. It
may affect human beings of all genders. Every year, healthcare organizations reveal
reports for the huge number of deaths of female persons. In women’s breasts, in
addition to fat, blood vessels, and skin tissues, there are exclusive glandular lobule
cells that produce milk and a system of duct cells through which the milk transports
and enters into the nipples. With any natural cells in the human body, the breast
cells are renewing periodically and regularly where new cells replace the dead cells.
However, in many cases, the breast cells (lobules/ducts) may reproduce unnaturally.
The useful cells could transform into malignant lumps and tumors which could grow
and spread over the whole breast tissues and finish to death.

Hopefully, an expert in medical care has proclaimed that early detection of breast
cancer tumors followed by an immediate treatment could barely help to save the
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cancerous woman’s life. However, the danger of breast cancer resides in its non-
external symptoms which make it hard to be diagnosed by doctors and even by the
patients themselves. In human life, uncertain incidents are unpreventable but the
panic created due to a serious disease like breast cancer leads to a lot of questions,
how to identify whether a woman is already affected by breast cancer or not? How
to minimize breast cancer risks? How to provide a cheap, largely available, and
comfortable breast cancer diagnostic system for everybody and in every corner of
the whole world? Yet, all those interrogations have been addressed for many years in
conducted researches and still ongoing nowadays. Eventually, several technologies
have been adapted to identify the existence of cancer tumors in a woman’s breast.
The most common techniques applied for the detection of breast cancer disease are
X-Ray mammography and Magnetic Resonance Imaging (MRI) [1]. Nevertheless,
they possess several weaknesses like some of them are inaccurate and expensive
which made them less available on a large scale where some others are unsafe and
cause negative effects on the human body like the heart and brain. All those miscella-
neous problems pushed research to look after smarter and more accurate techniques.
Microwave Imaging (MI) [2] technique has been solicited as the newest technique
for breast cancer detection. Recently, it has received great research interest as it is
more sensitive to cancer lumps and it has low deployment cost, high accuracy, high
resolution, less magnetic field radiation risks, and also shows comfortable utility in
comparison with the two precedents.

The MI technique is based on ultra-wideband (UWB) technology which is well
involved in many medical applications nowadays [3-5]. In recent years, the popu-
larity of the UWB technology has been raised due to the advancement of printed UWB
antenna technology [6-9] The UWB antenna also plays an important role in medical
applications [10-13]. After characterizing the breast contents, UWB transmitting
antennas highlight the breast with low power signals when others receive the scat-
tered signals. After an accurate analysis, the response of the tumor cells will be distin-
guished from the responses of the other breast cells. Since UWB antennas are focal
elements in breast cancer microwave imaging systems, they received progressive
development in the last years. In Ref. [10], a UWB antenna with T-Slot in the partial
ground is proposed. Another UWB balanced antipodal Vivaldi antenna is proposed
in Ref. [11] but it has a relatively large size. Also in Ref. [12], a UWB antenna with
dual polarized squire ring slot for medical imaging systems is proposed. As well,
just very recently, D. Shukla et al. have addressed a UWB antenna for microwave
imaging [13]. All these designs possess a relatively large size which makes the system
larger and less efficient. However, a small, low-cost and efficient UWB antenna may
contribute to increase the efficiency of the MI system and reduce its size and cost of
implementation. The cheap BC diagnostic system would be available for everybody,
particularly poor people.

Therefore, this paper aims to design a smaller size, low cost, and efficient UWB
CPW-Fed antenna applicable in breast cancer detection systems. The effort has been
given to design a UWB antenna with an ultra-large impedance bandwidth. The
designed antenna is purely planar with a simple structure, is flat, and its design
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is simple and straightforward. A detailed discussion on the antenna geometry, simu-
lation, and measurement results is presented in the subsequent sections. The design,
simulation, and analysis of the results are performed by using High-Frequency Struc-
ture Simulator (HFSS) and Computer Simulation Technology-Microwave Studio
(CST).

2 Design and Simulation

2.1 Structure of the Proposed Antenna

As design constraints, a small volume (less than 44 x 38 x 0.762 mm?) and ease
of fabrication are targeted. Therefore, after exhaustive simulations using HFSS, the
final structure is obtained as shown in Fig. 1. It has a simple configuration with a
global volume of 44 x 38 x 0.762 mm?. It consists mainly of a radiating patch and
ground plane printed on one face of the Isola TeraMT (R) substrate with a dielectric
constant &,= 3.45. The patch is made of a semi-elliptic shape of radiuses (Rx =
10 mm and Ry = 12 mm) integrated with a rectangular having the dimension of (21
x 20mm?). A rectangular coplanar waveguide line of dimensions (Wy = 3.5 mm, L¢
= 13.45 mm) is used to feed the designed patch. The structure of the ground plane is
modified by incorporating two rectangular symmetrical wings having curved edges.
Each wing has dimensions (Lg = 14 mm, W, = 16.75 mm). Moreover, a small air gap
(g = 0.5 mm) is incorporated between the designed wings in the suggested ground
plane structure and the CPW feed.

Fig. 1 Geometry of the Wsup=38mm
proposed antenna

-
-

W= 21mm

Lsus=44mm
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2.2 Results and Discussions of the Proposed Antenna

This section demonstrates the obtained simulation results of the proposed CPW-fed
UWRB antenna. The results are presented in terms of impedance parameters (reflec-
tion coefficient, VSWR) and radiation parameters (gain and radiation patterns) which
confirm its UWB characteristics with desirable radiation characteristics. In partic-
ular, the analysis of the S;; parameter is displayed in Fig. 2a. It is very clear from the
demonstration that the designed antenna is capable to cover an enormous band from
2 to 17.6 GHz for S;; < —10 dB. Thus, the proposed antenna offers an impedance
bandwidth of 15.6 GHz (159.18% at the center frequency, 9.8 GHz). The suggested
antenna confirm its candidature for several wireless applications such as RFID (2.4—
2.5 GHz), WLAN(2.4-2.484 GHz, 5.15-5.35 GHz, 5.725-5.825 GHz), Wi-MAX
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Fig. 2 Demonstrations of a S;; parameter and b VSWR of the CPW-Fed UWB antenna
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(3.5-3.8 GHz, 5.25-5.85 GHz), ITU band (8-8.4 GHz), aeronautical radio naviga-
tion (10-10.7 GHz) band, X band satellite communication (7.25-7.75 GHz; 7.9-
8.4 GHz), and Ku band (12-18 GHz). As shown in Fig. 2b, the VSWR is found
within 2 for the whole operating bandwidth (2—17.6 GHz) which can assure minimum
mismatch losses associated with the designed antenna.

Apart from impedance characteristics parameters, the radiation parameters are
also important to investigate for the characterization of the UWB antenna. The radi-
ation patterns for E- and H-planes representing co and cross-pol components of
the fields are displayed in Fig. 3a—d. The simulated patterns are observed at four
distinct frequencies (3, 5, 8, and 10 GHz) within the operating band. The suggested
UWB antenna shows almost identical radiation patterns over the entire frequency
band except for a slight deterioration at the higher operating frequency. At higher
frequencies, the patterns are rather directional due to the excitement of higher order
current mode. The desired omnidirectional patterns are observed in the H-plane,
whereas E-plane patterns bidirectional. Compared to the co-pol components, the
cross-pol components of the fields are suppressed and comparatively lower in the
major planes. It is also very crucial to visualize the variations of gain as a radiation
parameter because it reveals actually how much power the antenna can transmit or
receive over all the operational bandwidth. The variations of gain for the designed
CPW-fed UWB planar antenna are presented in Fig. 4. The realized gain has a vari-
able value between 3.2 and 6.8 dB for the frequency band ranging from 2 to 18 GHz.
The maximum peak gain (6.8 dB) is obtained at 11.3 GHz. So, it can be concluded
that the proposed antenna offers significant gain and ration patterns of desired shapes
as required for the intended applications in the UWB frequency spectrum.

3 Experimental Results and Validation

The final dimensions of the antenna are 44 x 38 x 0.762 mm?®. The Isola TeraMT
(R) substrate is utilized because of its commercial availability and excellent heat
resistant properties for the realization of the antenna prototype model. The image
of the realized antenna is displayed in Fig. 5. The measurement of the reflection
coefficient of the manufactured antenna has been performed using E§634A VNA. The
experimental results verify the simulation results and confirm the UWB resonance
of the suggested antenna. An impedance bandwidth of 14.36 GHz (from 1.87 to
16.23 GHz) with S;; <-10 dB is recorded from the measurement results (see Fig. 6).
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Fig. 6 Simulated (using HFSS and CST) and measured return loss versus frequency

Table 1 Comparison table

4 Comparison with Other UWB Antennas

References Dimensions Bandwidth Max. Peak
(mm?2) (GHz) Gain (dBi)

Zhong et al. 300 x 300 0.34-10.28 -

[14]

Shafique et al. | 86 x 72 3.5-10.6 4.89

[15]

Sahnoun et al. | 63.6 x 37 2-12 4.997

[16]

Kikuta and 65 x 45 1.8-11 -

Hirose [17]

Proposed 44 x 38 1.87-16.23 6.8

work

The suggested UWB antenna is compared with some other reported antenna struc-
tures [14—17]. The comparative analysis is presented in tabular form in Table 1. It can
be concluded from the comparison table that the designed proposed antenna furnishes
maximum impedance bandwidth and gain characteristics in the smallest size.

5 Simulation Results of Breast with Tumor

The Specific Absorption Rate (SAR) is the most useful important parameter to
measure the energy absorbed by the human tissue, organ, or body when exposed

to the electromagnetic field. It can be expressed as [18].
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d (dW d (dW
SAR=—|—|)=—| — (D
dt\ dm dt \ pdv

o|EJ?
SAR =

2

where o the conductivity of the tissue (S/m), E is the electric field (V/m), and p is
the mass density of the tissue (kg/m?).

Signals in the microwave frequency range are capable of penetrating a diversity
of biological materials including skin, muscle, fat, bone, and tumor, in general,
systems with UWB technology achieve better material penetration. Each organ and
tissue in the human body absorbs a quantity of microwave electromagnetic energy
according to their dielectric properties and the rate of this absorption varies totally
for every tissue. So, the challenge adopted in this study is to place our proposed
antenna in contact with the breast to give more accuracy and precision for the studied
concept in order to measure the SAR for breast tissues. The radius of the tumor is in
the range from 2 mm to about 3 mm. The tumor was positioned at 20 mm away from
the outer layer of the skin with a radius of 3 mm. After evaluating the optimized
antenna, it is used to simulate the breast models developed in HFSS software as
shown in Fig. 7 and the parameters of breast tissue are illustrated in Table 2. The
proposed CPW UWB antenna is positioned in contact with the breast with a single
tumor. The results obtained are illustrated in Figs. 8, 9, and 10. The results of the
simulated current densities J in fat tissue, skin, and tumor are displayed in Figs.8a—c.
It can be visualized from Fig. 8 that the current density J in the tumor is higher
than in fat tissue and in the skin of the breast. In addition, the results presented in
Figs. 9 and 10 indicate that the values of the SAR and the density of the current J
are maximum at the level of the tumor compared to the other tissues.

Fig. 7 Model of Breast
With Tumor

UWB
Antenna
Skin
Fat Tumor

Table 2 Parameters of breast tissues at 6 GHz

Tissues type Conductivité o (S/m) Relative permittivity (Er) Tissue density (p)
Skin 1.74 36 1109

Fat 0.179 5.04 911

Tumor 4 50 84
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Fig. 10 Current density J 150
versus length of breast
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6 Conclusion

A low-cost planar ultra-wideband antenna has been designed and presented for breast
cancer detection. The simulation results are verified with experimental results. Both
the theoretical and practical results assure the UWB characteristics of the suggested
CPW feed printed antenna. The designed structure possesses a small size and less
complex structure. The operating band of the antenna extends from 1.87 to 16.23 GHz
with an ultra-wide bandwidth of 14.36 GHz for VSWR < 2. The proposed UWB
antenna offers desirable radiation patterns and gain throughout the working band.
Thus, the proposed UWB-printed antenna is a promising candidate for many wireless
applications such as RFID systems, C-band, WiMAX, WLAN, ITU, X-band, aero-
nautical radio navigation Ku band, and European -UWB communication systems,
etc. The proposed antenna can be implemented for breast cancer detection in medical
science.
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Applications of 555 Timer m
for Development of Low-Cost System L

Shadan AlShidani, Salim Alshabibi, Md Tabrez, Kanak Kumar,
and Farhad Ilahi Bakhsh

1 Introduction

Irrigation is the most important part of farming, and it requires daily labor works
during the time of irrigation. Presently, the farmers mostly irrigate their fields or
gardens through manual irrigation. In manual irrigation, farmers irrigate the land at
regular intervals by turning the water pump ON/OFF as and when necessary. Wastage
of water is seen often in this process, and the water supply to the field is delayed,
consequently drying out of the crops occurred [1], until noticeable wilting occurs and
water deficiency degrades plant growth. In addition to this sluggish growth, water
deficiency is followed by lower fruit/crop production.

It is important for a farmer to know the amount of water and time of irrigation for
economical farming. There may be wastage of water if the irrigation is unplanned [1].
The problem mentioned above can be perfectly addressed if an automated Irrigation
System is used. In an Automatic Irrigation System, the most significant advantage is
that watering is done only when it is required i.e., the water content of the field downs
below a certain set value. Hence, automatic irrigation system minimizes water loss,
maximizes productivity.

Many methods have already reported in the literature for automatic irrigation
system. In each method sensor senses the soil moisture content with the help of a
moister sensor. The suitability of each method depends on several issues such as
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cost, accuracy, response time, installation cost, management, and durability [1-7].
The method presented here is the low cost design by employing easily available basic
components. So it can be easily accessible to small farms as well.

Many people cannot turn ON lighting by hand such as differently abled persons,
dwarfs, and children. This problem can be addressed by clap-switch, and switching
is possible simply by clap sound [7]. Clap-switch enabled system can save time and
effort by control the switch from away without movement. The switch can open and
close the circuit by making sound to control the electric switches for devices. First
sound commands to turn ON while subsequent clap shall toggle the switch. It is also
useful for electric toys that need only clap to play [8].

This paper is organized in the following five sections. Section 1 is the introduction;
Sect. 2 presents the materials and methods of the clap-switch and automatic irrigation
system. Section 3 describes the design, simulation, and analysis of the proposed
circuit, while Sect. 4 provides the results and discussion. The concluding remarks
are given in Sect. 5.

2 Materials and Methods

2.1 ICS555

The 555 timer IC is one of the most essential part of electronic projects that require
lesser or no computing. IC 555 can work as time delay circuits, as an oscillator,
monstable, bi-stable, or astable multivibrator as below [9]. Figure 1 shows the internal
circuit diagram of NES555.

Astable mode of operation

In this mode, the output is changing frequently between high and low; any state
(LOW or HIGH) is not stable. This property of astable (unstable) output can be used
as a clock pulse generation or square wave generation for different applications [10].

Mono-stable mode of operation

It consists of two configurations, one stable and the other unstable. The stable state
can be selected by the user, either high or low. The output of the timer is high when
the stable output is set to high (1). The timer output turns low when an interrupt is
applied (0). Since the low state is unstable, after the interrupt passes, it goes to high
(1) automatically. Similarly a mono-stable mode for stable low (logic 0) works [7].

Bi-stable mode of operation

In both, the output states (o and 1) are stable in Bi-stable mode of operation. At each
interrupt, the output changes from low (0) to high (1) and vice versa and stays at that
state (either O or 1).
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Fig. 1 Internal circuit diagram of IC555

2.2 D Flip-Flop

The “D flip-flop” shall store and gives output same as that of the input logic level
applied to its input (D) terminal in so log the clock input is HIGH. When the clock
input goes LOW the “SET” and “RESET” inputs of the flip-flop are both held at logic
level “1” so it would not change the state and store whatever logic was available on its
output before the clock transition happened. In other words, the output is “latched”
at either logic level “0” or logic level “1” [11].

A D-type flip-flop only gives an output only when clock pulse change state from
a logic 0 to logic (1). D flip-flop. Figure 2 shows the truth table of a D Flip-flop.

2.3 Working Principle of Clap-Switch

Refer to Fig. 3, an electric Condenser Mic is utilized for identifying the sound signal,
semiconductor switch Q1 to trigger the 555 timer IC. 555 IC output is used to SET
and RESET the D-type flip-flop and D-type flip remembers the logic level (LED ON
or OFF) until next Clap/sound shows up. From the start the semiconductor switch Q1
is in OFF condition in light of the fact that there is not sufficient (0.7v) base-emitter
voltage to turn it ON. The detailed working is as demonstrated.
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Fig. 3 Schematic diagram of the clap-switch

The point A is at high potential as it is associated with Vcc, and simultaneously
point A is associated with Trigger pin #2 of 555 IC, thus Trigger pin #2 is addi-
tionally at high potential. It is evident that, to trigger a 555 IC through Trigger pin
#2, the voltage of the pin #2 should be beneath Vcc/3. So at this stage no output
appears at OUT pin #3, it implies that no clock pulse for D-type Flip-flop (IC 7474),
subsequently no reaction from D-type Flip-flop, thus LED light shall be switched
OFF.

When the 555 IC first triggered by a Clap, sound energy of the clap converts
into voltage and thus transistor Q1 turned ON due to enough voltage (0.7) across
base-emitter junction. This shall bring the voltage of point A and thus pin #2 to zero.
Consequently, pin #3 shall output HIGH (logic 1). The LED shall glows as output
of pin #3 is the clock input of D flip-flop. The LED shall remain in ON state till the
next positive clock pulse appears.
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Fig. 4 Schematic diagram of the IC 555 based automatic irrigation system

2.4 Working Principle of an Automatic Irrigation System

Referring to Fig. 4, the automatic plant irrigation circuit, IC 555, is wired in a bi-
stable multivibrator mode. The pin#2 here becomes the sensing pinout of the IC and
is connected to the transistor Q1 through a moisture sensor and R1. A two metallic
probe is used as a moisture sensor. When the soil is dry, probe is open circuit and
base to emitter voltage high enough to drive the Q1 in saturation mode. Once Q1
switched ON, set pin 2 becomes LOW causing set the output HIGH. A high output
at pin 3 shall drive transistor Q2 that in turn operate relay for pump motor. The relay
activation turns ON the water pump motor, which now starts pumping water to the
dry area of the soil via a water channel distribution network.

As this happen, the soil gradually gets wetter and as soon as the predetermined
level of moisture is reached, the probes immediately sense the lower resistance and
base to emitter voltage of transistor reduces below 0.7 V. Transistor shall be off and
a high input shall appear at pin #2. Pin #4 is connected to Vcc so high Pin #4 shall
reset the output (Pin #3) as soon as Pin #2 set to HIGH. Therefor transistor Q2 shall
be switched OFF relay shall be OFF in absence of activation command switching
OFF the water pump consequently. This cycle continues in between dry and wet soil.

2.5 Simulation of Clap-Switch for Differently Abled Person

Refer to Fig. 5, the electric condenser mic is used as a sensor to receive clap sound.
The condenser mic gets the sound energy of clap and convert into an electrical signal
that thus is utilized to trigger 555 clock IC, through a semiconductor switch. The
triggering of IC555 functions as a clock pulse signal for D-flip flop and would turn
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Fig. 5 Clap-switch simulated in multisim

ON the load (LED in this situation), which shall stay ON until the following clock
pulse (implies until the next applaud/sound). In this manner the clap-switch which
shall turn ON with first applaud shall be turned OFF with the subsequent clap sound
and so on.

2.6 Simulation of Automatic Irrigation System

In this automatic irrigation process, moisture sensor shall detect the moisture and
send the signal to NE555 through a transistor. NE555 sends an output command
signal to relay for Turn ON/Turn OFF the pump according to the moisture content in
the soil. If the soil is dry, NE555 send a command to turn ON the pump while Turn
OFF command is sent as long as the soil is sufficiently wet.

MULTISIM, a software of National Instruments is a versatile schematic capture
and simulation environment for engineers, students, and professors. It can be used
to simulate electronic circuits and prototype Printed Circuit Boards (PCBs) [12].
Figure 6 shows the simulation model of the proposed automatic irrigation system
circuit in MULTISIM before assembling on a PCB. Simulation results of the circuits
found satisfactory.
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Fig. 6 Automatic irrigation system simulated in multisim

3 Development of the Practical Model

At first, the circuit is designed and simulated in MULTISIM environment. Simulation
results was satisfactory. After that printed circuit board is manufactured with the
help of software in Engineering Department, Ibra College of Technology, Oman.
The necessary electronic components are mounted and soldered on the board. Final
working prototype of Automatic Irrigation System and Clap-Switch is shown in
Figs. 7 and 8, respectively. The prototype has been tested after the complete design
of the system. The expected results and the actual results are found to be very close.

4 Results and Discussions

After designing, the prototype model was tested to check that if it is working properly
as per the designed specifications: The developed prototype model has tested to check
the clap-switch is working properly as per the designed specifications. Performance
test analysis is shown below in Tables 1 and 2 respectively. From the test results of
Table 1, it is found that the distance of sensing is up to 50 cm only, which means the
circuit shall not work more than 50 cm of distance.
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Fig. 8 Clap-switch prototype
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Table 1. Performance test of Distance (cm) Light ON / OFF
clap-switch

5 Turn ON

15 Turn ON

25 Turn ON

35 Turn ON

45 Turn ON

50 Turn ON

55 Turn OFF

60 Turn OFF
Table 2' Eerforn}ance test of Moisture Pump ON/OFF
automatic irrigation system
prototype No moisture OFF

Very low moisture OFF

Medium moisture ON

Full moisture ON

Flooded moisture ON

5 Conclusion

Proper and accurate irrigation can be used to minimize water losses. It is concluded
that irrigation system presented in this can be used to automate the irrigation using
low cost, easily available item. This automatic irrigation system shall help automation
of Farms fields’ irrigation and government places like airports, universities, colleges
and schools, and parks irrigation system. Its response time is very fast overall cost is
low power loss and requires fewer components. It shall help minimize water waste
and improves plant growth. The circuit is designed to work automatically and hence
there is no need for any human interference in the irrigation process. For large areas,
more sensors has to be deployed for reliable operation of the system. For a better
response, a sensor made of multiple metal probes connected together parallel have
to be used.

Clap-switch is designed for the peoples with special needs (disabled persons) to
control switching of home-appliances and toys (which need only clap to play). This
switch help to minimize wastage of electricity. The reliability of the clap-switch
depends on the proper functioning of the mic sensor. The clap-switch is unable to
differentiate between a clap sound and sound of another origin of the same level
leading to the faulty operation. Although this clap-switch is very basic in function,
one can develop a more efficient clap-switch that can work on voice commands
instead of clapping. Faulty operation of clap-switch may also be avoided if voice
command based switch is employed.
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1 Introduction

In recent years, the benefits of computer digital circuit technology have made feasible
testing and implementation of electronic circuit’s operation with over two discrete
levels of signals. This provides the concept of multi-valued logic (MVL). Dubrova
[1] et al. have proposed and presented MVL circuit design, revealing both the oppor-
tunities provided by them and also the challenges faced by them [2—4]. Different
arithmetic operations like addition, multiplications in the Galois field and also addi-
tion, subtraction and multiplication in modulo-4 arithmetic are demonstrated in the
MVL system by Patel and Gurumurthy [5]. Quaternary to binary and binary to
quaternary converters are also designed for this purpose [6].

The benefits of technology during the last 20 years have generated an oversized
demand for handling a large volume of knowledge at high speed. To fulfill up the
wants, the concept of MVL has come forward from the status of the two-valued
or binary logic system within the one hand, and on the other side, these include
the concept of the optical processor for switches. Simultaneous operation is often
performed using optical processors but it absolutely was also felt that it are often
possible to represent multi-valued logic using the polarization states of the sunshine
beam with the presence or absence of sunshine in the optical system [7]. Avizienis
introduced a signed digit numeration system for proper utilization of parallelism of
the optical beam rather than cascaded single-bit operating units [8]. The modified
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signed digit [9-12] or modified trinary numeration system suggested the carry free
operation. The ternary logic system supported three states which were introduced by
Lukasiewicz, and further, it absolutely was modified by him to four states logic for
a better proposition.

The irreversible operation produces information loss which ends up in energy
dissipation. The energy dissipated for each irreversible bit operation is a minimum
of KTIn2 joules in keeping with Landauer’s research; here, T is the operating temper-
ature and K = 1.3806505 * 102 3 m? kgs K'! joule/kelvin is Boltzmann’s constant.
The above-mentioned energy is often saved if the operation could be reversible oper-
ation as described by Bennett in 1973. Reversible operation means inputs also can
be derived from the output.

Different applications for lossless data processing are often performed using
reversible operation. The design of reversible logic optically is incredibly impor-
tant for faster operation. With this aim, an optical quadruple new Gate using SLM
and Savart Plate is presented in this paper. Savart plate is made with a double-plate
device used to transmit polarized light where interference fringes of lights are formed
which indicates the presence of a signal. There are two calcite plates of equal thick-
ness, cut parallel to their natural cleavage faces with rotation and cemented together
which forms a right angle to each other.

The proposed paper is organized as follows: Section 2 deals with the quadruple
valued logic systems and their explanation. Section 3 describes briefly the truth
tables of Di-bit representation. Section 4 presents the operation of the basic building
block circuit using SLM and Savart Plate. The operating principle and design of
Quadruple new Gate are represented in Sect. 5. Theological simulation results and
final conclusion with the scope of future works are made in Sect. 6 and Sect. 7,
respectively.

2 Quadruple Logic System

The four states of the quadruple logic system are represented as the right, partly right,
wrong and the partly wrong. As the quadruple system with states {0, 1, 2, 3} does
not satisfy the basic field conditions so, a Di-bit representation of the logic 00 0, 01
1, 10 2 and 11 3 is considered which is similar to basic two-valued logic system.

For quaternary logic, i.e., with four states, Galoisfield may be represented
as GF(2?), i.e., k and r both are considered here 2. The elements and the states
{0,1,2,3} of GF(2?) are represented by di-bit as {00, 01, 10, 11}, respectively. Table
1 represents the states of logic, representation of them and corresponding Di-bit
representations and the state of polarization.
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Table 1 Quadruple logic system
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Logical state Represented by Dibit representation State of polarization

False/wrong 0 00 No light

information

Partial information 01 Vertical polarization

Partial information 2 10 Horizontal polarization

(complement of 1)

True/complete 3 11 The presence of both the

information horizontal annd vertical
polarization

3 Truth Tables Based on Di-Bit Representation

Truth tables of different quadruple logic gates are represented bit-wise in this section

(Table 2).

Table 2 Truth tables for a OR, b AND, ¢ NOT d XOR, e NAND, f NOR and g XNOR Gates

A | 00 01 10 11 A 00 01 10 11 A A
B B 00 |11
00 | 00 01 10 11 00 00 00 00 00 o1 10
01 |01 01 11 11 01 00 01 00 01
10 |10 11 10 11 10 00 00 10 10 10 ol
1 |1 11 11 1 11 00 01 10 11 1 |00

(a) (b) (c)

Aloo o1 10 1 A | 00 01 10 11
B B

00 | 00 01 10 11 00 1 1 1 1

01l o1 00 1 10 01 11 10 11 10

10 | 10 1 00 o1 10 11 11 01 01

11 |11 10 o1 00 11 11 10 01 00

A | 00 01 10 11 00 01 10 11

B B

oo 11 10 01 00 00 {11 10 01 00

01 10 10 00 00 o1 | 10 11 00 01

10 |01 00 01 00 10 | 01 00 11 10

11 | 00 00 00 00 11 | 00 01 10 11

(f)

(8)



220 S. Samanta et al.

4 The Basic Building Block

The basic building block performance of the rational processing quadruple valued
logic system is shown in Fig. 1. Light output from laser source L after getting polar-
ized at an angle of 45° with respect to the two orbits is incident on the Savart Plate S
as shown in Fig. 1. The Savart plate S, is used to split the light into two components.
The output of S; is controlled by electrically addressable negative SLMs—P; and
P,. The SLMs are controlled by electrical signals applied on them. The negative
SLM becomes opaque when an electric voltage is applied on it and then it becomes
transparent when no electric voltage is applied on it. The operation of positive SLM
is just the opposite of negative SLM. The outputs from SLM are finally combined
by the Savart Plate S2. The flow chart of the basic building block is also provided in
Fig. 2 to understand the operational process.

Fig. 1 The basic building Input

block
h lz |:lh

L.
-WE 5LM

i
Sy E% S

Input

Output

1Y

Fig. 2 The flow chart of the Laser Source
basic structure block

No

present

Output
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5 Theoretical Principles of Design

A quadruple new gate is an integrated circuit of four logic gates. The gates can be
of any type of AND, OR, NOT, NOR, NAND, XOR and XNOR. For any given
quadruple new gate, all four of the individual gates are considered of the same types.
A quadruple new gate is a unique building block of a digital circuit as the logic
output mentioned in the truth table of Table 3. As the basic principle of gates, most
of the basic logic gates have two inputs and one output. At any time, every gate is in
one of the two binary states, low(0) or high(1), represented by different voltages as
designed. Quadruple new gates can be used in various digital applications including
flip flop, digital switches, voltage-controlled oscillator, waveform generator, etc.

5.1 The Operating Principle and Design of Quadruple New
Gate

A quadruple new gate (NG) has three inputs terminal (A, B, C) and three outputs
terminal (P, Q, R). It is a combinational circuit of OR, XOR, XNOR, etc. logic gate,
and these different types of logic gates are interconnected to each other. The quadruple
NAND gate has diverse uses of particular interest, because other basic logic functions
can be derived through multiple NAND gates developing different connections of
circuits. This property makes the quadruple NAND gate a universal digital substitute
for other gates. It satisfies the relations as follows (Fig. 3 and Table 4).

Table 3 Truth table of new proposed gate

Inputs Outputs

A B C P Q R
0 0 0 0 0 0
0 0 1 0 1 1

0 1 0 0 0 1

0 1 1 0 1 0
1 0 0 1 0 1

1 0 1 1 1 1

1 1 0 1 1 0
1 1 1 1 0 0
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Fig. 3 Schematic diagram

of New Gate A — P=A
5 — NG | Q=AB@&cC
c — R=A'COB'

5.2 Operating Principle

The operating principle of the quadruple new gate is described in Fig. 4. Every input
terminal is consisting of two components and every output terminal is consisting of
two components. So, the result of output is of different types: true, partly true, partly
false and false. It is evident that the output, P, is similar to that of the input, A, and the
outputs of Q and R are dependent upon the inputs of A, B and C. We have described
the inputs A, B and C and their corresponding outputs P, Q and R simultaneously.

I

IL.

III.

Iv.

VL

VIL

If A=B =C =0, as aresult, no light comes out from S¢, Si9, S14, S20, S24,
S,g . So the final results are zero (i.e., Q = R = 0).
IfA=B=0butC=1(cj =0, c; = 1), as aresult, light from Syo, S14 and
S,g is perpendicular polarized and the final result is perpendicular polarized
(ie,Q=R=1).

IfA=B =0and C=2(c; =1, ¢; =0), as a result, light from S, S14 and
Syg is straight polarized and the final result is straight polarized (i.e., Q =R
=2).

IfA=B=0butC=3(cj=1,c; = 1), as aresult, light from the So, S14
and S,ghas been perpendicular polarized. The final results are both straight
and perpendicular polarized (i.e., Q =R = 3).

IfA=C=0butB =1 (i.e, bj =0, b; = 1), as a result, no light comes
out from the Sg, S1p and S14 but the output of Sy is perpendicular polarized
and the output, Q, is zero (i.e., Q = 0) but the output, R, is perpendicular
polarized (i.e., R = 1). If A = 0 and B = C = 1, then the output of Syis
perpendicular polarized but no light comes out from the Sy, S»4 and S;g. So
the output, Q, is perpendicular polarized (i.e., Q = 1), and the output, R, will
be zero (i.e., R = 0).

If A=0,B =1 and C = 2, as a result, the light that comes out from the
Sio and Sy4is straight polarized, and output, Q, is straight polarized (i.e.,
Q = 2). But the output of Sy is perpendicular polarized and the output of
S,gis both perpendicular and straight polarized. So the output, R, will be both
(perpendicular and straight) polarized (i.e., R = 3).

If A=0,B =1 and C = 3, as a result, the light that comes as output from
S1ois both (straight and perpendicular) polarized and the output of S;4 will be
straight polarized. So the output, Q, will be both (perpendicular and straight)
polarized (i.e., Q = 3). The output of Sg will be straight polarized. So the
output, R, will be straight polarized (i.e., R = 2).
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Table 4 The truth table of proposed new gate

Outputs

5

Ti

R

qj

qi

bj

Pi

Inputs

Ci

bj

b;

4

aj

(continued)
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Table 4 (continued)

Inputs

Outputs

5

Ti

R

4;

qi

bj

Pi

Ci

bj

b;

3

aj

3, then the output of S} will be both (perpendicular

0,B=1andC

IfA=

VIIL

The output of Syg will be straight polarized. So the output, R, will be straight

and straight) polarized, and the output of Sy4is straight polarized. So the
output, Q, will be both (straight and perpendicular) polarized (i.e., Q = 3).

2).
C =0but B =2(%.e ., bj =1, b; = 0), then there will be no

light at the output of S¢, S, Si4 but the output of Sy will be horizontally

polarized (i.e., R

When A

IX.
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polarized. So the output, Q, will be zero (i.e., Q = 0) but the output, R, will
be horizontally polarized (i.e., R = 2).

X. If A=0,B =2and C = 1, then as a result, the output of Sy and S;4 has
been vertically polarized and output, Q, has been vertically polarized (i.e., Q
= 1). But the output of Sy has been horizontally polarized and the output of
Syg is vertically polarized simultaneously and output, R, has been vertically
and horizontally polarized (i.e., R = 3).

XI. If A=0,B=2and C = 2, then the output of the S;p and S;4 has been
horizontal polarized. As a result, the output Q is horizontally polarized (i.e.,
Q = 2). For this reason, there is no light at the output of S, Sy4 and Sps.
The output of R is zero (i.e., R = 0).

XII. IfA=0,B=2andC = 3, then the output of S14 and S is both vertically and
horizontally polarized. So the output Q is both horizontally and vertically
polarized (i.e., Q = 3). The Output of R is vertical polarized (i.e., R = 1).

Thus, the process will go on and the symmetrical results will be achieved for 64
steps of the new proposed gate.

6 Simulations and Results

Simulation is performed under Mathcad-7 and outputs are shown in Fig. 5 taking the
different parameter values same as used in Chapter 2. Other constraints set in this
experiment are the power of the input signals is taken as A = 1.13 dBm, B = 2.26
dBm and C = 1.13 dBm. In these experiments, 50:50 beam splitters were used.

The perpendicular orbit shown in Fig. 5 alludes to power in dBm, while straight
orbit performs time scale in ps. The timing instances for the occurrence of the bit
pattern are at 0, 5, 10, 15, 20, 25, 30 and 35 ps. In Fig. 5, the upper three sets of
waveforms indicate the input bit sequences, 00001111, 00110011 and 01010101 for
the input parameters of A, B and C, respectively.

7 Conclusion

This paper deals with the design of an optical quadruple Peres Gate circuit based
on SLM and Savart Plate. The developed theoretical models are very much useful
for the optical reversible logic computing system. This gate can be used to perform
different logical and arithmetic operations in the reversible domain. This paper has
presented and explored the quadruple logic system in four-state implementation
which can process more information at a time. In the future, this gate can be used
for the realization of various Boolean expressions in the form of system design,
implementations and arithmetic operations of digital circuits.



Optical Quadruple New Gate Using SLM and Savart Plate

g

I B

IipiC

Outpa

Outpt ¥

Fig. 5 Simulation result of Fig. 4: [x-axis: Time (ps) and y-axis: Power (dBm)]

227

e T T T T T T T T

2 -

il /\/\_/\_/\ |
0= L 1 1 1

-5 o 5 10 15 20 as 30 3s 40
1.5 T T T T T T T T

1 —
N /\/\;
o 1 1 1 1 1 1

-3 o 5 10 15 20 as 30 35 40
1.5 T T T T T T T T

1 - s
0.5 [— =
L [ 1 1 1 1 T 1

-5 o 5 10 1s 20 25 30 35 40
1.3 T T T T T T T T

iy |- —
0.5|— =1

o= I T T T 1 1 1 1

-5 a 5 10 15 20 25 30 35 40
1.5 T T T T T T T T

1 - —
0.5 — -
0= 1 1 L 1 T T

-5 o] 5 10 1s 20 as 30 35 40
16 [ T T T T T T =

5 b —

0 = 1 1 1

-5 10 15 20 as 30 3s 40

References

1. E.V. Dubrova, Multiple-Valued Logic in VLSI Design, Electronic System Design. (Royal

Institute of Technology, Sweden)

2. S.Liu, C.Li, J. Wu, Y. Liu, Optoelectronic multiple-valued logic implementation. Optics Lett.

14(14), 713-715 (1989)

3. P. Ghosh, S. Mukhopadhyay, Implementation of tristate logic based all optical flip-flop with

nonlinear material. Chin. Opt. Lett. 3(8), 478-479 (2005)



228

4.

S. Samanta et al.

T. Chattopadhyay, G.K. Maity, J.N. Roy, Designing of all-optical Tri-state Logic system
withthehelpofopticalnonlinearmaterial. J. Nonlinear Optical Phys. Mater. World Sci. 17(3),
315-328 (2008)

K.S.V. Patel, K.S. Gurumurthy, Arithmetic operation in multi valued logic. Int. J. VLSI Design
Commun. Syst. (VLSICS) 1(1) (2010)

A.W. Lohmann, Polarization and opticallogic. Appl. Opt. 25, pp. 1594-1597 (1986)

T. Chattopadhyaya, J.N. Roy, All-optical conversion scheme: Binary to quaternary and
quaternary to binary number. Optics Laser Technol 41, 289-294 (2009)

A .Avizienis, Signed-digit number representation for fast parallel arithmetic. IRE Trans.
Electron. Comp. EC-10, pp. 389400 (1961)

B.L.Drake, R.P.Bocker,M.E.Lasher, R.H.Patterson, W.J.Miceli, Photonic computing using the
modified-signed-digit number representation. Opt. Eng. 25, 3843 (1986)

R.P. Bocker, B.L. Drake, M.E. Lasher, T.B. Henderson, Modified signed-digit addition and
subtraction using optical symbolic substitution. Appl. Opt. 25(15), 24562457 (1986)

. AK. Cherri, M.A. Karim, Modified signed digit arithmetic using an efficient symbolic

substitution. Appl. Opt. 27(18), 3824-3827 (1988)

. A.K. Ghosh, P.P. Choudhury, A. Basuray, Modified Trinary Optical Logic Gates and their Appli-

cations in Optical Computation, Innovations and Advanced Techniques in Systems, Computing
Sciences and Software (Springer, 2008) pp. 87-92



Design and Analysis of Asymmetric m
Cantilever Type Shunt Switch for L Band <@
Applications

Ch. Gopi Chand, Reshmi Maity, K. Girija Sravani, N. P. Maity,
Koushik Guha, and K. Srinivasa Rao

1 Introduction

RF-MEMS is a new technology that ensures the opportunity to revolutionize the
introduction of radio-frequency and telecommunication applications [1]. MEMS
technology allows the implementation of radio-frequency passive components with
low losses, miniature size, huge customizable characteristics, and high linearity
compared to an ordinary passive semiconductor [2]. RE-MEMS devices involve
shifting capacitor MEMS, tunable MEMS Inductors, and RF-MEMS Switches. Over
the past few years, MEMS switches designed to operate on radio frequencies should
be the topic of active research, both in academia and in industrial organizations
[3]. The MEMS devices are having low power consumption, best radio-frequency
characteristics, wide tuning range, and combination capabilities which are important
features that enable the implementation of a system with inherent developments in
the area, value, and advanced functionality. The reliability of MEMS technology is
important for industrial applications and a modern problem of intensive work [4].
RF-MEMS switch hass elevated potential and possibility to integrate into low and
medium power applications as a replacement for modern switching technology, and
potential for creating very flexible RF systems [5, 6]. The RF-MEMS switches are
widely utilized in broadcast systems for routing the signal, and also the antenna
signal is switching which enables to transmit and receive. MEMS Switches show
more reliable performance than traditional semiconductor switches [7-9]. Though,
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the view is further accompanied by any tradeoffs or defects in the micro-switches
correlated over the solid-state outcomes [10-13]. The MEMS is currently growing
more familiar with Radiofrequency uses owing to its engaging benefits, like low
insertion loss and return loss.

This paper is formed as follows. In Sect. 2, the proposed switches and their
dimensions are explained. In Sect. 3, results and discussions are given, and we have
observed the analysis of theoretical calculations and simulation results, and finally,
we concluded the paper in Sect. 4.

2 Structure of the Proposed Device

Here, we are considering a very simple RF-MEMS cantilever type capacitive shunt
including electrostatic actuation to the proposed device. Consider these switches
implemented in Au, Ti, and Al, and also analyse the characteristics of each of the
specific metals as the material of the beam. The switch was analysed using elec-
tromechanical analysis between electrodes and membrane materials [14-20]. The
switch was designed over substrate silicon semiconductor material. An oxide layer
is located among the signal line and the substrate having a dielectric constant of 11.9
to overcome the DC losses. The device consists of two cantilever beams, such as the
left and right beams along with meanders, end with fixed anchors, and the overall
beam is placed on the upper part of the CPW as shown in Fig. 1.

For a good association between the cantilever and the signal line, the electrostatic
force is utilized. The holes and meanders are used to reduce the minimum voltage,
and also, to discharge the stiction obstacle among the lower cantilever beam and the
electrode, a small layer Si3Ny is utilized to spread the electrode. Typically, these
switches occur in the construction of deferred micro-cantilevers. The second type of
non-uniform meander switch was designed as shown in Fig. 2.

A series of perforations are formed above the lower beam to decrease the damping
of the compressed layer. The dielectric sheet is located above the signal line, which

Signal line
Ground Ground

Substrate

Fig. 1. 3D view of uniform meander type switch
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Dielectric

Electrodes

Fig. 2 Top view of non-uniform type switch

makes a capacitance between them. The physics behind the electrostatic actuation
is only the electrostatic force of attraction between the two parallel plates having
opposing charges.

When a DC voltage is employed between the top and bottom electrodes, the beam
touches the substrate due to electrostatic excitation. The device specifications are
signify given in Table 1.

Table 1 Specifications of the device

Sl.no | Structural component Length (wm) | Width (um) | Height (um) | Material
1 Substrate 500 300 150 Silicon
2 Ground 150 300 2 Gold
3 Right beam 50 80 1.5 Gold
4 Left beam 50 80 1.5 Gold
5 Cantilever blocks 20 80 1.5 Gold
6 Signal line 70 300 1.5 Gold
7 Perforation 10 10 1.5 -
8 Single meanders 80 10 1.5 Gold
9 Non-uniform meanders | 10 10 1.5 Gold
1.2.3) 10 20 1.5
30 10 1.5
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3 Results and Discussions

3.1 A Spring Constant

The cantilever width has a direct impact on the spring rate and must be large adequate
to provide a high MEMS beam rigidity. It depends on the meanders and area of the
beam, thickness, and material properties like Young’s modulus. Mainly, it means the
stiffness of the switch. The specific equation is theoretically [21-23]

EI  EW/[t\’
k=3 =7\ M

where E-Young’s Modulus, ‘t’—thickness, and 1—length of the beam, In this ‘T’ is
the movement of inertia.

3.2 Actuation Voltage

When a bias charge is utilized over a pair of DC electrodes, the connection terminal
moves down through the caused electrostatic force. The left and right beams are
actuated and show the displacement for the supply voltage. The operating voltage
depends on the spring constant and beam area [24-26].

| 8K g
Vp =20 2
P 2780A ( )

where K-Spring constant, go—the gap between dielectric and beam, €y-Permittivity
of free space, and A—actuated area. The simulation and graphical representation of
prosed switch are as shown in Figs. 3 and 4.

3.3 Capacitance Analysis

When increasing the voltage source, the height will be reduced, and therefore, the

capacitance, charge, and electric field are improved. The capacitance is depending

on the switch ON and OFF conditions, and also dielectric material and thickness.
The upstate capacitance is calculated by using the following equation:



Design and Analysis of Asymmetric Cantilever Type Shunt Switch ... 233

Surface: Total displacement (pm)

&~ 1.37

200

Fig. 3 Displacement of non-uniform meander switch

Fig. 4 A graph view of 0.090
second switch (non-uniform)
voltages versus displacement

-
L
-
4

0.088
0.086
0.084 4
0.082 ]
0.080
0.078 4
0.076 4
0.074
0.072
0.070
0.068
0.066

Displacement (um)

Voltage (V)

SoA

Ch=—F
! go+§‘i

3)

where ‘tq’ is height, ‘e’ is permittivity, and ‘A’ implies the area between the actuation
electrodes. The upstate capacitance is 5.42 and 8.26 fF (Fig. 5).

When there is no signal passed in that time, the downstate capacitance is generated,
and also isolation is developed. In the down position, a capacitive switch drives to
capacitance, while an ohmic switch leads to a junction resistance Rc and constant
capacitance, which communicates to the aspired mode of operation. It is determined
by the following equation:
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The downstate analysis of the two switches is 3.68 and 6.43 pF.

3.4 Switching Time Analysis

It is the time claimed to achieve pull-down, and the beam touches the bottom of the
electrode. It depends on the supply voltage.
It is calculated by

V ull—down [
tl’ull—down = 367[)T ? (5)

Here, K—spring constant, m—mass, and Vi—supply voltage.

The range of MEMS switches switching time is 1-300 ws. Figure 6 illustrates
the switching time at different actuation voltages with both switches. The switching
time is 9 and 12 ps.
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Fig. 7 Measured return and insertion loss of non-uniform meander switch

3.5 RF-Performance Analysis

The RF-performance is the foremost segment for obeying performance in a higher
frequency range. The S-parameters are observed by using Electromagnetic analysis
in HESS software [27-30].

When one side cantilever switch is in an upstate while the shunt switches are
in the downstate, in the cantilever type switch is down condition, the isolation was
determined as —40.47 dB and —46.182 dB at 1-3 GHz, respectively. The switch
exhibits return losses which are —36.24 dB and —48.69 and insertion losses are —
0.057 and 0.0327 at 2-2.5 GHz. The results of the circuit simulation showed excellent
assent with the computation result as shown in Figs. 7 and 8 (Table 2).
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Fig. 8 Isolation measured at 1 GHz frequency of the proposed device

Table 2 Comparison of the proposed switch with existing work

Parameters Reference [6] | Reference [10] | Uniform Non-uniform
meander meander switch
switch

Pull-in voltage 18V 20V 6.8V 43V

Return loss —12dB —20dB —36.24dB @ —48.69 dB
1 GHz @1 GHz

Insertion —0.92 dB —-0.9dB —0.0576 dB @ | —-0.327 dB
2.5 GHz @2 GHz

Isolation —29 dB 14 dB —40473dB @ | —46.182 dB

loss 1 GHz @1 GHz

Switching time - 3 s 9 us 12 us

Up-capacitance - 0.1-0.13 {tF 542 fF 8.26 fF

Down-capacitance | — 1.6-2 pF 3.68 pF 6.43 pF

4 Conclusion

In this paper, an Asymmetric Cantilever type RE-MEMS shunt switch was presented.

The proposed switch had non-uniform and uniform type meanders along with the
perforations, which were used to decrease the actuation voltage. The non-uniform
meander type switch obtained pull-in voltage is 4.3 V by compared uniform meander.
The capacitance analysis and resonance frequency are evaluated. The electromag-
netic simulations are done through HFSS software, return and insertion losses are
having —48.69 dB and —0.032 dB and exhibit good isolation of —46.182 dB near
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1-3 GHz frequency. So, this switch can be applicable in low-frequency L band and
satellite applications.

Acknowledgements The authors are thankful to National MEMS Design Centre, NIT Silchar,
Assam, for providing essential Finite Element Modelling tools.
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Substrate Integrated Waveguide m
(SIW)-Based Filter for Ka Band Gt
Applications

P. S. Ganaraj, Koushik Guha, and M. Kavicharan

1 Introduction

Lately, the evolution in millimeter wave wireless communication has led to the devel-
opment of low loss and miniature systems. The commercial 5G mobile communica-
tion is expected to provide a high data rate and large capacity compared to that of the
present-day communication system. The commercial use of 5G has been deployed
in countries like China, US, and European countries. Some countries are in the
trial/testing and research/development phase. Thus, there is a lot of scope for improve-
ment in the performance in Millimeter wave range of 5G [1]. The Millimeter waves
are electromagnetic waves ranging from 30-300 GHz. The 3GPP which develop
protocols for mobile communication has been proposed for two frequency band
ranges for 5G communication, i.e. in the Frequency range 1(FR1), a sub 6 GHz
range, and Frequency range 2(FR2) between the range 24.5-29.5 GHz and 37-
40 GHz which is in millimeter wave Ka band range. Thus, there is a need for an
advanced receiver, which would have a tunable filter that would facilitate large
bandwidth with low insertion loss.

The tunable filters should have reduced insertion loss, have better stopband perfor-
mance, and lesser footprint compared to the present counterparts. These tunable
filters can be found in applications such as Mobile communication, RADAR, Air
traffic control, and Satellite communication. The losses that occur in the filter include
conduction loss, transmission loss, and dielectric loss. Tunable filters designed over
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the microstrip/stripline platform will produce an increase in a loss at the same time
lower quality factor but have a low footprint. A waveguide offers very low loss
and provides a high-quality factor also. But, the rectangular waveguide is bulky [2].
Substrate Integrated Waveguides (SIWs) have characteristics that are in between
the microstrip or stripline and waveguide characteristics. SIWs bridge the techno-
logical gap between the microstrip or stripline and metallic waveguide [3]. Hence,
Substrate Integrated waveguide is the best suitable platform over which tunable filters
can be designed.

2 Design of Basic SIW Structure

The basic SIW structure has two metal layers forming the top and bottom layer and
the dielectric material is embedded between them. A linear array of metallic vias are
placed so as to connect the top and bottom layers. The SIW structures only support
the TE ;o mode [4]. The width of SIW is based on the cutoff frequency. If periodicity
between the two adjacent via is made large, the EM wave is not confined between the
array of metallic via, leading to increased leakage loss. Design rules that need to be
followed while designing SIW, in order to curtail the leakage loss and the Bandgap
Effects over the entire bandwidth, are

18
d<?gandd<p§2d[5] (1)

where d is the diameter of metallic via, p is the periodicity between adjacent metallic
vias, and X, is the waveguide cutoff wavelength. The cutoff frequency of the SIW is
calculated using

f:ﬁ and a.rr = ¢
‘715 R Y

@)

where fj is the centre frequency, f. is the cutoff frequency, and a.y is the effective
width of SIW.

The Fig. 1 shows basic SIW structure having ag;w as the width of the SIW, d
as the diameter of the metallic via, h as the height of the substrate whose dielectric
coefficient is ¢,, and p is the pitch or the periodicity between two adjacent metallic
vias. The choice of ¢, plays a crucial role in deciding the size of the structure. If the
&, chosen is a higher value, there is a reduction in size. But, there is a compromise
over the power handling capability of the structure.
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Fig. 1 Substrate Integrated
Waveguide with an array of
metallic via with T E 1o mode
shown

Vid

3 Design of SIW Filter Using Iris

The design of SIW-based filter for Ka band can be modelled with direct coupled
cavities. The SIW waveguide cavities are cascaded by coupling iris on the common
wall. The design of the SIW filter is identical to that of an air-filled rectangular
metallic waveguide filter. Irises help in forming the cavities for the SIW filter which
are resonating at fy. The resonant frequency of the filter is given by the following

equation:
2 2
Co 1 1
Sior = \/ ( ) + ( > 3)
2\ \aesy ey

d? d?
and leff =[/-
0.95p 0.95p

4)

where a.rr =a —

where a.ry and ¢y are the effective width and length of a cavity. The dimensions
a and [ are the width and length of the SIW cavity, respectively. p and d are the
periodicity or pitch between two vias and diameter of via hole, respectively.

The Chebyshev filter technique is used over the SIW structure to design a filter

for a fractional bandwidth of 3.0% and 0.1 dB ripple. Fractional bandwidth, FBW,

_ i
Wy = g0

2
where Ny = fori = 0,1,2 5)

oY = ()

Three resonators are formed using two input iris structures and two intermediate
irises which form impedance inverters. The shape of the desired response is achieved
by specifying the impedance-inverter parameters Ko;, K12, K23, and K, 1. The indi-
vidual iris would represent an impedance-inverter [6]. The irises form an inductive
obstacle with edges parallel to the electric field as shown in Fig. 2b.
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Fig. 2 Iris Structure a Cross section of Iris b Equivalent circuit

The normalized impedances of the K-inverters are calculated as follows:

Koo _ [m o (6)
Zy 2 gog1

Kjj+1 _ [T _o 7
Zy 2 8j8j+1

Kn,n+1 . z [N (8)
ZO V 2 8n8n+1

where go, g1, 82,------ 8n.8n+1 are the generalized element values of a Chebyshev
filter for a 0.1 dB ripple.

The Chebysheyv filter generalized elements used are go = 1, g = 1.0316, g, =
1.474, g3 = 1.0316, and g, = 1.

For purely lumped-inductance discontinuities having shunt reactance, X; ;11 is
given by

K+
Xjj+1 Zo

= (€))

Z() 1 — (sz‘g+l)2

The electrical length is given by

1 _ Xi_1,; _ Xiit1
0j=n—§|:tan '(2 JZ()])—i-tan 1(2%)] (10)

The physical distance between centre of iris post to the centre of adjacent iris post
is given by

AgoB;

b= 2

Y
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Table 1 Dimensions and

cavity parameters of SIW Parameter Dimension (mm)
filter asiw 52
Wio 2.18
W12 = W23 1.44
h=1h 4.2
12 4.5
h 0.508
Top/Bottom metal(Cu) layer 0.017
//+1 Ay

The iris window width, w; 1, is calculated with help of a plot made by
Wi i+l

a

with - to calculate and finally calculating w; ;41 as discussed in [7].

W1th the help of /; (physical distance between the adjacent iris) and w; ;4 (iris
window width), the SIW filter cavities and their coupling with other cavities are
made.

The SIW filter is designed on a single-layered Rogers RT/Duroid 6002 substrate
having ¢, = 2.94 with a height of 0.508 mm. The metallic vias have a diameter of
0.5 mm and periodicity of 0.7 mm. The structure is simulated in an HFSS environ-
ment. The 50-2 microstrip to SIW transition is considered. Due to the symmetry of
the Chebyshev parameters, the dimensions of the first and third resonating cavity of
the SIW filter are identical. The dimensions of the structure are as shown in Table 1.
The structure top view is shown in Fig. 3.

The cavity will have dominant T Ep; mode having a resonant frequency at fq;.
The higher order mode like T E,p; mode also exists and might lead to poor stopband
performance. But if the excitation to the input cavity is along the adjacent sidewall
and output is also taken along adjacent side walls, then a transmission zero will be
placed at the upper passband, thereby improving the stopband performance [8]. Other
parameter dimensions are not modified. The modified design is as shown in Fig. 4.

RF
In

RF
Out

Fig. 3 Top view of Third-order SIW filter with iris structures
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RF
Out

Metallic Via

RF
in

Fig. 4 Top view of Third-order adjacent side excited SIW filter with iris structures

The external Quality factor of both the designs is calculated using the following
expression:

_ S
0. = ;519 (12)

4 Results and Discussions

The response depicting the insertion loss(S,; in dB) and return loss(S;; in dB) of the
SIW filter design based on front excitation is shown in Fig. 5. From Fig. 5, we find
that resonant frequency is at 26.83 GHz and insertion loss is 1.69 dB, and return loss
is better than 12 dB throughout the passband. The bandwidth of 820 MHz is obtained
to give a fractional bandwidth of 3.05%. The external quality factor is Q, = 32.71.

The response for the SIW filter design having adjacent side excitation is shown in
Fig. 6. The resonant frequency of this structure is found to be at 26.9 GHz and has a
bandwidth of 700 MHz. The insertion loss is 1.71 dB and the return loss better than
20 dB throughout the passband is achieved. The external quality factor is Q, = 40.2.

A transmission zero placed at the upper passband makes the stopband perfor-
mance improve by a large extent. We can also see that the external Quality factor
increases when the excitation is changed to the adjacent side. The higher order modes
provide the non-physical cross-coupling in the SIW cavities which help in gener-
ating transmission zeros farther from the passband. Thus, improving the stopband
performance.
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Fig. 5 Frequency response of the third-order SIW filter

—

—— Adjacent .dBS11
~—— Adjacent .dBS21

S, &S,, (dB)
]

&

bos

2 24 26 28 0 32 34 36 38 40
Frequency(GHz)

Fig. 6 Frequency response of the adjacent side excited SIW filter

By increasing the distance of the input/output port to the cavity centre, the location
of transmission zero moves farther away from the passband. The response of structure
having an adjacently driven and also having an offset with respect to centre of cavity
is shown in Fig. 7 showing the improvement in the stopband performance. Thus, by
adding an offset with respect to centre of cavity, the orthogonally driven SIW filter
structure response has further improved. Table 2. shows a comparison of the different
SIW filters along with the adjacently driven proposed design.



246 P. S. Ganaraj et al.

—_

—— Adjacent-offset.dBS11

—— Adjacent-offset.dBS21

=40 ¢
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Fig. 7 Simulated frequency response of SIW filter which is adjacent side excited with offset

Table 2 Comparison of SIW

) . Frequency Insertion loss Return loss
filters based on insertion loss (GHz) (dB) (dB)
and return loss
[9] 28 2.7 15
[10] 27 22 16
[11] 28 22 15
Proposed 26.5-27.3 1.71 20
design

The insertion loss has reduced as diameter d is decreased from d = 0.5 mm to
d = 0.3 mm keeping the centre of metallic via same for all the d values. There is a
shift in the frequency as shown in Fig. 8. This is basically due to the effect of d over
the effective width, a,s as in Eq. (1). For the d = 0.3 mm, the metallic vias are very
small and hence, laser drilling technology can be used to achieve the aforementioned
via dimension. Table 3 shows the insertion loss variation for different values of via
diameter.

The group delay simulated responses for the structures having metallic via diam-
eter, d = 0.4 with orthogonal offset excitation and d = 0.5 mm with inline excitation
is shown in Fig. 9. From Fig. 9, it is observed that there is a change in the group
delay responses of the two structures due to the fact that passband of each structure
is different. The simulated group delay for d = 0.5 mm inline excitation structure,
at the lower and upper edges, is about 1.32 and 1.12 ns, respectively. The minimum
group delay for this structure is 0.85 ns. The simulated group delay for d = 0.4 mm
orthogonal offset excitation structure, at the lower and upper edges, is about 1.225
and 1.05 ns, respectively. The minimum group delay for this structure is 0.8 ns.

Further, for improvement in footprint, different topologies of SIW like Half-
Mode SIW and air-filled SIW structures [12] can be used. Complementary Split
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Insertion Loss 821 (dB)

22 24 26 28 30 32 k2 36 38
Frequency(GHz)

Fig. 8 Insertion loss variation with respect to changes in via diameter d

Table 3 Insertion loss

. . . Via diameter (mm) 0.5 0.4 0.3
variation for various Via
diameters Insertion loss (dB) 1.8 1.7 1.4
qq X107 : : . [
——Ortho via dia=0.4mm
12!

===Inline via dia=0.5mm

Group Delay(sec)
T

24 245 25 255 26 26.5 27 275 28 28.5
Frequency(GHz)

Fig. 9 Simulated result of group delay for changes in via dimension and excitation type

29
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Ring Resonators (CSRR) loaded SIW filter can be used. The tuning of the filter
can be done using the RF MEMS switches and MEMS varactors into the SIW filter
structure [13].

5 Conclusion

In this chapter, the proposed SIW filter has identical characteristics to the conven-
tional rectangular metallic waveguide filter but has a reduction in size compared to
the conventional rectangular waveguide. The analysis of the input strategy and its
effect on the stopband performance and external quality factor has been conducted.
A study of variation of metallic via diameter effect over the Insertion loss is also
made and conclusion can be drawn that insertion loss decreases with decrease in
dimension of metallic via. In addition, the study of Group delay with the variation
of metallic via diameter is performed. Finally, the third-order adjacent side excited
SIW filter has been designed which has the same dimensions as a direct excited SIW
filter providing an improved stopband performance and high-quality factor.

Acknowledgements This document is prepared in support of the National Institute of Technology,
Silchar.
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Gesture Controlled Robot-Car Using )
Raspberry PI i

Suman Kumar Pal, Afreen Bano, Ayan Jana, Mitun Kundu,
and Arijit Ghosh

1 Introduction

Gestures can originate from different body parts of a human being with the help of
which one can interact with any device without having any physical contact with
them in reality. Approaches have been made to interface with cameras or application
of computer vision techniques for its interpretation on recognition of gesture. In our
project, the gestures are read by the accelerometer (MPU6050), which then feeds
its data to the Raspberry-Pi microcontroller. In this microcontroller, we use python
programming which provides the logic for the motor drivers. The accelerometer is
calibrated in different axes (X, y, z). The microcontroller provides logic to the motor
driver according to the accelerometer movement (provided by the gestures). The
data which is sent to the motor driver is sent wirelessly through encoder-decoder
pair. First the parallel data is made serial by the encoder then the data is provided
to the transmitter and through the antenna it is sent wirelessly to the receiver end,
where the data is provided to the decoder, it then provides the data to the motor driver
(L293D) which amplifies the current level and then it provides the current to the two
motors which rotates accordingly.

2 Literature Review

Navigation of a robot is based on hand-gesture control [1]. The trajectory data
obtained by the adopted three-axis accelerometer is transmitted using wireless
medium via transmitter—receiver module to a motor driver. The classifier adopts
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hand trajectories. To improve safety, non-contact and pointing interface is devel-
oped. This decreases manufacturing cost and improves the ease of driver movement
between different cars [2]. The interface is operated via an onscreen cursor using
pointing gestures. This paper illustrates the subsystem responsible for detection and
tracking of the driver’s hands. The integration of complex functionality into the
human-machine interface (HMI) [3] to simplify the interaction with in-car devices
for optimal use of human sensor channel is developed. This paper [4] focuses on the
recognition of hand gestures automatically by wearing inexpensive motion sensors
that shows promising results in practice regarding game appeal. The idea of wearing
a sensor in hand is taken from this paper and is implemented here. In this case, a
motion sensor is used in hand for the giving the direction, whereas we have used
accelerometer sensor instead of a motion sensor. In this paper [5], the preliminary
and tertiary driving task are performed together by the human—machine interface,
where the directional control is done using the gesture recognition technique. For
disabled individuals, hand gesture recognition is an essential and the most intuitive
way for communication [6]. According to this paper, both the hand gesture and
emotional gestures can be used for recognition of facial expression and social ambi-
ence. Hand gesture recognition algorithm combined with two distinct recognizers
collectively determine the hand gesture by a process called combinatorial approach
recognizer (CAR) equation here. The aim to remove the obstruction between human
and machine can be done with the help of glove [7]. The user is enabled to control the
hardware by the usage of natural gestures, all these are possible due to presence of
many sensors which help in capturing the hand movements and hence control the RC
car. The steering, speed, and other parameters can be controlled by the hand gestures
using sensors. Effective evaluation during the early prototyping stage is important to
ensure the safety in cockpit using in-house solutions, for this reason highly realistic
testing environment is needed for valid finding. In case of a real car these studies
are time-consuming yet costly, hence, we can study simulator models which will
provide a realistic awareness of the above situation [8]. From this research finding,
three things are checked, i.e., touch, spin control, and free hand gesture. The devel-
opment of headsets that has neuro-electric properties can be used to build thought
controlled devices which are becoming extremely popular for games, robot-cars, etc.
Here [9], the usage of low cost EEG amplifier having limited number of electrodes
to develop a motor-controlled brain—computer system is studied. The objective is to
extract brain signals to provide direction to the motor are discussed in [10, 11].

3 Architecture Diagram

The architecture diagram of our designed system is depicted in Fig. 1 which is divided
into two parts: Transmitter Block and Receiver Block.
The transmitter block includes
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Fig. 1 Architecture diagram of the designed system

a. MPUG6050 accelerometer.
b. Raspberry Pi model 3B
c. Encoder HT 12E

c. RF Transmitter Tx 434

The receiver block includes

a. RF Transmitter Rx 434
b. Encoder HT 12D

c.  Motor driver L293D

d. Two motors of robot-car

3.1 Accelerometer (MPU 6050)

An accelerometer has a piezoelectric sensor, so upon movement there will be a change
in resistance, which eventually creates a change in output voltage level to measure
acceleration, vibration, or any kind of force. MPU6050 is a complete 6-axis Motion
Tracking Device consisting of Gyroscope along 3-axis, Accelerometer also along
3-axis, and Digital Motion Processor. To communicate with the microcontrollers, it
uses 12C bus interface.
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3.2 Raspberry PI

The microprocessor that has been used is Raspberry Pi 3 Model B. It can process
data ten times faster than the first generation Raspberry Pi and comprises wireless
LAN and Bluetooth connectivity for intelligent designs.

3.3 Encoder (Ht 12e)

Encoder (HT 12E) is used to encode the 12-bit parallel data into serial data so that
the motor rotates through RF transmitter.

3.4 RF Module (TX 434/RX 434)

The RF module is used to transmit the serial data from the encoder to receiver terminal
at 434 MHz at a rate of 1-10Kbps.

3.5 Decoder (Ht 12D)

HT12D is a decoder that converts the serial data from the receiver to parallel form,
which is then fed to the motor driver for remote operated system applications. They
are paired with equivalent series of encoders having same addresses and data format.

3.6 Motor Driver (L293D)

L293D motor driver functions as a current amplifier; it receives a low-current signal
from the decoder and provides a high-current signal to drive the motors. We have
used this in common mode to drive two DC motors simultaneously in both directions.
Enable pins 1 and 9 (used for two motors) are made high to start the motor operation
and are controlled by input logic 00 and 11 at pins 2 and 7 and 10 and 15, to stop
and start the motor, respectively.
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Table 1 Directional SI. No Direction Accelerometer orientation
movement from
accelerometer data 1 Forward +y

2 Reverse —y

3 Left —X

4 Right +X

5 Stop Rest

3.7 Dc Motor

The DC motor converts DC power into mechanical energy. It has a revolving armature
winding and non-revolving armature magnetic field and permanent magnet and is
based on the principle that when current-carrying conductor is placed in a magnetic
field, it experiences a mechanical force. The speed of a DC motor is controlled by
changing the voltage applied to armature.

The directional movement of the car from accelerometer data is shown in Table 1,
and the system methodology is indicated in Fig. 2.

ACCELEROMETER

(MPU 6050) ——>

f======

TRANSMITTER

v

RF - DECODER
RECEIVER (HT 12D)

Fig. 2 Block Diagram of the designed system

RASPBERRY PI 3B

' ENCODER
(HT 12E)

MOTOR
‘ DRIVER (L293D)

3 3

MOTORS
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4 Methodology

The accelerometer MPU6050 obtains the angular wrist rotation in 3-axis, i.e., in X,
y, and z directions. The real-time three-dimensional analog data are indicated in the
figure below.

The real-time data is fed to the GPIO pins of Raspberry Pi. Any of the GPIO
pin can function as input or output pin. Two 5 V pins and two 3 V pins are present
on-board, with a number of non-configurable ground pins (0 V). All the remaining
pins are general purpose 3 V pins. The python code uploaded in the micro-computer
sets or resets the voltage levels of 4 bits using the comparator logics demonstrated
in the given table.

From Table 2 we get to see the threshold values of the accelerometer and the logic
(the movement in a particular direction) is fed to the microcomputer. According to
the direction inferred from Table 2, the 4-bit logic is set or reset following Table 3
as indicated below.

Table 3 provides the movement of the robot-car from the receiver end. The data
pins are pins of the L293D motor driver, they are provided with the above logic,
hence the motors rotate according to the logic of the data pin, and finally we can
observe the movement of the robot-car.

Table 2 Decision from 3-axis data

S1. No Conditions Comments

1 Z>8 Stop

2 Check for direction wrt movement
3 X<=2 Forward direction

4 X>3 Backward direction

5 Y>O0 Right Direction

6 Y<0 Left Direction

Table 3 Data pins logic

Data pin Motor 1 Motor 2 Comments
D1 D2 D3 D4 D1 D2 D3 D4

1 0 1 0 1 0 1 0 Forward

0 1 0 1 0 1 0 1 Reverse

1 0 0 1 1 0 0 Left

0 1 1 0 0 1 1 0 Right
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The coordinates after the movement of the accelerometer are provided to the micro-
computer, which is eventually sent to the motor driver through the transmitter—
receiver section. The values which the data pin of the motor driver gets is equivalent
to 9 V and 0 V according to the accelerometer movement (in 1 and 0) is shown in
Table 4. The car movement and the orientation of the wheels along with the data in
the data pin of the motor controller are shown Table 5 (Fig. 3).

Table 4 Motion induced by accelerometer orientation

Accelerometer orientation | Data pin Motor 1 Motor2 Comments
D1 |D2 |D3 |D4 |D1 |D2 |D3 D4

+y 1 0 1 0 1 0 1 0 Forward

-y 0 1 0 1 0 1 1 1 Reverse

—X 1 0 0 1 1 0 0 1 Left

+X 0 1 1 0 0 1 1 0 Right
Table 5 Direction of motion induced by accelerometer orientation

Car movements | Data pins Left wheel movement | Data pins Right wheel

movement

Forward High |Low |Clockwise High |Low | Clockwise

Backward Low |High | Anticlockwise Low | High | Anticlockwise

Left High |Low |Clockwise Low |high | Anticlockwise

Right Low |High | Anticlockwise High |low Clockwise
Fig. 3 a Practical hardware (a)

set up of Transmitter End, b
Practical hardware set up of

Receiver End
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6 Conclusion

The objective is to build a robot-car that would run with the help of hand gestures
obtained from the Accelerometer MPU 6050 using wireless RF communication. A
Raspberry Pi model 3B is used as the controller. On practical testing, the car shows
proper movements for the predetermined and calibrated hand gestures. The data from
the hand movements with the help of the accelerometer are fed to the Encoder HT
12E through the Raspberry Pi. Then the values are transmitted with the help of Tx 434
(transmitter) and are received by Rx 434 (receiver), where it is decoded by a Decoder
HT12D and sent to the motor driver L293D. Thus, the motors are controlled with
the data obtained from the motor driver. The car moves only when the accelerometer
moves in a specific direction as per the given calibrated values of the accelerometer.
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An Efficient ZF CSI Technique )
for Optimal Tradeoffs Between Spectral L
and Energy Efficiency in Massive MIMO
Technology Using Nonconvex

Optimization

N. Satyanarayana Murthy

1 Introduction

The primary motivation behind Area spectral efficiency estimated in bits/Hz/km?
was up so far in [1], with indicator up against the organization in an exceedingly
defined geographic territory that may be all the while strengthened by a cell’s base
station (BS). In spite of the techniques that track regular cell innovation that works in
an informed manner, monstrous that MIMO idea is acclimated by preparing BSs with
hundreds or thousands of antenna components. Eventually, the specialists of MIMO
use their endeavours to putting up together the essential physical layer properties.
This specifically indicates the way how channel rationality restricts the procure-
ment of channel state information (CSI), how SEs get influenced and also calculates
the capacity to induce lessen between cell impedance. It is seen that the equip-
ment obstruction on reasonable handsets has an occasional impact leading to ghastly
productivity [2]. On the off chance that if sending antennas at the transmitter are more
in number, the impact of quick blurring may be exhausted. Massive scale blurring
additionally goes under the record of by and substantial blurring. Contingent upon
its property, it gave the impression to be the foremost awesome antenna element in
huge MIMO system [3], yet it’s likely to be exposed in [4]. The structure parameters
set of Massive MIMO are extraordinarily responsible for SE [5, 6].
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2 Related Work

In multi-user multi—input-multi—output (MU-MIMO) systems, BS is maintained to
help various users with different antennas. Such complex networks are pulled into
much consideration for quite a while [7, 8]. Unexpectedly, information associated
with BS and customers occur through a symmetrical channel, so BS division transacts
with each client in time—frequency assets. It is not ideal from statistical perspective,
moreover better caliber is achieved if BS interacts with tiny low number of users
at the identical time—frequency property [9, 10]. Be that because it may, complex
strategies to alleviate within users obstructions should then be utilized, for instance,
maximum-probability multi-user detection on the uplink [11], or on the downlink [12,
13]. As of late, there is a lot of interest for MU-MIMO with massive antenna arrays at
the BS. Massive arrays can considerably decrease ICI with suitable preparation [14,
27-41]. Here, such frameworks like “massive MU-MIMO frameworks”, moreover
as clusters, including many hundreds or more antennas, providing services to several
customers are suggested. The MU-MIMO systems plan is honestly the first concern,
leading to a heavy conspiracy [15].

Each individual reception tool is targeted on small physical size, and to figure
out from reasonable equipment. With a broader radio wire cluster, things begin
to determine the determinist, before things that are random. Therefore, the littlest
fading is meant to help to endure the stamp. Additionally, when BS antennas are
all widespread, users can find the odd channel vectors and BS strategies [16]. The
number of antennas that are of unlimited numbers, the essential coordinated channel
prepared at BS, the irrelevant disturbance and also the ICI, completely disappear.
SE-SE tradeoff problems are usually designed as compulsory optimization models,
which are internally compressed [17-19]. Specifically, in ICIs, the mix of consumer
energy allocation algorithm makes a considerable challenge to the model. In [20-26]
proposed a modified algorithm that enhances the Energy efficiency and capacity of
Massive MIMO systems.

3 Problem Formulation

An existing RSM (as in [5, 6]) with M distinctive correspondence joins is evaluated.
Each connection fixes the transmitter and the receiver system. Let P = (P, P,,...,...,
Py, where P; signifies the channel control transmitter of connection j. gj; is the
channel attained from the transmitter of connection j to the beneficiary of connection
1. The obtained SINR at the connection I collector is 53
VP =

2 Pg+n
j=lj#

(D
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where #; is the noise power at the receiver of link i.
Reckoning that, the framework receives a consistent rate plot [5, 6], at that point
the information rate of connection I is

Ri(P) = logy(1 + Yi(P)) 2

The net power utilized by the system is given by

M
P,(P)=) (€ P+F°) 3)

i=1

where £i is consistent power-enhance insufficient factor of the transmitter of connec-
tion I, and P;C is the circuit control utilization [8]. Correspondingly, the aggregate
information rate is equivalent to

M
Rioi(P) =" Ri(P) )
i=1

At that point, the EE-SE tradeoff can be assessed by translating the accompanying
advancement issue

— Rtut (P) s.t.

Cl: R(P)=r™,%: 0SP<P™ ¥ )
T]EE ])mt(P) z( ) i i i

4 System Model

4.1 MU-MIMO System Architecture

The uplink of a MU-MIMO network is inspected. On observing, it can be defined
that this frame associates a BS with the diversity of M aerials to attain knowledge
from a single radio user. The good thing about single-aerials concluding clientele is
that they are uncomplicated, economical, and competence system, and each user still
gets high throughput. Apart from this, additional radio antenna has mutual aerials
for consumers, as they anticipate that aerials may be considered as antiviral antennas
as an additional independent user. The client transmits their data with amount time-
recurrence techniques. The M x 1 obtain bearer at the BS is
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y =2,/P,Gx+n (6)

where G comprises the M x K channel network inside the BS and K clients.
The channel G speaks to geometric fading, quick fading and log-typical fading.
The coordinated g,k can be composed as

8mk = hmk Bka m = 1,2M (7)

where Ay is the fast fading combined by the kth user to the mth antenna of the
BS. /Bk models the geometric fading and log fading which is acknowledged to act,
naturally supporting over m and to be continuous, much consistent time interim, and
known from the before. This presumption is sensible since the separations within the
BS and the users are appreciably massive than the separation within the aerials, and
the value of Bk alters at a leisurely pace with respect to time. Then, we have

G = HD'? (®)

4.2 Perfect Channel-State Information

The circumstance where the BS has perfect CSI is considered, i.e. it knows G. Let
A be a M x K straight locator network which over-rely upon the channel G. By
utilizing the added substance straight indicator, the flag got is characterized into
flood by expanding it with AH as seeks after

r= AHy. 9

The three standard straight indicators CSI, MRC, ZF are corresponded.

4.2.1 Maximum Ratio Combining

For MRC, from (9), by determination of logy(1 + 1/x) and utilizing unfairness, we
advance the progressive lower restrains on the achieve rate:

mrc S R mrc (10)
p. K p. K

R
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4.2.2 Zero-Forcing Receiver

With ZF, A” = (GHG)~'G", or A” G = Ik. Therefore, a,flg; = 8,;, where §k; = 1
when k = i and is equal to O elsewhere. From (7), the uplink rate for the kth user is

R, = {logy( )} (11)

[(GHG) ik

4.2.3 Channel-State Information

With quintessential CSI, Rayleigh fading and M > 2, the uplink sizable rate with the
ki user for MRC can be lower bounded as follows:

1
H :(GHG + _Ik)_lGH

u

1
=G GIG—I)! (12)
p

u

5 EE-SE Tradeoff Algorithm

In this sector, a general RSM is adapted to handle the EE-SE tradeoff accumulation
complication in the form of (5), acquiesced by representing an ICI to answer the
nonconvex optimization.

1: Initialization
e Putn gz ™" and n gz ™, in such a way that n gz ™" < g P < 5 g ™"
e Place n = 0 and the possible tolerance & > 0.

2: while 1 do.

3:n g =g ™ + 0 ™) /2.

4: solve the identical problem for a stated n"gr and acquire the power allocation
program {P"}.

5:4f Im(n"ge) 1=IRio(P" — 1" gpPio(P") | < & then.
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6: {P*} = {P"} and n*gg = Rio;(P")P0r(P").
7: break.

8: else.

9: if m(n"zx) < O then.

10:
11:
12:
13:
14:
15:
16:

6

" e = n"ge.

else

™ e = 0" gg.

end if

end if

n=n-+ 1.

end while.
Experimental Results

Simulation Parameters

N. S. Murthy

Technique ZF with CSI

Modulation Receive space modulation algorithm
Network layout Circle

Cell area 0.25 km x 0.25 km

Number of antennas 100

Number of users 100

Fading Small scale fading

Software MATLAB

From Fig. 1, it is clear that ZF with CSI spectral efficiency is increasing expo-
nentially as number of base stations or antennas increases. With 2 BS, SE is 4 and
at BS = 6 it’s corresponding SE is 100. We chose 1bit/channel/user. From Fig. 2,
it is clear that ZF with perfect CSI spectral efficiency is good when compared with
other existing techniques. When 2bit/channel/user is selected, from Fig. 3, it is clear
that ZF spectral efficiency is good when compared to other existing techniques.
Figure 4 shows spectral efficiency counter to the number of BS antennas for MRC,
ZF processing at the receiver, with perfect and with CSI analysis. In this example K
= 100 users are served simultaneously, the reference transmit power is E, = 5 dB.
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Fig. 1 Simulation environment for 50 No of users versus No of node antennas

From Figs. 5 and 6, the required power for perfect CSI is less when compared with
other existing techniques.

From Fig.7, it clearly depicts, the trade off between Energy efficiency and Spectral
efficiency is well balanced for perfect CSI when compared with rest of the techniques.
With good spectral efficiency the data rate increases and with good energy efficiency
the power consumption or transmit power reduces. For massive mimo systems, we
need optimum EE and SE is required so that hardware implementation cost reduces.

7 Conclusion

Massive MIMO systems offer the chance of multiplying the SE by two or three
orders and also enhancing the (EE) energy efficiency by two orders in magnitude.
This is feasible with basic linear processing, for example, MRC or ZF at the BS,
and utilizing channel estimates acquired from uplink pilots even in a high mobility
environment where half of the channel consistent interval is utilized for training. We
simulated for 100 users and antennas more than 100 in number, ZF with perfect CSI
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Fig. 3 SE for distinct numbers of BS radio antennas for MRC, ZF with CSI, and ZF. In this sample

there are K = 100 users
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Fig. 4 1 bit/channel per user for ZEMRC, ZF with CSI processing
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Fig. 5 SE use 2 bits/channel per each user for MRC, ZF with CSI

is providing good tradeoffs between EE and SE when compared with other linear
precoding techniques. Throughput is also increased exponentially with the proposed
technique. All these conclusions are validated in small-scale fading environment.
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Fig. 6 Spectral efficiency counter to the number of BS M for MRC, ZF processing at the receiver,

with perfect and with CSI analysis. In this example K =100 users are served simultaneously, the
reference transmit power is £, = 5 dB
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Fig. 7 Spectral efficiency counter to the number of BS radio antennas M for MRC, ZF managing
at the receiver, with CSI (acheived from uplink pilots)
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Improving the Prediction of Traffic Flow )
in the Airport System Using Machine L
Learning

Esha Agrawal and Chandrakant Navdeti

1 Introduction

The variation in between requirement and airport acceptance capacity is a crucial
problem within the national and international air transportation system, because
of passengers travel by air increases and inadequate airport acceptance capacity.
According to the U.S. transportation system more than 719 million people, around
26,000 flights travel per day in the year 2016 and this becomes more increasing in
recent years. It is an ambition of the National Airspace System (NAS) to manage the
air traffic flow at the national/international level to fulfill the demand with available
capacity at the airport. As an increasing air traffic business, as sudden change in
weather condition demand is also increasing [1]. There is some tool available that
directly predicts the airport capacity. Overestimation and underestimation [1] of
airport capacity are the two major issues in the decision-making process which affects
the traffic management system. This paper uses historical air traffic data.

A machine learning framework approach is used to predict the capacity at the
terminals area which is shown in Fig. 1. Multi-layer clustering is used on data to find
out the clusters. It is an unsupervised learning method.

On some attributes of the database, here we apply the features extraction model
which is not previously done. Based on this extracted output classification model
is to develop. The classification model predicts the terminal capacity. According to
terminal availability, it is easier in an emergency to allocate terminal and runway to
that flight. Paper is organized into five parts which are as follows: Part II describes a
survey of related work on airport acceptance capability and flight course which more
primarily based on clustering and machine learning model. Part III is for problem
definition. Part IV gives details about an overview of the framework, data set and
details of methods used for airport capacity prediction. Part V shows a result of
clustering, classification.
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Fig. 1 Block diagram for airport acceptance capacity

2 Previous Work

As abody of literature, a vast amount of data generated and documented periodically
by the air traffic control system and advances in computer technology have arisen to
investigate how artificial intelligence and research methods are applied to identify
and predict air traffic management-related information to enable improved traffic
flow management decision-making. Airport efficiency is determined by a variety of
economic, organizational and technical factors. Usually, runway configuration is the
main structural/operational component that affects an airport’s efficiency throughput.
The new empirical framework [1] was developed for the estimation of the arrival
potential of metroplex which is based on output curves obtained from historical flow
patterns. The model for the New York metroplex is illustrated in terms of its scope
and significance in the national airport system. Deterministic aircraft movement
framework [2] in airspace, regulated air traffic that encircling the airfield. The method
performs practical paths, makes detailed forecasts and extracts the mathematical
distribution of aircraft trajectory.

In aircraft operations, clustering techniques are more frequently used to estimate
airflow patterns for effective design of airport and airspace, airport capacity planning,
air traffic flow management. In defining a cluster of arbitrary shapes and good effi-
ciency on a large, DBSCAN is considerably more efficient and simple. Evaluating
the algorithm on real-time data. HCA [6] groups taxi paths in space, and in time.
Uses recorded data of Charlotte Douglas International Airport. This algorithm shows
the typical taxi paths in the form of the clusters, and then these clusters are used to
classify unusual airflow patterns.

The airport acceptance rate prediction protocol [5] for forecasting ranges across
possible AARs. Actual AAR, climate and prediction observations from San Fran-
cisco airport had been used to execute the assessments. Financial, management and
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policy frameworks [8] are necessary for handling the requirement and capability of
the airports, also measures for evaluating the fundamental judgments and the conse-
quences for the production and management of terminals. It focuses more on travel
plans, terminal operation, and smart guide.

The discrete choice model [3, 4] illustrates the value of a utility function in terms of
specific variables. The model offers a probabilistic runway configuration estimation
for the next 15-min span, provided the temperature, traffic demand, and actual runway
configuration [4]. The maximum likelihood discrete choice model [3] explains the
influence of various decision-making factors, which makes marginally better predic-
tions of changes in runway layout than a regression model based on different config-
urations. This approach uses data from the Newark, LaGuardia airports. The system
is guided as well as tested in European airspace [7] using empirical scheduled flight
details. It uses a specialized reshuffle technique. In this paper, we calculate airport
acceptance capacity through a mixed machine learning approach.

3 Problem Definition

Due to lack of capacity, there may be a problem of overestimation and underesti-
mation has occurred. In case of any emergency landing, to avoid flight accident as
crashing 2 need of traffic management. Overestimation includes holding and diver-
gent situations [1] as shown in Fig. 2. A circle shows holding a flight in the air up to
get a free runway. In such a situation, it may suffer because of wind or rain direction.

D indicates diversions flight to another terminal in any unpleasant condition and
it may cause flight crashes as c1. Capacity underestimation can lead to an effective
sub-use of resources and unnecessary delay in flooring.

e —
‘% S~ ___‘_-
D “'-.
C - Crashing \%
D - Divergent = =
W —~Weather Effect T3

T - Terminal
IT- International Terminal

Fig. 2 Problem in any emergency situation
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4 Proposed Methodology

4.1 Internal Working of Machine Learning Model
and Sub-model for the Prediction of Air Traffic

The sequential machine learning model is used for identification; prediction of air
traffic flow depends on a modular framework which is shown in Fig. 3. After indexing
of the data set a multi-layer clustering [1] is used for identifying groups of air traffic
patterns. Once air traffic is classified features are extracted by using some attribute as
passenger count. Finally, classification is performed on extracted features. Depending
on the information produced by the classification process, it will predict traffic flow
from historical data. Each module of the frame and data set is described in the
following section.

4.2 Data Set

For the prediction of airport acceptance rate informative historical data set retrieved
from European union open data set portal. Attribute including Activity Period, Oper-
ating Airline, Published Airline, Terminal, Passenger Count, Adjusted Activity Type
Code, Adjusted Passenger Count from the year 2005-2016 is used. Data set contains
more than 15,000 records.



Improving the Prediction of Traffic Flow ... 279

4.3 Clustering-DBSCAN

There is one basic rule that applies to every clustering method to determine similar
values and in the cluster the records into groups. Density-Based Spatial Clustering
of Application with Noise (DBSCAN) [5] uses to make a group of air traffic within a
given timestamp. It is an unsupervised learning method. DBSCAN is mostly widely
used in dense regions, separate more dense clusters, and lower dense clusters. Here,
we use this clustering algorithm for finding out the density of air traffic flow within
a year of an airline and terminal area. Another advantage of this method has the
ability to finding out non-convex clusters. DBSCAN focused on the two main input
parameters as follows.
Two main parameters are the following.

1.  MinPts: esp radius contains less number of data points is called as MinPts. On
the off chance that a dataset is an enormous pick the bigger estimation of MinPts.
As per rule, the MinPts base can be extracted from the number of factors D in
the database as, MinPts more than or equivalent to D + 1. The base estimation
of MinPts ought not to be under 3.

2. esp (€): It characterizes the point around an information point, for example, if
the separation between any two points is less or equivalent to eps then they are
considered as neighbour’s point. If the value of eps is too small then a significant
proportion of the data would be considered as outliers. If esp value is too larger
then the clusters will merge and lots of the data points will be in the same clusters
hence less number of clusters will form.

3. Here, we divide the data set into the three clusters high density-based cluster,
medium density-based cluster and low density-based cluster as shown in Fig. 4.
Airline data are a group in different colour clusters, blue colour which shows
high density-based cluster. The X-axis indicates the number of samples, and the
Y-axis indicates the number of flights. Blue colour indicates the highest dense
region.

4.4 Features Extraction

Several features are extracted from airline data for analysing more correctly.
Features are extracted on attribute activity period, passenger count and adjusted
passenger count. We calculate features as ema, sma, etc.

1.  Simple Moving Average (SMA): It is calculated as the summation of all
records x; divisible by the number of records N. A simple moving average
smooths out volatility and makes it easier to predict passenger count within a
particular duration. SMA calculated as

N
2= %i

N (D

sma =
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Fig. 4 Clustering-DBSACN
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2.

Expositional Moving Average (EMA): It adds more weight in data which is
more current data points due to its distinctive calculation, and EMA can follow
data points closely than a corresponding SMA. Calculated as

ema = endvalue; x K + ema, x (1 - K) 2)

Double Expositional Moving Average (DEMA): This average helps to
confirm uptrend when the passenger is above the average and helps confirm
downtrends when the passenger is below the average. Calculated as

dema = 2 x ema — ema(ema) 3)

Triple exponential moving average (TEMA): For calculating the TEMA,
calculate the first EMA and second EMA. TEMA is calculated by the following
formula:

tema =3 x ema — 3 X (ema)2 + (ema)3 4)

Moving Average of Convergence Divergence (MACD): This measure is a set
of three time interval, very often calculated using historic data. Focus on more
recent passenger records. It is the difference of EMAs with a given period a,
b. Here, it is the difference between EM A, and EM Ay.

macd = emaiy — emasg ®))

Relative Strength Index (RSI): The RSI measures the magnitude of data
points. The relative strength index is computed in two parts, i.e. RSI for
passenger count and adjusted passenger count starts with the following
formula. It is also a momentum indicator. Calculated as

100
rsi = 100 — |: i| (6)
1—rs

Stochastic Rsi: It is a measure of RSI relative to its own high or low range
that varies over a given time. This indicator is primarily used for identifying
more than average traffic capacity. Calculated as:

. (rsi — minrsi)
rsi = . — (7
(maxrsi — minrsi + 1)

Average True Range (ATR): This predictor is evaluated as follows. In very
first step difference of Adjusted passenger and passenger count; in a second
step difference of the absolute value of the Adjusted passenger and passenger
count close; and the absolute small current value less than the previous close.
Therefore, the total real range is a weighted average of the actual ranges.
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1 (n)
atr = (;) Z tr; (8)

()]

9.  Volatility Ratio (VR): It is the technical analysis indicator used to identify
passenger count ranges and breakouts. VR is ration of average true range and
expositional moving average. VR is calculated by the following formula:

vr = ar )

ema
10. Williams % Range: WR is known as the Williams Percent Range. It is a form
of momentum indicator. Williams percent R sensor is somewhat similar to and
is used in the same manner as the Stochastic oscillator. Where highest,;,, is

the highest number of passenger count, val s, is the most recent value and
lowest,, is the lowest number of passenger count.

(10)

highest,.., — val yse
wr=—100><|: 18765 high — VA cl :|

highest;,;, — lowestjoy, + 1
11. Commodity Channel Index (CCI): It is a momentum-based oscillator also an

unbounded predictor. It is calculated by the difference between present demand
and average historical demand as follows:

val .pse — SMa

cci

Y

- 0.015 x val geviation

Table 1 shows sample values of extracted features as sma, ema, dema, tema, macd,
cci, wr contain multiple values where RSI and stochastic Rsi, atr contain a single
value.

4.5 Prediction Using a Machine Learning Algorithm

The Random Forest is a Machine Learning algorithm, not only used for supervised
classification but also used for regression. As the name suggests it is the same as
the relationship between forest and ample of different trees. The Random Forest
Algorithm combines various decision trees that are having a similar node but utilizes
various information that prompts various leaves. The prediction of the random forest
is more stable than a decision tree. Here, we use the values of features extraction
as input which are shown in Table 1. Every time consider 10 samples values for
construction of decision tree. Data is classified in 1 and 0 accordingly that it shows
the airport capacity. An algorithm is based on the following steps.
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Table 1 Features values

F A American Jetblue Delta
SMA —4666.7 —23.45 65.35
EMA —56.786 —3533.56 —243.67
DEMA 4.546 —6333.65 —46.35
TEMA —45.67 —385.6 —84.40
MACD —251.45 —407.516 17.16
RSI 52.398 41.96 49.0
SRSI 0 —112.289 2160.0184
ATR 0 0 487.720
VR 0 0 0.006799
WR —0.49,4.8 0 —99.6338
CCI —16.4 0 —316.34

1. Select in random values features extraction as SMA, EMA, TEMA, DEMA,
MACD having many values, bootstrapping of data

2. Construct a decision tree for every for 10 sample each feature

3. Vote the result of a decision tree

4. Prediction according to it.

5 Results

In this section, we explain the accuracy, predicted results. Accuracy calculated by the
use of accuracy measurement formula is as follows: v, indicate the observed value,
and v, indicate accepted value. Accuracy depends on the predicted duration. As we
use the DBSCAN method get the clusters for the airline which is as shown in Fig. 4.

accuracy = M x 100 (12)
Va

As anovelty of our work determining the data analysis features. Table 1 indicates
the values of sma, ema, dema, tema, macd, etc. of different airlines. Figure 5 shows
the graph of extracted data analysis features. A number of the curve in the graph
depending on the count of flights as any airline contains more number of an airline
than the graph is denser as shown in Fig. 5c. After using Random Forest machine
learning algorithm, we predicted the terminal capacity of the near future.

Table 2 shows the prediction of the next 2 days capacity of terminals. As we see
on day 1 capacity of terminal 1 is 68.3% this indicates if any emergency landing is
needed on day 1 then terminal 1 is free for that situation.

Figure 6. shows same as in Table 2 in graph. Terminal T3 on day 1 shown by bar
with line indicates that only terminal T3 is free on day 1 for any emergency landing.
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Fig. 5 Graph for feature
extraction
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Table 2 Two day terminal capacity estimate
Airline Day TC Incoming Outgoing
American 1 T3—68.3% 2049 2049
2 T3—100% 86,429 86,429
JetBlue 1 IT—100% 5880 5880
2 IT—100% 6365 6365
Delta 1 T1—100% 6183 6183
2 T1—100% 48,563 48,563
Fig. 6 Graph for two-day 1
prediction 120000 [0 Day!
80000 [ O Day2
not full
20000
10000
5000
2000
1000
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6 Conclusion

Planning of airport acceptance capacity is a complex problem that is faced by air
traffic managers every day. This paper presents the machine learning model for the
prediction of future airport acceptance capacity towards improved capacity and air
traffic flow management. The technique can be extended on any airline network
worldwide. A multi-layer clustering is used to make a group of high, low, medium
density-based air traffic in the terminal area. Further extracting the functionality of
data processing is used as input for Random Forest machine learning. Capability of
airports is ultimately predicated on the use of Random Forests. Final result predicts
the occupied terminal capacity, accordingly that air traffic managers can manage the
air traffic even in any emergency condition it also shows a count of incoming and
outgoing passengers and a count of incoming and outgoing flights.

This system works on different airline data of a specific airport. American Airlines
shows 83.3% accuracy for the next 2-day prediction. While on the prediction of the
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next 72-h, its shows 72.4% accuracy. Prediction accuracy is calculated in the 24-h
format; this means that as the duration of prediction decreases accuracy increases.
Same as above Delta Airlines shows 82.2% accuracy for the next 48-h prediction and
70% for next 3-day prediction. However, we assume that this approach to machine
learning can be very beneficial in informing other ongoing analysis and simulation
projects to help other automation systems to enhance safety and operational efficiency
at airports.
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Invasive Weed Optimization Based m
Reduced Order Modelling L

Rajul Goyal, Girish Parmar, and Afzal Sikander

1 Introduction

Nowadays, in control engineering, it is an emerging field for research to reduce the
original systems with high order to models with low order. Generally, if a differential
equation is of higher order in the frequency domain, then its transfer function is also
of higher order. It is very difficult and tedious to analyze a system with higher order.
So, it becomes necessary to minimize the order of transfer function for designing the
systems.

Various reduction methods are used on the basis of stability which minimizes the
stability problem also. To achieve this, stability criterions are used. “Evolutionary
Techniques” are the most prominent algorithms used in the field of reduced order
modelling.

Methods are also available for approaching at stable reduced-order approximants
using evolutionary techniques [1, 2]. Using the stability equation method an improved
method for Pade approximants was proposed in [3].

To enhance capabilities of tuning for conventional PID controller’s parameters,
several intelligent approaches have been suggested to improve the tuning of PID
controller [4-7].

Being inspired from colonizing weeds a novel numerical stochastic optimization
algorithm has been proposed in [8]. The properties of weeds may give rise to a
powerful optimization algorithm. A method based on IWO technique is used to
study the electricity market dynamics [9]. A printed Yagi antenna has been designed
and optimized using this IWO technique [10].

Except the methods discussed above, some more references can also be seen for
model reduction & control using evolutionary techniques [11-13].
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2 Overview of IWO

The IWO has been described in Fig. 1 while the properties, features, advantages,
disadvantages, mathematical modelling, pseudo codes for implementing the IWO
and comparison with GA and PSO have been given in [§-10, 14-16].

On studying the behaviour of weed plants a biologically inspired innovative algo-
rithm is developed called Invasive Weed Optimization (IWO). Growth of seeds and
reproduction concept in a weed colony is used in this algorithm. In the environment
weeds grow in a random manner. The robust and adaptive properties of weeds are
being used as a mathematical tool for optimization adaptive and robust properties of

weeds are being applied [8].

Randomized initialization of weed's
locations and population

v

Calculation of each weed fithess

Is terminating
condition achieved?

Reproduction based on seed’'s
fitness mark

) v
Newly generated seeds’ distribution
in seach space

Is number
of plants more than maximum
limit?

Weed's removal based on fitness
mark

Fig.1 Flow chart of IWO
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PID controllers have very simple structure and easy tuning. These properties of
PID controllers have made them very useful in different process, chemical or paper
and pulp industries. As per the requirement of industries finding of suitable measures
of PID controller is known as tuning of PID controller. Therefore, in this study an
innovative concept for system simplification and its control is proposed. To optimize
a pre-specified fitness function with IWO is the basic concept applied in this present
work.

3 IWO Based Reduced Order Modelling

Usually, physical systems are transformed into mathematical model in the form of
differential equations which yields complex high order models which are difficult
to understand. The exact analysis of these systems is monotonous, expensive and
complicated. So, it is useful to obtain simple model of high order systems. By order
reduction the computation and hardware complexity of particular systems can be
made easy. The LOS provides an adequate approximation of the original system’s
response to particular inputs and preserves the stability of the higher order model.
In present work, reduced order modelling of single input single output linear
time invariant systems has been done by employing IWO. To minimize the objective
function the program with IWO algorithm has been run for 100 iterations. Also, the
applied algorithm has been compared with other available researched methods.

3.1 Problem Statement

PID controller is very popular because of the reasons.
Suppose the rth order LOS is defined as:

_agtogs Foas? 4 F oy s

B = R B+ B 4+ B’ o
Now, the objective function; ISE for the same is defined as:
00
ISE = / Ly(®) = y: ()Pt 2
0

where, y(t) & y,(¢) are the step responses of HOS and LOS, respectively.
The MATLAB-SIMULINK model of the above Integrated Square Error with unit
step input is shown in Fig. 2.
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In weed colonies weeds grow severely in a random manner giving a threat to
useful plants. Highly adaptiveness in environment, compatibility and stability are
the important characteristics of weeds. The optimization of IWO algorithm is based
on these useful characteristics of weeds. By this mathematical function is globally
optimized. IWO is a powerful and innovative technique.

4 Results and Discussions

The present work is elaborated and analyzed using the following numer-
ical/simulation example.

4.1 Example: 8th Order SISO-LTI-HOS

The same example given in [17-19] has been taken for the present work:

1857 4 5145° 4 59825 + 36380s* + 12266453 + 22208852 + 1857605 + 40320

Gg(s) =
() s8 4+ 3657 + 5465° + 453657 + 224495 + 6728453 + 11812452 + 1095845 + 40320
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Fig. 3 Convergence of ISE versus iterations

Now, ISE obtained by IWO with 100 iterations is 6.9165 x 10~* and the conver-

gence diagram for the same is shown in Fig. 3. The polynomials of reduced order
system are obtained as.

Denominator polynomial:

D> (s) = 1.01665> + 6.9831s + 5.3466 (5)

Numerator polynomial:

Ny (s) = 17.1965s + 5.3466 (6)
Hence, the 2nd order LOS is given by:

Rs) 17.1965s + 5.3466 -
S) =
2 1.0166s2 + 6.9831s + 5.3466

Step and frequency responses of HOS and LOS have been shown in Figs. 4, 5, 6
and 7.

Step responses of HOS and IWO optimized LOS have also been compared as
shown in Figs. 8, 9, 10 and 11, for different available techniques.

The comparison of obtained ISE using IWO with other previously researched
techniques is also given in Table 1 in which IWO is being proved superior since
value of ISE is less as compared to others.

Bar chart comparison for the ISE has also been shown in Fig. 12 from which it
can be seen that the ISE value obtained by IWO algorithm is less in comparison to
other available techniques in literature.
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Bode Diagram
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Table 1 ISE compared with other techniques

R. Goyal et al.

Method Reduced models ISE
. 17.1956s + 5.3466 —4
IWO algorithm T.016652 + 6.9831s + 53466 6.9165 x 10
Mukherjee and Mishra [20] 1P £ 150 6.9165
Hutton and Friedland [21] T 18.3848
4 [133747200s + 203212800]
Gutman et al. [17] 85049280 52 + 5523033605 + 812851200 8.816
Krishnamurthy and Seshadri [18] | 133080132 - 40330 17.5345
151776.576 s + 40320

Pal [22] 6552052 + 75600 s + 40320 17.6566
Mukherjee et al. [16] 139085+ 44357 lii?gfgg 11?23757 2.1629
Parmar et al. [23] Blaas 1.7924
Mittal et al. [19] % 6.9159
Prasad and Pal [24] I LI85eLs 4 300 ff;fgj;;; 530500 18.4299
Shamash [25] % 7.3183
Fig. 12 Bar chart 8 4
comparison 7 -

ﬁ 4

5 4

3 <

z -

l - . .

0 - . , ; ;

wo Parmar et al.,, Mukherjee et Mittal et al.,
Algorithm 2007 al., 2005 2004

5 Conclusions

In the present work, IWO has been employed for reducing order of SISO-LTT systems.
Objective function used is to minimize the ISE. Unknown parameters of all poly-
nomials of LOS are evaluated effectively using the IWO algorithm. For the sake of
fair comparison and analysis an example has been simulated. The step responses
of HOS and obtained LOS using IWO have been also been compared with avail-
able techniques. Simulation results show that the response of IW optimized LOS is
closely approaching to the HOS. To show the effectiveness of IWO algorithm, bar
chart comparison has also been shown.
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A Novel Model-Order Diminution )
Algorithm for LTIC System Using Whale | @i
Optimization

Jay Kumar, Girish Parmar, and Afzal Sikander

1 Introduction

In engineering system design, most of the problems are complex and complicated.
The mathematical modeling of such a system generally results in a higher-order
system (HOS). The analysis of such a higher-order model consumes a lot of simula-
tion time and requires a large amount of storage and integrated circuits. Therefore, the
model-order reduction (MOR) technique is used to approximate higher-order system
(HOS) into lower-order system (LOS) which retains the fundamental properties of
the original system [1]. MOR techniques were introduced many decades ago; still,
a generalization algorithm is required to keep the dynamic characteristics of HOS
intact with that of LOS.

Presently, order reduction has been used in various research fields such as chemical
plants, aircraft, fluid dynamics digital communication network, economic system
control system and electrical power system [2—4].

The rest of the paper is organized as follows: Sect. 2 briefly discusses the literature
review; Sect. 3 describes the whale optimization algorithm; Sect. 4 describes the
stated problem; Sect. 5 gives the simulation results of the selected numerical problem.
The concluding remarks are given in Sect. 6.
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2 Literature Review

Order diminution is an important research area of control system since the incep-
tion of model-order diminution around the early 1960s when Davison presented
“The Modal Analysis” by state space techniques. Later on, many researchers started
to exploit this new area: Davidson [23], Chen and Shieh [24] used frequency-
domain expansions; Gibilaro and Lees [25] matched the moments of the impulse
response; Hutton and Friedland [26] used the Routh approach [5] for high-frequency
approximation.

Various methods are available in the literature. Based on the embedding domain,
these techniques can be categorized into two groups [6, 7], conventional time,
frequency-domain techniques and evolutionary technique-based order diminution
technique. The choice of order diminution method is dependent on the closeness of
lower-order system’s (LOS) response to the higher-order system (HOS). The time-
domain-order diminution techniques require extensive knowledge of the eigen values
and eigen vectors of higher-order systems, whereas frequency-domain techniques
are algebraic in nature and in certain cases can reduce stable system to unstable
system, and vice versa. Frequency-domain methods start from classical techniques
such as eigen spectrum analysis [6], pade approximation [8] etc. It suffers from insta-
bility, non-minimum phase behavior, non-uniqueness and accuracy. Later on, mixed
methods [9-11] were discovered which give more stability and avoid non-minimum
phase condition but suffers in flexibility.

Due to certain drawbacks in conventional techniques, there is a space for the
search engine optimization methods in the order diminution field to improve the
performance by optimally choosing the value of lower-order system’s coefficients.
Wilson [12, 13] discussed the problem of optimality in model-order reduction (MOR)
and recommended an optimization technique based on error minimization. In recent
times, many evolutionary algorithms are used for the reduction of HOS, like Cuckoo
search optimization [14], particle swarm optimization [15], Big Bang—Big Crunch
algorithm [11, 16, 17], invasive weed optimization [ 18] and modified Cuckoo search
[19]. These algorithms determine the numerator and denominator coefficient of the
LOS by minimizing an objective function. Apart from these optimization methods,
researchers are still searching for a universal optimization algorithm that can be
implemented to all types of problems with full effectiveness.

In this paper, whale optimization has been utilized for order reduction of the
LTIC system by minimizing the ISE as an objective function. The simulation results
obtained from the WOA method are compared with the other techniques.
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3 Background Concept

3.1 Time-Domain and Frequency-Domain Analysis

Time-domain response is evaluated in terms of peak time, rise time, maximum over-
shoot, settling time etc. To make the design procedure simple logical and straight-
forward, there is a need for simple or fewer indices to evaluate the performance
of the system. Various indices like integral square error (ISE), integral absolute
error (IAE) and impulse response energy (IRE) are used in control theory. In the
frequency-domain bode plot, the Nyquist plot is used for stability analysis.

3.2 Whale Optimization Algorithm (WOA)

Whale optimization is a meta-heuristic algorithm proposed by Mirjalili and Lewis
[20]. It is based on the swarm humpback behavior of whales. The interesting fact
about the humpback whales is their devour technique called bubble-net feeding.
During devour, whales create the special bubbles along a circular path surrounding
their feed animal by spiraling up and bubbling up as they dive around 12 m below the
surface and then swim upward the surface following the bubbles. The basic flowchart
of the WOA algorithm is shown in Fig. 1.

4 Statement of Problem

The transfer function (TF) for nth-order SISO-LTI-HOS has been defined as

Zn__ol Xis
Gu(s) =S —— (1)
Zi=o Yi§
where x; and y; are constants.
The mth-order reduced model of Eq. (1) is given as
Nm }'1171 i i
Ry (s) = () = 2170 cil (2)

Dyu(s)  YIydist

where m < n and c; and d; are unknown constants.
ISE is considered an objective function, defined as [11, 12, 21, 22]
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Fig. 1 Flowchart of WOA @
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The other performance indices used in the present paper are given as [12, 22]

IAE:/Ie(t)Idt €]
0

IRE = f g (1)dt )
0

where e(?) is the error signal between step response of y(¢) (HOS) and y,(¢) (LOS) as
given in Eq. (4), and g(7) is the impulse response of the system as given in Eq. (5).
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5 Numerical Example and Simulation Results

Example: Let us consider a fourth-order system with repeated poles in s-plane defined
as [19]

1
st + 43 + 655 +4s+ 1

G4 (S) = (6)

After WOA being applied, the second-order LOS is obtained with ISE as 1.495
x 1072, given by

0.001s + 1.6771
9.9984s2 + 6.3484s + 1.6771

Ry(s) = )

Figure 2 shows the convergence of ISE by WOA. Figures 3 and 4 and Tables 1
and 2 present the comparison between time-domain response and frequency-domain
response of fourth-order HOS with second-order LOS along with its parameters and
performance indices obtained by the WOA and some recent algorithms.

The simulation results show the supremacy of WOA over the other algorithms.
Further, the performance of the proposed algorithm is also shown in Fig. 5.

6 Conclusions

In the present work, it is observed from the obtained result that (i) WOA has better
matching capability during the transient response of reduce-order model; (ii) The
time-domain parameters of reduced second order obtained by WOA and original
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Fig. 3 Step response of
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Fig. 4 Bode plots of HOS
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Table 1 Comparison for the performance indices obtained by WOA and some recent algorithms
for example

Performance parameters Reduced models IRE ISE IAE
Original model - 0.1562 |- -

0.001s + 1.6771 )
WOA (proposed) 9998452 + 2'34% e 0.1319 | 1.495 x 10 0.4133
Sikander and Thakur [19] | 5= GlEH0I8 0.1219  |4.58 x 102 | 0.6764

Tablt.a 2 Comparison for the Performance | Rise time (s) | Settling time | Over shoot
transient response parameters parameters (s) (%)
obtained by proposed WOA
and some recent algorithms Original model | 4.94 9.08 0
for example WOA 5.8 13 2.12
(proposed)
Sikander and | 6.56 15.63 2.56
Thakur [19]
Fig. 5 Bar chart comparison 0.8 -
for example 0.6764
0.7
0.6
0.5 -
04 -
0.3 -

0.1 001495 . |
0 -

WOA (Proposed) Sikander & Thakur [1§]

fourth-order HOS are fairly similar; (iii) The reduced-order model obtained by WOA
reveals the lowest value of ISE when compared.
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