Chapter 51 ®)
Pig Pose Recognition Method Based e
on Openpose

Guangchang Li, Qing Jv, Feifei Liu, and Zhibo Yao

Abstract Early detection and treatment of disease in pigs can increase pork produc-
tion. The changes of pig posture information have high diagnostic value, but these
subtle changes are not easy to be quantified and need to be observed and analyzed
for a long time, which is difficult to achieve in the process of large-scale breeding.
In this paper, a pig pose recognition method based on Openpose is proposed for pig
pose recognition. Firstly, the collected images were input into the OpenPose pose
estimation model to obtain the key point location information and key point connec-
tion information of pigs. The two groups of information were converted into joint
angle features and joint spacing features, which were input into the KNN algorithm
to classify pig poses. The experimental results show that the accuracy of the model
for pig attitude recognition is more than 93%, and the FPS is between 10 and 12,
which is a method with both accuracy and speed.

51.1 Introduction

In recent years, affected by African Swine fever and other infectious diseases of
pigs, the price of pork skyrocketed, seriously affecting people’s daily life. Therefore,
early detection of damage to the health of pigs and timely treatment can increase
pork production so as to improve people’s livelihood.
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As a kind of easily accessible biological information, pig posture information is
an important indicator to measure the health status of pigs. However, the changes of
posture information is not easy to be quantified and requires long-term observation
by staff, which is difficult to achieve in the process of large-scale breeding. There-
fore, the objective monitoring of the change of attitude information through sensors
has attracted wide attention [1]. Based on the analysis of pixel difference between
continuous images, a method of automatic detection of aggressive behavior between
pigs by image analysis was proposed [2]. The Kinect depth camera was used to
extract the behavior information of pigs, and the support vector machine was used
to detect attack behavior. This method was cost-effective and effective in terms of
accuracy [3].

In this paper, the OpenPose pose estimation algorithm [4] is used to identify the
key points of pigs, the position and connection information of the key points are
obtained, then the two groups of information are converted into the bone joint angle
and joint spacing of pigs, and then the KNN [5] algorithm was used classification
and recognition of pig posture.

51.2 Materials and Methods

51.2.1 Data Preparation

The experimental data came from a pig breeding base in Ganzhou city, Jiangxi
Province. Cameras were used to shoot the video at different angles and with different
degrees of occlusion. And 4000 images were selected as the training and testing
sample data. The image size was adjusted to 360 pixels x 520 pixels to improve the
training speed of the model.

Labelme image annotation tool was used to annotate the key points and pose
categories of pigs. Finally, Json files with information were used. Key points and
pose category comments are shown in Fig. 51.1.

See Fig. 51.2, the selected image is rotated, mirrored, and scaled to enhance and
expand the sample image.

51.2.2 Pig Pose Estimation

In actual breeding, multiple pigs are raised in a pig pen, so the OpenPose pose
estimation algorithm is adopted in this paper to carry out real-time pose estimation for
multiple pigs. The OpenPose algorithm adopts bottom-up approach and has achieved
good results in real-time pose estimation [4].
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Fig. 51.1 Picture annotation schematic diagram
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Fig. 51.3 The OpenPose Network architecture

OpenPose Network Architecture

The OpenPose network generates Part confidence maps (PCMs) and Part affinity
fields (PAFs) based on the input images. The former is used to predict the location
of key points, and the latter is used to group key points and finally obtain the attitude
skeleton. The network architecture of OpenPose is shown in Fig. 51.3.

The first 10 layers of VGG19 [6] network were used for feature extraction, and
the feature images were input to the subsequent Stage module for processing. The
Stage module contains two branches, S and L. The S branch is used to generate the
confidence diagram of the key point, and the L branch is used to generate the affinity
domain of the key point. L2 Loss is used to calculate the Loss of each branch, and
the Loss function of the branch is shown in the formula.

J
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(51.1)
fL—ZZW(p) |Li@) — L.

c=1

Among them, W (p) represents the weight of the key point. If the position is not
marked, 0; otherwise, 1;L (p) and S_’; (p) represents the predicted value; Li (p) and

S; (p) represents the true value. The total loss is the sum of the losses of each branch,
as shown in the formula (51.2),

T
f=Y_(i+1h) (51.2)
=1
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Starting from the second Stage module, the input of the module consists of three
parts, the feature diagram F, the output of $'~!, and the output of L'~!, as shown in
the formula (51.3).

S' = p'(F, 8", L"), Vi > 2,
. . i (51.3)
L' =¢'(F,S" L"), Vi >2

OpenPose components

Part confidence maps are used to represent the position of the key point. The Gaussian
function is used to create the confidence graph of the key point. The value of each
pixel in the confidence graph represents the confidence degree of the position, which
is calculated by the formula (51.4).

1 ((X*X,)Z*’(V*y,)z)

glx,y) = mf 22 . (51.4)

In this paper, the PCMs output contains 12 porcine key point location information
and one containing background information. The background information serves as
input to the next Stage, where better semantic information can be obtained. When o
set to 0.008, the output looks like Fig. 51.4.

Channel 0: PCM of Head Channel 1: PCM of Neck

Channel 2: PCM of Back

Fig. 51.4 PCMs output. There are two regions with high confidence in the channel 2, so it can be
judged that there are two pigs in the input image
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Fig. 51.5 Left front leg of pig

Part affinity fields are used to judge the affinity between different key points. Each
pixel in the PAF region holds a two-dimensional vector, which is used to represent
the directional information of the bone. Take the left front leg as an example, as
shown in Fig. 51.5. x; x and x, ; respectively represent the position coordinates of
the left front elbow and the left front hoof.

For position p, its vector is expressed by the formula (51.5).

v, if p onlimb ¢, k

1.
0, otherwise (51.5)

Li(p) = {

¢ is the index of the limb, and v = CuzE=410)
[lxj20=x 14l

For different positions use formula (51.6) to determine whether it is on the limb.

represents the pointing unit vector.

O0<v-(p—xj10) <l
SV-(p—xj14) <l (51.6)
and |v x (p — x;14)|01,

where [, = ||x 2.k = Xj1k ||2 indicates the length of the limb, and o; indicates the
width of the limb. For any two key points d;, and d;,, the affinity between the key
points can be calculated using formula (51.7),

u=1 d. —d;
E = L, - ] S 7Y 51.7
/u (p(w) [, —a,[, u L7

p(u) is obtained by position and interpolation, and the calculation is shown in the
formula (51.8)

pw) = (1 —uwd; +udj,. (51.8)

11 limbs are defined in this paper, as shown in Fig. 51.6.
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Fig. 51.6 Definition of pig limbs

In this paper, there are 22 PAFs output channels, including 11 limb direction
vectors. When o; set to 0.0015, the key affinity domains of 11 limbs are obtained, as
shown in Fig. 51.7.

PAF of Neck PAF of left front upper leg

ity
e

PAF of antedorsal PAF of after back

Fig. 51.7 PAFs output. The arrow direction of the output of PAF of the limb represents the direction
of vectors in the affinity domain of key points
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A set of discrete candidate positions of key points can be obtained
from the confidence graph of key points. All candidate key points consti-
tute a set D; = {d;” cforje{l...J},me {1...Nj}}, define variables

Z3, € {0,1} to indicate candidate key points and whether dj' and

dj can be joined to get the collection. Therefore, get the set Z =

{2 for jipe (1. d),m e {1 N;}on € {1...N;} | when only the limb
c is considered, the two key points corresponding to it are respectively represented
by ji and j,, and the candidate set corresponding to the key point is respectively
represented by D; and Dj,, then the objective function is shown in the formula

(51.9),

maxE = max E E E.. -z ]'ijq

meDj neDj,
mn
s.t. Vm e D, Z Tjijp = (51.9)
neDj,
mn
Vn € Dy, Z Tjijp =
meDj,

E. represents the sum of weights corresponding to the trunk ¢, Z, is the subset Z
corresponding to the trunk ¢, and E,,, is the affinity of the key point d7 and d’ . For
all the torsos, the optimization objective function is transformed into the formula
(51.10),

c
maxE ZmaxE (51.10)

c=1

51.2.3 Attitude Classification of Pigs

Typical posture of pigs

Four typical pig postures were defined, including crawling, lying on one’s side,
standing, and sitting. The four attitudes are shown in Table 51.1.

Attitude feature extraction

In this paper, a mixture of joint angles and joint spacing is used to describe the
posture of pigs. Take any two segments of bone in an individual pig as an example,
the coordinates of the corresponding key points are A(xy, y1), B(x2, y2), C(x3, ¥3),
D(xy4, y4), then the joint angle 6 can be calculated by formula (51.11), and the joint
spacing L can be calculated by formula (51.12),
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Table 51.1 Schematic diagram of four kinds of pigs

Type Schematic diagram

Prone position

Lateral position

Standing position

Sitting-dog position

IR\ et

A%
S
e
e

AB-CD
C089 == == > (5111)
(IAB[-1CDJ)
L
L= %J(xl — )+ (1 — )% (51.12)

Ly is the head height of the individual, and d is the standard head height.

In this paper, 10 groups of joint angle characteristics and 15 groups of joint spacing
characteristics were defined. The angle position of each joint was shown in Fig. 51.8,
and the distance position of each joint was shown in Fig. 51.9. 10 groups of joint
angles.

Pig attitude classification method based on KNN algorithm

When an unknown sample is input, among the K samples closest to the unknown
sample, the category that accounts for more determines the category of the unknown

Fig. 51.8 10 groups of joint 01
angles
02 010 09
03 08
[ \ 07
06
04

05
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Fig. 51.9 15 groups of joint spacing

sample [5]. In this paper, the Euclidean distance is used to represent the distance
between the unknown sample and the sample in the feature space. The Euclidean
distance between two points xj(xj1, X12 ..., X1,) and x2(x21, X2 ..., X2,) in the n
dimensional feature space can be calculated by the formula (51.13),

Z(xli — x3)”. (51.13)
i=1

In the process of experiment, this paper adopts normalization treatment for the
values of all sample features and determines the value of K through cross validation.
The algorithm process is shown in Fig. 51.10.

51.2.4 Evaluation Indicators

In this paper, the Accuracy (Acc), the Precision (P), the Recall (R), the F score, and
Frames per second (FPS) were used as evaluation indexes of the model, which were
calculated by formula (51.14),
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Given a smaller value of K

Y

Data normalization

Cross validation

- Adjust the values of K
\
KNN model ‘ Whether the identification result§ of
training set and test set meet the requirements
A
Test set

Fig. 51.10 Pose recognition training and testing process based on KNN algorithm

TP+TN
Acc = TN PN
P = TPT+PFP’
_ TP
TP L FEN’ (51.14)

Fi=2- ,

P + R

frameNum
FPS = ——.

elapsedTime

TP represents the true example, TN represents the true counter example, FP resents
the false positive example, FN represents the false counter example, frameNum
represents the image frame number, and elpsedTime represents the time interval.

51.3 Results and Discussion

The experimental platform GPU adopts NVIDIA GTX 1080T1, 11 GB video memory,
16G installation memory, TensorFlow version 2.1.0, Python version 3.6 Related
experimental parameters are shown in Table 51.2.

The image data of the test set was input into the pose recognition model, and
the pose category of pigs was predicted. The recognition results were shown in
Table 51.3.
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Table 51.2 Experimental parameters

The parameter name The parameter value
Image size 360 x 520

Epoch 50

Batch size 10

Learning rate 0.001

o 0.008

oy 0.0015

KNN algorithm initial K value 20

Table 51.3 Attitude recognition results

P R Fl1 Support
Prone position 0.94 0.92 0.93 912
Lateral position 0.92 0.94 0.93 875
Standing position 0.93 0.92 0.92 922
Sitting-dog position 0.93 0.92 0.92 875
Accuracy 0.93 0.93 0.93 0.93
Macro avg 0.93 0.93 0.93 3584
Weighted avg 0.93 0.93 0.93 3584

It can be seen from Table 51.3 that the average accuracy of pig attitude classifica-
tion algorithm based on KNN algorithm, which takes joint angle and joint spacing
as input features, is more than 93% for pig attitude recognition. Among them, the
recognition accuracy of prone position is the highest, reaching 94%, while the recog-
nition accuracy of lateral position is lower, reaching 92%. The reason for the low
recognition accuracy of lateral position may be that there are more key points on the
body of pigs when they are lying on their side, which leads to less characteristics
of input joint angle and joint spacing, and thus reduces the recognition accuracy of
posture.

During the experiment, the FPS of the model is stable between 10 and 12, and the
real-time performance is normal. It may be because the first ten layers of VGG19
network are used as the feature extractor, which makes the model a large amount of
computation and takes a long time. However, through the observation of the daily
behavior of pigs, it is found that the posture of pigs is relatively fixed within a period
of time. The model can meet the requirements of real-time recognition of pig posture.
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51.4 Conclusions

In this paper, a pig pose recognition method based on deep learning is proposed
for pig pose recognition. Firstly, the collected images were input into the OpenPose
pose estimation model to obtain the coordinate information of the key points and
the connection information of the key points. The two groups of information were
converted into joint angle features and joint spacing features, which were input into
the KNN algorithm to classify the poses of the pigs. The experimental results show
that the accuracy of the model for pig attitude recognition is more than 93%, and the
FPS is between 10 and 12, which is a method with both accuracy and speed.
However, this method also has some limitations: (1) the data are collected in the
same breeding base and the scene is single; (2) the recognition speed is slow. In
view of the above problems, the following research will further expand the data set
and optimize the attitude estimation model and attitude classification algorithm to
improve the detection efficiency under the condition of ensuring the accuracy.
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